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Abstract. In the literature, many works were interested in mining frequent pat-
terns. Unfortunately, these patterns do not offer the whole information about the
correlation rate amongst the items that constitute a given pattern since they are
mainly interested in appearance frequency. In this situation, many correlation
measures have been proposed in order to convey information on the dependencies
within sets of items. In this work, we adopt the correlation measure bond, which
provides several interesting properties. Motivated by the fact that the number of
correlated patterns is often huge while many of them are redundant, we propose
a new exact concise representation of frequent correlated patterns associated to
this measure, through the definition of a new closure operator. The proposed rep-
resentation allows not only to efficiently derive the correlation rate of a given
pattern but also to exactly offer its conjunctive, disjunctive and negative supports.
To prove the utility of our approach, we undertake an empirical study on several
benchmark data sets that are commonly used within the data mining community.

Keywords: Concise representation, Correlated pattern, bond measure, Closure
operator, Equivalence class, Conjunctive support, Disjunctive support.

1 Introduction and Motivations

In data mining, frequent pattern mining from a data set constitutes an important step
within the overall knowledge extraction process. Since its inception, this key task grasped
the interest of many researchers since frequent patterns constitute a source of informa-
tion on the relations between items. Unfortunately, the number of mined patterns from
a real-life database is often huge. As a consequence, many concise representations of
frequent patterns appeared in the literature. These representations are associated to dif-
ferent quality measures. However, the most used one is the frequency measure (aka the
conjunctive support or, simply, support) since it sheds light on the simultaneous appear-
ances of items in the data set. Beyond this latter measure, recently some works [8,13]
have taken into account another measure, called disjunctive support, which conveys in-
formation about the complementary occurrences of items. However, the size of these
representations remains voluminous and many frequent patterns, having weakly corre-
lated items, are often extracted. Moreover, whenever the minimum support threshold,
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denoted minsupp, is set very low, a huge number of patterns will be generated. Addition-
ally, within the mined set of patterns, a large portion of them is redundant or uninforma-
tive. In this situation, setting a high value of minsupp can solve this problem, however
many interesting patterns will be missed. Therefore, in order to overcome this problem
and to reduce the size of representations, many correlation measures were proposed in
the literature [11,12,15,18,24]. The mined correlated patterns have then been proven
to be interesting for various application domains, such as text mining, bioinformatics,
market basket study, and medical data analysis, etc.

To choose the appropriate measure w.r.t. a specific aim, there are various criteria
which help the user in his choice. In our case, we are interested in the bond measure
[18]. Indeed, in addition to the information on items correlations conveyed by this mea-
sure, it offers valuable information about the conjunctive support of a pattern as well
as its disjunctive and negative supports. In spite of its advantages that can be exploited
in several application contexts, few studies were dedicated to the bond measure. One
of the main reasons of this negligence is that the extraction of correlated patterns w.r.t.
bond, is proved to be more difficult than that of correlated patterns associated to other
measures, like all-confidence, as mentioned in [15]. In this paper, we will study the
behavior of the bond measure w.r.t. some key criteria. We then introduce a new exact
concise representation of frequent correlated patterns associated to this measure. This
representation – based on a new closure operator – relies on a simultaneous exploration
of both conjunctive and disjunctive search spaces, whose associated patterns are re-
spectively characterized through the conjunctive and disjunctive supports. Indeed, in a
rough manner, this new representation can be considered as a compromise between both
exact representations based, respectively, on the frequent closed patterns [19] and the
disjunctive closed patterns [8]. Thus, it also offers the main complementary advantages
of these representations, such as the direct derivation of the conjunctive and disjunctive
supports of a given pattern. Interestingly enough, the proposed representation makes
it also possible to find the correlation dependencies between items of a given data set
without the costly computation of the inclusion-exclusion identities [5]. To the best of
our knowledge, this representation is the first one proposed in the literature associated
to the bond measure.

The remainder of the paper is organized as follows: Section 2 presents the back-
ground used throughout the paper. We also discuss related work in Section 3. Section 4
details the fbond closure operator and its main properties. Moreover, it presents the new
concise representation of frequent correlated patterns associated to the bond correlation
measure. The empirical evidences about the utility of our representation are provided
in Section 5. The paper ends with a conclusion of our contributions and sketches forth-
coming issues in Section 6.

2 Key Notions

In this section, we briefly sketch the key notions used in the remainder of the paper.

Definition 1. - Data set - A data set is a triplet D = (T , I,R) where T and I are,
respectively, a finite set of transactions and items, and R ⊆ T × I is a binary rela-
tion between the transaction set and the item set. A couple (t, i) ∈ R denotes that the
transaction t ∈ T contains the item i ∈ I.
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Example 1. In the remainder, we will consider the running data set D given in Table 1.

Table 1. An example of a data set

A B C D E F

1 × × ×
2 × × ×
3 × × × × × ×
4 × × × ×
5 × × ×

A pattern can be characterized by three kinds of supports presented by Definition 2.

Definition 2. - Supports of a pattern - Let D = (T , I,R) be a data set and I be a
non-empty pattern. We mainly distinguish three kinds of supports related to I:
- Conjunctive support: Supp(∧I ) = | {t ∈ T | (∀ i ∈ I, (t, i) ∈ R)} |
- Disjunctive support: Supp(∨I ) = | {t ∈ T | (∃ i ∈ I, (t, i) ∈ R)} |
- Negative support: Supp(¬I ) = | {t ∈ T | (∀ i ∈ I, (t, i) /∈ R)} |

Example 2. Let us consider the data set of Table 1. We have Supp(∧(BE )) = | {3, 4} |
= 2. (1) Supp(∨(BE )) = | {2, 3, 4} | = 3. Moreover, Supp(¬(BE )) = | {1, 5} | = 2.

Note that Supp(∧∅) = |T | since the empty set is included in all transactions, while
Supp(∨∅) = 0 since the empty set does not contain any item [13]. Moreover, ∀ i ∈ I,
Supp(∧i) = Supp(∨i), while in the general case, for I ⊆ I and I 	= ∅, Supp(∧I ) ≤
Supp(∨I ). A pattern I is said to be frequent if Supp(∧I ) is greater than or equal to a
user-specified minimum support threshold, denoted minsupp [1]. The following lemma
shows the links that exist between the different supports of a non-empty pattern I . These
links are based on the inclusion-exclusion identities [5].

Lemma 1. - Inclusion-exclusion identities - The inclusion-exclusion identities ensure
the links between the conjunctive, disjunctive and negative supports of a non-empty
pattern I .

Supp( ∧ I ) =
∑

∅⊂I1⊆I

( − 1)| I1 | - 1 Supp( ∨ I1) (1)

Supp( ∨ I ) =
∑

∅⊂I1⊆I

( − 1)| I1 | - 1 Supp( ∧ I1) (2)

Supp(¬I ) = | T | − Supp( ∨ I ) (The De Morgan’s law) (3)

An operator is said to be a closure operator if it is extensive, isotone and idempotent [6].
We present patterns that help to delimit the equivalence classes induced by the conjunc-
tive closure operator fc [19] and the disjunctive closure operator fd [8], respectively.

Definition 3. [19] - Conjunctive closure of a pattern - The conjunctive closure of a
pattern I ⊆ I is: fc(I ) = max⊆{I ′ ⊆ I | (I ⊆ I ′) and (Supp(∧ I ′) = Supp(∧ I ))} =
I ∪ {i ∈ I\I| Supp(∧ I ) = Supp(∧ (I ∪ {i}))}.

1 We use a separator-free form for the sets, e.g., BE stands for the set of items {B, E}.
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A minimal element within a conjunctive equivalence class is called minimal generator
and is defined as follows.

Definition 4. [19] - Minimal generator - A pattern I ⊆ I is said to be minimal gener-
ator if and only if Supp( ∧ I) < min{Supp( ∧ I\{i}) | i ∈ I}.

The following definition formally introduces a disjunctive closed pattern.

Definition 5. [8] - Disjunctive closure of a pattern - The disjunctive closure of a pat-
tern I ⊆ I is: fd(I ) = max⊆{I1 ⊆ I|(I ⊆ I1) ∧ (Supp( ∨ I ) = Supp( ∨ I1))} = I ∪
{i ∈ I\I| Supp(∨ I ) = Supp(∨ (I ∪ {i}))}.

The antipode of a disjunctive closed pattern within the associated disjunctive equiva-
lence class is called essential pattern and is defined as follows.

Definition 6. [4] - Essential pattern - A pattern I ⊆ I is said to be essential if and
only if Supp( ∨ I) > max{Supp( ∨ I\{i}) | i ∈ I}.

Definition 7 and Definition 8 introduce some properties that are interesting for the eval-
uation of quality measures, while Definition 9 and Definition 10 describe interesting
pruning strategies that will be used in the remainder for reducing the number of gener-
ated patterns.

Definition 7. [16] - Descriptive or statistical measure - A measure is said to be de-
scriptive if its value is invariant w.r.t. the total number of transactions. Otherwise, it is
said to be a statistical measure.

Definition 8. [21] - Symmetric measure - A measure μ is said to be symmetric if ∀ X ,
Y ⊆ I, μ(XY ) = μ(Y X ).

Definition 9. [17] - Anti-monotone constraint - Let I ⊆ I. A constraint Q is said to
be anti-monotone if ∀I1 ⊆ I: I satisfies Q implies that I1 satisfies Q.

Definition 10. [24] - Cross-support patterns - Given a threshold t ∈ ]0, 1[, a pattern
I ⊆ I is a cross-support pattern w.r.t. t if I contains two items x and y such that
Supp( ∧ x)
Supp( ∧ y)

< t.

3 Related Work

Several works in the literature mainly paid attention to the extraction of frequent pat-
terns. Nevertheless, the conjunctive support, used to estimate their respective frequency,
only conveys information on items co-occurrences. Thus, it is not enough for giving the
information about other kinds of items relations like their complementary occurrences
as well as their mutual dependencies and inherent correlations. In order to convey in-
formation on the dependencies within sets of items and, then, to overcome the limits of
the use only of the frequency measure, many correlation and similarity measures have
been proposed. These latter measures were then applied in different fields like statistics,
information retrieval, and data mining, for analyzing the relationships among items. For
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example, lift and χ2 are typical correlation measures used for mining association rules
[3], while any-confidence, all-confidence and bond [18] are used in pattern mining to as-
sess the relationships within sets of patterns. There are also many other interestingness
measures and metrics studied and used in a variety of fields and applications in order
to select the most interesting patterns w.r.t. a given task. In order to select the right
measure for a given application, several key properties should be examined. Recent
studies have identified a critical property, null-invariance, for measuring associations
among items in large data sets, but many measures do not have this property. Indeed,
in [23], the authors re-examine a set of null-invariant, i.e., uninfluenced by the number
of null transactions, interestingness measures and they express them as a generalized
mathematical mean. However in their work, the authors only considered the applica-
tion of the studied measures only for patterns of size two. Moreover, other studies are
based on the analysis of measures w.r.t. some desirable properties, such as the nice
property of anti-monotonicity, like carried out in [14]. In this respect, anti-monotone
measures are extensively used to develop efficient algorithms for mining correlated pat-
terns [12,15,18,24]. However, almost all dedicated works to correlated patterns do not
address the problem of the huge number of mined patterns while many of them are
redundant. To the best of our knowledge, only the work proposed in [12] allows the
extraction of a concise representation of frequent correlated patterns based on the all-
confidence measure. Furthermore, the proposed works only rely on the exploration of
the conjunctive search space for the extraction of the correlated patterns and no one was
interested in the exploration of the disjunctive search space.

In addition, our work can also be linked with that proposed in [20]. This latter work
presents a general framework for setting closure operators associated to some measures
through the introduction of the so-called condensable function. In comparison to our
work, that of [20] does not propose any concise representation for frequent correlated
patterns using the condensable measure bond. In addition, the authors neither studied
the structural properties of this measure nor paid attention to the corresponding link
between the patterns associated to this measure and those characterizing the conjunctive
search space and the disjunctive one. All these points are addressed in the following.

4 New Concise and Exact Representation of Frequent Correlated
Patterns

We concentrate now on the proposed representation of frequent correlated patterns. We
firstly introduce a structural characterization of the bond measure and, then, detail the
associated closure operator on which the representation is based.

4.1 Structural Characterization of the bond Measure

We study, in this subsection, different interesting properties of the bond measure. In the
literature, other equivalent measures to bond are used in different application contexts
such as Coherence [15], Tanimoto coefficient [22], and Jaccard [10]. With regard to data
mining, the bond measure is similar to the conjunctive support but w.r.t. a subset of the
data rather than the entire data set. Indeed, semantically speaking, this measure conveys
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the information about the correlation of a pattern I by computing the ratio between
the number of co-occurrences of its items and the cardinality of its universe, which is
equal to the transaction set containing a non-empty subset of I . It is worth mentioning
that, in the previous works dedicated to this measure, the disjunctive support has never
been used to express it. Indeed, none of these works highlighted the link between the
denominator – the cardinality of the universe of I – and the disjunctive support. Thus,
we propose a new expression of bond in Definition 11.

Definition 11. - The bond measure - The bond measure of a non-empty pattern I ⊆ I
is defined as follows: bond(I) = Supp( ∧ I)

Supp( ∨ I)

The use of the disjunctive support allows to reformulate the expression of the bond
measure in order to bring out some pruning conditions for the extraction of the pat-
terns fulfilling this measure. Indeed, as shown later, the bond measure satisfies several
properties that offer interesting pruning strategies allowing to reduce the number of gen-
erated pattern during the extraction process. Note that the value of the bond measure
of the empty set is undefined since its disjunctive support is equal to 0. However, this

value is positive because limI �→∅ bond (I) = |T |
0 = +∞. As a result, the empty set will

be considered as a correlated pattern for any minimal threshold of the bond correlation
measure. To the best of our knowledge, none of the literature works was interested in
the properties of this measure in the case of the empty set.

The following proposition presents interesting properties verified by bond.

Proposition 1. - Some properties of the bond measure - The bond measure is descrip-
tive and symmetric.

Proof. The numerator of the bond measure represents the conjunctive support of a pat-
tern I , while the denominator represents its disjunctive support. Being the ratio between
two descriptive and symmetric measures, bond is also descriptive and symmetric.

Several studies [21,23] have shown that it is desirable to select a descriptive measure
that is not influenced by the number of transactions that contain none of pattern items.
The symmetric property fulfilled by the bond measure makes it possible not to treat all
the combinations induced by the precedence order of items within a given pattern. Note-
worthily, the anti-monotony property, fulfilled by the bond measure as proven in [18], is
very interesting. Indeed, all the subsets of a correlated pattern are also necessarily cor-
related. Then, we can deduce that any pattern having at least one uncorrelated proper
subset is necessarily uncorrelated. It will thus be pruned without computing the value
of its bond measure. In the next proposition, we introduce the relationship between the
bond measure and the cross-support property.

Proposition 2. - Cross-support property of the bond measure - Any cross-support pat-
tern I ⊆ I, w.r.t. a threshold t ∈ ]0, 1[, is guaranteed to have bond(I)< t.

Proof. Let I ⊆ I and t ∈ ]0, 1[. If I is a cross-support pattern w.r.t. the threshold t,

then ∃ x and y ∈ I such as Supp( ∧ x)
Supp( ∧ y) < t. Let us prove that bond(I) < t: bond(I) =

Supp( ∧ (I ))
Supp( ∨ (I )) ≤ Supp( ∧ (xy))

Supp( ∨ (xy)) ≤ Supp( ∧ (xy))
Supp( ∨ y) ≤ Supp( ∧ x)

Supp( ∨ y) = Supp( ∧ x)
Supp( ∧ y) < t.
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The cross-support property is very important. Indeed, any pattern, containing two items
fulfilling the cross-support property w.r.t. a minimal threshold of correlation, is not
correlated. Thus, this property avoids the computation of its conjunctive and disjunctive
supports, required to evaluate its bond value.

The set of frequent correlated patterns associated to bond is defined as follows.

Definition 12. - The set of frequent correlated patterns - Considering the support
threshold minsupp and the correlation threshold minbond, the set of frequent corre-
lated patterns, denoted FCP, is equal to: FCP = {I ⊆ I | bond(I ) ≥ minbond and
Supp(∧I ) ≥ minsupp}.

The following proposition establishes the relation between the values of the bond mea-
sure as well as the conjunctive and disjunctive supports of two patterns linked by set
inclusion.

Proposition 3. Let I and I1 be two patterns such as I ⊆ I1 ⊆ I. We have bond(I ) =
bond(I1) if and only if Supp(∧I ) = Supp(∧I1) and Supp(∨I ) = Supp(∨I1).

Proof. The bond correlation measure of a pattern is the ratio between its conjunctive
and disjunctive supports. So, if there is two patterns I and I1 ⊆ I, with I ⊆ I1, and
if they have equal values of the bond measure, they also have equal values of the con-
junctive and disjunctive supports. Indeed, to have a

b
= c

d
(where a, b, c, and d are four

positive integers), three cases are possible: (a = c and b = d) or (a > c and b > d) or
(a < c and b < d), such that a × d = b × c. So, when we add an item i to the pattern
I , its conjunctive and disjunctive supports vary inversely proportionally to each other
such that ∀i ∈ I, Supp(∧I ) ≥ Supp(∧ (I∪{i})) and Supp(∨I ) ≤ Supp(∨ (I∪{i})).

Thus, the unique possibility to have
Supp( ∧ I )
Supp( ∨ I )

=
Supp( ∧ (I ∪ {i}))
Supp( ∨ (I ∪ {i}))

occurs when

Supp( ∧ I ) = Supp( ∧ (I ∪ {i})) and Supp( ∨ I ) = Supp( ∨ (I ∪ {i})). In an incre-

mental manner, it can be easily shown that whenever
Supp( ∧ I )
Supp( ∨ I )

=
Supp( ∧ (I ∪ I1))
Supp( ∨ (I ∪ I1))

,

Supp( ∧ I ) = Supp( ∧ (I ∪ I1)) and Supp( ∨ I ) = Supp( ∨ (I ∪ I1)).

4.2 Closure Operator Associated to the bond Measure

Since many correlated patterns share exactly the same characteristics, an interesting
solution in order to reduce the number of mined patterns is to find a closure operator
associated to the bond measure. Indeed, thanks to the non-injectivity property of the
closure operator, correlated patterns having common characteristics will be mapped
without information loss into a single element, namely the associated closed correlated
pattern. The proposed closure operator is given by the following definition.

Definition 13. - The fbond operator - Let D = (T , I, R) be a data set. Let fc and fd

be, respectively, the conjunctive closure operator and the disjunctive one. Formally, the
fbond operator is defined as follows:

fbond : P(I) → P (I)

I �→ fbond(I ) = I ∪ {i ∈ I\I| bond(I ) = bond(I ∪ {i})}
= {i ∈ I| i ∈ fc(I ) ∩ fd(I )}
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The fact that the application of fbond to a given pattern is exactly equal to the intersec-
tion of both its conjunctive and disjunctive closures, associated respectively to the fc

and fd operators (cf. Definition 3 and Definition 5), results from Proposition 3.

Example 3. Consider the data set illustrated by Table 1. We have: since fc(AB ) = AB
and fd(AB ) = ABE, then fbond(AB ) = AB. Since fc(AC ) = ABCE and fd(AC ) =
ABCDEF, then fbond(AC ) = ABCE.

The next proposition proves that fbond is a closure operator.

Proposition 4. The fbond operator is a closure operator.

Proof. Let I , I ′ ⊆ I be two patterns. fbond(I ) = fc(I ) ∩ fd(I ) and fbond(I ′) =
fc(I ′) ∩ fd(I ′). Let us prove that the fbond operator is a closure operator.

(1) Extensivity: Let us prove that I ⊆ fbond(I ){
fc is a closure operator ⇒ I ⊆ fc(I )
fd is a closure operator ⇒ I ⊆ fd(I )

⇒
{

I ⊆ (fc(I ) ∩ fd(I ))⇒
{

I ⊆ fbond(I ).

Thus, the fbond operator is extensive.

(2) Isotony: Let us prove that I ⊆ I ′ ⇒ fbond(I ) ⊆ fbond(I ′)

I ′ ⊆ I ⇒
{

fc(I ′) ⊆ fc(I )
fd(I ′) ⊆ fd(I )

⇒
{

(fc(I ′) ∩ fd(I ′)) ⊆ (fc(I ) ∩ fd(I ))

⇒
{

fbond(I ′) ⊆ fbond(I ).
Thus, the fbond operator is isotone.

(3) Idempotency: Let us prove that fbond(fbond(I )) = fbond(I )

According to (1), we have fbond(I ) ⊆ fbond(fbond(I )). We will prove by absurdity
that fbond(fbond(I )) = fbond(I ).

Suppose that fbond(I ) ⊂ fbond(fbond(I )). This is equivalent to bond(I ) 	=
bond(fbond(I )).

However, this is impossible because bond(fbond(I )) = bond(I ) (cf. Proposition 3).
Thus, fbond(fbond(I )) = fbond(I ), i.e., the fbond operator is idempotent.

According to (1), (2) and (3), the operator fbond is a closure operator.

Definition 14. - Closed pattern by fbond - Let I ⊆ I be a pattern. The associated
closure fbond(I ) is equal to the maximal set of items containing I and having the same
value of bond as that of I .

Example 4. Consider our running data set. We have the maximal set of items which
have an equal value of the bond measure than AF is ABCDEF. Then, fbond(AF ) =
ABCDEF

The next definition introduces the set of frequent closures while Definition 16 presents
the minimal patterns associated to fbond.

Definition 15. The set FCCP of frequent closed correlated patterns is equal to: FCCP
= { I ∈ FCP | bond(I ) > bond(I ∪ {i}), ∀ i ∈ I\I}.
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Definition 16. - Frequent minimal correlated pattern - Let I ∈ FCP. The pattern I is
said to be minimal if and only if ∀ i ∈ I, bond(I) < bond(I\{i}) or, equivalently, � I1

⊂ I such that fbond(I ) = fbond(I1).

Example 5. Consider our running data set illustrated by Table 1 for minsupp = 1 and
minbond = 0.30. The pattern CE is a minimal one since bond(CE ) < bond(C )
and bond(CE ) < bond(E ). Moreover, the pattern CE is correlated and frequent since
bond(CE ) = 0.50 > 0.30 and Supp(∧(CE )) = 2 ≥ 1.

The next proposition links a minimal pattern with the key notions of minimal gener-
ator (cf. Definition 4) and essential pattern (cf. Definition 6) of the conjunctive and
disjunctive search spaces, respectively.

Proposition 5. Every minimal generator (resp. essential pattern) is a minimal pattern.

Proof. Let I ⊆ I be a minimal generator (resp. essential pattern). ∀ i ∈ I , Supp(∧I ) <
Supp(∧(I\{i})) and Supp(∨I ) ≥ Supp(∨(I\{i})) (resp. Supp(∨I ) > Supp(∨(I\{i}))

and Supp(∧I )≤Supp(∧(I\{i}))). Thus, in both cases, Supp( ∧ I )
Supp( ∨ I ) <

Supp( ∧ (I \ {i}))
Supp( ∨ (I \ {i}))

.

As a result, bond(I ) 	= bond(I\{i}) and, hence, I is a minimal pattern.

It is important to note that a minimal pattern can be neither an essential pattern nor a
minimal generator. This is illustrated through the following example.

Example 6. Consider our running data set illustrated by Table 1. According to Example
5, CE is a minimal pattern, although it is neither a minimal generator (since Supp( ∧
(CE)) = Supp( ∧ E)) nor an essential pattern (since Supp( ∨ (CE)) = Supp( ∨ C)).

In the remainder, we will consider the empty set as a frequent minimal correlated pattern
given that the values of its conjunctive support and that of its bond measure exceed both
minsupp and minbond thresholds, respectively (the conjunctive support of the empty set
is equal to |T | ≥ minsupp and the value of its bond measure tends to +∞ when I tends
to ∅). Besides, we will consider the closure of the empty set as equal to itself. Let us note
that these considerations are important and allow the set of frequent minimal correlated
patterns to be flagged as order ideal (aka downward closed set) [6], without having any
effect neither on the supports of the other patterns nor on their closures.

Proposition 6. The set FMCP of the frequent minimal correlated pattern is an order
ideal. Thus, it fulfills the following properties:

- If X ∈ FMCP, then ∀ Y ⊆ X , Y ∈ FMCP, i.e., the constraint “be a frequent
minimal correlated pattern” is anti-monotone.

- If X /∈ FMCP, then ∀ Y ⊇ X , Y /∈ FMCP, i.e., the constraint “not to be a
frequent minimal correlated pattern” is monotone.

Proof. The proof results from the following fact: for i ∈ I and for all X ⊆ Y ⊂ I,
if bond(X ∪ {i}) = bond(X ), then bond(Y ∪ {i}) = bond(Y ), i.e., if (X ∪ {i}) is
not a minimal pattern, so (Y ∪ {i}) is also not minimal. The constraint “not to be a
minimal pattern” is hence monotone, w.r.t. set inclusion. We deduce that the constraint
“be a minimal pattern” is anti-monotone. Moreover, the constraint “be a frequent min-
imal correlated pattern” is anti-monotone since resulting from the conjunction of three
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anti-monotone constraints: “to be frequent”, “to be correlated”, and “to be minimal”.
Conversely, the constraint “not to be a frequent minimal correlated pattern” is mono-
tone. We then deduce that the set FMCP is an order ideal.

The closure operator fbond induces an equivalence relation on the power-set of the set of
items I, which splits it into disjoint subsets, called fbond equivalence classes. In each
class, all the elements have the same fbond closure and the same value of bond. The
minimal patterns of a bond equivalence class are the smallest incomparable members,
w.r.t. set inclusion, while the fbond closed pattern is the largest one.

To establish the link with the conjunctive and disjunctive search spaces, an fbond

equivalence class as well as conjunctive and disjunctive classes are given in Figure 1.
The equivalence class associated to the bond measure can then be considered as an
intermediary representation of both conjunctive and disjunctive ones.

D i s j u n c t i v e
p a t t e r n s

D i s j u n c t i v e  c l o s e d  
p a t t e r n

A C
A D

B F
B D

A F
B C

C D
D E

A B C D E F
( 5 )

A C E F
A B C D E

A B C

E s s e n t i a l  p a t t e r n s

D i s j u n c t i v e  e q u i v a l e n c e  
c l a s s

M i n i m a l  g e n e r a t o r s C o r r e l a t e d  m i n i m a l  p a t t e r n s

 C o r r e l a t e d  c l o s e d  
p a t t e r n

D E

C o r r e l a t e d
p a t t e r n s

B F

A B C D E F
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Fig. 1. Structural characterization of the equivalence classes associated respectively (from left to
right) to the fc, fbond, and fd closure operators w.r.t. the data set given in Table 1.

4.3 New Concise Representation Associated to the bond Measure

Based on the fbond closure operator, we can design two representations which cover the
same frequent correlated patterns. The first is based on the frequent closed correlated
patterns, whereas the second one is based on the frequent minimal correlated patterns.
In this work, we focus on the first one, since it is considered more concise thanks to
the fact that a fbond equivalence class always contains only one closed pattern, but
potentially several minimal patterns. Let us define the new concise representation of
frequent correlated patterns based on the frequent closed correlated patterns associated
to the bond measure.

Definition 17. The representation RFCCP based on the set of frequent closed corre-
lated patterns associated to fbond is defined as follows:

RFCCP = {(I, Supp(∧I), Supp(∨I)) | I ∈ FCCP }.

Example 7. Consider our running data set illustrated by Table 1. For minsupp = 2 and
minbond = 0.60, the representation RFCCP of the FCP set is equal to: {(∅, 5, 0), (C,
4, 4), (D, 4, 4), (E, 2, 2), (F, 3, 3), (AB, 3, 3), (CF, 3, 4), (DF, 3, 4), (ABE, 2, 3),
(CDF, 3, 5)}.
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The next theorem proves that the proposed representation is an exact one of frequent
correlated patterns.

Theorem 1. The representation RFCCP constitutes an exact concise representation
of the FCP set.

Proof. Thanks to a reasoning by recurrence, we will demonstrate that, for an arbitrary
pattern I ⊆ I, its fbond closure, fbond(I ), belongs to FCCP if it is frequent correlated.
In this regard, let FMCPk be the set of frequent minimal correlated patterns of size
k and FCCPk be the associated set of closures by fbond. The hypothesis is verified for
single items i inserted in FMCP1, and their closures fbond(i) are inserted in FCCP1 if
Supp(∧i) ≥ minsupp (since ∀ i∈ I, bond(i) = 1≥ minbond). Thus, fbond(i) ∈ FCCP.
Now, suppose that ∀I ⊆ I such as |I| = n. We have fbond(I ) ∈ FCCP if I is frequent
correlated. We show that, ∀I ⊆ I such as |I| = (n+1), we have fbond(I ) ∈ FCCP if I
is frequent correlated. Let I be a pattern of size (n + 1). Three situations are possible:
(a) if I ∈ FCCP, then necessarily fbond(I ) ∈ FCCP since fbond is idempotent.
(b) if I ∈ FMCPn+1, then fbond(I ) ∈ FCCPn+1 and, hence, fbond(I ) ∈ FCCP.
(c) if I is neither closed nor minimal – I /∈ FCCP and I /∈ FMCPn+1 – then ∃I1 ⊂ I
such as |I1| = n and bond(I ) = bond(I1). According to Proposition 3, fbond(I ) =
fbond(I1), and I is then frequent correlated. Moreover, using the hypothesis, we have
fbond(I1) ∈ FCCP and, hence, fbond(I ) ∈ FCCP.

It is worth noting that maintaining both conjunctive and disjunctive supports for each
pattern belonging to the representation allows to avoid the cost of the evaluation of the
inclusion-exclusion identities. Indeed, this evaluation can be very expensive, in partic-
ular in the case of long correlated patterns to be derived. For example, for a pattern
containing 20 items, the evaluation of an inclusion-exclusion identity will involve the
computation of the supports of all its non-empty subsets, i.e., 220 - 1 terms (cf. Lemma
1, page 191). Such an evaluation will be mandatory if we retain only one support and
not both. It will then be carried out in order to derive the non-retained support to com-
pute the value of the bond measure for each pattern. Thus, contrarily to the main concise
representations of the literature, the regeneration of the whole frequent correlated pat-
terns from the representation RFCCP can be carried out in a very simple and effective
way. Indeed, in an equivalence class associated to the bond measure, patterns present the
same value of this measure and consequently the same conjunctive, disjunctive and neg-
ative supports. Then, to derive the information corresponding to a frequent correlated
pattern, it is enough to locate the smallest frequent closed correlated pattern which cov-
ers it and which corresponds to its closure by fbond. Thus, we avoid the highly costly
evaluation of the inclusion-exclusion identities.

Note however that the closure operator associated to the bond measure induces a
strong constraint. Indeed, the fbond operator gathers the patterns having the same con-
junctive and disjunctive supports (cf. Proposition 3). Consequently, the number of pat-
terns belonging to a given equivalence class associated to this operator is in almost all
cases lower than those resulting when the conjunctive and the disjunctive closure oper-
ators are separately applied. Fortunately, the pruning based on both thresholds minsupp
and minbond drastically reduces the size of our concise representation, as shown in the
next section.



200 N. Ben Younes, T. Hamrouni, and S. Ben Yahia

5 Experimental Results

In this section, our objective is to show, through extensive experiments, that our con-
cise representation based on frequent closed correlated patterns provides interesting
compactness rates compared to the whole set of frequent correlated patterns. All ex-
periments were carried out on a PC equipped with a 2 GHz Intel processor and 4 GB
of main memory, running the Linux Ubuntu 9.04 (with 2 GB of swap memory). The
experiments were carried out on benchmark data sets2.

We first show that the complete set of frequent correlated patterns (FCP) is much
bigger in comparison with both that of frequent correlated closed patterns (FCCP) and
that of frequent minimal correlated patterns (FMCP) especially for low minsupp and
minbond values. In this respect, Figure 2 presents the cardinalities of these sets when
minsupp varies and minbond is fixed, while, in Figure 3, cardinalities are shown when
minbond varies and minsupp is fixed.
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Fig. 2. Number of patterns generated when minsupp varies and minbond is fixed

The obtained results show that the size of FCCP is always smaller than that of
FMCP over the entire range of the support and bond thresholds. For example, consid-
ering the PUMSB data set for minsupp = 50% and minbond = 0.5: |FMCP| = 68, 532,
while |RFCCP| = 40, 606, with a reduction reaching approximately 41%. These results

2 Available at http://fimi.cs.helsinki.fi/data
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are obtained thanks to the closure operator fbond which gathers into disjoint subsets, i.e.,
fbond equivalence classes, patterns that have the same characteristics.

The key role of this operator is all the more visible when we compare the number of
the whole set of correlated patterns with that of the proposed representation. In this re-
spect, Figures 2 and 3 show that FCCP mining generates a much smaller set than that of
frequent correlated patterns. Interestingly enough, compression rates increase propor-
tionally with the decrease of the minsupp and minbond values. It is hence a desirable
phenomenon since the number of frequent correlated patterns increases dramatically as
far as one of both thresholds decreases. For example, let us consider the PUMSB* data

set, and minbond fixed at 0.25%: for minsupp = 60%:
|FCP|

|RFCCP| = 167
124 = 1.34, while

for minsupp = 35%:
|FCP|

|RFCCP| = 116, 787
4, 546 = 25.69 � 1.34. In fact, in general, only

single items can fulfill high values of thresholds. In this situation, the set of frequent
correlated patterns only contains items which are in most cases equal to their closures.
However, when thresholds are set very low, a high number of frequent correlated pat-
terns, which are in general not equal to their respective closures, is extracted.

Noteworthily, the size reduction rates brought by the proposed representation, w.r.t.
the size of the FCP set, are closely related to the chosen minsupp and minbond
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Fig. 3. Number of patterns generated when minbond varies and minsupp is fixed
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values (cf. Figure 2 (resp. Figure 3) for a variation of the fixed value of minbond (resp.
minsupp) for the MUSHROOM data set). Note that rates vary depending on the data set
characteristics and are, hence, more important for some data sets than for others. In
this respect, for CONNECT, PUMSB and PUMSB*, the obtained rates are more interest-
ing than for CHESS, MUSHROOM and ACCIDENTS. This is explained by the fact that
for the first three data sets, which contain strongly correlated items, the fbond operator
produces equivalence classes containing a high number of patterns. Thus, the number
of closures is much more reduced compared to that of the whole set of patterns, even
for high values of minsupp and minbond. While for the latter three data sets, items are
relatively less correlated than for the three first ones, which decreases the number of
patterns having common characteristics, and hence the same closure.

For the two data sets T10I4D100K and T40I10D100K, the size of the representa-
tion RFCCP is almost equal to that of the FCP set. This is due to the nature of these
data sets, which contain a large number of items but only a few of them frequently
occur. Moreover, most of them are weakly correlated with each other. This makes the
size reduction rates brought by the representation meaningless in such data sets. It is
important to note that, these two data sets are the “worst” for the fbond closure operator
as well as for the conjunctive and disjunctive closure operators (cf. [7,8] for experimen-
tal results associated to these two latter operators). In addition, the number of frequent
correlated patterns that are extracted from these data sets is relatively reduced for each
used value of minsupp and minbond.

6 Conclusion and Perspectives

In this work, we studied the behavior of the bond correlation measure according to
some key properties. In addition, we introduced a new closure operator associated to
this measure and we thoroughly studied its theoretical properties. Based on this opera-
tor, we characterized the elements of the search space associated to the bond measure.
Then, we introduced a new concise representation of frequent patterns based on the
frequent closed correlated patterns. Beyond interesting compactness rates, this repre-
sentation allows a straightforward computation of the conjunctive, disjunctive and neg-
ative supports of a pattern. In nearly all experiments we performed, the obtained results
showed that our representation is significantly smaller than the whole set of frequent
correlated patterns.

Other avenues for future work mainly address a thorough analysis of the computa-
tional time required for mining our representation and, then, for the derivation process
of the whole set of frequent patterns. In this respect, efficient algorithms for mining
conjunctive closed patterns (like LCM and DCI-CLOSED [2]) and disjunctive closed
patterns (like DSSRM [9]) could be adapted for mining frequent closed correlated pat-
terns. Other important tasks consist in applying the proposed approach in real-life ap-
plications and extending it by (i) generating association rules starting from correlated
frequent patterns, and, (i) extracting unfrequent (aka rare) correlated patterns associ-
ated to the bond measure by selecting the most informative ones.
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