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Preface

This book constitutes the thoroughly refereed post-proceedings of workshops
under the 12th International Conference on Principles of Practice in Multi-
Agent Systems (PRIMA2009). Twenty-eight revised full papers were included
in this book.

The International Conference on Principles of Practice in Multi-Agent Sys-
tems (PRIMA) is a conference that has developed from a series of leading
international workshops in the Pacific Rim region for the presentation of re-
search and the latest developments on principles, practices, and theories in
multi-agent system (MAS) technologies, including the application of MAS
to problems of social, industrial, and economic importance. PRIMA 2009
was the 12th in the series of conferences/workshops and was held in Nagoya,
Japan, December 13-16, 2009.

The PRIMA2009 workshops were designed to provide a forum for re-
searchers and practitioners to present and exchange the latest developments
at the MAS frontier. Workshops are more specialized and on a smaller scale
than conferences to facilitate active interaction among the attendees. They
encourage MAS theories to meet reality, MAS researchers to work with prac-
titioners, and vice versa. Through workshops, both sides get exposure to
evolving research and tools, and to the practical problems to which MAS can
be applied. As an excellent indicator of the current level of active research
and development activities, PRIMA2009 included a total of five workshops
that were grouped as two joint workshops and one stand alone workshop:

e International Workshop on Agent-based Collaboration, Coordination, and
Decision Support;

e Joint workshop on Multi-Agent Simulation in Finance and Economics &
Applied Agent based simulator Engineering for Complex System study;
and

e Joint Workshop on Agent Technology for Disaster Management & Intelli-
gent Agents in Sensor Networks and Sensor Web.



VI Preface

The output from those workshops has created this unique collection that is
presented in three parts. Part I reports the use of agent technologies in assist-
ing the collaboration among humans and software mechanisms, coordination
among software agents and systems, and decision support on knowledge dis-
covery; Part II covers agent-based simulation in finance, economics and social
science; and Part III discusses agent-based applications for environmental
monitoring and disaster management.

Each workshop paper was accepted after review by at least two experts.
Further improvements were included in many papers in preparation for this
collection. Readers will be able to explore a diverse range of topics and de-
tailed discussions related to the five important themes in our ever chang-
ing world. This collection plays an important role in bridging the gap be-
tween MAS theory and practice. It emphasizes the importance of MAS in
the research and development of smart power grid systems, decision sup-
port systems, optimization and analysis systems for road traffic and markets,
environmental monitoring and simulation, and in many other real-world ap-
plications and publicizes and extends MAS technology to many domains in
this fast moving information age.

The organizers of the workshops did an excellent job in bringing together
many MAS researchers and practitioners from the Pacific-Asia region and
from all over the world. The well-received workshops at PRIMA2009 and the
publications included in this collection convincingly demonstrate the signifi-
cance and practical impact of the latest work presented in MAS.

We are certain that this collection will stimulate increased MAS research
and applications, influence many graduate students to conduct research and
development in MAS, and have a positive impact towards making our future
better by creating an increasingly smarter world.

December 2009 Quan Bai
CSIRO, Australia

Naoki Fukuta

Shizuoka University, Japan
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2 Agent-Based Collaboration, Coordination and Decision Support

The autonomy and intelligence of software agents have greatly enhanced au-
tomation in many operational domains. Benefits of using software agents are
the ability to assist in the collaboration among humans and software mecha-
nisms, coordination among software agents and systems, and decision support
on knowledge discovery. In general, agents may perform different behaviors
for different kinds of expectations. In cooperative systems, agents will per-
form tasks more cooperatively in order to achieve their common goals, while
in competitive systems, agents may compete with others in order to reach
individual aims. However, in most real world situations, both cooperation
and competition exist between agents. Agents need to be carefully organized
and managed in order to maximize the efficiency of the whole system, and to
balance benefits between others.

We solicited all topics related to the interdisciplinary aspects of agent-
based collaboration, coordination, and decision support as much as these
are in some way relevant for or applicable to software agents and multi-
agent systems. The following incomprehensive listing gives examples of such
potential topics:

- Agent-based collaboration

- Agent-based coordination

- Methodologies, languages and tools to support agent collaboration

- Protocols and approaches for agent-mediated collaboration and decision
support

- Teamwork, coalition formation and coordination in multi-agent systems

- Distributed problem solving

- Electronic markets and institutions

- Game theory (cooperative and non-cooperative)

- Auction and mechanism design

- Argumentation, negotiation and bargaining

- Trust and reputation

- Agent-based decision support

- Agent-based knowledge discovery

- Agent-based collective intelligence

- Agent-based situation awareness

These issues are being explored by researchers from different communities
in Autonomous Agents and Multi-Agent systems, distributed problem solv-
ing, complex systems as well as agent-based applications. This part collects
nine high quality papers, all involving some important aspect of agent-based
collaboration, coordination and decision support. The idea is to try to moti-
vate the researchers to explore cutting-edge challenges in the area and accel-
erate progress towards scaling up to larger and more realistic applications.

Katsuhide Fujita
Fenghui Ren
ACCDS’09 Workshop Chairs



DGF: Decentralized Group Formation
for Task Allocation in Complex
Adaptive Systems

Dayong Ye, Minjie Zhang, and Danny Sutanto

Abstract. In this paper, a decentralized group formation algorithm for task
allocation in complex adaptive systems is proposed. Compared with cur-
rent related works, this decentralized algorithm takes system architectures
into account and allows not only neighboring agents but also indirect linked
agents in the system to help with a task. A system adaptation strategy is
also developed for discovering effective system structures for task allocation.
Moreover, a set of experiments was conducted to demonstrate the efficiency
of our methods.

1 Introduction

Allocating tasks to agents in complex adaptive systems is a significant re-
search issue. Task allocation problem can be simply described as that when an
agent has a task which it cannot complete by itself, the agent then attempts
to discover other agents which contain the appropriate resources and assigns
the task, or part of the task, to those agents. Recently, many approaches have
been proposed for task allocation. Some of them [6] [9] [14] [16] are based on
the centralized fashion which assumes that there is a central controller to
assign tasks to agents. An efficient agent group formation algorithm [9] was
proposed by Manisterski et al. for completing complex tasks. Their work took
both cooperative and non-cooperative settings into account and pointed out
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what can and cannot be achieved. However, their algorithm assumed there is
a central controller, which uses global information, to manage the group for-
mation. Zheng and Koenig [16] provided reaction functions for task allocation
to cooperative agents. The objective of their approach is to find a solution
with a small team cost and assign each task to the exact number of different
agents. Their work also assumed that there is a central planner to allocate
tasks to agents. Centralized fashion can make the allocation process effective
in a small scale network, since the central planner has a global view of the
system and is, therefore, aware of the capabilities of each agent. In that case,
communication overhead during allocation processes could be reduced. How-
ever, the centralized fashion has also several notable disadvantages. Firstly,
in some complex adaptive systems, it is difficult to have such a central con-
troller, such as social networks or sensor networks. In these networks, it is
hardly for a single agent to have the global view with regard to the network
but only the local prospect about directly linked neighbors. Secondly, when
the central planner is out of order or cracked by some attackers, task al-
location might fail accordingly. The last drawback is that the scalability of
a system with centralized control is limited because when too many agents
exist, the central controller has to maintain much information to hold the
global view and respond huge amount of messages from other agents. These
situations might drastically raise the CPU and memory usage of the central
controller and also consume much network bandwidth.

In order to overcome the shortcomings of centralized fashion, some dis-
tributed task allocation methods were developed based on decentralized style.
Compared with centralized fashion, decentralized style is more scalable and
robust. However, there are still a few limitations in current decentralized task
allocation methods. Some of these methods do not assume the existence of
any agent networks, but emphasize only on the behaviors of resource sup-
pliers and demanders, e.g. [I3] [I1] [8] ] [2] and [3]. On the other hand,
several distributed task allocation mechanisms have to employ some global
information to achieve their goals, although the execution procedure of these
mechanisms are distributed. For example, in [10], the proposed resource allo-
cation method supposed that the resource load of resource suppliers is global
information which are known by all resource demanders. Furthermore, some
other approaches, e.g. Greedy Distributed Allocation Protocol (GDAP) pre-
sented in [I5], only allow agents to request help for tasks to their directly
linked neighbors. In this way, the possibility of task allocation failure would
be increased due to the limited resources available from agents’ neighbors.

Some other group or coalition formation schemes have also been proposed,
although they were not devised for task allocation. Nonetheless, there are
more or less limitations of these schemes, and, therefore, they cannot be
directly used for task allocation in complex adaptive systems. A coalition
formation based self-organization technique was presented in [12]. The self-
organization process is through negotiation strategies, whose aim is maximiz-
ing the global utility of a sensor network. The disadvantage of this technique
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is that agents in the sensor network were supposed to be homogeneous, while
agents in our work are considered to be heterogeneous. Kraus et al. [7] devel-
oped a coalition formation protocol and several revenue distribution strate-
gies with incomplete information. However, they supposed that the capabili-
ties of agents are common knowledge in the environment, which is employed
as global information. In addition, their approach focused on self-interested
agents.

In this paper, we propose a decentralized group formation algorithm, called
DGF, for task allocation. Compared with centralized control approach, like
the one proposed in [I6], our method does not need a central planner. In con-
trast to the approach, developed in [3], which overlooked the system architec-
ture, our method takes the system architecture into account during task allo-
cation process. Opposite to the protocol introduced in [7], our method does
not need global information, and our research stresses on cooperative agents
rather than self-interested agents. Unlike GDAP presented in [I5] which al-
lows only neighboring agents to help with a task, our method enables agents
to allocate tasks not only to their neighbors but also other agents in the sys-
tem based on the proposed group formation algorithm. In this way, the agents
would have more opportunities to achieve solution for their tasks. Moreover,
in order to discover effective system structures for task allocation, a system
adaptation strategy will be performed after a predefined number of task al-
location rounds. In our model, tasks are generated periodically and agents
attempt to form groups to accomplish these tasks by using only local infor-
mation. A set of tasks is introduced in the system at a fixed time interval,
where the length of the interval between the introduction of two sets of tasks
is predefined. Thus, a task allocation round is a procedure of allocating a set
of tasks to appropriate agents.

The rest of this paper is organized as follows. Section[2formalizes the prob-
lem and describes the decentralized group formation algorithm. Section [3]
then, depicts the system adaptation strategy. Section [ demonstrates the ex-
perimental results and analyzes the quality and performance of our method.
Finally, we discuss and conclude our work in Section

2 Decentralized Group Formation Algorithm

To cope with the issue of allocating tasks in complex adaptive systems, a De-
centralized Group Formation (DGF) algorithm is elaborated in this section.
2.1 Problem Description

We formalize the description of task allocation problem in this subsection.
The definition of complex adaptive system is first introduced.
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Definition 1. Complex Adaptive System. A complex adaptive system
consists of a set of interdependent cooperative agents, namely A = {ay, ..., an},
and a Compatible Relation R (R C A x A). The meaning of R is “a neigh-
bor of”, so we denote an ordered couple (ai,a;) € R if and only if a; is a
neighbor of a;. Since R is a Compatible Relation, namely that R is reflexive
and symmetric, it can be achieved that Va; : a; € A = (a;,a;) € R and
Va;,a; € A: {ai,a;) € R = (aj,a;) € R. Examples of such systems include
social networks and sensor networks.

Each agent a € A is composed of five tuples < AgentID(a), Neig(a),
Resource(a), State(a), Pop(a) >, where AgentID(a) is the identity of agent
a, Neig(a) is a set which indicates the neighbors of agent a, Resource(a) is
the resource which agent a contains, State(a) demonstrates the state of agent
a, and Pop(a) exhibits the popularity of agent a. Pop(a), presented in [5],
is described as the ratio between the number of successful group joined and
the number of attempted group joined during a predefined number of task
allocation rounds, and can be calculated via Equation [l

# of successful group joined
Pop(a) =

(1)
In this paper, each agent a € A is assumed to have a single fixed resource,
rq € [1,€], where € is the number of different resources that are present in the
system. Before introducing the states of an agent, we provide the definition
of three terms used throughout this paper, i.e. Initiator, Participant and
Mediator.

~ # of attempted group joined

Definition 2. Initiator, Participant and Mediator. In a complex adap-
tive system, the agent which requests help for its task is called Initiator, the
agent which accepts and performs the announced task is called Participant,
and the agent that receives another agent’s commitments for assistance to
find Participants is called Mediator.

Suppose there is a set of tasks T = {t1,...,t,,} arrives at a complex
adaptive system. Each task t € T consists of three tuples, namely <
TaskID(t), TTL(t), Rsc(t) >. TaskID(t) is the identity of the task, TTL(¢)
demonstrates the number of hops with which the task ¢ could be committed,
and Rsc(t) = {r},...,r]} is a set that indicates the resources which are needed
for successfully completing the task. The number of resources required for a
given task, ¢t € T, are chosen uniformly from [1,¢], as a result |Rsc(t)| < e.
Then, for each rl € Rsc(t), it is selected randomly from [1, e]. Therefore, for
each task, it is necessary for agents to form a group to handle the task. The
term group is defined as follows.

Definition 3. Group. A group g is a set of agents, i.e. g C A, which coop-
erate together in order to complete a complex taskt € T. Fach group is asso-
ciated with a task, and then there is a set of groups G = {gu, ..., gn} which are
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associated with tasks, t1,...,ty, respectively. In addition, a valid group should
satisfy the situation that the resources of agents in the group should cover the

required resources of the associated task, i.e. Uaiegj Resource(a;) 2 Rsc(t;).

It is now ready to describe the states of an agent.

Definition 4. States. There are three states in a complex adaptive system,
i.e. States = {BUSY,COMMITTED,IDLE}, and an agent can be only
in one of the three states at any time step. When an agent is an Initiator or
Participant, the state of that agent is BUSY. When an agent is a Mediator,
the agent is in COMMITTED state. An agent in IDLE state is available and
not assigned or committed to any task.

For efficient task allocation, it is supposed that only an IDLE agent can
be assigned to a new task as an Initiator or a partial fulfilled task as a
Participant, or committed to a partial fulfilled task as a Mediator. A partial
fulfilled task is a task, for which a full group is in formation procedure and
has not yet formed. After formalizing the task allocation problem, in the next
subsection, the principle of DGF will be depicted.

2.2 The Principle of Decentralized Group Formation
(DGF) Algorithm

In a complex adaptive system, agents can make decisions based only on
local information about the system, and the decision making process of
agents is autonomous without external control. Hence, we define another
set P = {Py,...,P,}. P is defined as a partition of the Compatible Relation
R which has been described in Definition [Il Accordingly, it can be obtained
that J,«;,, i = Rand VP, P; € P : i # j = P, N P; = (. The set P can
be generated by using Algorithm 1.

Algorithm 1: Create a partition, P, on the relation, R
input:

a; € A:aset of agents

R: a compatible relation defined on A
output:

P = {Py, P, ..., P,}: a partition of R
begin:
(1) for Va; : a; € Ain sequential order
(2) ifdaj € A:{a;,a;) € R then
3) Py — PiU{(ai,a;)};
end
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From Algorithm 1, it can be found that P; is composed of ordered couples,
and each ordered couple dictates an agent which is a neighbor of a;. It seems
that P; and Neig(a;) demonstrate the same meaning, but, actually, they are
used for different purposes. P; represents not only neighbors of agent a; but
also other agents which have indirect connections with a; that are established
during future task allocation processes, although P; initially denotes only
neighbors of agent a;. On the other hand, Neig(a;) stores only directly linked
neighboring agents of agent a;. The idea of DGF is illustrated as follows.

The Initiator agent, denoted as ay, ay € A, first checks whether its resource
Resource(ar) could satisfy any one of the resource requirements of its task,
denoted as t; and t; € T. Thereafter, the Initiator agent a; attempts to find
its neighboring agents to help with the rest resource requirements of ¢; which
cannot be satisfied by Resource(ar). Initiator a; then sends resource query
messages, ResQueryMess = (AgentID(ay),TaskID(tr), Resource(tr)), to
its neighbors one by one. These neighboring agents, which are requested
by the Initiator aj, will respond with information about the types of
resources they contain, the state of them and the identities of them, namely
RespMess = (AgentID(a), Resource(a), State(a)). If Initiator aj is satis-
fied with any neighbor’s resource and the state of that neighboring agent is
IDLE, Initiator a; will make a contract with that satisfying agent, denoted
as ap, and the state of ap will correspondingly be changed to BUSY. A con-
tract is composed of four tuples, Contract =< AgentID(ay), AgentID(ap),
TaskID(tr), Resource(ap) >.

After obtaining requested information, the Initiator agent a; then com-
pares the available resources from its neighbors, i.e. Resopeig(ar), with the
resources required for its task ¢;, namely Rsc(tr). (Here, Resoneig(ar) =
Uaseneig(ar) Resource(a;)). This comparison would result in one of the fol-
lowing two cases.

Case One: (Resopeig(a) 2 Rsc(tr)) In this situation, Initiator a; can form
a full group gy for task t; directly with its neighboring agents.

Case Two: (Resopeig(a) C Rse(tr)) In this condition, Initiator ay can only
form a partial group for task t;. It then commits the task t; to one of its
neighbors. The commitment selection is based on the number of neighbors
each neighbor of a; maintaining. The more neighbors an agent has, the higher
probability that agent could be selected as a Mediator agent to commit the
task t;. For example, Initiator a; has two neighbors, say a; and ao, and aq
and as have 2 and 4 neighboring agents, separately. Thereby, the selection
probability distributions on a; and as are 25_ 4= :15 and 2i 4= g, respectively.
After selection, the Initiator agent a; commits its partial fulfilled task ¢; to
the Mediator agent, denoted as ap;. A commitment consists of four tuples,

Commitment = <AgentID(a1),AgentID(aM),TaskID(tI),Rsc(tl)/>,

where Rsc(t;) is a subset of Rsc(ty), which contains the unfulfilled re-
quired resources. Afterward, the Mediator aps subtracts 1 from TT L(¢;) and



DGF: Decentralized Group Formation for Task Allocation 9

attempts to discover the agents with available resources from its neighbors. If
any agents satisfy resource requirement, the Mediator as will send a response
message, RespMess, back to the Initiator ay. The Initiator ay then directly
makes contract with the agents which satisfy the resource requirement. If
the neighboring agents of the Mediator ap; cannot satisfy the resource re-
quirement either, the Mediator ap; will commit the partial fulfilled task ¢; to
one of its neighbors again. This process will continue until all of the resource
requirements of task ¢; are satisfied, or the TT'L(t;) reaches 0, or there is
no more IDLE agent among the neighbors. Both of the last two conditions,
i.e. TTL(tr) = 0 and no more IDLE agent, demonstrate the failure of task
allocation. In these two conditions, the Initiator a; disables the assigned con-
tracts with the Participants, and the states of these Participants are reset to
IDLE.

When finishing an allocation for one task, the system is restored to its
original status and each agent’s state is reset to IDLE.

From the above description, it can be found that the proposed decentral-
ized group formation algorithm, DGF, enables Initiators to request help not
only from neighbors but also other agents through commitment if needed.
Algorithm 2 gives the pseudocode of the decentralized group formation al-
gorithm employed by each Initiator during a task allocation process.

Algorithm 2: Decentralized Group Formation for Task Allocation
input:

a; € A:aset of agents

R: a compatible relation defined on A

T ={T1,...,Trm}: asetof tasks

P ={P,,. P.}andVP, € P : P, =0
output:

G ={g1, ..., gn}: a set of groups and each is associated with a task
begin:

(1)Call Algorithm 1 to generate P;

(2) forVt;:t; € T in sequential order

(3) randomly select an agent, a; € A, as Initiator, and State(a;) = IDLE

(4) State(a;) «— BUSY;

(5) for TT L(t;) from a predefined integer to 0

(6) ifV (a;,a;) € P; : State(a;) # [DLE then

(7) break;

(8) else

(9) forJa; € A: (ai,a;) € P;

(10) if State(a;) = IDLE and 3}, € Rsc(t;) : v}, = Resource(a;)
and rii is unsatisfied then

(11) 9i — giU{a;};

(12) State(a;) +— BUSY;

(13) if Vri, € Rsc(t;) : 7}, is satisfied

orVay € Neig(a;) : State(ar) # IDLE then
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(14) break;

(15) else

(16) select ar. as Mediator based on the number of a;’s neighbours
: ar, € Neig(a;) and State(ar) = IDLE

(17) PZ‘ — Pi o} Pk,'

(18) State(ax) < Mediator;

(19) forVPp;, Pi' :P,e PA Pi' ePin sequential order
( /

20) P, — P UP,

In Algorithm 2, line (17), the notation “o” is Relational Composition
(line 17). The meaning of this notation is that V (x;,v;) € X, (y;,2;) € Y :
Y = y; = (x;,2;) € Z. In this paper, Relational Composition is utilized to
model establishing indirect connections between Initiators and Participants
via Mediators. Through this way, an Initiator can request not only its directly
linked neighbors but also other indirectly connected agents for help. Further-
more, in Algorithm 2, Pz-' records a set of ordered couples, and each couple
displays an agent that has cooperated with or, at least, been requested by
agent a; during one task allocation round (lines 19 and 20). In other words,
PZ-/ , which is used for adapting the system structure, records the interaction
history of agent a; during one task allocation round.

3 System Adaptation Strategy

In this section, a Novel System Adaptation Strategy (NSAS) is described
which is for discovering effective system architecture. The strategy is based
on the popularity of each agent in the system. The idea is motivated by and
derived from the previous findings on multi-agent systems [6] [5].

As depicted in Subsection 2.2 popularity of each agent can be calculated by
using Equation[Il Each agent maintains its popularity as a local information.
After each task allocation round, each agent, a; € A, considers to adapt its
system structure. An agent a; is only valid to adapt its system structure, if
its popularity is lower than the average popularity of its neighbors. If agent
a; is valid, it will remove a connection from its immediate neighbors, i.e.
Neig(a;), which has the lowest popularity. Thereafter, the agent a; chooses
an agent from Pz-/ but not in Neig(a;) as a new neighbor, which has the
highest popularity, and creates a direct connection with it. The purpose of
this manner is to keep the average degree of agents stable in the system.
Degree of an agent refers to the number of neighbors the agent has, and,
thus, average degree is the average number of neighbors each agent has in a
system. Algorithm 3 formally describes the system adaption strategy.
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Algorithm 3: System Adaption Strategy
input:

a; € A:aset of agents

P = {Pl/, - P,/L}: records interaction history of each agent
output:

R: a new Compatible Relation

Neig(a): a new neighbor list of each agent

1)for Va; : a; € Ain sequential order

(

(2) if Pop(a:) < |Nei;(ai)| > e eNeiglay Pop(ar) then

(3) select a; : a; € Neig(a;) and Pop(a;) is the lowest

(4) R — R—{(ai,a;)};

(5) Neig(a:) — Neig(as) — {as}

(7) select ay, : (a;,ar) € P, and ay, ¢ Neig(a;) and Pop(ay) is the highest
(8) R — RU {{ai,an)};

9) Neig(a;) < Neig(as) U {ar};

end

After each agent adapts its neighbors linkage, it resets its counters of both
group joining attempts and group joining successes to 0, in an effort to es-
tablish an estimate of popularity with the new system structure.

4 Experiment and Analysis

To evaluate the performance of DGF, we compare DGF with the Greedy
Distributed Allocation Protocol (GDAP) presented in [I5]. GDAP is utilized
for allocating tasks in a distributed environment, but it only allows neighbor-
ing agents to help with a task. In this section, we first depict GDAP briefly.
Then, the settings of an experiment environment and the evaluation criteria
are introduced. Finally, the experiment results and the relevant analysis are
illustrated.

4.1 Greedy Distributed Allocation Protocol

Greedy Distributed Allocation Protocol (GDAP) [15] is employed to handle
task allocation problem in agent social networks. The task allocation pro-
cess of GDAP is described briefly as follows. All manager agents try to find
neighboring contractors for help with their tasks. Manager agents start with
offering the most efficient task. Out of all tasks offered, contractors select the
task with the highest efficiency, and send a bid to the related manager. A
bid includes all the resources the agent is able to supply for this task. If suffi-
cient resources have been offered, the manager selects the required resources
and informs all contractors of its choice. When a task is allocated, or when
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a manager has received offers from all neighbors but still cannot satisfy its
task, the task is removed from its task list.

4.2 Experiment Setting

In order to compare the two approaches, DGF and GDAP, we set an exper-
iment environment for testing them. Scale-free network [4] is used for the
evaluation of DGF through comparison with GDAP. The feature of scale-free
network is that although the average degree of each agent is constant, there
are few agents with very high connectivity and most other agents with few
neighbors.

There are four different setups used in the experiment.

Setup I: The number of agents and tasks introduced in the experiment
environment are 50 and 30, respectively. The number of different resources
is 10, i.e. € = 10, and each agent is randomly assigned one of them. As
mentioned in Subsection [ZI] the number of resources required for a given
task are chosen uniformly from [1,¢], and each resource of a task is selected
randomly from [1,&]. The TTL value of each task is set to 4. The tasks are
distributed uniformly on each IDLE agent one by one. The average number
of neighbors of each agent, i.e. the average degree of each agent, is fluctuated
from 6 to 12. This setup is designed to show how different average degree
influences the performance of the two approaches.

Setup 2: In this setting, the average degree of each agent is fixed at 10.
The number of agents fluctuates from 100 to 400 and the ratio between the
number of agents and tasks is confirmed at 5/3, namely that the number
of tasks varies from 60 to 240 which depends on the number of agents. The
proportion of the number of agents and resources is set to 5/1, namely that
the number of resources fluctuates from 20 to 80. In order to match the
fluctuation of the number of agents, the TTL value for each task transforms
from 4 to 10. Table [ lists the details of this setting. This setup is used for
demonstrating the scalability of the two approaches in different scale networks
with a fixed average degree.

Setup 3. Setups 1 and 2 are used to test various aspects of DGF and
GDAP in a static environment. This setting is devised for testing DGF in
a dynamic environment. The number of agents in the system is 50. During
each task allocation round, the number of tasks is 30. The number of types

Table 1 The Details of Setup 2

7 of agents  # of tasks  # of resources TTL

100 60 20 4
200 120 40 6
300 180 60 8

400 240 80 10
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of different resources is 10, i.e. ¢ = 10. The TTL value of each task is set
to 4. The average degree is fixed at 6. In order to achieve the popularity
of each agent, the task allocation process will be run in 2000 rounds as an
initial period with no system adaption. Afterward, the system is allowed to be
evolved with the adaption strategy described in Section Bl For comparison,
we utilize another adaption strategy as a standard, i.e. Agent Organized
Network (AON) strategy, which was presented in [5]. The AON strategy is
briefly described as follows. If an agent, a;, decides to adapt its neighboring
linkage, the agent will remove the connection from the neighboring agent,
aj, which has the lowest popularity. The agent a; then requests a referral
from its neighbor with the highest popularity, say a;. Finally, the agent a;
will establish a new direct link with the agent aj; that is the most popular
neighbor of a;. It is apparent that the AON strategy depends on neighboring
agents in most extent. An agent with the adaptation strategy proposed in
this paper, i.e. Novel System Adaptation Strategy (NSAS), can choose a
new neighbor from those candidate agents which cooperated with or were
requested by the agent (mentioned in Section [B]). Thus, compared with AON
strategy, NSAS let an agent have more candidates when the agent decides to
adapt its neighbors linkage.

In this experiment, three criteria are used to evaluate the performance of
the two approaches.

CpR (Completion Rate of tasks): The proportion of the number of success-
fully allocated tasks to the total number of tasks in the experiment environ-
ment, namely:

# of successfully completed tasks
CpR = 7] (2)

where T is a set of tasks in the experiment environment and |T'| represents
the number of tasks as described in Subsection 2.1l Higher CpR demonstrates
that more tasks can be allocated, so the performance is better.

CmC (Communication Cost): The entire number of the communication
messages transferring in the system during a task allocation round. It should
be recalled that a task allocation round is the process of allocating a set of
tasks to appropriate agents. Lower C M C indicates that less communication
messages are generated and transferred in the system. Therefore, the burden
of a system can be remitted more.

Proposition 5. For a compler adaptive system with m tasks, n agents, €
resources and TTL for each task, the complezity of CmC is O(TT L-m(n+e)).

Proof. In each iteration in the worst case (i.e. a fully connected system), for
each of the O(m) Initiators, O(n) resource query messages are sent. Then,
the O(n) available resource response messages are generated and sent back to
the Initiators. The messages generated during this phase are O(2mn). Next,
each of the O(m) Initiators forms O(m) groups with their O(n) neighbors.



14 D. Ye, M. Zhang, and D. Sutanto

Thus, the messages created at this stage are O(me). After that, each of
the O(m) Initiators commits O(m) tasks to one of their neighboring agents,
and therefore sends O(m) messages. This process will be iterated in O(TTL)
hops. Hence, the messages generated during commitment process are O(TTL-
(2mn + me + m)). Totally, during a task allocation round, the number of
communication messages created are O(2mn+me+TTL-(2mn+me+m)) =
O(TTL-m(n+¢)).

CoP (Coefficient of Performance): The ratio between the number of commu-
nication messages (CmC) and the number of successfully completed tasks
during a task allocation round which can be calculated by using Equation Bl

CmC

P =
Co # of successfully completed tasks

3)
Generally, the performance of the approach is more desirable if higher CpR
could be achieved and lower number of communication messages (CmC) are
created. Hence, observing only either CpR or CmC' is not enough to de-
termine the quality of the approach. We, therefore, employ the CoP as the
third metric to evaluate the two approaches. Lower CoP indicates better
performance since lower C'oP means completing each task needs fewer com-
munication messages.

4.3 FExperiment Results

The experiment is performed on the four aforementioned setups for DGF and
GDAP. In order to achieve precise results, each evaluation step was executed
30 times and the average data were obtained.

4.3.1 Experiment Results from Setup 1

This experiment is done on Setup I as described in Subsection [£2} The num-
ber of agents and tasks are 50 and 30, respectively. The number of different
resources is 10. The TTL value of each task is set to 4. The average degree
of each agent is fluctuated from 6 to 12. The purpose of this setting is to
test the performances of both the two approaches which are influenced by
the fluctuation of average degree.

In Fig. it is demonstrated that the Completion Rate of tasks (CpR)
of DGF in different conditions is much higher and more stable than that
of GDAP. This is because task allocation with GDAP is only depending on
neighbors of Initiator. Therefore, more neighbors can provide more opportu-
nities for tasks to be solved. Comparatively, DGF relies on not only neighbors
but also other agents if needed. This feature results in steady performance of
DGF. Fig. also showed that with higher average degree, the performance
of GDAP is improved continuously. The reason of this situation is that when
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Fig. 1 Performance of two approaches on different average degree

there are more neighbors, Initiator has higher probability to derive sufficient
resources to allocate its tasks successfully.

Fig. displays the number of messages (CmC') of the two approaches
in different situations generated in a task allocation round. As DGF would
request other agents for help when resources from neighbors are insufficient,
the communication cost of DGF is higher than that of GDAP. Thus the
presentation of GDAP in this test is relatively good due to its considering
only neighbors which could decrease the number of messages created during
task allocation processes. It should also be noticed that with the increase of
average degree, the distinction between DGF and GDAP is reducing. This
situation could be explained that with more average number of neighbors,
Initiators have more opportunity to solve their tasks based on only their
neighbors in both approaches. Therefore, for DGF, some Initiators do not
need to commit their tasks to other agents, and consequently save communi-
cation cost.

Fig. ShOWS the Coefficient of Performance (CoP) of the two approachs
in different cases. With the average degree ascending, the CoP of GDAP
declines, while the CoP of DGF increases gradually. It should be recalled that
lower CoP means better performance. For GDAP, although communication
cost rises with the increase of average degree, the number of allocated tasks
also increases. Therefore, for each allocated task, the communication cost
remains constant in principle. On the other hand, with the increase of average
degree for DGF | the completion rate of tasks keeps steady displayed in
Fig. while the number of messages, i.e. communication cost, mounts up
persistently demonstrated in Fig Hence, for each successfully completed
task, the communication cost increases. However, DGF still has lower CoP,
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Fig. 2 Performance of two approaches on different network scales

i.e. better performance, in contrast to GDAP throughout the test process.
This can be explained that the number of successfully completed tasks based
on GDAP is few, so GDAP generates many useless communication messages
during task allocation processes which thus leads to low CoP.

4.3.2 Experiment Results from Setup 2

This experiment is based on Setup 2. The aim of this setup is to test the
scalability of the two approaches in different network scales. The average
degree of each agent is fixed at 10. The number of agents fluctuates from 100
to 400. The number of tasks varies from 60 to 240, the number of resources
fluctuates from 20 to 80, and the T'TL value for each task transforms from 4
to 10, all of which depend on the number of agents. Details of Setup 2 can
be found in Table [

According to Fig. we can see that with the spread of network scale,
the Completion Rate of tasks (CpR) of GDAP is continually descending
while CpR of DGF keeps stable and high. This case can be argued that with
the network scale expanding, the numbers of tasks and resources also rise
proportionally, while the average degree of each agent is fixed. Therefore,
the more resources each task requires, the more possible the task allocation
would be failure if Initiators request only neighboring agents, e.g. GDAP.
Compared with GDAP, benefited from requesting other agents, DGF can
preserve decent performance.

Fig. shows the Communication Cost (CmC') of the two approaches
in different network scales. With the expansion of network scale, both of
the two approaches generate more communication messages, since there are
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Fig. 3 The performance of DGF with different adaptation strategies

more agents and tasks in the network, and in order to allocate these tasks,
more communication steps cannot be avoided which results in communication
messages rising.

Fig. demonstrates the Coefficient of Performance (CoP) of the two
approaches. It can be found that the CoP of both DGF and GDAP keeps
almost steady with the increase of network scale. The reason of this result
is that even though the number of communication messages ascends, the
absolute number of successfully completed tasks also increases, and, thus,
the CoP can keep stable.

The conclusion can be achieved that DGF has better scalability than
GDAP, since both CpR and CoP of DGF can be preserved while GDAP
can maintain only CoP but CpR of GDAP decreases gradually.

4.3.3 Experiment Results from Setup 3

As described in Subsection 2] this setup is designed for testing DGF in
a dynamic environment. The number of agents in the system is 50. During
each task allocation round, the number of tasks is 30. The number of types
of different resources is 10, i.e. ¢ = 10. The T'TL value of each task is set to
4. The average degree is fixed at 6. The task allocation process will be run in
2000 rounds as an initial period with no system adaption to establish each
agent’s popularity. Then, two system adaptation strategies, i.e. NSAS and
AON strategy, are applied.

According to Fig. Bl with the number of rounds increasing, both adapta-
tion strategies achieve better performance. In contrast to AON strategy, the
outcome accomplished by NSAS is better on all the three metrics, i.e. CpR,
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CmC and CoP. This can be explained that an agent with AON strategy only
chooses one of its neighbors’ neighbors as its new neighboring agent, while an
agent with NSAS has more candidates when selecting a new neighbor, and,
hence, the agent is very likely to create a better neighboring linkage. It should
also be observed that, for both strategies, the ratio with which performance
is improving slows down over time. This implies that the system structure
converges to stability with the increase of task allocation rounds.

4.4 FEzxperiment Analysis

From the above description, it is obvious that the performance of DGF is
better than that of GDAP since more tasks can be successfully completed by
using DGF, i.e. higher C'pR. Although, in all the cases, the absolute number
of communication messages generated by using DGF is more than that of
GDAP, namely higher CmC', DGF has less average number of communication
messages for each completed task, i.e. lower CoP, compared with that of
GDAP. Furthermore, the adaptation strategy developed in this paper is more
efficient than AON strategy, as our strategy can achieve higher CpR and CoP,
and, meanwhile, lower CmC'. Therefore, DGF is more effective and scalable
compared with GDAP, and NSAS is more efficient than AON strategy.

5 Conclusion and Future Work

In this paper, we proposed a Decentralized Group Formation (DGF) algo-
rithm and a Novel System Adaptation Strategy (NSAS) for complex adaptive
systems. Compared with current related works, DGF has several advantages.
First, DGF does not have a central controller so as to avoid single point fail-
ure and network congestion. Second, DGF takes agent network architectures
into account during task allocation processes. Third, DGF allows Initiators
to request help for tasks not only from neighboring agents but also other
indirect linked agents if needed. In the future, we plan to improve DGF
by considering that each agent in the system has multiple resources instead
of only one. Another stream is to enhance the system adaptation strategy,
NSAS, by utilizing some multi-agent learning methods.
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Cellular Automata and Immunity
Amplified Stochastic Diffusion Search

Duncan Coulter and Elizabeth Ehlers

Abstract. Nature has often provided the inspiration needed for new com-
putational paradigms and metaphors [IL[16]. However natural systems do not
exist in isolation and so it is only natural that hybrid approaches be explored.
The article examines the interplay between three biologically inspired tech-
niques derived from a plethora of natural phenomena. Cellular automata with
their origins in crystalline lattice formation are coupled with the immune sys-
tem derived clonal selection principle in order to regulate the convergence of
the stochastic diffusion search algorithm. Stochastic diffusion search is itself
biologically inspired in that it is an inherently multi-agent oriented search
algorithm derived from the non-stigmergic tandem calling / running recruit-
ment behaviour of ant species such as Temnothoraz albipennis. The paper
presents an invesitigation into the role cellular automata of differing com-
plexity classes can play in order to establish a balancing mechanism between
exploitation and exploration in the emergent behaviour of the system. ..

1 Background

Respect for the resourcefulness of the ant runs deep in humankind flowing
through a gambit of cultures crossing East and West. The Korean flood myth
tells how one of the last human survivors was assisted by ants in sifting
between grains of rice and of sand [I§]. In the Middle East the Book of
Proverbs, Chapter 6, admonishes the reader to go to the ant who without
commander, overseer or ruler manages to store provisions in summer. While
in the West one of the the greek fables of Asop tells of the industrious ant
and the lazy grasshopper.
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1.1 Stochastic Diffusion Search

Stochastic Diffusion Search (SDS) is an inherently multi-agent oriented al-
gorithm for exploring a solution space. The biological basis for SDS has its
roots in the swarming behaviour of certain social insects. SDS differs from
many conventional swarm intelligence algorithms in that it is non-stigmergic.
Stigmergy refers to communication by means of environmental modification.

1.1.1 Biological Basis

Algorithms such as Ant Colony Optimization are said to be stigmergic [15]
in that they use the metaphor of pheremonic trails laid down by exploratory
agents in search of high utility values across the solution space. These trails
then bias the line of inquiry followed by subsequent agents to instead follow
the path laid out for them as opposed their initial semi-random exploratory
walk. The intensity of these trials fades over time unless reinforced by subse-
quent agents. Eventually, as a result of a combination of random exploration
guided by reinforced exploitation, the agents converge on desirable optima.

Environmental pheromones are not however the only communication mech-
anism employed across all ant species. Certain species such as Temnothorax
albipennis use direct one-to-one communication, by means of interlocked an-
tennae, as part of a a nest mate recruitment process known as tandem call-
ing [6]. This tandem calling mechanism forms the basis for the metaphor
employed by SDS. It is also worth noting that explicit message passing such
as this makes SDS far more amenable to implentation according to modern
message-centric agent standards such as FIPA [5l[2] instead of requiring the
creation of an explicit stigmergic abstraction [15].

1.1.2 SDS Agent Algorithm with Incremental Improvements

One primary requirement for SDS is that the overall problem be decompos-
able into a set of independently executable partial evaluation functions [12].
It is for this reason that not all solution spaces are trivially amenable to
search by way of SDS.

Once the solution space has been defined or transformed in such a way as
to allow the above mentioned functional decomposition the SDS algorithm
will then proceed as described [QI213]. A pool of agents is maintained such
that each agent:

1. ...maintains its own hypothesis about the solution to the overall prob-
lem under consideration (i.e. has a position within the current solution
landscape).

2. ...is able to test its current hypothesis by means of a partial evaluation
function which is well defined at its current position within the solution
landscape.
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3.

...1s in one of two possible states active or passive based on the result of
its most recent hypothesis test.

The system then proceeds to enter into a series of states, as an aggregation of
the states of its individual agents, as described by the pseuduocode in Figure
[0 It is also worth noting that the bulk of these phases may occur in parallel
as illustrated by Figure

1.

2.

Initialisation: During the initialisation phase each agent adopts a random
initial hypothesis i.e. assumes its position in the search space.

Testing: Every agent applies the partial evaluation function defined at its
location within the solution space to its current hypothesis. In the event
of this function’s result falling within a given utility tolerance the agent’s
state will shift to being that of an active agent. It is possible that active
agents may receive a reduced utility during the testing phase as a result
of operating within a dynamic environment. While the system’s response
in such a case is not prescribed by the meta-heuristic, and in fact some
implementations do not consider it [9].The first incremental enhancement
to the SDS algorithm which deals with this situation will now be described.

a. Evaluate the historical utility received from previous tests of related
hypotheses over a predefined interval.

b. Should the historical utility fall below a threshold value then slightly
modify the current hypothesis

c. Should repeated modifications of the current hypothesis fail to achieve
a satisfactory utility then select a new hypothesis at random.

Diffusion: This is the phase which reflects the tandem calling behaviour in
the algorithm’s natural analogue. Each active agent then seeks to recruit
a passive agent to explore its neighbourhood. This is accomplished by the
passive agent adopting the hypothesis of the active agent. The second small
enhancement to the basic SDS algorithm would be to probabilistically
introduce some minor variation to the transmitted hypothesis to avoid
the agents becoming stuck on local maxima. Lastly a third opportunity
to optimise the algorithm presents itself in the fact that the standard
SDS algorithm does not make provision for active agents to benefit from
recruitment to higher utility areas by other active agents.

AgentPool.initialise()

while (AgentPool.activeAgents < Threshold)
AgentPool. foreach((x) => x.test())
AgentPool.foreach((x) => x.diffuse())

end while

Fig. 1 Pseudocode for SDS
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Fig. 2 UML 2.0 state diagram for SDS

1.2 Cellular Automata

Cellular Automata (CA) are a special class of finite state automata with their
origins in models of crystalline and bacterial growth [I7]. Each automaton is
composed of a set of cells which at each iteration may each be in one of a
finite set of states. These cells are related to each other by way of a topological
function defining for each cell a neighbourhood of other cells in the CA. At
each iteration of the CA, the state of each cell is simultaneously updated by
a local update rule based on the current state of its neighbouring cells.

Due to the rapidly emergent complex behaviour of certain instances of
these systems the future state of such a CA can often not be calculated from
its initial state without expending an equivalent amount of computational
effort as would have been spent running the automaton.

1.2.1 Elementary Cellular Automata

The emergent complexity characteristics of CA with a single dimensional
von Neumann neighbourhood topology and a binary state set have been
exhaustively enumerated [I7]. As a result of this work elementary CA have
been placed along a four point system according to the complexity class of
their emergent behaviour.

Class I initial patterns rapidly devolve into static homogenous states
Class II initial patterns rapidly devolve into repetitive oscillating struc-
tures

Class I1I initial patterns rapidly devolve into pseudo-random states
Class IV initial patterns rapidly evolve into complex interacting struc-
tures. Instances of class IV cellular automata have been shown to be turing
complete
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1.2.2 Elementary CA and Multi-agent Evolution

In [3] the interaction between elementary CA and multi-agent evolutionary
computation was explored for the problem of collaborative prior art detec-
tion by a community of gene expression programming driven agents. Cellular
automata were used for the purpose of defining the accessibility relationship
between candidate solution sub-pools for evolving improved prior art detec-
tion functions by agents operating on a suitably prepared patent corpus.

1.3 Clonal Selection

Artificial Immune Systems (AIS) is a new computational intelligence ap-
proach which draws its inspiration from the immune system [4]. The mam-
malian adaptive immune system is formed from a complex set of interacting
subsystems which together allow for mammals to prove resilient against as-
sault from an ever adapting array of potential pathogens. The system is
remarkable in that in order to fulfill its role in ensuring the destruction of
potentially harmful foreign elements it is not aware of what constitutes a
foreign object a-priori. The system employs a sophisticated and robust pat-
tern recognition system in order to discriminate between self and non-self.
In contrast to this the system must also selective amplify the recognition of
pathogenic patterns. The failure of self / non-self discrimination in the system
causes various degenerative autoimmune conditions. This is not to say that
AIS are limited to security / intruder detection tasks. They have successfully
been applied to large scale optimisation problems as well [7].

The immune system is inherently agent oriented immunity information is
embedded within the states of the various lymphocytes. Each lymphocyte is
keyed to bind to one single antigenic protein pattern known as its affinity.
In order to reduce interference between the two pattern recognition goals the
immune system employs two opposing mechanisms: negative selection triggers
cell death in those lymphocytes cells which fail in self / non-self discrimination
while clonal selection selectively multiplies the number of those lymphocytes
which bind to a non-self antigen. This selective duplication of those cells and
their retention within the blood and lymph is what produces the phenomenon
of tolerance where subsequent exposures to a given pathogen are less severe.

2 The CAIA-SDS Model

The section introduces the Cellular Automata / Immunity Amplified Stochas-
tic Diffusion Search (CAIA-SDS) model. The model is first introduced fol-
lowed by a brief discussion of its implementation details. The following section
discusses some of the results obtained from the prototype system.
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2.1 Model Development

Apart from the three incremental improvements introduced in section
the two major improvements proposed each depend on a different biologically
inspired paradigm.

The first opportunity for significant improvement stems from the nature
of inter-agent communication in SDS and conventional swarm intelligence.
Stigmergic communication is one-to-many but inherently undirected relying
as it does on an exploratory agent picking up the pheremonic trail. SDS
on the other hand employs one-to-one inter-agent communication but this
communication is directed from high utility agents to lower utility agents.
Since any single recruitment message will result in an increase in the utility
of a passive agent a naive optimisation of SDS would attempt to maximise
the number of recipients of each message.

Such a modification would however be unwise in the medium to long term
for the system. The first agent to test a hypothesis with a utility exceeding
the threshold value would immediately end the inquiry into other lines of
reasoning by agents in other sections of the solution space. In effect the sys-
tem would move to adopt a highly exploitative behaviour rapidly ascending
the first positive utility gradient encountered during exploration and then
rapidly becoming stuck on the current local maximum. It is clear then that
simply maximising the number of recipients is not sufficient. The question
then remains what mechanism should be used in order to select a subset of
the agent population in such a way as would allow for explicit control over
the degree of exploitation versus exploration.

Selecting some fixed subset of the agent population would fragment the
search space by causing clustering on a slightly larger set of local maxima
than would have been achieved by one-to-one communication alone. While it
may be tempting to simply select a random subset of the agent population
during the diffusion phase of the algorithm problems of agent inquiry bias
would then emerge based on the underlying distribution employed by the
pseudo random number generator. Such bias reduces the explorative nature
of the algorithm potentially excluding high utility hypotheses from consid-
eration. A further defect of this approach lies in the ephemeral nature of
the relationships between agents. In utility landscapes with a high degree of
noise communication between proximal agents may facilitate the overcoming
of very localised maxima.

The new approach proposed makes use of the emergent complexity of CA
to overcome the aforementioned approaches’ shortcomings. This is effected by
creating an indirection communication layer through which all recruitment
messages must pass. The indirection layer maintains an elementary cellular
automaton with each agent in the system being represented by a single cell.
The agent’s communication neighbourhood is then defined as being those
contiguous cells with the same state as the current agent as illustrated in
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Figure[3l The advantages of using elementary CA to define the neighbourhood
are as follows. . .

1. They are simple to describe: Using only a single identifying integer number
(the Wolfram Code [I7]) the entire set of production rules which constitute
the local update rule can be inferred.

2. They are flexible: By specifying a local update rule from any of the four
complexity classes the emergent properties of the system may be guided.
From static preselection through pseudo-random selection through to per-
sistent complex patterns all may be accommodated via a single mechanism.

3. Their properties are well established: Through exhaustive enumeration
the runtime properties of every single possible elementary CA has been
exhaustively enumerated [I7]

4. Since it is possible for an active agent to communicate with a different
active agent there is now an opportunity for the active agent with the
lower utility hypothesis to adopt the hypothesis of the other agent.

The second substantial amplification of SDS draws from the Clonal Selection
algorithm described in the previous section. In AIS the intelligence of the
system is embedded in the state of the lymphocyte analogues. As each lym-
phocyte has an affinity for only a single antigen as determined by the bone
marrow algorithm a strong parallel exists between AIS and SDS. To clarify
the point, every lymphocyte in the AIS can be mapped onto an individual
agent within the SDS solution space. The hypothesis maintained by each SDS
agent is analogous to the antigen affinity by the lymphocyte.

The primary difference lies in the agent population itself. In conventional
SDS the agent pool is fixed in that a predetermined number of agents are
exploring the utility landscape for the entire duration of the system’s lifespan.
In clonal selection agents with a high affinity for a given candidate solution
(i.e. those which bonded to an antigen in the blood) are selectively multiplied.

Fig. 3 Agent neighbourhood definition via a cellular automaton.
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SDS may be improved by allowing for the dynamic introduction of new agents
during the diffusion phase. When an agent applies the partial evaluation
function to its current hypothesis and receives a utility value higher than the
threshold then its recruitment behaviour may proceed in one of two different
ways based on the current available system resources.

Should sufficient system resources be available an active agent is allowed
to spawn a new copy of itself (with a slightly modified hypothesis) in lieu
of utilising the one-to-many communication pattern described earlier. This
allows the amplified SDS algorithm to embed a memory of the utility land-
scape which may prove useful in accommodating temporary perturbations in
dynamic environments. In living organisms cells have limited lifespans the
failure of this mechanism leading to cancer through unwarranted cell immor-
tality and a similar effect would be true in amplified SDS should the lifespan
of newly spawned agents not be strictly controlled. Three approaches may be
adopted in amplified SDS. ..

e Firstly, the lifespan of each agent in the system may be limited to a certain
number of diffusion phases. In this case it is very important that the prob-
ability of new agent instantiation be high enough to prevent the system
from losing all agents and hence entering into an irrecoverable state.

e Secondly, the total size of the agent pool may be expressed as a function
of the available system resources with agents being spawned and culled as
needed on a phase by phase basis.

e Lastly, an agent may be permitted the ability to perform only a limited
number of new agent instantiations before being removed.

2.2 Model Implementation

The nature of the model had a direct bearing on the selection of implementa-
tion language. CA, SDS and clonal selection are concepts which center very
heavily on the concept of state and state modification. CA are explicitly a
form of state machine while each lymphocyte agent in clonal selection and
SDS must maintain its own individual state. In fact agent orientation may
itself be viewed as an extension to object orientation and hence is rooted in
the notion of private mutable state. All of these features lean heavily towards
the use of an imperative language for the creation of a prototype system.

However the need for the functional decomposition of the solution into
partial evaluation functions and the need for the dynamic modification and
transmission of hypotheses would benefit from the support of functions as first
class members offered by Functional Programming languages. Unfortunately
purely functional programming languages completely forbid the side effect
inducing modification of state required by agent orientation and CA.

The Scala [I4] programming language offered a good compromise between
allowing mutable state, discouraging unnecessary side effects and supporting
functions as first class objects at a programming language level. In addition



Cellular Automata and Immunity Amplified Stochastic Diffusion Search 29

the languages standard library supports a robust support for actors as a unit
of concurrency. Actors also provided a convenient mechanism with which
to implement the message passing required by SDS. Initially the JADE li-
brary [2] was considered in order to provide FIPA compatible communication
as the Scala language compiles directly to Java bytecode which runs on Java’s
Virtual Machine and hence supports a high degree of interoperability with
existing Java classes. However JADE imposes a layered behavioural decom-
position on the agent design. While such a design definitely possible for both
SDS and clonal expansion was considered not to be the most suitable choice
considering that interoperability with existing FIPA systems was not a re-
quirement for the prototype.

This doest not suggest that actors equate with agents by any means. Actors
and software agents, while sharing superficial similarities such as a use of
message passing are not equivalent. Actors are simply a concurrency control
mechanism and do not equate with agents in the same way that threads do
not equate with agents. An agent may well be implemented using one or more
actors or indeed one or more threads.

Similar to the technique employed in [3] the source of the neighbourhood
topology is obscured from the participating agents according to the Facade
design pattern. As an improvement to the previously utilised technique the
topology facade was this time realised using a trait rather than a conventional
Java interface. This allows the trait to maintain some state of its own instead
of simply defining a contact of interaction. The state maintained in this case is
the mapping between agents and cells in the underlying CA. Two approaches
to the maintenance of the CA in light of the dynamic addition and removal
of agents necessitated by clonal selection were considered.

1. Additional agents may be simply chained to the same cell as the agent
which instantiated them. This approach while converging some memory
and avoiding the question of how to initialise the new cells in an expanded
CA does suffer from a serious drawback. Since each newly instantiated
agent occupies the same cell as its originator they are eternally neighbours.
Over time in high churn scenarios (configurations where there is large
degree of agent addition and removal) the causal relationship between
originator agents and their offspring will come to dominate neighbourhood
determination to a degree which completely marginalises the underlying
complexity class of the automaton.

2. Alternatively, the CA can be expanded so that the one-to-one mapping
of agents to cells is maintained. The question then needs to be addressed
regarding how to initialise the newly created cells. The danger of not ini-
tialising them is that the newly added agents are immediately part of the
same contiguous cell block and hence neighbourhood. This means that in
class I or class IT automata the danger of new agents immediately getting
stuck on the local maximum of the highest utility agent remains high. It
is the case that often a completely random configuration would disrupt
any persistent structures created by a class IV automaton. In the end a
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compromise was selected in line with the original configuration pattern
imposed on the automaton in the initialisation phase of SDS. A compro-
mise between disruption and stagnation can be achieved by setting the
elementsat 1 + (nl % ol) to true where 1 represents the length of the
old CA, nl represents the number of new agents and ol represents the
original length of the automaton.

The solution space is defined by a functionoid (functional object) which mixes
in the appropriate optimisation function to be used via a trait. For the case
of the prototype system the function was defined across two dimensions. The
agents hypothesis was simply the tuple formed by its x and y coordinate.
The hypothesis testing function simply combined the two values of the tuple
together into a single value and then repeatedly sampled a probability func-
tion brought in by the trait. The utility of the hypothesis was evaluated as
being the sum of the positive samples from the distribution.

3 Results

The results presented here show the aggregate behaviour of the system in
terms of rate of convergence across several fitness landscapes defined by in-
stances of each of the four main classes of CA for solution space defined on a
power-law distribution as illustrated in Figure[dl For the purposes of the sim-
ulation the threshold value for terminating the system was kept unattainably
high in order to ensure an indefinitely long run.
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Fig. 4 The CA derived agent topology’s effect on exploration and exploitation.
Brighter colours denote a stronger bias towards exploration.
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4 Conclusion

The paper explored several incremental improvements to the SDS algorithm.
These improvements took the form of clarifying the potential shortfalls of
“fixing” the hypotheses of active agents in dynamic environments along the
steps to be taken when such changes occur. In this case the option of relaxing
the allowable recipients of recruitment messages to include other active agents
was broached. The paper also discussed the benefit of introducing minor
variations into the propagated hypotheses during the diffusion phase of the
algorithm in the interests of avoiding local maxima.

Clonal selection has an unambiguous amplification effect on the exploita-
tive nature of the system by way of increasing the population of active agents.
In biological immune systems the amplifying effect of clonal selection is tem-
pered by the lifetime of individual lymphocytes [4] . The agent topology’s
effect on convergence is directly tied to the underlying complexity class of its
defining CA.

1. Class I CA had a negative effect on the exploitative nature of the system
without a comparative increase in the explorative nature of the search.

2. Class II CA had neither a positive effect of exploration nor much effect on
exploitation

3. Class III CA had a positive effect on exploration and no major effect on
exploitation

4. Class IV CA appear to provide the best compromise between exploration
and exploitation although more research is needed in this regard.

To summarize the paper presents the use of several techniques to regulate
the emergent exploration versus exploitation properties of the stochastic dif-
fusion search algorithm. In keeping with biologically inspired metaphor of the
original algorithm the major approaches described in the paper draw their in-
spiration from the natural world. Clonal expansion provides for a mechanism
to enhance exploitation while cellular automata defined recruitment com-
munication channels provide for a mechanism to regulate exploration versus
exploitation, at run time, simply by specifying a single integer parameter.
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Related Word Extraction Algorithm
for Query Expansion — An Evaluation

Tetsuya Oishi, Tsunenori Mine, Ryuzo Hasegawa,
Hiroshi Fujita, and Miyuki Koshimura

Abstract. When searching for information a user wants, search engines often
return lots of results unintended by the user. Query expansion is a promising
approach to solve this problem. In the query expansion research, one of the
biggest issues is to generate appropriate keywords representing the user’s
intention. The Related Word Extraction Algorithm (RWEA) we proposed
extracts such keywords for the query expansion. In this paper, we evaluate the
RWEA through several experiments considering the types of queries given by
the users. We compare the RWEA, Robertson’s Selection Value (RSV) which
is one of the famous relevance feedback methods, and the combination of
RWEA and RSV. The results show that as queries become more ambiguous,
the advantage of the RWEA becomes higher. From the points of view of query
types, the RWEA is appropriate for informational queries and the combined
method is for navigational queries. For both query types, RWEA helps to
find relevant information.

1 Introduction

The World Wide Web, a treasure house of knowledge, is widely used not only
by professionals for supporting their research or business but also by non
professionals in their daily life. In fact, it is very common for people these
days to use a search engine before looking into dictionaries or textbooks when
they want to know something.

However, search engines often fail to give results that users want. One
of the reasons is that the keyword (or query) submitted by the user is so
ambiguous for the search engine to grasp his/her intention. Accordingly the

Tetsuya Oishi - Tsunenori Mine - Ryuzo Hasegawa - Hiroshi Fujita -

Miyuki Koshimura

Faculty of Information Science and Electrical Engineering, Kyushu University,
Motooka 744, Nishi-ku, Fukuoka-shi, Fukuoka-ken 819-0395 Japan

e-mail: {oishi, hasegawa, fujita, koshi}@ar.is.kyushu-u.ac.jp,
mine@al.is.kyushu-u.ac.jp

Q. Bai and N. Fukuta (Eds.): Advances in Practical Multi-Agent Systems, SCI 325, pp. 33
springerlink.com © Springer-Verlag Berlin Heidelberg 2010


{{oishi,hasegawa,fujita,koshi}}@ar.is.kyushu-u.ac.jp
mine@al.is.kyushu-u.ac.jp

34 T. Oishi et al.

search engine returns enormous number of pages concerning the ambiguity
that the user can hardly browse all of them. As a result, the user cannot
identify his/her desired pages that may be scattered among a number of
irrelevant pages.

One way to solve the above problems is to add more keywords to make
the meaning of the query clear so that the number of retrieved pages can
significantly be reduced. The more suitable keywords were added to the initial
query, the more desired pages would be obtained. However, users may not
always be able to give such keywords by themselves.

In this paper, we present an algorithm which extracts words from some
relevant texts that are supposed to be strongly related to the initial query
just given by the user without any extension. We call this algorithm the
“Related Word Extraction Algorithm” (RWEA). Moreover, Robertson’s Se-
lection Value (RSV) [], a well known method for relevance feedback is used,
where each word is weighed by using our algorithm in place of those used in
the original method, and query expansion is performed based on the results
of each method. RWEA evaluates a word in a document and RSV evaluates a
word among some documents. When RWEA and RSV is combined, a useful
result may be obtained. In a specific condition, we may get another result.
Then we compare RWEA, RSV, and the method combining RWEA and RSV.

The combined method works effectively for all queries on the average. Es-
pecially, when the user inputs such initial query whose Average Precision
(AP) is under 0.6, this method obtains the highest Mean Average Precision
(MAP) [5]. Focusing ambiguous queries [2] [4], RWEA obtains the highest
MAP. For informational queries [I], RWEA obtains the highest MAP. How-
ever, for navigational queries [I], the combined method obtains the highest
MAP. The experimental results show that the useful methods for the query
expansion vary depending on the types of queries, though the RWEA always
worked effectively.

Section 2 discusses some related work of the topics touched on in this
paper. We explain our query expansion system in Section 3. In section 4, we
present RWEA and RSV, and describe a method to calculate the importance
value of a word to be added to a new query based on the algorithm. We
discuss the experimental results in Section 5.

2 Related Work

There have been a lot of studies on the query expansion. Wang and Davison
[13] built an auto-tagging system to assign tags to Web pages. The system
used a support vector machine (SVM) for classifying tags. After successfully
having constructed the auto-tagging system with good performance, they
took advantage of it for suggesting query expansion to the user. The result
pages of expanded queries created by the system were significantly better
than those of the Google.
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Oyama et al [T1] made a domain-specific Web search engines that uses
keyword spices for locating recipes, restaurants, and used cars. Here, the
spices are the words to be added to the initial query. They accomplished Web
retrieval effectively by specifying domain. Against their method, we expand
a query without specifying domain. Nabeshima et al [§] made Web search
engines which hardly depend on users. Our method depends on users, but we
will create an automatic system such as Nabeshima’s system in future.

Zighelnic and Kurland [I4] addressed the query drift problem of query
expansion methods caused by the pseudo relevance feedback. To remedy this,
they fused the results retrieved in response to the original query and to its
expanded form. Experimental results showed the validity of their approach.

Chirita et al [3] proposed the system that expands a query by using the
user’s desktop information in order to automatically extract additional key-
words related to the query. They expanded queries using the Local Desktop
Analysis, which is related to the Pseudo Relevance Feedback, and the Global
Desktop Analysis, which relies on information from across the entire personal
Desktop.

Okabe and Yamada proposed a system [6] that tries to improve the search
efficiency by expanding the queries using the minimum feedback from the
user. This system is realized with a machine learning method called the trans-
ductive learning. This method improves recall ratio by 0.07 compared to the
conventional method without using transductive learning. Masada et al [7]
sorts the original retrieved results by query expansion using RSV in which
top-R pages of retrieved results are used as the relevant documents and the
rest as non-relevant documents. They found a suitable pair of the parameters
used by RSV that is useful to improve precision of the retrieved results.

Oishi et al []] proposed the user-schedule-based Web page recommenda-
tion system. This system searches for a Web page that matches the user’s
situation by analyzing the user’s schedule. It employs an algorithm similar to
the related word extraction algorithm we discuss in this paper. When a user
inputs a schedule with its title and details, the related words are extracted
from them using the algorithm. The algorithm needs a set of keywords and
a text, the former is extracted from the title of the schedule and the latter
is just the details of the schedule. This system succeeded in presenting doc-
uments which fit the user’s demand at higher rank in the retrieved results.
The difference between the algorithm and the one we discuss here is that the
former pays attention to the distance between words, whereas the latter to
the distance between sentences. Here the distance means the textual distance.

3 Experimental Condition
We evaluate the result of the query expansion in our experiment. In this

section, we explain the query expansion system. Additionally, we show the
types of the queries used for the query expansion.
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3.1 Query Expansion System

The outline of our system is as follows:

1. Input Query
The user inputs a query into the system.

2. Decide Relevant Documents and Non-Relevant Documents
The system performs Web search, and the user decides whether or not
retrieved documents are relevant to the query.

3. Extract the Candidates for the Related Words
The system extracts the candidates of the related words from the doc-
uments obtained in [ by using a Morphological Analyzer MeCaHl. Some
written languages like Chinese, Japanese does not have single-word bound-
aries, so any significant text parsing usually requires the identification of
word boundaries, which is often a non-trivial task. Mecab identifies word
boundaries.

4. Calculate the Importance Value of the Candidates
The system calculates the importance value of candidates as the re-
lated words extracted in [3] by using Related Word Extraction Algorithm
(RWEA) and Robertson’s Selection Value (RSV). RWEA pays attention to
the distance between sentences. We explain it in detail in Section 1l RSV
pays attention to the frequency of relevant documents and non-relevant
documents. We explain it in Section

5. Generate the Expanded Query
The system generates an expanded query based on the importance value
calculated with two methods in[l The expanded query is the one expanded
based on the original query the user gave. For example, if the original query
is “A” and “B”, then the expanded query “A”, “B”, and “C” is obtained
by adding “C” to the original one.

6. Show the Retrieved Results
The system shows the retrieved result by using the expanded query.
The system submits the expanded query, which is obtained in [l to the
search engine and shows the retrieved results to the user.

3.2 Types of Queries

Three evaluators conducted Web retrieval with the same 150 queries in
Japanese. Thus 450 queries were totally used. These are original queries
we created. These queries are evenly divided into 50 one-word queries, 50
two-word queries, and 50 three-word queries.

1 “Yet Another Part-of-Speech and Morphological Analyzer: MeCab”,
http://mecab.sourceforge.jp/
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Chirita et al. [2] [4] classified the queries into three types: the clear queries
(P@10 > 700, the semi-ambiguous queries (20 < P@10 < 70) and the
ambiguous queries (P@Q10 < 20). From the points of view of ambiguity of the
queries, these are divided into 27 clear queries, 48 semi-ambiguous queries,
and 75 ambiguous queries.

Broader [I] classified the queries into three types (informational, naviga-
tional, and transactional query) based on the user’s needs. The intent of the
informational query is to acquire some information assumed to be present
on one or more web pages. The intent of the navigational query is to reach
a particular site that the user has in mind. The intent of the transactional
query is to perform some web-mediated activity, such as shopping, download-
ing various type of file, accessing certain database, finding services and so on.
From the user intent behind queries, these are divided into 99 informational
queries and 51 navigational queries.

4 Score of Similarity between Related Words and
User’s Intent

In this section, we describe RWEA and RSV methods to calculate the score
of the related words.

4.1 RWEA

The algorithm extracts, from the text 7', a group of words that are related
to a given set of keywords K. The extracted words are thus expected to be
relevant to K. Based on the textual distance from a keyword in K, we evaluate
each word in 7', and output the words ranked according to the evaluation.

Importance of the distance between sentences

We regard the distance between sentences as important when considering
relevance of words. Moreover we pay attention to the order of the sentences
that contain some specific word (for example, the query word used for
Web retrieval, the word in the title of schedule, and so on) appearing in
a document. Our algorithm is based on the following idea: “If a certain
word A in a certain sentence is an important word for the user, the word
nearby this sentence is also important.”

Preparations

We define some symbols as follows:

e K: a set of keywords that give a basis for extracting related words.
e T': a text where some keywords related to K are extracted.

2 This formula means that the precision at 10 retrieved documents is larger than
70%.
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Table 1 (Top) An example of scoring sentences using distance; (Bottom) An ex-
ample of calculating EBV (t;) using the expected value EBV(j) at occurrence
position j

keyword K A B
tiintext TAGBEGAFCFHDE

BVa(t;) 5 4 3 2 1
BVs(t;) 5 4 3 2 1
BVa(t;) 3 4 5 4 3
BV(t;) 13 12 11 8 5

3

EBV(j) 3 36 38 36
EBV(t;) 433 3.33 2.89 222 1.67

e ki(i = 1,---,m): m keywords appearing in K, where the keywords
ki,ko, -+, k, appear in this order.

e t;(j=1,---,n): n sentences appearing in T', where the sentences
ty,ta,--- ,t, appear in this order.

e wi(l=1,---,0): 0 words appearing in T, where the words wy, wa, - - - , w,
appear in this order.

o ¢,(p=1,---,q): ¢ words appearing in T, where the words ¢1,c2,- -+, ¢q

are different from each other.

If a word appears more than once, each occurrence of the word is consid-
ered to be distinct. w; is actually a noun which is extracted from a text T
by MeCab. ¢; is a sequence of nouns that appear in 7.

4.1.1 Score of Word
Score of words in the text T is calculated as follows:

1. Calculate basic value BV (t;) of t;(j = 1,--- ,n) with k;(i =1,--- ,m) as
a criterion.

2. Flatten BV (t;).

3. Calculate a final value S(c,) using word frequeincies.

Calculating BV (t;)(see the top of Table [I])

We define BVj, (t;) as the score of t; with respect to k;.

After having scored every BVy,(t;) (i =1,---,mand j = 1,---,n), the
algorithm calculates BV (t;).

Flattening BV (t;)(see the bottom of Table [I))

The above way of determining BV (¢;) is unfair when considering the po-
sition of sentence ¢; in T'. The expected values of BV (¢;) differ depending
on the position j at which ¢; occurs.

To remedy this problem, we flatten the obtained

BV (t;) using EBV(j), the expected evaluation value of ¢; at position j.
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Table 2 (Top)A process of calculating S(cp); (Bottom) S(cp) of each words

keyword K A B

tjintetxq7 ' A G B E G A F C F H D E

WEBV (w;) 4.33 4.33 4.33 3.33 3.33 2.89 2.89 2.89 2.22 2.22 1.67 1.67

AveEBV (cp) 3.61 3.83 4.33 2.50 3.83 3.61 2.56 2.89 2.56 2.22 1.67 2.50
tflc,) 2 2 1 2 2 2 2 1 2 1 1 2
Viep 128128 1 1.281.281.281.28 1 1.28 1 1 1.28
S

)
(cp) 4.62 4.90 4.33 3.19 4.90 4.62 3.27 2.89 3.27 2.22 1.67 3.19

. A B C D E F G H
S(c,)  4.62 4.33 2.89 1.67 3.19 3.27 4.90 2.22

Let EBV (t;) be the value evaluated after flattening. It is calculated using
the following formula;

EBV (t;) = BV (t;)/EBV(j).

Calculating S(c,)(see Table )

In addition to the evaluation based on the distance between sentences, we
take into consideration the concept of Term Frequency that is often used in
the TF/IDF method. First, we compute the average Ave EBV (c,) of the
expected evaluation values WEBV (w;), for word w; that appears several
times. WEBV (w;) = EBV (t;) when w; in t;.

Moreover, we compute the weight V(c,) using the ¢f value of word ¢, as
Viep) =1+ {tf(cp)/0}logtf(cy).

The parameters used in the above formula are as follows. o: the total
number of occurrences of words in T (mentioned above), and ¢f(c,): the
number of occurrences of ¢, in T.

Using AveEBV (¢p) and V(¢p), we calculate the evaluation value S(cp) of
¢p in T as S(cp) = AveEBV (c,) x V(cp). We assume that S(cp) is the
evaluation value of word ¢, in text 7" in this algorithm.

4.2 RSV

RSV gives higher weight to the word w which only appears in the relevant
documents and does not appear in non-relevant documents than others.
RSV, is calculated as follows:

dfd dfd+dfy T+R”
RSV, = (R+ ~ RT4+R- ){alog ;;IIZJ
+(1 = a) log (UL H0S)/(RT —dr+05) (1)

(df gy +0.5)/(R= —df 5 +0.5)

The parameters used in formula () are as follows.

e R*:the number of relevant documents
e df.r: the number of relevant documents with word w
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e R7: the number of non-relevant documents
o df,: the number of non-relevant documents with w
e «: the control parameter (0 < o < 1)

The constant 0.5 in the formula () is to get a reasonable value of natural
logarithm. In addition, used log is a natural logarithm.

4.3 The Method Combining RWEA and RSV

Let RSV, be the score of the word w obtained by RSV. RSV requires sev-
eral documents (we use 10 documents in our work) to calculate RSV, and
since RSV, is independent to the position of w in the document, the words
weighted by RSV, sometimes do not appropriate in a new query. To rem-
edy these problems, we use the RWEA. Let S(w) be the evaluation value
of the word w obtained by RWEA. The score of w obtained by the method
combining RWEA and RSV is calculated as Score(w) = S(w) X RSV,,.

We assume that as a word appears at a shorter distance with query words
in retrieved documents, the word becomes more relevant to the query and
obtains higher level of importance to the query, even if there are only a few
documents to calculate RSV,,.

5 Experiment

In this section, we explain our experiments. The setting of our experiments is
described in Section Bl In Section[3l we show the results of our experiments.

5.1 Ezxperimental Methods

First three evaluators evaluate the results retrieved by the search engine
“goo”ﬁ. Secondly, they evaluate the results retrieved by the expanded queries
using RSV, RWEA, and the method that combines RSV and RWEA. The
details are as follows:

5.1.1 Web Retrieval Using “goo”

1. Evaluate the Web pages
The top-20 Web pages are obtained by submitting a query to the search
engine “goo”. The evaluators mark each page as follows.

Very Good : when the pages include the information that is strongly
relevant to the query and easily found by the evaluators.
Good : when the pages include the information relevant to the query.

3 http://www.goo.ne.jp/ goo partly uses the engine of Google.
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rank sort by the evaluation
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2 @—
3 0 —Relevant Documents
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i; A 13 x ": Bad

XX “ ”,
13 x x x": Very Bad
14 O
15 ©
16 A
17 A ;
18 A x —Non-relevant Documents
19 xx X%
20 x X X

T

evaluation

Fig. 1 Sorting the Web pages according to the order of the user’s evaluation

Even : when the pages include the information partially relevant to the
query.

Bad : when the pages do not include the information relevant to the
query.

Very Bad : when the pages include the information completely irrelevant
to the query.

2. Sort the Web pages
The system sorts the Web pages according to the order of the user’s eval-
uation by using the explicit feedback. The explicit feedback is the method
performed based on the user’s evaluation. For pages which have the same
evaluation, the order is preserved as in the original rank. Figure [I] shows
how the system sorts the evaluated Web pages according to the order of
evaluation value.

3. Decide the relevant documents and non-relevant documents
Here we decide the relevant and non-relevant documents by using the
pseudo or explicit feedback. The pseudo feedback means that we take
top-5 Web pages as relevant documents and bottom-5 Web pages as non-
relevant from the unsorted Web pages. The explicit feedback means that
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Fig. 2 The Results by the Original Rank.

we use the Web pages sorted based on the user’s evaluation to decide the
relevant and non-relevant Web pages.

5.1.2 Query Expansion

We apply each of three methods; RSV, RWEA and Combined RSV and
RWEA to the relevant documents and non-relevant documents, and then we
expand the queries used in Section .11l The expanded query is made by
adding to original query the word which has the highest importance value by
using each method as follows.

1. RSV
We apply the RSV to the relevant documents and non-relevant documents.
2. RWEA
We apply RWEA to the relevant documents. Although RWEA is basically
applied to a single document, we use it for more than one document as
follows. Let d(k =1,2,--- ,n) be the relevant documents and
S(wq, )(k=1,2,---,n) be importance values of word w in each document,
where S(wq, ) is given by RWEA. Then the importance value S(w) of word
w is given as follows:
Z:zl S(wdk)

n

S(w) = (2)
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3. The Method Combining RSV and RWEA
We first apply RWEA only to the relevant documents, and then apply
RSV to both the relevant documents and non-relevant documents.

5.2 Result

We compare the three methods for the query expansion by calculating MAP
(Mean Average Precision). We assume that the number of all correct answers
for calculating MAP is 20 because the number of all retrieved results for each
query is 20. In other words, the number of all correct answers is not bigger
than 20.

First, we describe a general trend of the methods for all the queries (in
BE27T). Next, we evaluate the methods based on the types of the queries (in

EZD).

5.2.1 All Queries

In figure2l we show MAP of each method for all queries. Here, for calculating
MAP, we adopted only the documents marked “Very Good” as the relevant
ones. In this Figure, the left vertical axis is MAP, the right vertical axis is
the number of queries, and the horizontal axis is the threshold of AP. For
example, when the threshold of AP is “<=0.8", we plot MAP for each method
with all queries for which AP of “goo” is smaller than or equal to 0.8 in the
figures. The explanatory notes “goo”, “com”, “rsv”’, and “rwe” present the
MAP of the retrieved results with the query expanded by using the search
engine “goo”, the combined method, RSV, and RWEA respectively. Then
indices after the notes; “e” and “p” present the explicit and pseudo feedback
respectively.

In all the methods, the results of query expansion with the explicit feed-
back are better than those with the pseudo feedback. Moreover, the query
expansion with the pseudo feedback shows worse results than that with the
initial query (“goo”). However, it should be noted that the explicit feedback
imposes unpleasant chore to the user. We will reduce the chore for the feed-
back in the future. Furthermore, MAP of the combined method with the
explicit feedback (“com-e”) is always higher than MAP of “goo” with the
queries whose AP is lower than 0.6. This means that the query expansion by
“com-e” works better than “goo” when a good search is not obtained by the
initial query.

We re-ranked each retrieved result using Rank Freezing (RF) [6]. RF re-
ranks the results retrieved with the expanded query by fixing the rank of
Web pages obtained by the initial query. RF is the method that the results
retrieved by the initial query are important. Figure [3] shows MAP with the
results re-ranked by RF as well as Figure 2l We explain a difference between
Figure2 and FigureBlby using Table Bl because these figures look very similar.
Table Bl shows the MAP values we plotted in Figure 2l and those in Figure Bl
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Fig. 4 The Results by the Residual Collection.



Related Word Extraction Algorithm for Query Expansion 45

Table 3 MAP in Figure 2] and Figure

AP threshold Initial Expanded Query
(# of queries) Query com-e com-p rsv-e rsv-p rwe-e rwe-p
goo ori rf ori rf ori rf ori rf ori rf ori rf

AP < 1.0 MAP 0.206 0.190 0.187 0.151 0.153 0.167 0.164 0.136 0.136 0.174 0.174 0.151 0.153
(450) Ratio - 1.017 0.989 1.018 1.002 1.005 0.990
AP < 0.9 MAP 0.187 0.176 0.172 0.136 0.138 0.157 0.154 0.124 0.124 0.162 0.161 0.138 0.140
(439) Ratio - 1.020 0.987 1.019 1.001 1.004 0.988
AP < 0.8 MAP 0.169 0.160 0.156 0.119 0.121 0.146 0.143 0.108 0.108 0.147 0.146 0.123 0.124
(428) Ratio - 1.025 0.986 1.020 1.000 1.004 0.985
AP < 0.7 MAP 0.154 0.151 0.146 0.108 0.110 0.140 0.137 0.098 0.098 0.135 0.135 0.111 0.113
(417) Ratio - 1.029 0.986 1.020 1.003 1.005 0.985
AP < 0.6 MAP 0.135 0.141 0.137 0.101 0.103 0.129 0.127 0.088 0.088 0.126 0.125 0.103 0.104
(402) Ratio - 1.033 0.981 1.019 1.004 1.010 0.984
AP < 0.5 MAP 0.117 0.132 0.127 0.089 0.090 0.118 0.115 0.081 0.081 0.119 0.117 0.090 0.092
(385) Ratio - 1.040 0.979 1.023 1.003 1.011 0.980
AP <0.4 MAP 0.092 0.115 0.110 0.072 0.074 0.101 0.099 0.067 0.067 0.102 0.101 0.074 0.076
(358) Ratio - 1.049 0.980 1.024 1.005 1.010 0.979
AP <0.3 MAP 0.070 0.091 0.086 0.054 0.056 0.078 0.076 0.054 0.054 0.084 0.083 0.060 0.061
(329) Ratio - 1.059 0.956 1.028 1.013 1.021 0.980
AP <0.2 MAP 0.050 0.070 0.066 0.041 0.042 0.061 0.059 0.036 0.036 0.071 0.071 0.048 0.050
(295) Ratio - 1.063 0.966 1.030 1.011 1.004 0.963
AP < 0.1 MAP 0.026 0.044 0.040 0.023 0.023 0.036 0.034 0.021 0.020 0.051 0.050 0.031 0.031
(232) Ratio - 1.099 0.967 1.058 1.033 1.026 1.001

In this table, “Ratio” is defined as Ratio = (MAP of “ori”) / (MAP of “rf’)
“ori” is MAP for the original rank and “rf” is MAP for the rank by the Rank Freezing

and the ratio between the MAP values. The ratio for the method using the
explicit feedback (“com-e”, “rsv-e”, and “rwe-e”) is larger than 1.0. In other
words, applying RF to the original rank makes MAP worse.

We re-ranked each retrieved result using Residual Collection (RC) [6]. RC
re-ranks the results retrieved with the expanded query except for the Web
pages retrieved with the query before the expansion. RC is the method that
the newly retrieved results are important. In other words, we calculate MAP
only for the Web pages newly retrieved with the expanded query. Figure H
shows MAP with the results re-ranked by RC as well as Figure Bl We can
see that “rwe-e” always shows the highest MAP among the query expansion
methods. This shows that the expanded query created by RWEA can get new
useful Web pages.

5.2.2 Types of Queries

We compare the results according to the classification of Chirita et al.
Table (1) shows that the query expansion effectively works for the ambigu-
ous queries. In particular, RWEA is the most effective. In the rest of this
section, we argue about the ambiguous queries.

RWEA effectively works for one-word and three-word query, and the com-
bined method works well only for two-word query. This is because the number
of results retrieved by one word query was too large and that by three word
query was too small to get appropriate documents for using the combined
method.

In this paper, all queries are divided into informational (Table E{(3-1)) and
navigational (Table[(3-2)) queries. RWEA works effectively for informational
queries and the combined method works well for navigational queries. In other
words, when the intended page is not defined clearly, RWEA works effectively.
Otherwise, the combined method works well.
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Table 4 Retrieved Results classified by Query Type

(1)ALL Query

Queries

(# of queries)

clear query MAP
(81) Improvement
semi-ambiguous MAP
query (144) Improvement
ambiguous query MAP
(225) Improvement

(2-1)One-Word Query

Queries

(# of queries)

clear query MAP
(10) Improvement
semi-ambiguous MAP
query (16) Improvement
ambiguous query MAP
(124) Improvement

(2-2) Two-Word Query

Queries

(# of queries)

clear query MAP
(34) Improvement
semi-ambiguous MAP
query (65) Improvement
ambiguous query MAP
(51) Improvement

(2-3)Three-Word Query

Queries

(# of queries)

clear query MAP
(37) Improvement
semi-ambiguous MAP
query (63) Improvement
ambiguous query MAP
(50) Improvement

(3-1)Informational Query
Queries
(# of queries)

clear query MAP
(56) Improvement
semi-ambiguous MAP
query (96) Improvement
ambiguous query MAP
(145) Improvement

(3-2)Navigational Query
Queries
(# of queries)

clear query MAP
(25) Improvement
semi-ambiguous MAP
query (48) Improvement
ambiguous query MAP
(80) Improvement

Initial Query
200
0.664

0.229

0.026

Initial Query
200
0.712

0.197

0.012

Initial Query
200
0.649

0.232

0.054

Initial Query
200
0.664

0.234

0.031

Initial Query
200
0.700

0.220

0.026

Initial Query
200
0.584

0.247

0.026

com-e
0.504
0.759
0.236
1.031
0.048
1.851

com-e
0.444
0.623
0.091
0.464
0.030
2.452

com-e
0.483
0.744
0.251
1.082
0.099
1.828

com-e
0.540
0.812
0.257
1.099
0.040
1.297

com-e
0.543
0.776
0.216
0.982
0.045
1.754

com-e
0.416
0.713
0.276
1.118
0.052
2.026

In this table, “Improvement” is defined as follows:
Improvement = (MAP of Expanded Query) / (MAP of Initial Query)

T. Oishi et al.

Expanded Query

com-p rsv-e
0.474 0.435
0.713 0.656
0.169 0.218
0.737 0.951
0.024 0.037
0.947 1.425

rsv-p
0.428
0.644
0.150
0.654
0.022
0.860

rwe-e rwe-p
0.465 0.472
0.700 0.711
0.199 0.158
0.867 0.691
0.054 0.031
2.111 1.210

Expanded Query

com-p rsv-e
0.494 0.416
0.694 0.584
0.130 0.094
0.660 0.478
0.011 0.020
0.895 1.600

rsv-p
0.466
0.654
0.094
0.476
0.008
0.679

rwe-e rwe-p
0.352 0.337
0.495 0.474
0.154 0.049
0.781 0.248
0.032 0.016
2.592 1.284

Expanded Query

com-p rsv-e
0.488 0.414
0.752 0.638
0.163 0.225
0.702 0.970
0.052 0.082
0.954 1.514

rsv-p
0.438
0.675
0.135
0.583
0.048
0.885

rwe-e rwe-p
0.453 0.471
0.698 0.725
0.217 0.197
0.935 0.848
0.092 0.048
1.696 0.878

Expanded Query

com-p rsv-e
0.455 0.460
0.684 0.692
0.184 0.242
0.788 1.034
0.030 0.033
0.986 1.089

rsv-p
0.408
0.615
0.179
0.765
0.030
0.996

rwe-e rwe-p
0.505 0.510
0.761 0.768
0.191 0.146
0.815 0.625
0.073 0.053
2.385 1.738

Expanded Query

com-p rsv-e
0.500 0.459
0.715 0.655
0.143 0.210
0.649 0.954
0.025 0.036
0.979 1.387

rsv-p
0.461
0.658
0.151
0.687
0.026
0.991

rwe-e rwe-p
0.494 0.505
0.705 0.721
0.181 0.150
0.822 0.681
0.060 0.033
2.333 1.265

Expanded Query

com-p rsv-e
0.413 0.383
0.708 0.656
0.220 0.234
0.892 0.947
0.023 0.039
0.889 1.493

rsv-p
0.354
0.607
0.147
0.596
0.016
0.624

rwe-e rwe-p
0.400 0.400
0.686 0.686
0.233 0.174
0.945 0.707
0.044 0.029
1.711 1.111
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6 Conclusion

In this paper, we have discussed three types of query expansion methods; the
Related Word Extraction Algorithm (RWEA), Robertson’s Selection Value
(RSV) and the method combining RWEA and RSV considering several types
of queries.

The explicit feedback worked better than the pseudo feedback. For all
queries, the combined method works best on the average.

According to Chirita’s classification, the MAP of RWEA for the ambiguous
queries was the highest. Based on the classification by the number of words in
a query, RWEA effectively worked for one-word and three-word queries, and
the combined method worked well for two-word queries. Finally, considering
the Broder’s classification, RWEA got the best score for the informational
queries, while the combined method worked best for the navigational queries.

The results show that the best query expansion method depends on the
type of queries. Therefore, we (or system) should select an appropriate ex-
pansion method according to the type of query.

Although we obtained better results for ambiguous or semi-ambiguous
queries with explicit feedback than those returned by search engine “goo”
whose main engine is “Google”, the explicit feedback imposes unpleasant
chore to the user. Therefore the future work is to reduce such chore for the
feedback.

Acknowledgements. We would like to thank Koji Kurakado, Yuichi Tashiro,
and Toru Nakamura of the Graduate School of Information Science and Electrical
Engineering, Kyushu University for their cooperation in the experiments.
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Verification of the Effect of
Introducing an Agent in a Prediction
Market

Takuya Yamamoto and Takayuki Ito

Abstract. In recent years, attention to “prediction markets”, which make
predictions of the future using market mechanisms, has been increasing. A
prediction market applies techniques of experimental markets that have been
used in the field of experimental economics to make predictions. A prediction
market is a market in which participants make trades of securities predicting
the result of a certain event that will be decided in the future. A security
provides a dividend based on the result of the event, and the price of the se-
curity serves as predictor of the event’s realization probability. A participant
predicts the event’s result from various sources of information related to the
target phenomenon, and he trades to gain profits from his predictions. From
the market price of the result we can suppose think that all the members
predictions have been unified. Some of the prediction markets in the U.S.
are the Iowa Electronic Market (IEM) and the Hollywood Stock Exchange
(HSX). Some of the prediction markets in Japan are at sites such as Shu-
ugi.in and Kounaru. The IEM prediction market in the United States has
been effective in predicting election outcomes. It has correctly predicted 75%
of the results of elections traded on its exchange, a success rate that com-
pares favorably with that of opinion polls. Thus, in this research, we studied
what kind of influence the use of an agent had on a prediction market. For
example, we studied how much influence an agent would have on predictive
accuracy through an increase in trading volume.

1 Introduction

Attention to “prediction markets”, which make predictions of the future us-
ing market mechanisms has been increasing. A prediction market applies

Takuya Yamamoto - Takayuki Ito
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techniques of experimental markets that have been used in the field of exper-
imental economics to make predictions.

A prediction market is a market in which participants make trades of
securities predicting the result of a certain event that will be decided in
the future. A security provides a dividend based on the result of the event.
The price of the security serves to predict the event’s realization probability.
Prediction markets include markets of various types.

1. Typel
In a game of baseball, it is assumed that Stock A corresponds to “Win
by Team A” and Stock B corresponds to “Win by Team B”. As a result,
when Team A wins, there is a dividend of 100 cents per share of Stock A,
and Stock B has a dividend of 0 cents.

2. Type2
In an election, Stock A corresponds to “the number seats acquired by
political party A” and Stock B correspond to “the number of seats acquired
by political party B”, and Stock C corresponds to “the number of seats
acquired by political party C”. The price per share of stock X and the
dividend of the number of seats acquired by the political party X (cent)
are determined as the result of an election.

A participant predicts a result from various sources of information related to
the target phenomenon, and he trades to gain profits from his predictions.
The market price of the result unifies all the members’ predictions. When the
market price is Type 1, the price predicts the likelihood that Team A will
win. When the market price is Type 2, it predicts the likely number of seats
that will be acquired by political party X.

Some prediction markets in the U.S. are the Iowa Electronic Market
(IEME and the Hollywood Stock Exchange (HSXE. Some of the predic-
tion markets in Japan are at sites such as Shuugi.irﬁ and Kounarud. The
IEM prediction market in the United States has been effective in predicting
election outcomes. It has correctly predicted 75% of the results of elections
traded on its exchange, a success rate that compares favorably with that of
opinion polls. An example of previous research in Japan on prediction mar-
kets was an experiment by Suginoo [I0] as to “whether the viewership of the
Winter Sonata of televising would exceed 17% on August 13, 2005”. How-
ever, in this study the problem of reconciling completely different opinions
was not resolved through a prediction market. There were not enough trans-
actions conducted, and poor results in a market, such as described in the
above research, will dampen participants’ motivation.

Thus, in this research, we studied what kind of influence the use of an agent
had on a prediction market. For example, we studied how much influence

! http://www.biz.uiowa.edu/iem/index.cfm
2 http://www.hsx.com/

3 http://shuugi.in/

4 http://kouna.ru/
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an agent would have on predictive accuracy through an increase in trading
volume.

The rest of this paper consists of the following four sections. Section 2
discusses prediction markets and collective intelligence. Section 3 considers
current research and problems. Section 4 describes the experiment conducted
in this research and discusses its results. Finally, Section 5 summarizes the

paper.

2 Research Background
2.1 Prediction Market

A prediction market is a futures market for carrying out predictions in the
future. The economist Friedrich A. Hayek [4] asserted, “The price in a free
market is determined by the mechanism of communicating information about
the possibility created of a prospective phenomenon”. A prediction market
is something made based on this opinion, and various prediction realization
probabilities are reflected in its market transaction price. The opinion of the
crowd about a phenomenon will be collected in one number in the future
using the mechanism of a futures market and make the number a “predicted
value”. Since the structure of a futures market is used, the predicted value
may change in real time, and may change greatly, depending on external
information such as news events.

2.2 Structure of a Predicted Value

Suppose that a prediction market participant buys the claim (virtual con-
tract) “100 yen will be gained if tomorrow’s Nikkei stock average closing
price is 13,000 yen or more”. What would be an appropriate price then for
this claim? If it is certain the Nikkei will close at 13,000 yen or more, the price
of the virtual contract would be worth a maximum of 100 yen, the amount
to be paid out if the Nikkei closes at 13000 yen or more. However, if it turns
out that the possibility of the Nikkei’s closing at 13,000 yen or more is much
less certain, then the price of the virtual contract will be zero. That is, the
price of this virtual contract can be expressed in terms of expected values,
according to the occurrence probability of the phenomenon.

Ezpected value (E) = 100(yen)*(Occurrence probability of the stock price of
13000 yen or more)

If this becomes the case, then, to buy a right for himself as well, Participant A
will to raise the proposed price and compete with participant B as a rival. On
the other hand, if there is a participant C who thinks that the probability of
the Nikkei of reaching 13,000 or more is lower, he will submit a lower bid and
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the price will fall (Table 1). Thus, according to the expectations (predictions)
of the participants based on various kinds of information they have, deals
will be made on prediction markets, and the price of bids submitted on these
markets will fluctuate (Fig. [l and Fig. ).
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Table 1 Structure of how a prediction results from participants’ consensus

One’s predicted A market partici- Change of the The result predicted

value and the stock pant’s action stock price in a from participants’
price of a virtual market consensus

contract

One’s prediction > A virtual con- The price rises ~ Occurrence probabil-
The present stock tract is bought ity increases

price

One’s prediction < A virtual con- The price falls Occurrence probabil-
The present stock tract is sold (It ity falls

price sells short)

One’s prediction = Nothing is done Nothing is done Nothing is done
The present stock
price

The manager of a prediction market evaluates predictions by purchasing
all virtual contracts according to the actual Nikkei stock average closing price
after the defined end of a transactions period. The sum total of the trading
difference at this time serves as the participants’ profits.

Since the market is designed so that a profit results if a prediction is right,
a participant focuses on making the most exact possible prediction. In this
way, the regular price can be said to be that of the predicted value of the
occurrence probability as arising from a consensus among participants in their
total transactions. That is, the price of virtual contracts becomes synonymous
at 60 yen with the market participants predict that there is a probability of
60% that a certain phenomenon will occur. This case is the expected value
based on the occurrence probability of a phenomenon in the price of virtual
contracts. There are also techniques that use concrete numerical values, such
as the box-office receipts of a movie, as an event to be predicted value and
traded on.

2.3 Comparison of the Prediction Method

Suginoo used a matrix to compare prediction markets with other prediction
methods. He evaluated five prediction methodsC prediction markets, statis-
tical analysis, questionnaire (choice), questionnaire (free answer), and the
Delphi method according to four factorsC synthetic judgment, incentives,
cost, and interaction. Table 2 shows this evaluation matrix.

e Synthetic judgment
Future anticipation appears in the numerical value of the realization prob-
ability of the market price in a prediction market. Moreover, prediction
markets can respond if futures contracts are made for various themes or
predictable events. A market participant becomes something by which the
market price that is decided also reflects consideration of various factors
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Table 2 Comparison of the prediction method

Prediction Statistical Questionnaire Questionnaire Delphi

market analysis  (choice) (free answer) method
Synthetic judgment © X X O O
Incentives O X AN AN A
Cost O O A A VAN
Interaction O X X X X

and types of information that make possible judgment of the probability
of an event.

Prediction markets can anticipate the data collected in statistical
analysis and the likely possibility that there was a factor influencing the
expectations of a future occurrence, but for which no statistical data was
collected. In a questionnaire form with limited choices, the range of answers
will be restricted, depending on how the the questionnaire was designed.

In a free answer questionnaire, various kinds of information can be
collected as in a prediction market. However, it is a serious task to weigh
and evaluate diverse information submitted on this type of questionnaire.
On this point this type of questionnaire is inferior to prediction markets.

With the Delphi method one can carry out synthetic judgments. Yet,
according to Surowiecki, a well-informed person has a well-informed per-
sonfs bias. It is said that the system is excellent for prediction markets.
If fully different judgments can be collected, it is possible to offset ex-
treme judgments. In addition, overall it will be possible to extract an exact
judgment.

Incentive
Prediction markets offer real money and virtual money as an incentive.
The existence of an incentive is not related to statistical analysis.

Although remuneration is likely to become an incentive in a question-
naire, it is an incentive to the act itself in reply to an investigation. The
questionnaire does not have the structure of an incentive for replying cor-
rectly to a question.

In the Delphi method, remuneration by having participated in the
Delphi method can be received. However, the remuneration is not fixed,
and it does not depend on whether the Delphi method was able to make
a correct judgment.

Cost

In a prediction market, if the system is already set up, costs will not be
incurred. In the Inkling prediction market anyone can open a prediction
market for free.

In statistical analysis, if there is data, costs will not be incurred.

In a questionnaire, in order to raise accuracy, it is necessary to enlarge
the scale of the investigation, and this enlargement will incur more costs
by requiring more time, money, and participants.
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To raise accuracy with the Delphi method, it is necessary to assemble

specialists and persons well informed on the theme being considered.
e Interaction

The synthetic judgment in a prediction market is based on a spiral move-
ment of interactions that leads to new discovery and evolution.

Unlike judgments in a questionnaire, the overall judgment of the pre-
diction market is based on the interactions of respondents and the market.

A prediction market participant makes a synthetic judgment. After
reading about delicate changes and the mood of a market, he can sense
trends and influences in a timely manner and can reflect them in his pre-
dictions of the future.

As mentioned above, Suginoo has singled out the excellence of prediction
markets compared with other prediction methods.

2.4 Collective Intelligence

James Surowiecki [IT] has said that a prediction market totals various opin-
ions comparatively simply and can collect them into one judgment as a group.
This collecting of the opinions of many human beings is called collective
intelligence.

It is thought that collective intelligence, as found in social networking
services (SNS), social bookmarks (SBM), and Wikipediaf], demonstrate the
enormous power of having the right person in the right place [8]. Although
it trends toward collective intelligence, decision-making by a group is said to
bring about extreme deviations in many cases. Janis [5] studied the failures
in U.S. foreign policy, such as the Bay of Pigs fiasco, in detail. Janis says
decision-making persons are homogeneous and can lapse into group thinking
easily. Moreover, there are problems that groups cause, such as “ochlocracy”
in history, “group psychology” in social psychology, and “the tragedy of com-
mons” in biology.

Surowiecki mentions four conditions in which collective intelligence func-
tions appropriately to bring about desirable results.

1. Diversity of opinion
If each participant has an original viewpoint, many proposed solutions can
be listed up over the whole. When the search space is restricted, a suitable
solution in this space may not be possible.

2. Independence
Each participant’s independence needs to be secured so that his/her opin-
ion or proposal is not influenced by other participants. There are various
dangers that people’s opinions will be determined by the inclination of the
group, especially in small group discussions.

5 http://www.wikipedia.org/
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3. Decentralization
It is not necessary to abstract a problem, but each participant needs to
judge based on information he or she acquires directly.

Although it is expected that the kinds of information acquired by every
participant will differ, to maintain diversity, one should not judge based
only on attributes common to each participant.

4. Aggregation
All participants share the knowledge they have acquired, taking advantage
of the characteristics of the three above-mentioned points. Moreover, a
structure that carries out comparisons and examinations of participants’
various viewpoints and leads to a final conclusion is required.

Although it is expected that the kinds of information acquired by every
participant will differ, to maintain diversity, one should not judge based
only on attributes common to each participant.

5. Aggregation
All participants share the knowledge they have acquired, taking advantage
of the characteristics of the three above-mentioned points. Moreover, a
structure that carries out comparisons and examinations of participants’
various viewpoints and leads to a final conclusion is required.

A prediction market is equipped with the structure of the four above-
mentioned points. If seen from the viewpoint of utilizing collective intelli-
gence, a prediction market will have a well-made, elegantly simple structure.

2.5 FExamples of Prediction Markets

Some of the prediction markets in the U.S. are the Iowa Electronic Mar-
ket(IEM) and the Hollywood Stock Exchange(HSX). Moreover, there are
prediction markets, such as Shuugi.in and Kounaru, in Japan.

We introduce as a concrete example the “2004 presidential election vote
tally rate prediction futures market” carried out by IEM. Yamaguchi analyzed
[14] this prediction market. In this futures market, each candidates percent of
the number of votes obtained serves as a price. That is, a price will be set to
$0.55 if a candidate tallies 55% of the vote. Therefore, the price at the time
of the final vote tally will serve as an expected value about the end result.

Fig. Bl has a blue line of an original numerical value, a green line for the
moving average for seven days, and a red line of 51.5% for the actual vote tally
percentage. Naturally, the price converged on the actual vote tally percentage
as of November 5. However, it did not separate from 51.5% as a whole, but
it turned out that the circumference was moved. The average price from
January 2004 at the beginning of the graph was $0.52, and the standard
deviation was $0.017. The difference between the actual vote tally percentage
and the average price was $0.005. It was not separated from the average price
by one third of one standard deviation. Moreover, the average price for seven
days up to the election eve was $0.512, and it was approaching closely to the
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actual vote tally percentage. At a stage in early 2004 a value below and above
[30.51 $0.52] was already being shown, and this value was not very much
different from the end result. This tendency was mostly consistent through
one year, although there were inaccuracies at some points. Although opinion
poll results and analysis by specialists showed significant inaccuracies, most
of the prediction results that prediction markets made did not deviate much
from the actual final result. Of course, such excellent results by prediction
markets are not seen in all elections. However, it can be concluded that
predictions from prediction markets are more accurate than opinion polls
areC at least that was the case for the prediction markets for the November
2004 election.

2.6 Related Work

In related work on this topic, Justin Wolfers and Eric Zitzewitz have in-
troduced prediction markets [12]. J. Berg et al. have reported their 12-
year research findings on the election futures market [I]. J.E. Berg and
T.A.Rietz have proposed using a prediction market as a decision support
system [2]. E. Servan-Schreiber et al. have considered the differences between
the results of using actual currency and virtual currency in prediction mar-
kets [9]. Justin Wolfers and Eric Zitzewitz have provided relevant analytic
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foundations, describing sufficient conditions under which prediction markets
prices correspond with mean beliefs [I3]. C.F. Manski has presented the first
formal analysis of price determination in prediction markets where traders
have heterogeneous beliefs [7]. B. Cowgill et al. had illustrated how markets
can be used to study how an organization processes information [3]. S. Luck-
ner has studied the impact of different monetary incentives on prediction
accuracy in a field experiment [6].

3 Current Research and Problems

In Japan Suginoo [I0] has conducted previous research on a prediction mar-
ket. Suginoo conducted an experiment on the prediction market “whether the
viewership of the August 13, 2005 episode of the Winter Sonata TV drama
would exceed 17%”. In this experiment, the following three points about the
design of a prediction market were examined and discussed.

1. It was not possible to gather people with completely different opinions in
a prediction market. If only people with similar judgments gather in small
numbers, it will not be easy to have active dealings in a prediction market.

2. Sufficient transactions will not be conducted unless participants have an
interest in a market.

3. Poor results in a market will dampen participants’ motivation. (The test
of a market then becomes the way participants feel about it).

If a position is taken on a market mechanism principle, then it may be suf-
ficient to derive this principle from a set of factual premises that, taken
together, point to the truth of this position. However, the strong point of a
prediction market is that in it a set of various opinions takes on the structure
of an incentive, and an evolution of judgments through interactions occurs,
so that a synthetic judgment that is not just an extrapolation from mere past
events is made. Whether such a structure operates is also closely connected
with the state of the culture or society where a prediction market takes place.
Results attained from prediction markets carried out in the United States do
not come out the same from simply transplanting these markets to Japan.
The kind of reaction shown to information on a market will vary according
to the types of societies and the characters of the people involved. Suginoo
has said that this study related to this point about prediction markets must
introduce research from psychology or sociology.

In the research we are reporting on, we considered what kind of changes
introducing an agent would have on increases in trading volume and partic-
ipants’ motivation in relation to the above problem of how different people
with different characters or from different societies react to information in a
prediction market.
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4 Experiment Outline and Discussion

4.1 Zocalo

We used Zocaldd the experiment we did in this research. Zocalo is a toolkit
that can easily be used to set up a prediction market. In Zocalo, two kinds
of prediction markets can be chosen. One is a binary market (The numerical
value 0 to 100 is taken in the market decided by ‘yes’ or ‘no’) and the other is
a multiple outcome (a market with two or more choices). The binary market
was used in the experiment of this research.

Fig. M shows the Zocalo market. The time series data of the market price
can be shown graphically, and the participants in a market can be confirmed.
Moreover, the past transactions history of a participant and the amount
and brand of goods a participant currently possesses can be checked. The
participants make predictions based on the information from the time series
data and public information on the transactions.

testMarket
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| Purchase & stake in the claim testMarket

" 14 @ buy () sell
A | 0 quAntiry:
£0 |35 < N 1
0 '”%_' Onlsmzding o =
40 [ Orders s
!Zn
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Holdings mo  |09/0400921:14 ST|20  |Sel1
o 904809 21:14 IST (35 |Sell1 |
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total cost
L15

Fig. 4 The Zocalo market

6 http://zocalo.sourceforge.net/
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4.2 FExperiment

The experiment in this research used Zocalo. The subjects (market partici-
pants) were students from a laboratory, and the number of subjects was 18.
The period of the experiment was one week, from September 7, 2009. An
experiment was conducted in regard to the following two prediction themes.

Theme 1. Will the weather be fine at 15:00 on September 14, 20097

Theme 2. Will the “Chunichi Dragons” win in the game of “Chunichi Drag-
ons” VS the “Tokyo Yakult Swallows” held on September 13, 20097

For Theme 1, if the weather is clear, one dollar will be paid out for a ‘yes’
answer to the theme question. For Theme 2, if “Chunichi Dragons” wins, one
dollar will be paid out for a ‘yes’ answer to the theme question.

For Theme 1, this experiment was conducted without an agent, and for
Theme 2, it was conducted with an agent. Table 3 shows an agent’s action.

Table 3 Agent’s actions

Agent Action

Buy or Sell ~Random

Quantity Random in the range of 1-10
Value Random in the range of £20 from

the latest value

4.3 Results and Discussion

Fig.Blshows the result of predictions for Theme 1, and Fig. [Blshows the result
of predictions for Theme 2. Regarding the correct answer, Themes 1 and 2
were set to ‘yes’ in this experiment.

We would like to discuss the accuracy of the predictions. In Theme 1,
the result was “fine weather” and good accuracy was shown in anticipating
this result, with a probability of 90%. We thought that this accuracy came
about because the theme was one of weather forecasting, whose accuracy
has comparatively improved. In Theme 2, the result was “Chunichi Dragons
win” with the anticipated result being that the “Chunichi Dragons” would
win by a probability of 70%. It is not easy to anticipate which team will win
a baseball game. However, in the result of this experiment, one can say the
accuracy was good.

Next, we will discuss trading volume. For Theme 1, the number of dealings
was 3. For Theme 2, the number of dealings was 14. We consider this differ-
ence came about because the Theme 1 part of the experiment was conducted
without an agent and the Theme 2 part of the experiment was conducted
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with an agent. For a trade, two persons, a “buyer” and a “seller”, are re-
quired. Since there were few subjects in this experiment, we thought that
there would be few dealings for Theme 1. However, for Theme 2, there was
an increase in the number of dealings due to the introduction of am agent.
Therefore, it can be said that an agent is useful for the improvement of deal-
ings frequency. Moreover, the liquidity of a market can also be assured by an
increase in the number of dealings.

5 Conclusion

In this research, we demonstrated the effect of introducing an agent in a pre-
diction market. From the result of the experiment, we found that introducing
an agent improved the number of dealings. Although we conducted the ex-
periment on only two themes, in subsequent research we must increase the
number of experiments done and carry out comparative studies.

References

1. Berg, J., Forsythe, R., Nelson, F., Rietz, T.: Results from a Dozen Years of
Election Futures Markets Research, vol. 1, pp. 742-751. Elsevier, Amsterdam
(2008)

2. Berg, J., Rietz, T.: Prediction Markets as Decision Support Systems. Informa-
tion Systems Frontiers 5(1), 79-93 (2003)

3. Cowgill, B., Wolfers, J., Zitzewitz, E.: Using Prediction Markets to Track In-
formation Flows: Evidence from Google (2008),
www .bocowgill.com/GooglePredictionMarketPaper .pdf

4. Hayek, F.: The Use of Knowledge in Society. American Economic Re-
view XXXV (4), 519-530 (1945)


www.bocowgill.com/GooglePredictionMarketPaper.pdf

62

10.

11.
12.

13.

14.

T. Yamamoto and T. Ito

Herek, G.M., Janis, I.L., Huth, P.: Quality of U.S. Decision Making during
the Cuban Missile Crisis: Major Errors in Welch’s Reassessment. Journal of
Conflict Resolution 33, 446459 (1989)

Luckner, S.: Prediction Markets: How Do Incentive Schemes Affect Predic-
tion Accuracy? In: Jennings, N., Kersten, G., Ockenfels, A., Weinhardt, C.
(eds.) Negotiation and Market Engineering, no. 06461 in Dagstuhl Seminar Pro-
ceedings. Internationales Begegnungs- und Forschungszentrum fiir Informatik
(IBFI), Schloss Dagstuhl, Germany, Dagstuhl, Germany (2007)

Manski, C.: Interpreting the Predictions of Prediction Markets. Economics Let-
ters 91(3), 425-429 (2006)

Oomukai, K.: Web2.0 and Collective Intelligence. Information Processing Soci-
ety of Japan 47(11), 1214-1221 (2006)

. Servan-Schreiber, E., Wolfers, J., Pennock, D.M., Galebach, B.: Prediction Mar-

kets: Does Money Matter? Electronic Markets 14(3), 243-251 (2004)

Suginoo, T.: A New Prediction Tool “Prediction Market”. Communication In-
quiries 8, 8-13 (2006)

Surowiecki, J.: The Wisdom of Crowds. Anchor Books (2005)

Wolfers, J., Zitzewitz, E.: Prediction Markets. Journal of Economic Perspec-
tives 18(2), 107-126 (2004)

Wolfers, J., Zitzewitz, E.: Interpreting Prediction Market Prices as Probabili-
ties. CEPR Discussion Paper No. 5676 (2006)

Yamaguchi, H.: It Looks Back Upon the U.S. Presidential Election (2004),
http://www.h-yamaguchi.net/2004/11/post_31.html


http://www.h-yamaguchi.net/2004/11/post_31.html

A Cognitive Map Network Model

Yuan Miao

Abstract. This paper presents a cognitive map network model which models
causal systems with interactive cognitive maps. Cognitive map is a family of
cognitive models that have been widely applied in modeling causal knowl-
edge of various systems like gaming and economic systems. Many causal
systems have multiple components which causally evolve concurrently, inter-
acting with each other. Modeling such a system as a whole (cognitive map)
is not an ideal solution. Sometimes it is also not possible as the individual
parties may not want to release their knowledge to other parties or the co-
ordinating component. The cognitive map network model proposed in this
paper represents a causal system as an ecosystem with individual components
modeled as cognitive agents. It is a cognitive map ecosystem whose evolution
is driven by the component cognitive agents. The cognitive ecosystem model
is applied in a toy economic system to illustrate its power in study of hidden
patterns.

1 Introduction

Cognitive map is a family cognitive models [I4] representing causal knowl-
edge and facilitating inference accordingly, modeling human cognition and
reasoning. Cognitive Maps (CMs) [1], Fuzzy Cognitive Maps (FCMs) [9] and
Dynamical Cognitive Networks (DCNs) [12] are three related models for cog-
nitive modeling. Cognitive Maps are the first and fundamental models of the
family. CMs have been applied in various application domains, for example
analysis of electrical circuits [19], analysis and extension of graph-theoretic
behavior, and plant control modeling [7]. CMs are easy to use and straight-
forward models; however, they do not compare the strength of different rela-
tionships. Rather, each node simply makes its decision based on the number
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of positive impacts and the number of negative impacts; hence a CM is an
over simplified model for many applications.

Fuzzy Cognitive Maps extended CMs by introducing fuzzy weights among
factors to describe the strength of the relationships. FCMs have gained
comprehensive recognition and been widely applied in entertainment [15],
games [4], multi-agent systems [I1], social systems [5], ecosystems [6], finan-
cial systems [21], and earthquake risk / vulnerability analysis [17]. However,
FCMs are still not capable of handling complex causal systems [12]; several
core modelling capabilities are missing in the FCM model. FCMs do not dif-
ferentiate the strength of factors and FCMs do not describe the dynamics
of the relationships. To address the limitations of CMs and FCMs, several
analysis and extensions have been proposed [12] [16] [8] [20] [13]. These pro-
posals, including Dynamic Cognitive Network (DCN), introduced more val-
ues to concepts including real valued concepts, nonlinear weight, and time
delays. DCNs are powerful models in the family: they systematically address
the modeling defects of other cognitive maps and are able to handle complex
dynamic causal systems.

Most of the applications of the cognitive map models are applied to model
a real world system as a whole. However, many systems have a number of
concurrent evolving and interacting components. For example, an economic
system have many players, each has his/her own cognition and decision mak-
ing over various factors. These players interacting with each other, jointly
drive the evolution of the whole systems. In such a case, a whole cognitive
map is not proper. Using a group of cognitive agents to model the component
will be more suitable. There have been several proposals in modeling software
agents with cognitive maps [I1] [I0] [2] [18] [3], but not yet been a report in
models of a cognitive agent ecosystem, which is provided in this paper. In
such a cognitive ecosystem, cognitive agents carry cognitive knowledge, evolv-
ing and interacting with other agents. There are two types of agents: active
agents and responsive cognitive agents. An active agent can take strategic
actions to affect other agents. A responsive agent has internal laws regulat-
ing its behavior and respond to the impact from other agents. For example,
a cognitive ecosystem model for a foreign exchange system can be consists of
active agents like traders, and responsive agents like the market. The traders
can actively trade in the system while the market responds according to
collective trades from traders. Both active cognitive agents and responsive
cognitive agents are modeled with cognitive models like fuzzy cognitive maps
or dynamic cognitive networks. Inter-links among agents are used to model
the interaction among agents.

The rest of the paper is organised as follows: Section 2 proposes the cog-
nitive ecosystem model; Section 3 applies the cognitive ecosystem model on
a toy economic system to study the hidden patterns and Section 4 concludes
the paper.
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2 A Cognitive Map Network Model

A cognitive map network model is a cognitive ecosystem model represents
the real world causal system with a collection of agents and their inter-links.
Each agent has cognitive map modeling its causal knowledge. An inter-link
can be solid or informational. A solid link represents non deniable impact
on the affected agent. However, the affected agent has choice whether or not
to take into account of the impact from an informational link. The detailed
definition is given in Definition [II

Definition 1. A Cognitive Map Network, denoted as W, is defined as
a set tuple: W = {A,L}, where A is a set of cognitive agents and L is
a set of inter-links. A = {A1, Aa, ..., An} is a set of agents A;,i = 1,2, n.
L ={Ly,Ls,...,Ly} is a set of inter-links L;,i = 1,2, ...,m. Each agent has a
cognitive model and a tag indicating active or responsive type: A; = {M;, ar},
where ar € {fa, fr}. fa is the tag for active agents. f, is the tag for responsive
agents. M; is the cognitive model of the agent; Each inter-link has a source
agent an affected agent: L; = {As, A¢,sv}, where Ag is the source agent
creating the impact, and A; is the agent receiving the impact. sv € {fs, fi},
fs is the tag for solid links, f; is the tag for informational links. L; is also
denoted as L(s,t,sv).

A cognitive map network is also noted as a cognitive ecosystem.

2.1 A Market Cognitive Ecosystem

Fig.[dis an economic system to illustrate how a cognitive ecosystem is applied.
In this economic system, there are 7 agents, 6 are active agents and 1 is
responsive agent. An active agent is represented by a double line circle, and
a responsive agent is represented by a double line box.

The 6 active agents are players in the market: 3 are consumer players and
3 are producer players. The consumer agents are represented with webbed
double circles and producer agents are represented with blank double line
circles. Each active agent or player has its own cognitive model and based
on which makes its decision of buying or selling. A consumer agent (4;,i =
1,2, 3) is more likely to buy because it consumes; but it may also sell when it
has stock and the price is higher than the balanced price. Producer players
(A;,i = 4,5,6) are more likely to sell because they produces. However, a
producer player may also decide to buy if it has space to store and the price
is lower than the balanced price. It can sell out later to make profit by such
tradings.

A7 is a responsive agent representing the market pricing mechanism. If
more players buy than those who sell, the price rises; otherwise, the price
drops. A responsive agent does not have an ability to initiate impact on
other agents. Instead, it responds according to the internal laws.
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Maricei Cognitive Ecogystem

e

—

Fig. 1 A market Cognitive Ecosystem

In the Cognitive Ecosystem (CE) model, there are 18 inter-links:

o L(A;, A7, fs),i=1,2,...,6 are solid links that an active agents providing
purchase (buy or sell) instructions; Once an instruction is sent in, it cannot
be withdrawn and the market agent has to process it: the impact is solid;

o L(A7,A;, fs),i=1,2, .., 6 aresolid links that the market responsive agents
providing trade (buy or sell) commitment instructions; Once an instruction
is sent in, the active agent has to process it: the impact is solid;

o L(A7, Ay, fi),i=1,2,...,6 are informational links that the market respon-
sive agents providing the information of current price; The active agents
may or may not use this information for the trade decision making.

2.2 Consumer Active Cognitive Agents

Fig. 2 shows the cognitive model of a consumer active agent.

Fig. 2 Cognitive model of a consumer active agent
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In the consumer active agent, the cognitive model involves 5 vertexes:
vi, 1 = 1,2, ..., 5. Shaded nodes represent vertexes that receive impacts from
other agents; webbed nodes represent vertexes that have impacts on other
agents; blank nodes represent internal vertex which are not visible by other
agents. There are two causal links in the cognitive model having 1/s, or
—1/s as the weight. This is a dynamic link proposed in Dynamic Cognitive
Network [12] (transfer function approach, with a integral type of transfer
function), indicating the causal impact is accumulative. This cognitive model
shows that in long run, the purchase decision shall be purchase because it
consumes. However, in short term, the purchase decision is based on the
storage and price. The decision function of the major vertex vy is:

w5(k+1) = fs(x5(k), ys1(k + 1), ys2(k + 1)) = x5(k) — 21(k) + z2(k),
where f5 is the decision function of vs, ys1 is the impact from vy to vs (defined
by the accumulation dynamic weight), and yss is the impact v from to vs.
As to vy, the possible decisions are
Ty
.1‘4(k‘ + 1) = 0,
—ng
where ny4 is the purchase decision with amount of ng4, 0 is the no action and

—ny is the sell out decision with amount of n4. Different decision strategies
will be compared in Section 3.

2.3 Market Responsive Cognitive Agent

Fig. Bl shows the cognitive model of a producer active agent.

v2 commi
v1 production

v3 price
<

Fig. 3 Cognitive model of a producer active agent

A producer active agent is similar to that of consumer agents but v is pro-
duction and have positive accumulative impact on the storage. The decision
function of the major vertex vy is:
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5(k+1) = fs(xs(k),ys1(k 4+ 1), ys2(k + 1)) = x5(k) + 21(k) + z2(k),

where f5 is the decision function of v, ys1 is the impact from v, to vs (defined
by the accumulation dynamic weight), and yss is the impact v from to vs.
As to vy, the possible decisions are

Ty
£U4(]€+1): 0,
—ny

where ny is the purchase decision with amount of n4, 0 is the no action and
—ny is the sell out decision with amount of n4. Different decision strategies
will be compared in Section 3.

2.4 Market Responsive Cognitive Agent

Fig. @is the cognitive model of A7. It is a market responsive cognitive agent.
A7 has 14 vertexes. v11, V12, ..., U16 are vertexes receiving trade decisions from
the solid inter-links connecting from active agents; va1, vao, ..., Uog are ver-
texes sending trade commitment through solid link to other active agents;
Here the decision making is probabilistic (when buyers and sellers are not
equal, randomly match possible buyers and sellers); vs is an internal vertex
based on the market law worked out the market move (up or down), and the
corresponding price, which passed to v4. v4 has informational links to other
agents, informing the new market price; The market price rises if there are
more purchase than sells, and vice versa. At a same time, only the matched
trades are committed, which the market randomly select matching parties.
Two different market pricing mechanisms are given in Section 3.

L{AL,A7,f5)

-
L{A7 Ai, fi) <
L - 3
Ty | e price [ N
o v v Y
L{A7 AL, f5)

Fig. 4 Cognitive model of the responsive market agent
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3 Analysis of the Economic System with the CM
Network Model

This section presents a number of inference patterns on different market
mechanisms and cognitive agent strategies.

Fig. Bl shows the pattern that the market moves its price by maximum
1 at each time. The balance price is 10. Each agent will buy low and sell
high unless the storage does not allow (stop purchase if no storage space; no
borrowed selling; or naked short in the stock market.). Fig. Bl shows that the
market is able to slowly stablise itself on disturbance.

Fig. @ shows the pattern of a different market pricing mechanism: the
market moves its price according to the purchase and sells difference: the
higher the difference between the buy power and sell power, the stronger of
the move. The rest setting is the same as that in Fig. Bl It shows that the
market gradually falls in an oscillation cycle, because of the over correction
to the disturbance.

Normally, the trading itself costs. Traders won’t jump into the market when
the price slightly moves from the balance price. Fig.[shows the pattern when

—— Price

16
14 *\‘
10 + + + ———o
3
o]
4
2
0 1 1 1 1 1 1

8] 2 4 o] o] 10 12 14

Fig. 5 Market slowly stabilise after disturbance
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Fig. 6 Market falls in an oscillation dues to the over correction
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Fig. 7 Market stabilise with proper trading costs or spreads
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Fig. 8 Market falls in a severe oscillation with agents’ decision on delayed market
move

the active cognitive agents set a gap threshold. If the price is away from the
balance price farther than the gap, then trading decision is made. The rest
is the same as that in Fig. [0l It shows that the market can be pulled back to
the balance area (instead of a balance price) quickly. This pattern also proves
that the setting of a “spread” is important to avoid non-necessary sentiment
in the market, and reduce the sensitivity.

In some cases, a trading decision could not be made immediately following
the market move. Each trading strategy takes time to be implemented. Fig.
shows the pattern when the trading decision can only be altered after 2
time slots of the market move. The rest setting is the same as that in Fig. [7
It shows that the existing market is in a big oscillation, and the pattern is
a composition of a few periodic oscillations. This is not a desirable pattern.
Large oscillation can be damaging to the economy. However, many large
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companies could not make swift decisions. Therefore, the speculation should
be allowed and encouraged in the market. So the move can be smoothed out.
The patterns in Fig. [ and Fig. § indicate that speculation should be well
managed: not too less and not too much.

4 Conclusions

Cognitive map is a family of cognitive models that have been widely applied
in modeling causal knowledge. To date, all the applications of cognitive maps
model a whole causal system with a whole cognitive map. As many causal
systems have multiple components which causally evolve concurrently, inter-
acting with each other, this paper proposes a cognitive ecosystem model that
collectively models these components and allows them to interact within a
cognitive ecosystem. When such a system contains a large amount of compo-
nents, the traditional analysis approaches have difficulties to provide reliable
analysis. In the recent economic crisis, many AAA products from a large
number of major banks failed. Those AAA products are supposed to fail
only in a very small probability (e.g. 1 out of a million chances). Therefore,
these banks and products fail in a same crisis should be almost impossible.
That fact shows that the economic models were not reliable. Many economic
systems are so complex that traditional analysis tools have to omit too many
factors to come up with a mathematically manageable model, which becomes
unreliable. Cognitive ecosystem takes a different approach. Each component
in the model is not too complex thus can be modeled with cognitive agents
reasonably well. The whole ecosystem patterns can be revealed with simu-
lations, with affordable computation. Such analysis is also able to give the
probability of each result pattern, which is very useful for pricing and policy
making. Such probability is also likely to be more reliable than those derived
from the existing models. This paper uses a small number of cognitive agents
to illustrate different patterns. However, a large number of agents do not
have essential difference in term of the analysis but with a larger amount of
pattern data to process.
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Coordination Strategies and
Techniques in Distributed Intelligent
Systems — Applications

Abdeslem Boukhtouta, Jean Berger, Ranjeev Mittu, and Abdellah Bedrouni

Abstract. This paper is devoted to describing the broad range of applica-
tion domains which implement many of the coordination strategies and tech-
niques from the field of multi-agent systems. The domains include defense,
transportation, health care, telecommunication and e-business, emergency
management, etc. The paper describes the diversity of the applications in
which multi-agent coordination techniques have been applied to overcome
the challenges or obstacles that have existed with regard to performance, in-
teroperability and/or scalability. While the number of application domains
is steadily increasing, the intent of this paper is to provide a small sampling
of domains which are applying coordination techniques to build intelligent
systems. This paper will also describe an emerging and important problem
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domain which requires the coordination among many entities across the civil-
military boundary, and can benefit from multi-agent coordination techniques.

1 Introduction

It is commonly recognized that many different disciplines can contribute to
a better understanding of the coordination function as a way to build and
provide appropriate tools and adequate approaches for designing complex
organizations and systems. Agents incorporated into these self-regulating en-
tities represent “communities of concurrent processes which, in their interac-
tions, strategies, and competition for resources, behave like whole ecologies”.
We describe in this paper applications requiring coordination or distributed
decision-making. A common characteristic of these applications is the highly
distributed nature of them. These applications can be also seen as challenging
problems for multi-agent coordination (See [20]).

The research community working in the area of Distributed Artificial In-
telligence (DAI) unanimously endorses the idea that coordination - a funda-
mental paradigm - represents a challenging research area. A clear consensus
has thus emerged around a forged, well-articulated, and strongly advocated
common vision that coordination is a central issue to agent-based systems
engineering research (See Bedrouni et al. [2] for more details).

This paper provides an overview of the application domains in which multi-
agent systems have been developed. The inherent distributed nature of these
application domains reveals that benefits in performance or efficiency can be
derived through the coordination between multiple agents. In other words,
the collective behaviour of the system is improved through the coordinated
interaction of their parts. In this paper, we will cover applications from de-
fence, transportation, health care, telecommunication, E-business, emergency
management, and ambient intelligence.

From the defence sector, we will describe how multi-agent systems have
been deployed to support course of action analysis through their ability to
monitor the battlefield environment as depicted in command and control sys-
tems, and additionally by tapping into simulations as ground truth are able
to reason about deviations occurring in the movement of entities represented
in the command and control systems. We also describe a large multinational
experiment in which hundreds of agents were federated in a simulated coali-
tion scenario. From the transportation industry, multi-agent coordination
techniques have been applied to manage and improve the overall efficiency
of incoming aircraft. From the health care industry, distributed multi-agent
system coordination concepts have been prototyped to support the monitor-
ing and treatment of diabetic patients. In the area of communication net-
works, coordination techniques have been applied to diagnose faults in such
networks through agents that are able to communicate and exchange local
information in order to understand non-local problems. In another setting,
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coordination techniques have been applied to more efficiently route informa-
tion in a communication network, utilizing auction mechanisms to purchase
or sell commodities such as bandwidth on links and paths, comprised of multi-
ple links from source to destination. E-business application is described in the
area of supply chain management, which incorporates Coloured Petri nets as
a coordination mechanism between agents. Coordination techniques are also
described for emergency management. Lastly, coordination techniques for the
ambient intelligence are discussed.

The paper will also describe an emerging problem domain requiring the
coordination of large teams that span the civil-military boundary, specifically
during stability, security, transition and reconstruction operations. These op-
erations require the coordination of the military with the civilian sector and
non-governmental organizations in response to either natural or man-made
disasters. The goal of these operations is to bring stability, rebuild or pro-
vide security in order to maintain order during such crisis situations. We will
describe how multi-agent coordination techniques can provide tremendous
value in these situations.

The remainder of this paper is organized as follows. Section [2] describes
broad range of military applications which implement many of the coordina-
tion strategies and techniques from the field of multi-agent systems. Section 3]
describes a set of problems drawn from transportation domain and using the
distributed artificial intelligence paradigm. Section  discusses the healthcare
applications. On the other hand, Section Bl describes various applications re-
lated to the communication networks. Furthermore, Section [l is specifically
devoted to the coordination in E-business applications. Section [1 discusses
the coordination for emergency management and disaster relief. Application
of the coordination for ambient intelligent in Section B Finally, some con-
cluding remarks and recommendations are given in Section

2 Defence

2.1 Control of Swarms of Unmanned Aerial Vehicles
(UAVs)

The ability to coordinate military operations with the aid of information tech-
nology has become an imperative for command and control systems for the
past several years. One of the most important military problems (in vogue)
where coordination mechanisms should be used is in the control of swarms
of UAVs (unmanned aerial vehicles). The UAVs are considered in this case
as highly mobile agents that can be used for performing reconnaissance in
a combat environment. In this case the communication between the UAVs
is too costly because it would reveal their location to the enemy. The UAVs
are sent out to collect information from certain locations and then return.
The information sought by a UAV may depend on other information that



76 A. Boukhtouta et al.

it has collected by another UAV. There are many other cooperative control
problems of the UAVS, we enumerate: cooperative target assignment, coor-
dinated UAVs intercept, path planning, feasible trajectory generation, Etc
(See [II). A recent study of performance prediction of an unmanned airborne
vehicle multi-agent system has been developed by Lian and Deshmukh [I3].
The Markov Decision Processes (MDP) techniques and the Dynamic Pro-
gramming approach have been widely used to solve the problems cited above
(See Goldman and Zilberstein [I1]).

2.2 Coordination for Joint Fires Support (JFS)

Coordination techniques are also useful for the systems that address the Joint
Fire Support (JFS) problem. The mandate of Joint fires is to assist air, land,
maritime, amphibious, and special operations forces to move, manoeuvre, and
control territory, populations, and airspace. The JFS and coalition operations
require shared approaches and technologies. The challenge is large, however,
with a legion of command-and-control computer systems all developed along
slightly different lines of approach. Some of these systems operate jointly
within their spheres of influence. The bigger challenge is tying these and other
efforts together in a shared global information network, linking ground, air
and sea forces.

2.3 Simulation of C4I Interoperability

As the complexity of modern warfare increases, managing and interpreting
operational data will continue to be one of the greatest challenges to com-
manders and their staffs. The wealth of data collected and distributed via
Command, Control, Communications, Computers and Intelligence (C4I) sys-
tems during battlefield operations is staggering. The ability to effectively
identify trends in such data, and make predictions on battlefield outcomes in
order to affect planning is essential for mission success. Future commanders
will be forced to rely upon new information technologies to support them in
making decisions.

Simulations have been used by analysis and planning staffs for years during
exercises and operations. Typically, combat simulations are used most heav-
ily during the planning stages of an operation, prior to execution. However,
simulations are increasingly being used during operations to perform course
of action analysis (COAA) and forecast future conditions on the battlefield.
Recent efforts by the Defense Modeling and Simulation Office (DMSO) to
improve the interoperability of C4I systems with simulations have provided
a powerful means for rapid initialization of simulations and analysis during
exercises, and have made simulations more responsive and useable during
the execution portion of an exercise. Real-time interfaces between C41 sys-
tems such as the Global Command and Control System (GCCS), and the
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Integrated Theater Engagement Model (ITEM) simulation have provided
command staffs with the capability to perform faster, more complete, COAA.

As can be seen in Figure [Il intelligent agents, coupled to C4I systems
and simulations, offer another technology to help commanders manage infor-
mation on the battlefield. The Defense Advanced Research Projects Agency
(DARPA) has sponsored the development of the Control of Agent-Based Sys-
tems (CoABS) Grid. The Grid is middleware that enables the integration of
heterogeneous agent-based systems, object-based applications and legacy sys-
tems. The CoABS grid was used to develop the Critical Mission Data over
Run-Time Infrastructure (CMDR) that allows dynamic discovery, integra-
tion and sharing of High Level Architecture (HLA) Run-Time Infrastructure
(RTI) compliant simulation objects with legacy C4I systems and grid-aware
software agents. The bridging of the CoABS grid and the HLA RTI using
CMDR makes it possible to leverage the power of agent technology with the
ability to tap into multiple C4I sources and simulation systems simultane-
ously. This synergy could lead to profound benefits in situation assessment
and plan-execution monitoring using agents.

The key idea behind the capability as depicted in Figure[Il was to present
the intelligent agents with real (notional) and simulated battlefield infor-
mation, so that these agents can analyze both streams of data in order
to understand and provide alerts when the notional battlefield information
has changed as compared to the information contained in the data stream
coming from the simulation [I§]. Several types of agents were developed to
check for positional deviations in the battlefield entities using the simulated
data as ground truth, both using extrapolation and interpolation techniques.
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Fig. 1 Federation of intelligent agents, C4I systems and simulations
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Extrapolation techniques - to project the entity’s real reported position - were
needed when the entity’s reported time was less than the reporting time of
that entity in the simulation in order to compare any changes to position at
the same instance of time. Similarly, interpolation techniques were used when
the entity’s real reported position was greater than the reporting time of that
entity in the simulation. An additional mass monitoring agent was responsi-
ble for detecting deviations in combat worth based on thresholds defined in
the original plan in the simulation. This example demonstrates end-to-end
system level coordination, facilitated by various middleware technologies such
as HLA RTI, CMDR and CoABS grid. While the agents did not specifically
communicate with each other in order to achieve some desired level of coordi-
nated activity within the federation, the infrastructure does allow the agents
to send and receive messages in order to enable their ability to communicate.

In [3], while the author’s specifically describe agents to monitor plans, ad-
ditional agents that are described for future development in the paper include
plan understanding agents. Through the development of appropriate plan un-
derstanding agents, such agents would be able to determine critical events
and relationships within a plan so that this information could be provided
to the monitoring agents, which would then focus on monitoring the impor-
tant aspects of a plan. The authors suggest that techniques such as natural
language processing and sublanguage ontologies may be useful to extract key
events from military operational orders or through leveraging XML-based
techniques such the Battle Management Language [3].

2.4 Coalition Interoperability

Coalition operations are characterized by data overload, concerns who to
share information with, dealing with security issues and the need to overcome
the stovepipe nature of systems — all of which contribute to the challenges
in achieving coalition interoperability. The goal of the Coalitions Agents Ex-
periment (CoAX) was to demonstrate that coordination through multi-agent
techniques could provide the mechanism to improve interoperability between
systems. The CoAX [I8] was an international effort between the Defense
Advanced Research Projects Agency (DARPA), Defense Science Technology
Office (DSTO), Defense Scientific Technical Laboratory (DSTL), and The
Technical Cooperation Program (TTCP). The CoAX participants included
the Department of Defense (DoD) laboratories, industry as well as academia,
which were brought together with the purpose of demonstrating the value
of multi-agent systems to support the ability to rapidly construct and main-
tain a coalition Command and Control structure. The experiment leveraged
investment from the DARPA Control of Agent-based Systems (CoABS) pro-
gram, specifically the CoABS grid framework.

In the context of the scenario, the goals of CoAX were to demonstrate
that stovepipe barriers could be overcome across systems through techniques
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such as policy enforcement to bind the behavior of the agents in accordance
with the coalition partner’s requirements so that some form of trust could be
achieved. For instance, services provided through the Knowledgeable Agent-
Oriented System (KaOS) [8] assured that the agents would follow certain op-
erating policies. The CoABS grid provided the infrastructure for the agents
by providing registry, communication and logging services. There were dozens
of agents that were developed and integrated using the CoABS grid in sup-
port of the scenario. In one particular instance within the scenario, agents
must deconflict air plans, and this is accomplished through a multi-level co-
ordination agent. This agent is built upon the notion of sharing plans that
are represented hierarchically, and through the upward propagation of the
conditions that hold true and the timing constraints between subplans, rela-
tionships between subplans at different levels of abstraction can be identified.
Hence, agents can share these various subplans with each other at the appro-
priate level of detail in order to coordinate their activities.

2.5 Tiered Systems

A key enabler of a sustainable military force is the notion of a tiered system.
A tiered system is an integrated, multi-tier intelligence system encompassing
space and air-based sensors linked to close-in and intrusive lower tiers [6]. The
lower tiers (e.g., UAVSs) are not only the critical source of intelligence; they
can also serve as a key cueing device for other sensors. It should be noted that
tiered-system components such as UAVs or space-based assets are not only
useful for ISR activities supporting more traditional combat operations, but
may also enable effective SSTR operations. Given the diversity of the assets,
and the fact that coordination must be achieved both in the horizontal and
vertical planes, and the environments in which the components of a tiered
system will operate; it is not likely that a single coordination approach or even
a family of coordination approaches will work well from a static perspective.
It is more reasonable to expect that systems should learn which approaches
work well and under which circumstances, and adapt appropriately.

It is commonly recognized that many different disciplines can contribute to
a better understanding of the coordination function as a way to build and pro-
vide appropriate tools and adequate approaches for designing complex orga-
nizations and systems. Agents incorporated into these self-regulating entities
represent “communities of concurrent processes which, in their interactions,
strategies, and competition for resources, behave like whole ecologies”. This
paper has described a diverse set of application domains in which coordina-
tion of multi-agent systems has improved the behavior of the overall system.
A common characteristic of these applications is the highly distributed nature
of them.
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3 Transportation

3.1 Air Traffic Flow Management

Air traffic congestion is a world-wide problem leading to delays as well as sub-
sequent monetary loss to the commercial flight industry. The ability to either
manage the flow of traffic more efficiently or improve the infrastructure (e.g.,
adding more runways) to increase capacity are two available mechanisms to
improve the efficiency of commercial aviation. Given the fact that increasing
the capacity through improvements to the infrastructure is a costly and very
time consuming solution, information technologies may be useful in helping
to efficiently manage the traffic flow.

The Optimal Aircraft Sequencing using Intelligent Scheduling (OASIS) [14]
is an intelligent agent-based system which is able to ingest data from Sydney
Airport at the rate of 65 aircraft arriving in 3.5 hours. It is designed to assist
the Flow Director (who is responsible for coordinating the landing sequences
for aircraft) in arranging the sequencing of incoming aircraft through intel-
ligent agents that represent the aircraft and supporting global agents. The
aircraft agents are responsible for predicting aircraft trajectories, monitor-
ing the actual movement versus predicted to understand discrepancies, and
engaging in planning activities. The global agents consist of a coordinator
agent, sequencer agent, trajectory manager agent, wind model agent and
user interface agent. The coordinator agent is the central node for interact-
ing with all of the other agents in the system. The sequencer agents uses
search techniques based on the A* search algorithm to determine the arrival
sequence which minimizes delay and overall cost. The trajectory manager
agent ensures that aircraft maneuvers do not violate statutory separation
requirements. The wind model agent is responsible for computing and pro-
viding the forecast winds based on the reported wind by the aircraft agents.
Lastly, the user interface agent is the mechanism by which the flow director
receives information from the system.

The planner agents accept a schedule time from the sequencing agent and
decide how to execute that plan to meet that schedule, and these agents
must monitor the actual movement against the plan and be able to predict
the trajectory. If there are discrepancies, the aircraft agent must notify the
global agents so that another sequence may be computed. The agents co-
ordination is facilitated through communicate of their activities using the
Procedural Reasoning System (PRS). The PRS system is an agent-based
framework for agents to coordinate their activities with each other based on
the Belief, Desires and Intention (BDI) model. The PRS framework is com-
prised of knowledge bases that contain agent beliefs as represented through
first order logic, agent’s goals or desires, a library of plans and a reasoning
engine. Depending on the agent’s beliefs and desires, the appropriate plans
are triggered for execution, which in turn affect the environment.
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The OASIS system is compared against COMPAS, MAESTRO and CTAS.
The COMPAS system is developed for the German Civil Aviation Author-
ity to provide flow control. It has been pointed out that the key difference
between COMPAS and OASIS is that the former only handles single run-
way sequences and the aircraft’s progress is not monitored. The MAESTRO
system is developed for the French Civil Aviation Authority. Similarly to
COMPAS, MAESTRO only considers a single runway, but does provide air-
craft monitoring capabilities to provide a comparison of the progress against
the plan. The CTAS is being developed by NASA-AMES for the US Fed-
eral Aviation Administration, and is described as more complex than either
MAESTRO or COMPASS.

3.2 Other Transportation and Network Management
Applications

Agents are deployed in this problem domain to cooperatively control and
manage a distributed network. Agents can also handle failures and balance
the flows in the network. Various approaches are developed in [4] to route
packets in static and ad-hoc networks. DAT offers suitable tools to deal with
the hard transportation problems [9]. Fischer describes in [9] the modeling
autonomous cooperating shipping companies system (Mars), which models
cooperative order scheduling within a society of shipping companies. Three
important instances for DAI techniques that proved useful in the transporta-
tion application, i.e., cooperation among the agents, task decomposition and
task allocation, and decentralized planning are presented in this paper. In-
deed, the problem tackled in this paper is a complex resource allocation
problem. The auction mechanism is used for schedule optimization and for
implementing dynamic replanning.

Coordination mechanisms are also used for distributed vehicle monitoring
problems or traffic management. The objective in such problems is to max-
imize the throughput of cars through a grid of intersections or a network.
Each intersection is equipped with a traffic light controlled by an agent. The
agents associated to different intersections need to coordinate in order to deal
with the traffic flows [I9[7]. Another application concerns the Air fleet control
or airspace deconfliction. A multi-agent approach for air fleet control is re-
ported in [22]. In this application, the airspace used by the traffic controllers
is divided into three-dimensional regions to guide the airplanes to their final
destination. Each region can hold a limited number of airplanes. The multi-
agent solution is used to guide the planes from one region to another along
minimal-length routes while handling real-time data.

4 Healthcare - Monitoring Glucose Levels

The ability to carefully monitor blood sugar levels is critical in the essential
care of diabetes, which can lead to serious health problems and even death if
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not treated in a timely manner. A prototype application called the Integrated
Mobile Information System (IMIS) for diabetic healthcare is described in [17].
The IMIS demonstrates how multi-agent coordination can be leveraged to
support critical collaboration between healthcare providers in the Swedish
health care industry in support of monitoring diabetic patients.

Two types of problems are identified in [2I] with regard to the proper
care of diabetic patients, that of accessibility and interoperability. The ac-
cessibility problem is further categorized as physical service accessibility and
information accessibility. The former implies that medical resources should be
available to all healthcare providers while the latter implies that the appro-
priate information must be available from those resources. The key challenge
identified in the diabetic healthcare system in one specific province, Blekinge,
is information accessibility across the municipality and county council, each
of which is responsible for various aspects of healthcare. For example, the
municipality is responsible for the elderly, disabled or non-medical health-
care while the county council is responsible for medical and surgery related
care. The various medical records cannot generally be shared between county
council and municipality. The interoperability problem is one of overcoming
the various forms in which the information is stored; in other words, there is a
need for an information sharing standard to enable semantic interoperability.

The IMAS system is a multi-agent system that supports coordination be-
tween agents through the act of communication, in order to provide deci-
sion support to the human actors to support their collaborative activities.
It was developed from the IMIS system and supports the collection and ma-
nipulation of healthcare information, and subsequent presentation of that
information to the human actors based on their preferences in order to help
them better collaborate. Three collaboration levels are identified in this spe-
cific problem domain: Glucose management, Calendar arrangement and task
delegation. Glucose management involves providing the healthcare actors,
perhaps through a centralized database, with the right information so that
they can take the appropriate actions. Calendar arrangement includes the
ability to schedule patient visits, while task delegation involves the ability of
the healthcare providers or software agents to take certain actions (and the
ability to report on the completion of those actions) based on the diagnosis.

There are four types of agents implemented in the IMAS system: Patien-
tAgent, ParentAgent, Hospi-talNurseAgent and SchoolNurseAgent. These
agents act on behalf of their user’s preferences in order to better coordi-
nate their activities through the communication of appropriate information
(e.g., glucose levels). For example, in the scenario described in the paper [21],
if a young boy (named Linus) has an elevated sugar level which is detected
by the PatientAgent through readings from a database (which is updated
by Linus via the IMAS patient control panel installed on his mobile device),
then a message will be sent to the ParentAgent and SchoolNurse Agent to
give Linus an insulin shot. When the alarm is received by the ParentAgent,
this agent will search for additional information or charts to present to the
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mother, who will take the appropriate action. The IMAS system was imple-
mented using the Java Agent Development Environment (JADE) and uses an
ontology and uses the Foundation for Intelligent Physical Agents (FIPA) com-
pliant messages for communication, and more specifically, the FIPA Agent
Communication Language (ACL). The ACL is based on speech act theory,
which is based on the fact that when one makes a statement, it is implied
that one is doing something.

Future areas for investigation include techniques to ensure the privacy of
the information so that only the right individuals or agents have access, and
also the necessity to properly deal with the security of the information that
is being transmitted so that it cannot be altered by third parties.

5 Communications Networks

5.1 Fault Diagnosis

As with any communication network, telecommunications networks are inher-
ently distributed with expertise and data residing throughout various nodes
of the network, hence, the management of the network requires access to,
and analysis of, data that resides in various parts of the network. Due to the
distributed nature of these networks, monitoring and diagnosing faults can
benefit from a distributed approach as can be offered through multi-agent sys-
tem techniques. The Distributed Intelligent Monitoring and Analysis System
(DIMAS) system is described in [12], which builds upon the more centralized
Intelligent Monitoring and Analysis System for monitoring and diagnosing
faults. Specifically, the paper describes a distributed architecture based on a
multi-agent approach for monitoring and detecting faults in cellular commu-
nication networks.

The problem which is described here consists of monitoring and detecting
faults across cellular base stations. Since multiple base stations may use the
same frequency for communication due to the limited number of frequen-
cies available, this has the effect of increasing the capacity of the network.
Interference of frequencies across base stations is minimized by limiting the
coverage and strength of the radio signal at each base station. However, in
certain cases, natural phenomena such as winds or storms can cause the base
station antenna to misalign. Such as misalignment can cause the frequencies
to interfere, thereby affecting other nearby base stations by causing “noise”
on the frequencies which overlap.

The DIMAS system is applied to monitoring this problem and diagnosing
which base station is causing the frequency interference. The DIMAS system
is comprised of a data store, data filter and expert system which is interfaced
to a network simulator. The data store contains information obtained from
the network, the data filter enables the processing of a large amount of infor-
mation, and the expert system is the engine used to provide the diagnostic
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capabilities based on information obtained from the data store. The expert
system in DIMAS is built on the AT&T C5 language, and its workflow pro-
cesses through a series of steps: monitor symptoms, reply to queries, do ac-
tions, analyze results, analyze evidence and decide next step.

The authors also differentiate the DIMAS system with other related work.
For example, they compare DIMAS to Distributed Big Brother (DBB). The
DBB uses the Contract Net Protocol to distribute the monitoring task to
Local Area network managers. However, within DIMAS, rather than offering
tasks to potential bidders and then awarding the task to one bidder, the DI-
MAS agents are asked whether they can suggest possible actions to diagnose
a problem. The suggested actions are then evaluated by the temporary owner
of a problem and then contracted out to the agent that suggested the action.
For example, each agent that detects a symptom of a problem may suggest
further diagnostic tests, such as checking for changes to base station param-
eters or monitoring the signal strength of call attempts. However, for each
action there is only one agent that can execute it. The decision that must be
made by the coordinating agent is which action to choose, rather than which
agent will execute that action. The subtle difference is that in DIMAS, the
contracting is action-centric and not agent-centric, as a series of actions may
be spread over multiple agents.

The Large-internetwork Observation and Diagnosis Expert System
(LODES) is an expert system for diagnosing faults in a LAN that consist
of multiple networks connected via routers. Each LAN has its own LODES
system, which is used to detect remote faults based on local data. The pri-
mary difference between LODES and DIMAS is that the latter is a passive
approach while the former is both passive as well as active.

In DIMAS, the agents can only observe local symptoms and/or faults. Co-
ordination between the agents is facilitated through the use of communication
using KQML performatives such as ask, tell and achieve to gather non-local
information. These performatives are used in various phases of the agent’s
process such as assign-responsibility, gather-evidence and allocate-blame. In
the assign-responsibility phase, the problem is detected using the ask and
tell performatives. The base station at which the symptom is detected uses
the ask performative to query the other base station agents about possible
causes for increase in calls with poor transmission quality, while the other
base stations use the tell performative to report back as to the fact that the
cause may be due to a misaligned antenna or a frequency change. The affected
base station agent then uses the achieve performative to ask the other base
station agents to check for changes in frequency within their logs (gather-
evidence). When this is ruled out, then more expensive requests are made
such as checking for conditions which are indicative of a misaligned antenna.
The allocate-blame phase assigns responsibility to the offending base station,
and communicates its findings to other base stations.
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5.2 Routing in Telecommunications

A market-based approach to routing in telecommunication networks using a
multi-agent system model is described in [I0]. It is argued that a market-
based approach requires no a priori cooperation between agents and provides
a robust mechanism for routing. Specifically, the approach relies on an adap-
tive price setting and inventory strategy based on bidding in order to reduce
call blocking. The approach relies on several layers of agents, specifically, link
agents that interact in link markets to purchase slices of bandwidth, path
agents that interact in path markets to sell paths and on link markets to buy
necessary links in order to offer paths on the path market, and lastly the
call agents. Each of these agents buys or sells their commodity on the appro-
priate market. The author compares the market based approach to routing
with other approaches. For example, in a centralized scheme where traffic
predictions are used to compute the paths there are issues with scalability
particularly as the size of the network grows, the amount of information to
monitor and process also increases and there is a single point of failure. Sim-
ilarly, the authors argue that in optimal network flow algorithms there are
performance issues in heavily loaded networks and unpredictable oscillations
between solutions. Hence, the author suggests that a decentralized solution
may be appropriate. However, the authors also describe a few challenges in
decentralized solutions. For instance, they indicate that such solutions may
have non-local effects on the entire network and it would be difficult to under-
stand these effects due to the lack of complete information about the entire
network. Complete information is infeasible since the network is dynamic and
there is a delay in propagation and therefore the solution is prone to error
and there may also be scaling issues.

As previously mentioned, the system architecture is comprised of link
agents, path agents and call agents, each operating on one or several mar-
kets. A link agent and path agent is associated with each link and path,
respectively, in the network. A call agent is associated with each source and
destination pair in the network. Link and path markets are sealed bid double
blind auctions in order to minimize any delays in the system, as callers will
not want a delay in establishing a circuit in the network. The agents buy and
sell the appropriate resource for which they are responsible, and depending
on what they have sold and/or purchased, they use a simple function in or-
der to either increase or decrease their buying/selling price. Similarly, path
agents maintain an inventory that is profitable. Lastly, call agents trigger the
auctions at the path and link agent level.

The authors present various results from their experiments. In the first
experiment, they compare Vickery and First price auction strategies in their
market-based approach to static routing on a 200 node network with link
capacities for 200 channels. They show that they can do at least as well as
static routing, but with the added advantage of achieving the performance
level through an open architecture without the need to rely on static network
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policies. They demonstrate improved scalability through their approach, since
the entire network topology need not be known in advance and, furthermore,
using their approach are able to provide a quicker response as information
is not needed about the broader network. The authors also provide results
that demonstrate that about 61% of the time, the call was routed through
the most efficient route and 46% of the time the call was routed through the
least congested route. Research areas that are left for future work include
the ability of the callers to request different types of services, which might
be routed differently through the network and the ability for market-based
routing to support such activities.

6 E-Business

6.1 Supply Chain Management

A supply chain is described in [5] as “a network of suppliers, factories, ware-
houses, distribution centers and retailers through which raw materials are
acquired, transformed, reproduced and delivered to the customer”. A Sup-
ply Chain Management System (SCMS) manages the interaction of these
processes in order to achieve some end goals.

In [5] the authors describe a SCMS based on the coordination of multi-
agent systems, as represented through information agents and functional
agents. The information agents are a source of information to the functional
agents, while the functional agents are responsible for specific roles in the
dynamic supply chain. The key notion behind these agents is that there is no
assumption that a certain number of agents be available in the supply chain.
The agents are assumed to enter and leave the system through a negotiation
process based on the negotiation performatives that have been developed
based on the FIPA ACL. For example, accept-proposal, CFP, proposal, reject-
proposal and terminate are used for pairwise negotiation between agents while
a third performative, bid, has also been included to capture third party nego-
tiations, for example, through an auctioneer. The paper [5], further describes
the use of Colored Petri Nets (CPN) as a modeling tool for managing the
negotiation process between agents. A simple example of the interaction be-
tween buyer and seller agents is described through the use of CPNs. The
buyer agent initiates the negotiation process by sending a message indicating
a call-for-proposal from the seller agent. The buyer agent then waits, while
the seller agent receives the message for consideration. When the seller agent
sends the reply (proposal, accept-proposal, reject-proposal or terminate) to
the buyer agent, the buyer agent then enters the waiting or thinking/inactive
state. If the thinking transition is triggered, the cycle repeats and it is up to
the buyer agent to send the next round of message. The paper also describes
the internal logic of the functional agents in making decisions by providing
an example of an agent that represents a company’s need for certain quantity
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of supplies in a given time period. This company is represented through an
agent that sends a CFP message to other agents. The other agents evalu-
ate the CFP and provide the quantity of supplies that can be provided, their
cost and lead time. After receiving the other agents offers the initiating agent
constructs a search tree for evaluating the constraints. If a solution can be
found, then the initiating agent will accept one or more offers. If a solution
cannot be found, either the initiating agent will relax its constraints, or ask
the other agent to relax their constraints.

Several key issues are described for future research, including understand-
ing the convergence behavior of the network and strategies for deciding how
and when to relax the agent constraints.

6.2 Manufacturing Systems

Modern and big manufacturing depends heavily on computer systems. In
fact, in many manufacturing applications the centralized software is not as
effective as distributed networks. Indeed, to provide competitiveness in global
markets, manufacturers must be able to implement, resize, design, reconfig-
ure, respond to unanticipated changes, and maintain manufacturing facilities
rapidly and inexpensively. These requirements are more easily satisfied by
distributed small modules than by large monolithic systems. Moreover, small
modules allow system survivability. Multi-agent systems offer a way to build
production systems that are decentralized rather than centralized, emergent
rather than planned, and concurrent rather than sequential. Besides, the
emergence of internet-based computing and communication to execute busi-
ness processes has emerged as a key element in the supply chain domain.
By using the internet, businesses gain more visibility across their network of
trading partners, and it helps them to respond quickly to customer demands,
resource shortages, etc. Min and Bjornsson present a method based on com-
puter agents’ technology for building virtual construction supply chains [16].

7 Emergency Management and Disaster Relief

The emergence of new doctrine is enabling Security, Stabilization, Transi-
tion and Reconstruction (SSTR) operations to become a core U.S. military
mission. The immediate goal in SSTR is to provide the local populace with
security, restore essential services, and meet humanitarian needs. Large scale
disasters are an example where military support can improve SSTR opera-
tions by providing a much needed boost to foreign governments and non gov-
ernmental organizations (NGOs) which may already be under great stress
to respond in a timely and effective manner. However, without the means
to effectively coordinate the efforts between many diverse groups across the
civil-military boundary during SSTR operations, basic assistance and relief
operations may be severely impeded. There are many operational challenges
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in the ability to coordinate such a large group across the civil-military bound-
ary during SSTR operations. Usually, in the civil sector, coordination is the
result of voluntary effort; hence coordination by “directing” is rarely effective.
Generally, relief agencies partly function within a framework of self-interest.
In other words, they assist their beneficiaries in such a way that their good
works are seen and valued by the donor community and the “profile” of their
agency is enhanced. In many cases, farther down on the list is the goal of rec-
ognizing the contribution of others or admitting someone else can do the job
better and therefore coordination is not necessarily an agencies first priority.
With regard to coordination across the civil-military boundary there are also
a number of challenges. The military tends to be a highly structured orga-
nization with a hierarchical command and control structure, while the civil
sector in many cases is more loosely structured and tend to be less formal.

Understanding emerging social networks and using the information that
is provided through such networks is important for effective coordination.
Social networks provide a visual cue as to the relationships between people
or groups and can be used to identify “mutual” friends. This is particularly
important when there is a requirement by one or more individual or groups
to locate other individuals or groups that might be able to provide support
in order to achieve a desired end result. Research and tools from the Social
Network Analysis (SNA) community may allow users to understand who the
experts are in the SSTR community and to whom and how they are linked.
As a simple example, social maps that depict connectivity between users in
the context of their discussion threads, and ability to filter the content within
a social map based on specific keywords are likely to provide the foundation
to enable the community to identify service providers or those that may of-
fer similar services or capabilities. The ability to rate individuals within the
social network may also be an important aspect in building trust within the
community of users. This is particularly important during pre-disaster situa-
tions so that some level of trust and common understanding can be achieved.
Furthermore, pre-disaster interactions can help in the development of con-
cept of operations or doctrine to provide guidance during real life situations
by helping people or organizations form the bonds of working together. One
of the challenges, however, will be to effectively visualize such a network or
efficiently filter through the various dimensions of information contained in
the social network. There is also a lack of automated coordination tools to
support the ability of people or groups to actively coordinate their activities.
There are processes in place but most coordination is manual. The ability
to manage tasks across the diverse actors involved in these operations has
the opportunity to improve the overall efficiency of these operations. Due to
the complexity of SSTR operations, multi-agent coordination techniques may
provide benefits.

There is already ongoing research into developing information sharing en-
vironments to be used during SSTR operations within which automated co-
ordination tools could be developed. These environments leverage content
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management systems and web technologies to integrate various collaboration
mechanisms such as weblogs, wiki’s and forums. One of the key uses of such
sites would be to enable service requestors to find service providers during
crisis situations. As potential service providers are identified from the infor-
mation sharing site’s content, additional techniques could be developed and
applied to transform and map the services that are being requested into ap-
propriate tasks. These tasks would be defined by appropriate users of the
system, and would be defined such that when executed, would enable the
services providers to meet the needs of the service requestors. The tasks
may be hierarchical or peer-to-peer. For instance, hierarchical tasks may be
appropriate for the military as protocols tend to be very structured and or-
ganized, while tasks for the civilian side may be peer-to-peer. However, the
determination and selection of the appropriate task representation is best
handled locally and there is no strict requirement that organizations use one
representation or the other.

In order to automate task scheduling and assignment to a degree, the tasks
and potential task performers might be organized into an assignment matrix,
and the entries in the matrix would contain numerical values that represent
the cost for doing each of the tasks across each of the performers (Figure
B)). The costs may be monetary or may be based on a more complex cost
function and it is up the participants to agree upon and choose the appro-
priate cost model. The computation of the cost functions across performers
may vary, so some normalization techniques may need to be applied. Once
these costs are determined, the goal of the matching algorithm would be to
find a set of assignments between tasks and performers in the matrix that
globally minimizes the total cost of doing the tasks across all of the perform-
ers. Alternatively, numerical values for preference could be included instead
of cost in the assignment matrix, and the objective would be to find a set of
assignments that globally maximize the preference.

The task network would provide a visualization of the tasks and would
allow the user to modify the tasks or include new tasks, which would be
subsequently reflected in the assignment matrix. The task network would
also allow the specification of preconditions that need to be true before a
task or subtask can be executed. The assignments that are calculated based
on the algorithm would update the task network to show which perform-
ers have been assigned to various tasks. Multi-agent coordination techniques
could be employed to support a negotiation process to allow the performers
to interact with each other to change their tasks assignments for various rea-
sons that might not have been accurately reflected in the cost functions. The
negotiation process could be facilitated, for example, through various coordi-
nation techniques such as an auction mechanism. Such a negotiation would
be pursued until task equilibrium is reached. Once equilibrium is reached, the
passing of appropriate messages using any method chosen by the user would
permit the transmission of the assignments to potential responders for action
or renegotiation.
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The ability to coordinate a large and diverse group of first responders
begins with the ability to communicate guidance or orders, while receiving
situation reports from those in the field. The lack of a stable communications
infrastructure will negatively impact the efforts of those that need to coordi-
nate and share information. Recent technological advances in Mobile Ad-Hoc
Networks (MANET) are key enablers in the deployment of net-centric coop-
erative multi-agent systems in disaster areas. MANET technology holds the
promise of enabling communications between first responders when the local
communications infrastructure is unusable. These networks support mobile
entities, connected through a wireless network which supports discovery and
self-organization through peer-to-peer message exchanges, leading to an in-
crease in the robustness of the overall network.

The concept of “NETwork-Aware” Coordination and Adaptation is a po-
tential area worthy of exploration. In such an approach, the users or applica-
tions are aware of the state of the network, thereby allowing the applications
to adapt in order to “work around” network constraints, while the network
is aware of the state of the applications or mission needs in order to better
handle traffic flows. Such cross-layer information exchange is important to en-
able a more robust communication strategy for the first responders in order
to support their coordination activities. To the extent possible, coordination
strategies also have to be robust against message loss and equipment failures.

Task Network Task Name

® Locate Ground Transportation

Provide food to Group-A in region-x (truck) in Region-x

Preconditions

 Driver knows route?

* Costs are below $

Subtasks

*Drive truck to Food distribution

Locate

Ground
Transportatio
(truck) in
Region-x

Identify type of food Center
At distribution ® Load Food into Truck
Center \. *Deliver food to group-A
Drive truck Load Food  Deliver
toFood Typeinto  Food to If task network is hierarchical, then
distribution  truck  Group-A automatically encodes doctrine or

center .
standard operating procedures

through subtask relations

Performers
Tasks NGO-1 NGO-2 NGO-3
Drive Truck 0.1 0.2 0.3
Load Food Truck 0.2 0.4 0.6
Deliver Food 0.3 0.6 0.9

Fig. 2 Task Assignment Concept
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A few of the research issues in network-aware coordination include defining
measures for determining network congestion or other types of failures such as
loss of connectivity within the network, in order to provide such measures and
parameters to the application layer. The key challenges for the application
layer include how to best utilize that information in order to adapt commu-
nication strategies (e.g., sharing images that are smaller in size, prioritizing
certain information, or identifying certain nodes to act as communications
relays). Such a feedback loop may be continuous, so that the network could
support larger bandwidth exchanges as congestion is proactively alleviated
in the network.

8 Ambient Intelligence

The early developments in Ambient Intelligence took place at Philips in 1998.
The Philips vision of Ambient Intelligence is: “people living easily in digital
environments in which the electronics are sensitive to people’s needs, person-
alized to their requirements, anticipatory of their behavior and responsive
to their presence”. The main purpose of Ambient Intelligence applications is
to coordinate the services offered by small smart devices spread in a phys-
ical environment in order to have a global coherent intelligent behaviour of
this environment. From a computing perspective, ambient intelligence refers
to electronic environment that is sensitive and responsive to the presence of
people. Ambient intelligence paradigm builds upon several computing areas
and human-centric computer interaction design. The first area is ubiquitous
or pervasive computing. Pervasive computing devices are very tiny (can be in-
visible) devices, either mobile or embedded in almost any type of object imag-
inable, including cars, tools, clothing and various consumer goods. All these
devices communicate through increasingly interconnected networks (ad hoc
networking capabilities). The second key area is intelligent systems research.
Learning algorithms and pattern matchers, speech recognition and language
translators, and gesture classification belong to this area of research. A third
area is context awareness; research on this area lets us track and position ob-
jects of all types and represent objects’ interactions with their environments.
See [I5] and [23] for more details about Ambient Intelligence applications.

9 Conclusion

Information technologies and information systems have become the corner-
stone that shapes the present and the future of our society and its underlying
affairs. They have penetrated almost every aspect of our lives. This omnipres-
ence is stemming from significant advancements in computer systems, soft-
ware, middleware, telecommunications infrastructure, etc. Also, enterprises,
organizations and governments usually use a large variety of networked in-
formation systems, interconnected software, etc. From other side, military
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organisations as well as military coalitions share more information than
before, such that decision making occurs at all levels within the chain of
command. Indeed, current information technology gives organisations the
opportunity to take advantage of all available information and coordinates
the different actions. Consequently, coordination is becoming very important
to consider and to take into account.

Emerging application domains such as Ambient Intelligence, Grid Comput-
ing, Electronic Business, Semantic Web, Bioinformatics, and Computational
Biology will certainly determine future agent-oriented research and technolo-
gies. Over the next decade, it is thus expected that real world problems will
impose the emergence of truly open, fully scalable agent-oriented systems,
spanning across different domains, and incorporating heterogeneous entities
capable of reasoning, learning, and adopting adequate protocols of commu-
nication and interaction.
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Multi-Agent Area Coverage Using a
Single Query Roadmap: A Swarm
Intelligence Approach

Ali Nasri Nazif*, Alireza Davoodi*, and Philippe Pasquier

Abstract. This paper proposes a mechanism for visually covering an area
by means of a group of homogeneous reactive agents through a single-query
roadmap called Weighted Multi-Agent RRT, WMA-RRT. While the agents
do not know about the environment, the roadmap is locally available to them.
In accordance with the swarm intelligence principles, the agents are simple
autonomous entities, capable of interacting with the environment by obeying
some explicit rules and performing the corresponding actions. The interaction
between the agents is carried out through an indirect communication mech-
anism and leads to the emergence of complex behaviors such as multi-agent
cooperation and coordination, path planning and environment exploration.
This mechanism is reliable in the face of agent failures and can be effec-
tively and easily employed in cluttered environments containing narrow pas-
sages. We have implemented and evaluated the algorithm in different domains
and the experimental results confirm the performance and robustness of
the system.

1 Introduction

The area coverage problem in robotics deals with the use of one or more
robots to physically sweep [§] or visually sense [5]the free space of an area.
The aim of this research study is to propose a robust mechanism to cope with
the problem of multi-agent visual environment coverage.
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To realize this purpose, we apply an emergent coordination approach and
introduce a bio-inspired technique which utilizes a roadmap called WMA-RRT
and employs a group of multiple autonomous agents to cover a given envi-
ronment. To this end, agents should be capable of performing in the area
and cooperating with each other to achieve the mutual objective of covering
an area.

In accordance with the Swarm intelligence principles originally introduced
by Beni and Wang [3], the proposed system is made up of several simple
autonomous agents. These agents locally interact with the environment and
pursue their own goals by following some simple and explicit condition-action
rules and performing the their corresponding actions. In such a scenario, the
multi-agent cooperation is an invaluable by-product of a special communica-
tion mechanism. In the other words, the direct agents’ interaction with the
environment leads to the emergence of indirect communications and conse-
quently teamwork among the agents.

In this research study, we assume that the structure of the environment and
a 2D map of the area are available. Furthermore, the robots are considered to
be point robots for the sake of simplicity, and it does not affect the solution.
If the robots are circular robots of radius r, Minkowski sum of the static
obstacles and the robots are computed and considered instead of the original
static obstacles in the environment [IT]. Moreover, the robots are assumed
to have 360 degree field of view and they are able to observe part of the area
which is not further than a pre-defined visibility range.

The approach to the environment coverage problem, presented in this pa-
per, can be divided into two processes. Firstly, a special roadmap called
WMA-RRT is constructed and embedded in the environment to discretely rep-
resent the free space. Secondly, WMA-RRT is distributed among all the agents.
Each agent independently bears the responsibility of locally traversing its as-
sociated part of the WMA-RRT roadmap.

The agents employ the WMA-RRT both as a roadmap and an information
exchange channel. This channel is used by the agents to interact with the
environment and indirectly communicate to one another. In the other words,
the agents change the situation of the environment by altering the states
of the edges and nodes of the roadmap while traversing the roadmap tree.
Meanwhile, this information is used by the agents in order to decide which
action to take, where to go next, how to return to the origin, how to support
other working agents and handle the agents’ failures during the operation. We
have implemented our approach and evaluated it considering some criteria
such as the number of robots, different visibility ranges and maps.

The rest of the paper is organized as follows. First, in Section 2, we re-
view some preliminary concepts and related works. The WMA-RRT roadmap
is introduced in Section 3. The agents architecture is addressed in Section 4
and followed by the WMA-RRT traversing algorithm in Section 5. Also, the
implementation of the mechanism and experimental results are presented in
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Section 6. Finally, Section 7 concludes with a short summary of the research
and introduces some future works.

2 Preliminaries and Related Works

2.1 Roadmaps

A roadmap is a graph constructed in the environment to capture the con-
nectivity of the free space of the area. Generally, two types of roadmaps
have been introduced by the researchers. The first group of roadmaps re-
quires and utilizes the exact structure of the environment. Visibility
Graphs and Generalized Voronoi Diagram belong to this group. Kai
and Wurm [19] introduce an approach for environment exploration using
Voronoi Diagram. They use Voronoi Diagram to decompose the envi-
ronment into several regions and assign each of them to a robot to explore.
Also, Jiao and Tang [I7] employ a visibility-based decomposition approach
for multi-robot boundary coverage in which the robots are supposed to col-
lectively observe the boundary of the environment.

On the contrary, there are sampling-based roadmaps which do not need
the explicit geometrical representation of the workspace. Instead, they use
some strategies for generating sample points throughout the free space and
connecting them to build the roadmap. Basically, two types of sampling-based
approaches have been introduced by the researcher: Multiple Query and
Single Query. In multiple-query planners [J], a roadmap is constructed
by simultaneously expanding some trees from several randomly distributed
starting points and merging them to prepare the entire roadmap. It is likely
that the roadmap is not connected in a cluttered environment. Probabilistic
roadmaps, PRM, introduced by Kavraki is the most popular multiple-query
planner.

Single-query planners, on the contrary, have been introduced to construct
a connected tree which spreads over the environment. They use an incremen-
tal approach to build the roadmap by expanding the tree from a random
starting point. RPP, Ariadnes Clew, 2Z, EST, Lazy RPM and RRT are
single-query planners. Since the planner introduced in this paper is a varia-
tion of Rapidly-Exploring Random Tree RRT [I0], this section briefly explains
how RRT algorithm works.

The roadmap constructed by the RRT planner is a tree which expands
throughout the free space of a given environment. This planner is probabilis-
tically complete meaning that the probability of covering every location of
the environment converges to one, if the algorithm keeps running for a long
enough time.

In order to construct RRT roadmap, first a uniform distribution is used
to insert a sample point ¢;,;; in the environment. This point is added as a
node to the RRT tree if collision-free. In each iteration another sample point,
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Fig. 1 This figure illustrates how a RRT tree is expanded given the current state
of the tree.

Grand, Will be placed randomly in the free space and its nearest neighbor node,
Gnear, among previously added nodes will be selected for further expansion.
A new node, gpew, 18 produced as a result of moving gneqr by €, a predefined
value called step size, toward ¢qnqg and it will be added to the roadmap
if collision-free. Figure. [[l illustrates a snapshot of the expansion process.

2.2 Multi-Agent Environment Coverage

The Swarm Intelligence model, ST, relies on emergent coordination and is
inspired by the collective behaviors observed in a multitude of species which
exhibit social life such as ants and honey bees. As an Al technique, ST dis-
cusses the systems consisting of a population of simple agents interacting
locally with one another or the environment [ILI5L[I8] and these interactions
often lead to the emergence of complex and global behaviors.

In one of the oldest attempt, Gordon and Wagner [6] employed honeybees’
foraging behavior to coordinate a group of agents with no elaborate language
and advanced communication device. Svennebring and Koenig [16] introduce
a bio-inspired algorithm for covering an environment decomposed to a number
of cells in which the robots use an artificial pheromone to mark the visited
cells. Also Bayazit [2] discusses a multiple query roadmap used as a means of
indirect communication between agents for covering an environment. Another
application of indirect communications between agents is the work of Halasz
[7 in which he deals with the dynamic redistribution of a swarm of robots
among multiple sites to cover the environment.

Moreover, the swarming behavior model observed among birds flocks, fish
schools and sheep herds motivated Reynolds [14] to introduce a bio-inspired
technique to steer a group of rule-based autonomous agents, called Boid birds-
like object. The Boids are endowed by some simple behaviors like seeking, flee-
ing, obstacle avoidance, wandering etc. The Boids make use of these actions
to navigate the environment and represent more complex actions.

On the contrary, in intentional cooperation approaches, the agents de-
liberately communicate or negotiate with each other in order to coopera-
tively achieve a mutual goal. Zlot [20] addresses a market-based mechanism
for environment exploration in which they use an auction based method to
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assign exploration targets between the agents. Furthermore, Choset [4] sur-
veys different approaches such as approximation, grid-based and decomposi-
tion approaches. In one of the recent attempt Packer [12] applies a compu-
tational geometry approach in order to compute multiple Watchman routes
which can cover inside a given polygon. In this paper, she first solves the art
gallery problem and finds a set of guards which can collectively cover the
entire area. Then, the visibility graph of the obstacles and static guards is
constructed and decomposed into several routes. Finally, each route is allo-
cated to one agent to traverse.

Grid-based approaches are also used in environment coverage. Hazon and
Kaminka [8] propose a grid-based mechanism in which the environment is
decomposed into several same size cells on the basis of the size of the robots.
Considering the initial positions of the robots, they find a spanning tree of
the free cells which can be decomposed to some balanced sub-trees. Finally
each sub-tree is assigned to a robot.

3 Weighted Multi-Agent RRT

WMA-RRT is an extension of the RRT planner and consequently, categorized
as a single-query planner. Moreover, WMA-RRT roadmap is an infrastructure
which supports simultaneous movements of many agents throughout the clut-
tered environments which contain narrow passages.

Construction of WMA-RRT begins by figuring out the location of the root
of the roadmap which is called Main Root and continues to specify the
nodes that are adjacent to the Main Root and located at the next level of
the tree. These nodes are called Secondary Roots. The WMA-RRT is then
constructed by expanding all the edges between the Secondary Root and
Main Root in all directions throughout the free space.

In the construction of WMA-RRT, it is assumed that all the agents in the
environment are situated close to each other and consequently can be sur-
rounded by a simple polygon. A simple polygon is a polygon whose boundary
does not cross itself. In order to construct this polygon, the convex hull algo-
rithm [I3] is applied to build a polygonal boundary enclosing all the agents.
The convex hull algorithm considers the locations of the agents as points and
constructs the minimal convex hull of the points regardless of the obstacles
in the environment. Then the intersection point of the two longest diame-
ters of the polygon is calculated and considered as the starting point for the
construction of the WMA-RRT and called Main Root of the roadmap. If the
intersection point is not collision-free, the intersection points of other next
longest diameters of the polygon are considered. If the convex hull is a trian-
gle, the intersection point of two longest edges of the triangle is considered
as the Main Root.

In the second step, the goal is calculating and assigning one particular
node of WMA-RRT to each agent. To this end, the algorithm considers all the
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Fig. 2 Illustrates a situation in which eight agents (small white polygons) are
available. The figure on the left represents the polygonal boundary enclosing the
agents, the diameters and the Main Root (the black circle). The figure on the right
illustrates the corresponding Secondary Roots

edges, which connect the agents initial locations to the Main Root. A set of
candidate nodes is produced as a result of moving out from the Main Root
by the value of € towards the agents’ locations along the edges. The value of €
is specified by the user and must be equal or less than the value of the step
size as defined in the previous section. If a candidate node is collision-free,
it is called a Secondary Node and assigned to the corresponding agent
whose location point is an end-point of the edge. If the candidate node is not
collision-free, the algorithm finds the nearest agent which has been assigned a
Secondary Node and assign it to the agent. Figure. Pl illustrates the Main
Root and Secondary Roots of a particular configuration.

From this point on, the algorithm is similar to the RRT planner algo-
rithm with two differences. The first one is in the number of initial points,
Qinit- While RRT there is only one ¢;;+ node, which is randomly located
in the free space, the WMA-RRT includes as many g;,;: nodes as there are
Secondary Roots. The other difference is observed in the initial expan-
sion of the roadmap. In RRT the roadmap expands through the root of the
roadmap, ¢;nit, while in WMA-RRT the Main Root is exempted from expan-
sion and instead, the Secondary Roots are considered for expansion. The
initial roadmap expands very rapidly throughout the free space of the envi-
ronment and yields a tree with one Main Root, which has as many sub-trees
as there are Secondary Roots. Each sub tree is called a Branch.

The edges’ weight of the roadmap is initialized to 0 so the roadmap is con-
sidered as a weighted tree. During the covering operation, at-least one agent is
assigned to each Branch. The weights of the edges are updated while travers-
ing the roadmap. The agents use WMA-RRT roadmap to move throughout the
free space, interact with the environment and indirectly communicate with
one another. In the other words, while traversing the WMA-RRT roadmap, the
agents perceive information available through the roadmap and update their
knowledge about the environment. Further, the agents change the state of
the environment by depositing information into the nodes of the WMA-RRT.
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Table 1 Represents all the information available in the nodes of the WMA-RRT
roadmap.

information Main Secondary Intermediate
Root  Root Nodes

eo: label of each outgoing edge No Yes Yes

e;: label of the incoming edge No Yes Yes

w;: weight of the incoming edge No Yes Yes

wo: weight of the outgoing edge No Yes Yes

c: shows all the sub-trees of a node have been com- Yes Yes Yes

pletely explored
lo: label of the outgoing edge which is temporarily No Yes Yes
locked and is not accessible

Co: label of the first edge of a sub-tree which has No Yes Yes
been completely explored

There is no information available through the edges. Table [1l represents the
information that may be deposited by the agents and available to them in
the WMA-RRT roadmap.

In some situations, it is impossible to have as many branches as there
are agents. This is specially the case when the environment is highly clut-
tered and contains many narrow passages since some of the Secondary
Roots may not be collision free and consequently, have to be deleted from
the roadmap. In such situations, in order to make use of the maximum ca-
pabilities of the available agents, the algorithm assigns more than one agent
to each branch. Figure. [ represents an environment and its corresponding
WMA-RRT roadmap containing two branches and there are four agents avail-
able in the environment. As illustrated, the algorithm assigns two agents to
each branch.

Fig. 3 A cluttered environment with narrow passages. Two agents have been as-
signed to each branch.
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Fig. 4 The figures on the left and right represent the results of running PRM and
WMA-RRT algorithms respectively on an environment.

Finally, we compare WMA-RRT tree as a single query roadmap with the
Probabilistic Road Map, PRM, as a multiple query roadmap. As mentioned
above, a multiple query planner might lead to a disconnected roadmap and
consequently, some parts of the environment are not accessible by any agents.
Figure. @ represents the results of running PRM and WMA-RRT algorithms on
a sample environment.

4 Agent Architecture

As mentioned in previous sections, the agents in our system are simple
autonomous individuals capable of following some explicit condition-action
rules and performing the corresponding actions. To this end, our agents are
modeled based on reactive architecture and are implemented in such a way
that supports beliefs, actions and Plans of the agents. Furthermore,
they are utility based entities, which try to maximize their own utilities
independently. The utility function of an agent is defined as the average
over the weight of all the edges, the agent traverses. The utility function of
an agent motivates it to select the edges with minimum weight.

Additionally, the agents perceptions are represented as beliefs in the
agents’ belief bases and each agent contains some pre-defined plans stored
in its plan library. Each plan is an instruction which tells the agent what to
do in a particular circumstance. Each agent has a goal and uses a plan to
approach the goal. In the rest of this section, we discuss some basic beliefs,
actions and plans used by the agents during the covering operation. We use
Agent Speak, a multi-agent programming languages standard syntax and for-
mat in order to explain the agents beliefs, actions and plans. As discussed
in previous section, the agents update their knowledge base about the world
when they reach a node and perceive the information available at that partic-
ular node. In the other words, while traversing the WMA-RRT tree, an agent
detects the information available in the nodes of the roadmap and updates
its belief base accordingly. The followings are some beliefs of the agents:
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subtreeState (e, w): Standing at each node, an agent could detect
some information about all the outgoing and incoming edges, including
the edges’ labels ,e, and weights, w.

. currentEdge (e, w): When an agent decides which outgoing edge to

take, it can remember the edges label and weight until it reaches the end-
points of the edge and updates the related information about the traversed
edge.

completed (e): It means that the agent believes the sub-tree of the cur-
rent node that starts with edge e, has been completely explored.
currentBranch (b): It represents the current branch, b, which is being
explored.

agentName (ag): Each agent has a unique name which is stored in the
belief base of the agent.

Furthermore, each agent is capable of performing some basic external and
internal actions to change the state of the environment and its internal state.
The followings are some of the actions:

1.

allocateBranch: Standing at a Secondary Root, an agent updates
the state of the current roadmap’s node, by adding information about the
label and weight of the incoming edge to the current node, which is a
Secondary Root

traverse: An agent can traverse the selected edge by moving from the
start node of the edge and reaching the end point of it.

departNode: When an agent decides which edge to traverse next, it in-
creases the weight of the selected edge by one and updates its correspond-
ing information, including the label and new weight of the selected edge,
in the current node.

. reachNode: As an agent reaches a node, it updates the state of the current

node to represent the label and weight of the incoming edge to the current
node.

comeback: When an agent is to return one level back to the parent of
the current node, it should set the current node as completed. It means
that the entire sub-tree of the current node has been completely explored.
Then, as soon as the agent arrives in the parent node, it updates the state
of the parent node to indicate that one of its sub trees has been completely
explored.

lock (Edge): When an agent enters an edge, it locks the edge temporarily
to prevent other agents enter the edge simultaneously. In order to do this,
the agent adds some information in the start node of the edge representing
that the edge with label Edge is locked. Each locked edge, gets unlocked
after a specific period of time automatically. This period of time equals
to the twice the maximum amount of time an agent needs to completely
traverse an edge, plus some amount of time the agent requires to detect
the information available and update its belief base accordingly. This time
can be specified at the beginning of the covering operation. Remember
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that the maximum length of each edge of the WMA-RRT equals to the step
size, €,which has been already defined in WMA-RRT construction algorithm.

7. detect: The agents use their sensors in order to percept all the informa-
tion available in the current node. Standing at a node, an agent also can
detect the outgoing edges of the current node.

8. scan: Standing at a node, each agent can access a local roadmap con-
taining the current node, incoming edge and outgoing edges of the current
node. The agents cannot store these local roadmaps in their limited mem-
ories but an agent can temporarily employ the local roadmap in order to
enumerate the outgoing edges and assign them temporary labels.

9. enumerate: Standing at a node, an agent changes the state of the current
node by updating information relevant to the incoming and outgoing edges
of the current node. To differentiate the outgoing edges, the agents locally
enumerate them and assign each of them a label. To this end, all the agents
assume that, the labels of all the edges going out of the Main Root, are
zero. As mentioned in previous sections, the roadmap is locally available
to the agents so they can detect all the outgoing edges and label them by
enumrating all the outgoing edges in a clock-wise order starting from the
incoming edge and incrementally assigning each of them a label.To this
end, the algorithm assums that the label of all the Secondary Roots
are zero. In other words, suppose that the weight of the incoming edge of
the current node is w and there are two outgoing edges. Then, by doing
a clock-wise search starting from the incoming edge, the label of the first
and second edges are w + 1 and w + 2 respectively. Figure [ illustrates
how the edges of WMA-RRT are locally enumerated by the agents.

Fig. 5 This figure represents how the edges of the WMA-RRT are locally enumer-
ated and labeled by the agents. Here, the biggest black circle is the Main Root and
two second biggest are the Secondary Roots.
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Furthermore, each agent maintains a plan library including some built-in
plans. Some of the simplified versions of the plans available in the plan library
of the agents are as followings:

1. findingBranch: Each agent applies this plan to find a branch to ex-
plore. This plan starts by performing the action of scanning around the
Main Root to build a local roadmap. The local roadmap contains the
Main Root, incoming edge and outgoing edges. The incoming
edge to the Main Root is exclusive to each agent since the agent consid-
ers the edge it takes to reach the Main Root from its initial position as
mentioned in Section 3. The local map is then used by the agent to locally
enumerate and label the outgoing edges. Then, the agent traverses the
outgoing edges sequentially in order to find the first outgoing edge with
minimum weight. This is done through detecting the information available
in the Secondary Roots.

!'+findingBranch : constructed(wma-rrt) <-

scan;

internalAction.enumerate;
internalAction.getTheUnCheckedEdgeInOrder (Edge) ;
traverse (Edge) ;

detect;

lallocation (Edge) .

l+allocation (Edge) : isMinimum (Edge) <-
!'findingBranch.
'+allocation (Edge) : not isMinimum(Edge) <-

allocateBranch (Edge) ;
InextDestination (Edge) .

2. nextDestination: This plan is used when an agent reaches a node.
Each agent is simply able to temporarily remember the label and weight
of the incoming edge to the current node. This plan tells the agent to scan
around the current node, locally enumerate the outgoing edges to assign
each of them a label, detect all the information available in the current
node and find the next best edge to traverse. The best edge is an edge
which is not currently locked and has not been set as completed and also
has the minimum weight among all other outgoing edges of the current
node.

+!nextDestination : true <-

scan;

internalAction.enumerate;

detect;

internalAction. findNextEdge (NextEdge) ;
ltraversing (NextEdge) .
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3. traversing: This plan is invoked when the agent has made a decision
on which outgoing edge to traverse. This plan makes the agent lock the
selected edge, depart from the current node, traverse the edge and reach
the other endpoint of the selected edge.

+!traversing (Edge) : true <-
departNode;

lock (Edge) ;

traverse (Edge) ;

reachNode.

4. return: This plan is used when an agent reaches a leaf or blind node,
a node whose sub-trees have been traversed and set as completed, so the
agent cannot move forward and has to return one level back to the parent
of the current node.

+!return (Node) : leaf(Node) | blind(Node) <-
internalAction.nextEdge (Edge) ;

comeback (Node) ;

traverse (Edge) ;

detect.

5 Exploration of WMA-RRT Roadmap

As discussed earlier, the WMT-RRT roadmap, is considered as a set of several
sub-trees called Branch. The ultimate goal of our algorithm is to assign
the branches of the WMA-RRT roadmap to the agents effectively and let the
agents traverse the tree completely. To achieve this objective, each agent is
supposed to independently find a branch and commit itself to traversing it.
An agent start performing the coverage mission as soon as it arrives at the
Main Root.

When an agent arrives at the Main Root the only things it can detect are
the edges going out of the Main Root. Using the findingBranch plan the
agents find a branch and commit to traversing it. Since there is no information
maintained in the Main Root, the agents have to check the Secondary
Roots to figure out which one has not been yet assigned to one agent. Using
the same enumeration approach each agent can exclusively enumerate all
the outgoing edges from the Main Root and visit them sequentially. The
information available at the Secondary Roots tells the agent whether the
current branch has been already assigned to any other agent.

Each agent continues to search for a branch to eventually find a branch
and commit to exploring it. The utility function of an agents motivates it to
select unallocated branches. If there is no remaining unallocated branch, they
look for a branch in which the minimum numbers of agents are working. Run-
ning the findingBranch plan directs each agent to reach its corresponding
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Secondary Root. The agents then update the state of the environment
accordingly by changing the states of the nodes.

At each node, the agent executes the nextDestination plan to find the
next edge to traverse. Basically, The outgoing edge with minimum weight
is selected for exploration since edges with higher weights have been already
visited more so it is reasonable to select those edges with fewer weights. Then
the agent performs the trversing plan to update the state of the start node
of the edge, traverse the edge and update the state of the end node of the
edge. If an agent reaches a leaf or blind node of the current branch, it applies
the return plan in order to return to the parent node and the leaf or blind
node is marked as completed. An agent sets a node as completed if and
only if the node’s entire sub-trees have been marked as completed. When an
agent is going to perfom the return plan, it should know which edge is the
incomming edge. Since the states of the incoming edge and outgoing edges
of the current node are available, the agent can figure out which edge is the
incoming edge since the incoming edge is the only edge which has not been
marked as completed.

Eventually, when an agent returns to its corresponding Secondary Root,
it marks the Secondary Root as completed and returns one level back to
the Main Root to contribute in exploration of other branches if there is
any remaining. As soon as an agent realizes that all the branches have been
set as completed, it marks the Main Root as completed to indicate that the
exploration process is done.

It is very likely that one agent completes the navigation of its correspond-
ing branch and returns to the origin while some other agents are still work-
ing in other branches. In such situations, an agent manages to maximize its
contribution by helping some other agents in their exploration missions. As
an agent returns to its corresponding Secondary Root and consequently,
reaches the Main Root, it applied its findingBranch plan to find the branch
in which the minimum number of agents are working in and commit to explor-
ing it. Consequently, the agent could help other agents working in the same
branch to finish the exploration task. When an agent arrives in a node, which
has been marked as completed, it does not go further and therefore, returns
to the parent node by executing the return plan. This process guarantees
the exploration of the environment even in the case of occurring massive
failures in the agents. This feature makes our system reliable and robust.

6 Implementation and Experimental Results

6.1 Implementation

Since the agents are modeled according to the BDI architecture, we have
applied the same design pattern used in the Agent-Speak multi-agent pro-
gramming language to implement the system. According to this pattern, there



108 A.N. Nazif, A. Davoodi, and P. Pasquier

is an environment which is shared between all the agents in the environment
and is implemented in the class SharedEnvironment. All the required
data structures including the data structures for WMA-RRT have been defined
and implemented in a class called EnvironmentModel which models the
environment.

Each agent is a thread which is started in the SharedEnvironment
class as soon as the offline process of constructing WMA-RRT is completed.
Since all the agents are homogeneous, each agent is implemented as an ob-
ject of the Agent class. In this class, variables such as max-speed, max-force,
current-active-branch, current-position, current-velocity and target-position
are defined. This class also includes all the required data structures for repre-
sentation of beliefs, belief base, plans library and all necessary methods like
deliberation, plan selection and belief update. Also, the actions of each agent
have been implemented as methods in the Agent class.

Each plan is also implemented as an object of the Plan class. This class
includes some data structures in order to maintain the plans pre-conditions,
event triggers and a list of references to the actions listed in the plans.

6.2 FExperimental Results

We have evaluated the mechanism discussed in this paper, in a variety of
environment in order to capture the effect of the number of sample points,
step size (distance between two adjutant nodes of WMA-RRT) and the sen-
sor range, which is the visibility range of the agents. All the experiments
have been conducted in a Pentium 4 CPU 3.00GHz with 1.00 GB of RAM
machine. Figure [ represents a sample environment including three agents
initially located near each other and its corresponding WMA-RRT tree and
areas covered by the agents.

The Tables [2] and Bl summarize the results of running the proposed area
coverage mechanism in the presence of three agents on two environments

S

Fig. 6 Shows the results of running the WMA-RRT tree and the coverage mechanism
in the presence of three agents.
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Fig. 7 Represents another sample environment and the corresponding WMA-RRT

tree in the presence of three agents.

Table 2 Represents all the information available in the nodes of the WMA-RRT

roadmap.

number of nodes step size

400
400
400
400
800
800
800
800
200
200
200
200
400
400
400
400

20
20
20
20
20
20
20
20
40
40
40
40
40
40
40
40

run/per each group visibility

of agents

10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10

range

r
2r

4r
infinite
r

2r

4r
infinite
r

2r

4r
infinite
r

2r

4r
infinite

coverage
percent-
age

74

87

90

99

83

88

92

99

88

93

95

99

93

95

97

99

represented in Figure B and [1 respictively. According to the results repre-
sented in Tables @ and [3] it can be concluded that as the number of samples,
step size and sensor range increase, the coverage percentage of the environ-
ment improves. As the results show, in cluttered environments the step-size
should be as small as possible.
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Table 3 Represents all the information available in the nodes of the WMA-RRT
roadmap.

number of nodes step size run/per each group visibility coverage

of agents range percent-
age

150 20 10 r 68

150 20 10 2r 80

150 20 10 4r 88

150 20 10 in finite 97

300 20 10 r 83

300 20 10 2r 92

300 20 10 4r 95

300 20 10 in finite 99

600 40 10 r 93

600 40 10 2r 95

600 40 10 4r 97

600 40 10 in finite 99

150 40 10 r 68

150 40 10 2r 80

150 40 10 4r 88

150 40 10 in finite 97

7 Future Works and Conclusion

In this paper, we discuss the problem of visual environment coverage by
means of a group of many simple agents. In the proposed mechanism, a
special roadmap called WMA-RRT is constructed in the environment and used
by the agents both as roadmap and a communication channel. We use an
emergent coordination mechanism in which the agents cooperate with each
other to achieve a final goal while pursuing their own individual objectives.
The proposed approach is specially effective in situations in which the exact
structure of the environment is not known and it is possible to use many
numbers of simple agents each of which is only capable of performing some
simple actions and there is no communication and negotiation devises. While
the WMA-RRT can be easily used in an environment with narrow passages
but the covering time increases as the number of narrow passages increases.
This is due to the effect of the value of step size in WMA-RRT. In order to
cover the narrow passages of environments, the value of step size should
be small enough to let the WMA-RRT tree expand throughout the narrow
passages. As further works, we are interested to extend our study in order
to apply a group of heterogeneous agents with a different visibility range to
cover the environment. Also, we are interested in finding a more appropriate
roadmap which decreases the total time of the environment coverage in the
presence of many narrow passages.
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An Approach for Learnable
Context-Awareness System by
Reflecting User Feedback

InWoo Jang and Chong-Woo Woo

Abstract. As the ubiquitous computing becomes popular, the context aware-
ness computing also becomes more interesting reasearch issue. Despite of
many important research results on this issue, there still are some limitations
that can be enhanced to provide more reliable solution to the user. In this
paper, we are describing a design and development of agent based context
awareness system that can improve such limitations. The system composed
of mainly three layers; the hardware layer receives numerical raw data from
sensors and converts it into meaningful semantic data, the middleware layer
takes care of ontology modeling, and finally the application layer makes adap-
tive inference and provides personalized solution to the user. Our approach
focuses on the following two main issues. First, we have built ontology based
context modeling using fuzzy data that can provide more reliable solution.
Second, our CBR based inference engine can provide more personalized and
adaptive service by interacting with users feedback. The simulated experi-
mentation has been made and result shows some significant importance.

1 Introduction

Recently, as the ubiquitous computing becomes popular, context awareness
computing is also becoming interesting research issue. The context in context
awareness system is any entities that affect interaction between human and
computing devices in the environment. An entity can be a human, place, or
any object relevant to the interaction between human and application [1] [14].

Among the many research results on this issue, the most prominent sys-
tems are the CoBrA (Context Broker Architecture) [2], SOCAM (Service
Oriented Context-Aware Middleware) [3], Context-Toolkit [4]. Some of the

InWoo Jang - Chong-Woo Woo
School of Computer Science, Kookmin University
e-mail: zx1018@nate.com, cwwoo@kookmin.ac.kr

Q. Bai and N. Fukuta (Eds.): Advances in Practical Multi-Agent Systems, SCI 325, pp. 113
springerlink.com © Springer-Verlag Berlin Heidelberg 2010


zx1018@nate.com,cwwoo@kookmin.ac.kr

114 I. Jang and C.-W. Woo

systems were not flexible for providing formalized expression and also for the
extensibility and interoperability with other systems. To handle this issue,
CoBrA and SOCAM used ontological model that supports easy sharing in
different domains, and reusing the related knowledge. Therefore, the ontolog-
ical modeling approach becomes popular solution to represent the data in the
recent context awareness systems. But, when we try to build the system based
on the ontological modeling, we still have some problems as follows. First,
we often run into unreliable results that come from converting numerically
sensed data into symbolic expression. Second, the system always responds
with the same context to different users. And this could be much effective if
we could support personalized solution based on the each individuals prefer-
ence. And finally, if the system could learn the users behavior, then it will
perform much adaptively by providing a personalized service to the user.

In this paper, we are describing a design and development of agent based
context awareness system that can handle such limitations of the current con-
text awareness system. Our system is designed as three main layers, namely,
hardware layer, middleware layer, and application layer. The hardware layer
receives numerical raw data and makes data conversion using Fuzzy infer-
ence mechanism. Middleware layer takes care of ontology modeling, which
has been developed but will not be discussed in this paper. The applica-
tion layer makes inferences using case-based reasoning (CBR) engine, and
generates final solution to the user. Our approach focuses on the next two
main issues; building ontology based context modeling using fuzzy data, and
second, reusing adapted rules by interacting with users feedback. The sim-
ulated experimentation has been done, and results show some significant
importance.

2 Related Studies

2.1 Context-Awareness System

Recently, the context awareness computing has been studied explosively, and
CoBrA [2], SOCAM (3], Context-Toolkit [4][6], GAIA [5][9], CoolTown [7], are
the major research results in this area. These studies showed advent of some
context models for representing a context, such as, Attribute-Value, Web
Based model. And later, this has been developed into Entity-Relationship
model, UML model, and ontology model. This development is due to the
need for sharing not only the context information, but also the need for in-
ference of the users intention. Therefore, the context awareness computing
can be implemented in many different ways, including more formalized repre-
sentation of the context information, and the use of ontology becomes main
stream in this paradigm. The general process of the system that based on
the ontology model includes next few steps [2][3][5][9].
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- First, the system collects numerical raw data from the physical sensors in
the distributed environments. Since the ubiquitous sensor network has been
built successfully, we could receive information from the sensors through the
network.

- Second, the collected data from the sensors needs to be further processed
to become ontology data that requires semantic value. For instance, if mea-
sured illumination value is 1000 lux, then this value must be converted into
semantic data, bright, and saved on the ontology model. This numeric value is
called low-level context and the semantic value is called as high-level context.

- Third, the data inference mechanism runs into some complicated onto-
logical process. For instance, if the processed data from the above stage is
room, then we need to get related context from the ontology model, and home
is the upper class from the ontology model.

- Fourth, we then need to generate appropriate solutions for the context
by applying domain specific rules. For example, ’if Tony comes into a room,
then turn on the light’ is the final solution for the current situation.

This is the most general procedure for the recent context awareness system,
which has strong advantages, such as, reusing data, sharing data, interoper-
ability, and so on. But the system using the ontology, still needs to be studied
further for its evaluation on the provided services. And also the sensed data
needs to be investigated further for its reliability, which will be discussed in
the next section.

2.2 Agent in Previous Context-Awareness System

Some of the previous context awareness systems employed multi-agent struc-
ture. For instance, COBRA utilized multi-agent structure, which has capabil-
ities of knowledge sharing based on the negotiation policy. The agent in this
system basically manages information for user context, and decides whether
to share it. In this case, the inference engine exists in the server, and the
role of the agent is the management of user context and sharing it with other
agents. In GATA system, the agents role is to inference for the stored context.
The system comprised of multi-agents with multiple inference engines, and
decides which inference engine to use for the given situation. OCASS [7] uses
agent capability for acquiring, sharing, and making inference for the context
data. But, these systems still has some limitation of personal record manage-
ment, self-learning capability, and uncertainty in context data. Therefore, we
are going to design and develop a system that could overcome these problems.

3 System Architecture
The main structure of our system consists of three layers as in the Fig. 1,

namely, hardware layer, middleware layer, and application layer. And each
layer of the system works as follows.
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- First, the hardware layer is organized as physical sensor and software Con-
text Management Agent (CMA). The physical sensor receives raw data from
the environment, processes through the CMA, and sends the processed data
to the middleware of the system. To make this work, the CMA controls the
physical sensor and converts the raw data into the semantic data through the
fuzzy reasoning engine.

- Second, the middleware layer is in charge of sharing data through ontol-
ogy model, resource managing, and managing data input and output. Basi-
cally, it connects hardware layer and application layer through data I/O, and
generates intermediate data.

- Third, the application layer is composed of Situation Reasoning Agent
(SRA), and some computing devices for the user. This layer receives context
from the middleware, analyzes it, and provides solution to the user. The SRA
recognizes the context through the knowledge base and CBR engine, and
generates solution for the situation.

In this paper, we are not going to describe middleware layer, since it is out
of focus in this paper. The detailed descriptions for the agents of the system
are in the below.
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Fig. 1 The General System Architecture

3.1 Context Management Agent (CMA)

The structure of the CMA can be seen as in the Fig. 2. The context awareness
system receives numeric raw data from the physical sensors that needs to be
converted into semantic data. The previous systems use the if-then rules for
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Fig. 2 Structure of CMA

data conversion, which showed some unreliable results. Therefore, we are
going to use the Fuzzy rule for the conversion of data in this CMA.

The agent does not treat a single data, but it processes information from
the multiple sensors with internal knowledge base and Fuzzy inference en-
gine. After analyzing the processed information, it sends the result to the
middleware. The agent receives data from the sensors at fixed hour, and it
can control the physical sensors. It generates two different types of semantic
data; first, it generates actual semantic data directly like temperature, and
second, it also generates dependent semantic data like discomfort index that
is dependent to the other semantic data. The dependent semantic data is
generated according to the Mamdanis Min-Max algorithm [11].

Generation of Actual Context. The raw data from the physical sensor
passes through the Fuzzy membership function first. The number of Fuzzy
membership function exists as many as we express the situations. For in-
stance, if we express the state of the humidity as 7 stages, then the number
of Fuzzy membership function becomes 7. And the numeric value of each
function ranges between 0 1 that reflects the reliability for the current status.
For example, let us assume that we received the raw data value 35 from the
humidity sensor. Then this value gets converted as, F1(x)=0.0, F2(x)=0.2,
F3(x)=0.4, F4(x)=0, and so on (see Fig. 3). This kind of data will be used
for getting dependent context, and also saved in the middleware as numeric
data value 0.4 along with semantic data value of humidity function.

Generation of Dependent Context. The CMA generates the dependent
context by using the Mamdanis min-max Fuzzy reasoning algorithm. The
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fuzzy rules are saved in the internal knowledge base, and there are some
examples in the Table 1 below.

Table 1 Fuzzy rule example

Index Rules
Rulel IF x is Al and y is B1 Then z is C1
Rule2 IF x is A2 and y is B2 Then z is C2

From the above table, the Al stands for very dry, A2 is dry, Bl is warm,
and B2 is very warm. With this Fuzzy rules, the CMA generates dependent
context. Lets assume that fuzzy inference engine generates the discomfort
index by using the sensed humidity and temperature. Then the engine goes
through the next four steps as follows.

First, we seek for the suitability for the rules. This can be done by decid-
ing the membership using the membership function, and take the smallest
between value the Al and B1, and find the result W1 as in the following
equations.

Suitability for Rule 1: W1 = pa, () A us, (y)
Suitability for Rule 2: Wa = pa, (x) A up,(y)

Second, we get the inference result for each rule by applying the generated
suitability value onto the Fuzzy sets. The fuzzy set indicates set for the dis-
comfort index; C1 is very discomfort, C2 is discomfort. This kind of informa-
tion also must be saved in the internal knowledge base. The inference results
for the each rule gets smaller value between the suitability value W1 and
value for Ci.

Inference Result for Rulel: ucfl(z) =Wi A pe, (2)Vz € Z
Inference Result for Rule2: MC;(Z) =Wa A e, (2)Vz € Z

Third, find final inference result from the biggest value from acquired suitabil-
ity values. In other words, we will take the max value if C1 (very discomfort)
exists with more than a single value. Generally, for N rules, we can set the
equation as follows.

Inference Result for Rulel:
pe(2) = e (2) Vg (2) Vg (2) - Vi (2)Vz € Z

Finally, the result from the previous steps is expressed as fuzzy set, and it
needs to go through the Defuzzification to get the final result. Among many
methods, we are going to use the Center for Gravity method as follows.

_ [ pe(z) - zdz

2= ez dz

(1)
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Fig. 3 Fuzzy membership function

Therefore, the data type for the semantic data that the CMA sends to the
middleware layer is the highest membership status, and it is expressed as
normalized real value (0 1).

3.2 Situation Reasoning Agent (SRA)

SRA works in the application layer. It extracts context from the middleware,
and provides a solution for the user. The agent could solve the disadvan-
tages of previous context awareness system, by providing personal profile
and adaptive learning capability. The general structure of the system is in
the Fig.4.

SRA is composed of CBR engine and knowledge base. Basically it extracts
the semantic data from the middleware and aware the context. Therefore, it
provides the command to the user who can control the devices. The work for
the SRA recognizes the context from the CBR engine can be further divided
into following stages: extraction and conversion of semantic data, searching
for similar cases, adaptation of cases, and evaluation and evolution.

Extraction and Conversion of Semantic data. The SRA manages per-
sonal profile to communicate with middleware layer. When an event occurs
that belongs to a certain place, the agent requests context surrounding the
place. Since the data receives from the middleware has been extracted from
the ontology model, it is rather semantic data type. The SRA converts the
data into a context which will be a case. For instance, information about
who, when, where will be represented as a string type, and the rest of the
environmental information will be changed into Float type (see Fig 5).

Search for the Similar Case. The SRA uses history of previous context
for the current context awareness. This context record composed of status of
context and appropriate solution for the context. We assume that record has
been built for some time, and this record will be accumulated continuously
as time goes by. The agent will try to find proper solution for the current



120

Semantic Data
(low level Context)

I. Jang and C.-W. Woo

Situation Reasonning
Agent

Situation management

Betneve

Adapratian

Evaluation & evobation

Solution Generate

Command
(Solation)

Fig. 4 Structure of SRA

Ontology DataBase Case Representation
<Situation rdfabout=" 0"

<IsTime rdf:resource . .
=" A fterNoon" /> Situation 0 :

<IsLocated rdfiresource
="#Room13"/> Who : (String) Jessica

<HasPerson rdfiresource Where : (string) Room13
="#Jessica_"/> i e

- | W -

<HasAirpollutionContext rdfresource “ / ']an (Slmls) e
—iClear Vv Environment :

<HasLuxContext rdfiresource Temp : (float) 0.5
="#Light"/> Lux : (float) 0.7

<HasHumidityContextrdfresource Humidity : (float) 0.5
="#Moisture”/> Uncomport : (float) 0.7

<HasUncomportContextrdfiresource AirPollution : (float) 0.7
="#Pleasant"/>

<HasTempContext rdfiresource
="HWarm"/>

</Situation>

Fig. 5 Structure of a Case

context by using this previous record, and use K-nearest algorithm to do this.
We are going to use the following equation to search for the most similar case.

Similarity =

> Wi

(2)

The parameter Wi is the weight for the context, and the function f represents
the distance value between the previous context and the current context.
When the function f gets implemented, the environmental information will
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be calculated as distance value. And the information for when, and where
will be calculated through the similarity matrix. There are many ways to
compute the weight, and one of the methods could be the following equation.

F(@)(Chy. Ca)
S 1 F(d)(Ca Con)l ®)

From the above procedure, we can compute the similarities for the every case,
and will choose one from them. But, if the selected one is the most similar
case, and there still exists differences from the current case. Then we need to
solve the differences by going through the adaptation stage.

Weight; =

Case Adaptation. The SRA performs the adaptation stage to resolve the
differences between the current context and the selected case, by applying
adaptation rules [12]. There are two types rule bases; one is the match rule
base, and the other is range rule base (see Table 2). The match rule represents
exact matches between current situation and similar case. The range rule
allows the temporary boundary values. These Two types of the rules are
pre-defined in the general knowledge base, and the learned result from the
feedback will be stored in the personal knowledge base. When the adaptation
is being done, then both the rule base will be searched. If more than one rule
is triggered, then the most recent rule gets fired. The rule adaptation process
is as follows.

Table 2 Two Type of Rules

Num Type Rule Priority

Rulel Match IF Current Temperature is warm and Similar 0
Temperature is Cold Current Humidity is dry
Then set the Air conditioner level 2 down
Rule2 Range IF Current Lux is very dark and Similar 1
Lux level less than normal
Then set Lux level at 4

Let us assume that we have a case as follows.
- Case = {Location, Person, Temp, Humidity, Lux, Discomport, air-Pollution }
Case example for Rulel gets fired:

Current Case = {Room, Kim, emphwarm, dry, somewhat light, Pleasant,
Normal}
Similar Case = {Room, Kim, cold, dry, somewhat light, Pleasant, Normal}
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Case example for Rule2 gets fired:

Current Case = {Library, Kim, warm, dry, very dark, Normal, Very Clear}
Similar Case = {Library Kim, cold, dry, dark, Normal, Clear}

If the Rulel fires, the solution changes as follows. We can generate more
flexible rules like in table 3, and this approach could be worthwhile to produce
more appropriate solution.

Table 3 Generated Solution before and after adaptation

Before adaptation After adaptation

Air conditioner level is 4 Air conditioner level is 2
Moisture level is 2 Moisture level is 2
Open the Window Open the Window

Play Ballade Music Play Ballade Music

Evaluation and Evolution. The SRAs another job is to process learning
based on users feedback to provide personalized context. The users feedback
can be saved in the personal knowledge base as a new rule that does not
affect the general rules. This strategy could make the system to evolve by
adapting users evaluation [13]. If the acquired new rules have conflict with
the previous rules, then the system can resolve it by using the meta-rules.
The detailed process can be seen in the following Fig. 6.

The SRAs self-learning capability may differ based on the users evaluation
and feedback. If the user satisfies the suggested solution, then the context
and solution will be saved in the case library for the future use. If the user
does not satisfy the solution, then the system generates new solution and
it will be saved in the personal rule base. This situation happens when the
system does not interpret the current situation, and there are two reasons.
First, it happens when the system cant resolve the differences between the
current context and the previous case. Second, the general adaptation rule
cant resolve the differences between the previous context and current context,
which can be resolved by the personal rule. Therefore, the personal rule has
higher priorities over general rule in case of conflict. This situation can be
explained in the following Fig. 7.

From the figure, we first can see that the agent compares the differences
between the current context and similar case, and represent it as a rule. The
result of the process will be saved into IF part of the rule. And then, compare
between the suggested solutions with user feedback, and saves the differences
into the THEN part of the rule. By going through this procedure, the agent
generates a personal rule, which will be saved into the personal knowledge
base.
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4 Simulated Experimentation

We first designed the experimentation window as in the Fig. 9. In this figure,
the upper left corner of the window shows extracted case from the ontology,
which has semantic data type. The upper right corner of the window repre-
sents the result of comparison between the current case and past context in
Case DB. The last column of the table shows the similarity, and we can see
that second case is most similar one. The lower right corner of the window
shows the systems adaptation rule, and we can find out the last column fired
shows that which rule has been applied with the mark x and o. Finally, lower
right corner of the window shows the system log as the system progresses,
and the suggested solution.

The procedure for our simulated experimentation can be explained as fol-
lows. It first provides solution through the SRA, proceeds evaluation and
learning based on the solution, and finally shows the result after the learn-
ing. The scenario for this experimentation is as follows.

- Tony comes home from the school after finishing exercise.

- When Tony goes to his room, the CMA recognizes him and sends this in-

formation and surrounding context information to the system.

- The system recognizes the status of Tony, and turns on the air-conditioner

and dehumidifier.

- Tony move to the living room to study, and the CMA recognizes this and

provides proper illumination for studying

- But Tony does not satisfy the illumination and temperature of air-conditioner.
- Therefore, Tony controls the illumination and temperature of air-conditioner.

- The system learns this feedback, and saves it as personal rule.

From the example, using the five environmental information, four actual con-
texts and one dependent context is generated through the CMA. If we apply
it into real world application, additional attributes should be added based on
the characteristics of a domain.

From the Fig 8, the left window represents the Humidity among the actual
context and the right window shows Uncomfort, which is dependent context
by using the Temp and Humidity.

Now, the simulation procedure works as follows. For the first step, when
Tony comes into the room, the system recognizes and provides a solution
as the following three commands, Play ballad music, set the air-conditioner
level as 3, and set the dehumidifier level as 2, which can be seen in lower right
corner window in the Fig.9. In this simulation, since there is no adaptation
rule exists, the temperature context was not considered. Therefore, Tony set
the air-conditioner level at 5 by himself, and the system recognizes the change
and generates a new rule to solve this problem automatically.

From the Fig. 10 (extracted only the necessary sub-windows from the
original window), we can see that a new rule is added in the bottom left
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Fig. 9 Simulation with initial solution

of the window, which will be saved in Tonys personal knowledge base. The
stored solution is the air-conditioner level 5, which has been set by Tony as a
feedback. When the same situation happens for the next occasion, then the
system will apply the personal rule first, as in the Fig. 11. We can see the
system provides revised solution by adapting the differences from the current

situation.
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5 Conclusion

In this paper, we have designed and developed agent based context awareness
system that can handle some limitations of the previous context awareness
systems. The significance of our study is as follows. First, out system archi-
tecture does not need to be modified for any environmental change, and it
could be adapted into any application domains easily. Second, the system
employed agent based architecture to enhance the intelligence of the system.
For instance, the CMA treats the conversion of numerical data into seman-
tic data using Fuzzy inference mechanism. This approach can provide more
reliable solution to the user. Third, the SRA utilizes CBR engine to make
inference, and also reflects user feedback as adaptation rule to enhance the in-
ference capability. This approach brings advantage of providing personalized
service to the user. Fourth, we have performed our approach as a simulated
experimentation with a virtual scenario. Even if our approach shows some
successful results, it still needs to be enhanced in few issues. First, the Fuzzy
data conversion of the CMA needs to be tested with more sophisticated Fuzzy
theorem, and the SRA needs to handle conflicts of personalized rules as the
learning progresses.
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A Hybrid Multi-Agent Framework for
Load Management in Power Grid
Systems

Minjie Zhang, Dayong Ye, Quan Bai, Danny Sutanto, and Kashem Muttaqi

Abstract. In order to cope with load management in power grid systems,
this paper presents a hybrid multi-agent framework. This framework inte-
grates the advantages of both centralized and decentralized architectures to
achieve both accurate decisions and quick response, and avoid the single
point of failure as well. The development of various agents and the behaviors
of each agent in the framework are described. Moreover, an example is also
introduced, which demonstrates the interaction among agents when a fault
happens in a power grid system. The contribution of this paper is to combine
local intelligence with global coordination in multi-agent system design to
satisfy the challenging requirements in a power grid system.

1 Introduction

In power grid systems, faults at certain nodes can lead to cascading blackouts
in the whole system. When a power system is facing the threat of a widespread
power outage, the system will be in a vulnerable state [B]. Catastrophic fail-
ures in power grid systems bring great inconvenience to people’s living and
are very harmful for both power industries and the social economics. To avoid
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such failures, it is necessary to include protection mechanisms in power grid
systems. The general principle of current power protection mechanisms are
similar. When a fault occurs on a/some particular node(s), protection proce-
dures are executed to isolate the fault from remaining power grids. Ideally,
effective isolation of failure nodes can minimize the loss of the whole system
and avoid cascading blackouts.

Cascading failures are normally happen in a very short time, e.g. less than
30 seconds. This requires the power grid system to make accurate decisions
within a very limited period. Intelligent agent as a powerful artificial intelli-
gence technology has been used for power grid systems. An intelligent agent is
able to make rational decisions in an autonomous and dynamic environment,
namely, blending pro-activeness and reactiveness, showing rational commit-
ment to decision-making, and exhibiting flexibility in the face of an uncer-
tain and changing environment [I3]. A multi-agent system is a system that
is composed of several intelligent agents, and each agent performs different
functionalities. The agents in a multi-agent system can work autonomously,
make decisions independently and interact with each other in order to achieve
global objectives. Currently, most multi-agent based power grid management
systems have hierarchical architectures and central controllers which are in
charge of various activities of the system, e.g. [I1]. However, especially in some
large scale power grid systems, it is very hard to take system-wide sequential
actions, which include communication, analysis, prediction and decision mak-
ing, within a very short time. To overcome this limitation, some researchers
proposed decentralized methods which allow nodes (grids) to communicate
only with their neighbors, such as the approach proposed in [I5]. Nevertheless,
the information obtained by nodes may be incomplete if only communicating
with neighboring nodes, and, therefore, nodes might not make accurate deci-
sions. In this paper, we introduce a hybrid multi-agent framework which can
help power grid systems to detect and response node faults quickly and avoid
catastrophic failures. This framework, which combines the benefits of both
centralized and decentralized manners, can avoid the single point of failure
and provide sufficient information for nodes to make accurate decisions. In
addition, this framework is topology independent and, hence, suitable for any
structures of power grid systems.

The rest of this paper is arranged as follows. In the next section, an
overview of current related research is provided. In Section Bl our frame-
work and its detailed design are proposed. After that, an example regarding
operation of our framework is demonstrated in Sectiondl Finally, we conclude
this paper and present several future research directions in Section

2 Related Work

In the last decade, intelligent agent technology has been adopted for various
aspects of power systems management, such as restoration [15], relaying [2],
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maintenance [6], substation automation [I] and state estimation [12]. In this
paper, we focus on power system restoration when one or several generators
in a power grid system are out of order.

Jung and Liu [5] presented a multi-agent framework that provides real-time
information acquisition and interpretation, quick vulnerability evaluation of
both power and communication systems, and preventive and corrective self-
healing strategies to avoid catastrophic failures of a power system. However,
their framework is only a preliminary work, and much details have to be
done.

Nagata and Sasaki [I0] developed a multi-agent framework for power sys-
tem restoration. Their framework is in centralized design, which consists of
several bus agents and a single facilitator agent. Bus agents are used to decide
suboptimal target configuration after a fault occurrence, while the facilitator
agent acts as a manager in the decision process. Srivastava et al. [16] pro-
posed a similar method to use a coordinating agent with global information
was used for reconfiguration of the shipboard power system. Nagata et al. [9]
improved the restoration methodology proposed in [I0], but facilitator agents
were still required for coordination of the agents. Momoh and Diouf [§] refined
the work done in [9]. They utilized power generation agents, bus agents, and
circuit breaker agents to distribute the reconfiguration functionalities. How-
ever, the system proposed in [8] still needs facilitator agents. The methods
proposed in [I0] [T6] [9] and [§] are centralized multi-agent systems. The cen-
tralized manner might bring the framework the potential of the single point
of failure.

To overcome the drawback of centralized methods, some decentralized ones
have also been presented. In [I1], Nordman and Lehtonen proposed a new
agent concept for managing an electrical distribution network. Their concept
consisted of three aspects, which include secondary substation object, de-
centralized functionality and an information access model. However, because
all secondary substations are copies of the secondary substation objects, all
secondary substations are homogeneous with the same type of agent intelli-
gence. This homogeneous feature might limit the adaptation of this concept.
Moreover, according to their decentralized functionality, when a primary sub-
station wants to deliver a permission message to a specific secondary substa-
tion, the primary substation has to pass the permission message along the
communication path instead of directly to the target secondary substation.
This communication feature might rise communication costs, and delay the
decision making in emergency situations.

Solanki et al. [T5] provided a multi-agent framework with detailed design
of each agent, which is used to restore a power system after a fault. The
framework is decentralized and topology independent which can overcome
the scalability of limitations of existing restoration techniques. Although the
decentralized manner can avoid single point of failure, the decision accuracy
usually cannot be guaranteed. This is because each node in the decentralized
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architecture only has a limited view of the whole working environment and
makes decisions based only on its incomplete information.

A multi-agent system based reconfiguration approach for mesh structured
power systems was introduced in [4]. Although the authors claimed that the
architecture of the multi-agent system is decentralized, some global informa-
tion is still employed, e.g. the net power of the power system. Moreover, their
work overlooked negotiation process of the multi-agent system, which is very
important for a multi-agent system to perform properly.

In this research, we propose a Hybrid Multi-Agent Framework (HMAF)
for load management in power grid systems, which deploys intelligent agents
in different power grids, e.g. buses, generators and transformers, to execute
monitoring, analysing and maintaining activities. Agents in different nodes
can also interact with each other to exchange their local information and
decisions. Through binding intelligent agents to power grids, we can decom-
pose and allocate complex problems to local agents. In this case, a power
grid system can be considered as a Multi-Agent System (MAS), and many
agent coordination techniques could be borrowed to solve load balancing and
system protection problems in the power system domain. Compared with
centralized methods, e.g. [I0] and [I6], our framework can avoid the single
point of failure. In contrast to current decentralized approaches, such as [11]
and [I5], our framework can provide sufficient information for nodes to make
accurate decisions.

3 Framework Architecture and Detailed Design

A load cutting action will cause black-out in a power grid system in some
particular areas, which will bring inconvenience to residents. Accurate deci-
sions and actions are very important for load management in order to support
the recovery of power grid systems. On the other hand, a widespread power
outage will be caused if there is no quick response made within a very limited
time. Therefore, for a load management system, speed and accuracy are both
in high priorities. To this end, we introduce a hybrid multi-agent management
framework for load management in power grid systems, which pays attention
on both speed and accuracy. We first compare the benefits of both central-
ized and decentralized architectures in Subsection 3.1l and, then, provide an
overview of the Belief-Desire-Intention (BDI) agent and our motivation in
Subsection Finally, the framework will be elaborated in Subsection [3.3

3.1 Centralized Architecture vs. Decentralized
Architecture

As described in Section[Z in the current stage, most power grid systems are in
centralized architectures, i.e. using a central controller to monitor and manage
different power grids. Centralized architectures can promise high accuracy,
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since a central controller has a global view of the whole system. However, such
architectures may have low response speed especially when the system scale
is large. For large scale power grid systems, there are a large number of nodes
which need to be monitored and managed. This will bring huge computation
and communication overheads to the central controller of the system. In this
case, a central controller will not be able to give quick response to different
nodes in the system within a limited time.

To overcome the above limitation, decentralized system architecture is a
potential solution. In a decentralized architecture, a complex problem is de-
composed into a number of sub-problems and assigned to different computing
nodes. As each node only needs to process a small amount of data and han-
dle a “simple” sub-problem, it can solve the assigned task in shorter time.
Decentralized architecture enables a system short response time, but the ac-
curacy cannot be guaranteed. This is because each node in the system only
have a limited view of the whole working environment, and needs to provide
solutions based on its incomplete vision.

3.2 Design Consideration

An agent can be defined as an intelligent entity, which performs given tasks
by using its knowledge and information gleaned from the working environ-
ment [I7]. It can act in a suitable manner toward achieving the given tasks
successfully based on the following common properties [3] [I8], particularly
in power grid systems:

e Autonomy. An agent has some level of self-control ability. It can exist and
execute tasks in an environment without external directions. In power grid
systems, it is necessary for each node to make decisions autonomously in
order to achieve quick response when there are some faults occurring. In
addition, autonomy could take the pressure off system operators who form
the last line of defence.

o Adaptivity. An agent has the ability to learn and improve its performance
with previous experience. In power grid systems, a node should be able to
make precise decisions based on its previous experience and current states.

e Reactivity. An agent can perceive its environment and respond in a timely
fashion to changes that occur in the environment. In power grid systems,
a node should have the ability to perceive the change of its environment
and act in real time in order to reduce the loss when a fault happens.

e Sociality. An agent has the ability to interact, communicate and work
with other agents. When a fault occurs in a power grid system, it might
be inevitable for some nodes to cooperate together to deal with the fault.
Therefore, the nodes in the power grid system should be able to commu-
nicate and negotiate with each other.

In order to realize our framework, we choose Belief-Desire-Intention (BDI)
agent architecture for the framework design. The main reason to use BDI
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agent architecture is that a BDI agent [14] is able to continuously reason
about beliefs, goals and intentions, and acts accordingly. There are four major
concepts in the BDI architecture:

e Beliefs of an agent are information about the environment. Beliefs can also
include inference rules, allowing forward chaining to lead to new beliefs.

e Desires are goals assigned to the agent. They represent objectives or situ-
ations that the agent would like to accomplish or bring about.

e Intentions are commitments by an agent to achieve particular goals. In-
tentions represent the deliberate state of the agent: what the agent has
chosen to do.

e Plans are sequences of actions that an agent can perform to achieve one
or more of its intentions.

It is now ready to describe the HMAF in detail.

3.3 Hybrid Architecture

To satisfy the requirements of power grid systems, we propose a framework
which deploys a layered architecture, i.e. the Scheduler Layer and the Coor-
dination Layer, to ensure accurate and quick response. In each layer of the
system, a number of intelligent agents are used to monitor and manage loads
in different nodes. Fig. [[] shows the architecture of the framework.

From Fig. [0l it can be seen that the power grid system is divided into a
number of small grids, and the dashed arrows demonstrate the communica-
tion directions between different agents. A Local Scheduler Agent (LSA) is
assigned to each grid to monitor and manage loads within the grid. To facil-
itate each LSA making accurate decisions, we allow interactions among dif-
ferent Local Scheduler Agents (LSAs). Namely, different LSAs can exchange
their local information in order to make more accurate decisions. In addition,
the framework includes a Local Coordinator Agent (LCA) in each area to
coordinate the corporation of different LSAs, and the LCA has a global view
of its associated area. Similarly, above the LCA, there is a Higher Level Co-
ordinator Agent (HLCA) that coordinates the corporation of different Local
Coordinator Agents (LCAs). The functionalities of LCA and HLCA are the
same. This paper concentrates on the interactions between LSAs and LCA,
since the interactions between LCAs and HLCA are analogous as those be-
tween LSAs and LCA. Thus, it can be found that there are two types of
relations in HMAF. One is Peer-Peer relation which exists between LSA-
LSA and LCA-LCA. The other is Superior-Subordinate relation which exists
between LCA-LSA and HLCA-LCA. Therefore, HMAF, which is benefited
from hybrid architecture, can adapt the power grid systems in any scale. The
design of Local Scheduler Agent and Local Coordinator Agent will be elab-
orated in the following subsection, and the detailed interaction protocol will
be depicted in the next section.
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3.4 Agents in HMAF

As introduced in Subsection B3l HMAF has a hybrid architecture. In the

lowest two layers, we include two types of agents, which are Local Scheduler

Agent and Local Coordinator Agent. The roles and functionalities of each
agent will be described in the rest of this section in detail.

3.4.1 Local Scheduler Agent

A Local Scheduler Agents (LSA) is fixed on each node to monitor all re-

lated information of the node, e.g. voltage and loss. A Local Scheduler
Agent collects and preprocesses relevant data from sensors, and analyses the
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information which has been preprocessed in order to detect abnormities in the
associated local view. Moreover, a Local Scheduler Agent periodically reports
the preprocessed information to the up level Local Coordinator Agent which
is in the same area with it. A Local Scheduler Agent then makes decisions on
whether there are suspected failures happening in the local view and what
actions should be taken. As a Local Scheduler Agent only gleans relevant
information in a particular location, the limited information sometime is not
sufficient for a precise decision. In this situation, a Local Scheduler Agent
will request related information from neighbour nodes in the power system.
However, if the information from neighbor nodes is still not enough for mak-
ing a decision, a Local Scheduler Agent will ask the Local Coordinator Agent
to provide relevant information from other indirect linked nodes, e.g. when
a Local Scheduler Agent facing a big decision making with regard to cutting
its load in order to avoid the damage of the generator.

Fig. 2 shows the design of Local Scheduler Agent. The belief of a Local
Scheduler Agent consists of LSA(AgentID, Status, Capacity, Load,
NumNeigbors, Neigl Ds), where AgentID is the agent identification num-
ber, Status indicates the status of the monitored local view which has three
states, i.e. Normal, Attention and Emergency, Capacity is the generator
maximum capacity which is monitored by the Local Scheduler Agent, Load
means the current load of the generator, NumNeighbors demonstrates the
number of neighboring Local Scheduler Agents, Neigl Ds stores the identifi-
cation numbers of these neighbors and the up level Local Coordinator Agent.

A Local Scheduler Agent has the following plans.

1. DataPreprocess: This plan preprocesses relevant data from sensors to a
standard format for further analysis. When the preprocess is done, this
plan posts a message with conversation ID “DataReady” and content as
the data entry. This message is handled by the DataAnalysis plan.

2. DataAnalysis: This plan analyses the preprocessed data to discover ab-
normities. It will send a message with conversation ID “Request” and the
type of information which is needed. This message is handled by other
neighbor Local Scheduler Agents DataAnalysis plan. Similarly, when this
plan receives information request messages from other neighbors, it will
send back another message with conversation ID “Response” and the in-
formation content which is requested. This message is also handled by
other neighbor Local Scheduler Agents DataAnalysis plan. In addition,
when this plan is not satisfied with neighbors information, it will send
another message with conversation ID “MoreNode” to the Local Coordi-
nator Agent. This message is handled by the Local Coordinator Agent
InfoCollection plan.

3. InfoProvision: This plan exchanges information with the Local Coordina-
tor Agent. It periodically sends a message to the Local Coordinator Agent
with conversation ID “Provision”. The content of the message is the cur-
rent state of the Local Scheduler Agent. This message is handled by the
Local Coordinator Agent InfoCollection plan.
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LS4 Knowledge
- AgentlD: int
- Status - Enumeration =<L3A Message=> <<l SA Message==
- Capacity : float DataReady Request
- Load: float
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Local Schedule Agent + DataPreprocess() : void |——— Provision
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+ TakeMeasures() : void
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<=LCA Message== <<LCA Message==
Modelnfo EstResult

Fig. 2 Local Scheduler Agent

4. TakeMeasures: This plan reasons current state and makes decisions about
taking measures against faults. When this plan makes a decision, it will
send a message with conversation ID “DecMaking” to the Local Coor-
dinator Agent. This message is handled by the Local Coordinator Agent
DecFEstimation plan. The countermeasures include transformer tap change,
switch open/close and Strategic Load Shedding, which were listed in [7].

3.4.2 Local Coordinator Agent

A Local Coordinator Agent (LCA) is respounsible for periodically collecting
information from Local Scheduler Agents which reside at local nodes in the
same area with the Local Coordinator Agent. A Local Coordinator Agent
should also supply the collected information to its lower level Local Scheduler
Agents if needed. In addition, another role of a Local Coordinator Agent is
to communicate with other Local Coordinator Agents which are in different
areas, and to report the local condition to the Higher Level Coordinator
Agent.

Fig. [ displays the design of Local Coordinator Agent. The belief of a Lo-
cal Coordinator Agent is composed of LCA(AgentID, NumLSA, LSA 1Ds,
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Fig. 3 Local Coordinator Agent

LSA Cap, LSA Load), where AgentID is the agent identification number,
NumLSA is the number of Local Scheduler Agents in the same area with
the Local Coordinator Agent, LSA I Ds stores the identification numbers of
these Local Scheduler Agents, and LSA Cap and LSA Load demonstrate
the capacity and current load of each Local Scheduler Agent respectively.

A Local Coordinator Agent has two plans.

1. InfoCollection: This plan collects and distributes information from/to the
Local Scheduler Agents. When this plan receives a “MoreNode” message, it
sends a message with conversation ID “Nodelnfo” and content as states of
the nodes back to the requesting Local Scheduler Agent. The “Nodelnfo”
message is handled by the Local Scheduler Agent DataAnalysis plan.

2. DecEstimation: This plan estimates whether decisions, made by LSAs, are
reasonable. The estimation is based on local balance in the associated area.
When this plan receives a “DecMaking” message, it responds a message
with conversation ID “EstResult” and content as the result of estimation
and its suggestion, if applicable, to the requesting Local Scheduler Agent.
The “EstResult” message is handled by the Local Scheduler Agent Take-
Measures plan.

People might argue that, in our framework, if the Local Coordinator Agent
is out of order, the associated area could not operate properly. However, the
Local Coordinator Agent in our framework is just an information provider
rather than a manager, which is different from the Facilitator Agent in [10].
Hence, if Local Coordinator Agents are out of order, this framework only
degrades to a general decentralized framework, which can still work as other
decentralized architectures.
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4 Operation of HMAF

To demonstrate the operation of HMAF, an example is introduced in Fig. @l
where Gen 1, 2, 3 and 4 denote Generator 1, 2, 3 and 4, respectively, and
the arrows indicate loads. As displayed in Fig. @ Local View 1 consists of
Generator 1 and Load 1, 2 and 4; Local View 2 is composed of Generator 2,
Load 2 and Load 5; Local View 8 is formed with Generator 3, Load 7 and
Load 8; Local View 4 contains Generator 4, Load 6 and Load 9[] Based on
HMAPF, the power grid system shown in Fig. @l can be mapped into a multi-
agent framework which is displayed in Fig. [0l It is assumed that there is a
fault on Generator 1 and the Local Scheduler Agent 1 (LSA 1) has detected
this fault 2 Then, the LSA 1 will attempt to request other LSAs for help to
restore its local power.

Local View 2

-

Load 3

Local View 1

SED g
Fault

—

T_I_ T LZ

Load 1

1]

@e‘f%_,oad =

Local View 4

Local View 3

Fig. 4 An Example of a Power Grid System with Fault

As in Fig.[Il the dashed arrows in Fig. Blindicate the communication links,
while the solid arrows in Fig. [l denote the power flow directions. The current
load and capacity of each generator are listed in Table [Tl

LSA 1 first requests its neighbors for help with conversation ID “Request”
and the request content is “Need Power: 60kw” (60kw=_Load 1+ Load 2+ Load
4). The neighbors of LSA 1 are LSA 2 and LSA 3, which reply LSA 1 with

! Please note that each Local View could contain more than one generator. For
simplicity, there is only one generator in each Local View in this example.

2 The detection algorithm for discovering a fault in power grid systems is one of
our future works.
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. Apgent 1 o

Local Schedule

Fau

Local View 4

Fig. 5 Mapping of the Power Grid System to Our Framework

Table 1 Current Load and Capacity of Each Generator

Generator Current Load(kw) Capacity (kw)
1 Load 1=30, Load 2=20, Load 4=10 80
2 Load 3=25, Load 5=30 70
3 Load 7=15, Load 8§=20 60
4 Load 6=5, Load 9=35 60

conversation ID “Response” and the response content is “Available Power:
15kw” (Available Power=Capacity-Current Load) of LSA 2 and “Available
Power: 25kw” of LSA 3. LSA 1, then, sends two request messages with conver-
sation ID “Request” and content “Power Supply Request: 15kw” and “Power
Supply Request: 25kw” to LSA 2 and LSA 3 separately. Then, LSA 2 con-
trols Generator 2 to supply power 15kw to the area which was supplied by
Generator 1, and LSA 1 arranges this power to Load 1 that is supposed to
be vital load in Local View 1. Meanwhile, LSA 3 designates Generator 3 to
supply power 25kw to Generator 1 area, and, similarly, LSA 1 allocates this
power to both Load 1 and Load 4 (Load 1 gets 15kw while Load 4 obtains
10kw). Since the current load of Generator 1 is 60kw which is higher than
the power Generator 2 and Generator 3 could supple, LSA 1 will ask Local
Coordinator Agent 1 (LCA 1) for more information in the system. LSA 1
sends a “MoreNode” message to LCA 1. LCA 1 then responds a message
with conversation ID “Nodelnfo”, while the content includes the AgentIDs
of other nodes in the system and their current load and capacity. When LSA
1 receives this message, it reasons that which agents can supply its power. In
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Foommmeeeeeo

Response with the Information of Other Nodes

Request Power Supply to Other Nodes

T 1

Fig. 6 Interaction Process between LSAs and LCA

this example, the reasoning result is that Generator 4 can supply the power
20kw. Thereby, LSA 1 sends a request message to the selected agent, namely
LSA 4 in this example, according to its AgentID with the conversation 1D
“Request” and content “Power Supply Request: 20kw”. As long as LSA 4
receives the request messages, it supplies the designated power to the area
which was supplied by Generator 1, and LSA 1 assigns this power to Load
2. The interaction process is displayed in Fig. [0l In this example, Generators
2, 3 and 4 can supply sufficient power for Generator 1. However, in some
cases, if other generators could not provide enough power for Generator 1,
Generator 1 would have to make a decision about discarding current load,
and asks LCA to estimate whether this decision is reasonable. The detailed
estimation process is one of our future works.

5 Conclusion

In this paper, a hybrid multi-agent framework for power grid systems load
management was proposed. The contribution of this framework is that it
combines centralized and decentralized architecture together. Compared with
centralized architectures, this framework can avoid single point of failure in
some extent. In contrast to complete decentralized architectures, this frame-
work can provide nodes sufficient information for making accurate decisions
and quick response when a fault occurs in the system.
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In the future, a formal detection model for quick fault discovery in power
grid systems will be developed. In addition, an efficient resource allocation
algorithm will also be devised to efficiently distribute power to the local
view in which the generator is out of order. Finally, this framework will be
implemented and tested in some real cases.
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Agent-based simulation is now a well-established research domain and has
become more and more used in various areas of sciences and industry. One of
the major contributions of multi-agent systems is perhaps their capacity to
model (quite intuitively) and simulate systems having a high degree of com-
plexity (high number of agents or parameters, complex interactions between
them...), such as the ones needed in ecology, epidemiology or sociology. The
complexity of the systems to be modeled also induces a highly complex mod-
eling process: for example, it involves the participation of many stakeholders
with various skills (and thus various languages and habits...).

Application to Finance and Economics

An agent-based computational economics approach has been active as appli-
cations of agent-based technologies to financial and economic systems. There
are two kinds of application to economics of an agent simulation; the verifi-
cation of an existing economic theory and the proposal and estimation of a
certain economic behavior. The following two papers use agent-based models
to test economic theories. Cao-Alvira builds a macro economic model with fi-
nancial frictions and studies the impact of serially correlated monetary shocks
on the variability of velocity. Matsuda, Kaihara, and Fujii construct an agent
model of a goods market with agents negotiating the resource allocations
under demand constraints of consumers in the market. The following papers
are researches for detailed economic activity. Goyal designs a novel auction
strategy with the fuzzy logic technique and conducts an experimental eval-
uation on the bases of the historical auction records. Yamashita, Takahashi,
and Terano analyze learning methods for pension investment management
that consider liability using the business game technique.

One of the best results of the application of agent-based simulations to
finance is an artificial market. From theoretical to empirical studies, various
results are obtained by artificial markets in these ten years. Toriumi, [zumi,
and Matsui propose an estimation method based on inverse simulation to
estimate the combinations of traders who participate in an artificial market.
Artificial markets also use for a market design. Yagi, Mizuta, and Izumi dis-
cuss the effectiveness of short-selling regulation using their artificial markets.
Studies on artificial markets have attained some successes in market analysis
in recent years.

Application to Social Sciences

Social Science domain is certainly one of the research domains that con-
tributes the most to the advance of Multi-Agent Systems. A lot of agent-based
models and simulators have been developed to study real social systems (e.g.
a town) with various points of view such as demography, transportation,
social organisation and so one. Following papers illustrate the use of agent
paradigm in various application fields of social sciences. El Saadi, Bah and
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Belarbi construct an agent-based model from the analytical Todaro Model in
order to simulate and analysis the mechanism of labor migration and urban
unemployment. Genre-Grandpierre and Banos investigate a new metric of
road networks that aims at favoring the efficacy of the short range travels. Its
calibration and its impact on the traffic are evaluated thanks to agent-based
simulation running on the S3 platform. Finally El-Gemayel, Sibertin-Blanc
and Chapron aim at simulating social organizations formalized in the theory
of the Sociology of the Organized Actions, theory that focuses upon the ac-
tual behaviors of the organization members. Among parameters influencing
members’ behaviors, this paper is focused on the Tenacity.

Takao Terano

Tohgoroh Matsui

Kiyoshi Izumi

MASFE’09 Workshop Chairs

Alexis Drogoul

Benoit Gaudou

Nicolas Marilleau
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Financial Frictions and Money-Driven
Variability in Velocity

José J. Cao-Alvira

Abstract. Frictions are introduced in the financial structure of a cash-in-
advance dynamic stochastic general equilibrium model with the interest of
studying their impact on the variability of velocity due to serially correlated
monetary shocks. Possessing no analytical solution this dynamic environment,
a projection method which parameterizes expectations and employs finite
elements in the approximation of the system’s policy functions is executed
on the approximation a solution for the equilibrium of the economy and is
able to efficiently handle the occasionally binding cash-in-advance constraint
on transactions. This last characteristic permits a robust analysis on the
impact of frictions on the variability of velocity. It is concluded that frictions
on the financial structure of the economy accentuate a precautionary demand
for money balances, increasing the incidence of adjustments on the velocity
of transactions as an answer to money growth rate shocks.

1 Introduction

Money-driven general equilibrium models with great difficulty are capable to
explain the variability on velocity observed in the data, due to the insufficient
propagation mechanisms associated with monetary shocks. Alas, a proper as-
sessment on the variability of consumption velocity of money is fundamental
to understanding the role of money in the business cycle and bestows insight
on the microfoundations of monetary policy.

Attempting to answer for a significant allotment of its variability, financial
frictions are introduced in the information structure of a cash-in-advance
(CIA) dynamic stochastic general equilibrium model with the interest of
studying the impact on velocity of serially correlated monetary shocks. On
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the proposed modeling environment, at each period the agent is required to
make its choice on real money holdings prior to the realization of a monetary
shock. Uncertainty regarding the current period’s realization of the money
growth rate incentives the agent to carry additional units of cash than those
that would be chosen if instead the portfolio is to be formed ex-post the
realization of the shock. Frictions on the information structure accentuate a
precautionary demand for money balances, causing an increase of the variabil-
ity in velocity when compared to a frictionless environment. On the model,
velocity variability will occur more succinctly at low rates of money growth
for consumption smoothing purposes, on these cases the agent chooses to hold
money for the next period because of expectations of future low realizations
of the growth rate.

Given that this particular dynamic environment posses no analytical so-
lution, a projection method which parameterizes expectations and employs
finite elements in its approximations of the policy functions is employed to
solve for the equilibrium of the economy. The solution method is a more
complex application of the methodologies proposed in Cao-Alvira (2006) and
Cao-Alvira (2010b), in [4] and [3], which solve for frictionless CIA environ-
ments using finite elements and a parameterization of the agent’s expecta-
tions. The approximation of the model’s functional equations using finite
elements is an advantage over other commonly used perturbation or projec-
tion methods, such as a parameterization using a Chebyshev polynomial or
the linearization of the system around its steady state, because it allows for
the fit of numerous low-order polynomials over nonintersecting subdomains
of the state space, rather than high-order polynomials over the complete do-
main. McGrattan (1998), in [12], stresses that the fractionation of the space
results in an improvement on the precision of the approximation of the policy
functions near regions of the state space that are of higher order or highly
nonlinear. Aruoba et. al (2006) in [I] concurs with this result, and finds that
finite element approximations proved being the most accurate, stable and of
fastest convergence from a considered wide range of projection and pertur-
bation methods. Cao-Alvira (2010a), in [2], studies a version of the employed
algorithm applied to an optimal growth model with leisure constrained by
an irreversible investment requirement, and is able to assess the algorithm’s
significant level of accuracy and speed; as well as the algorithm’s efficient
handling of the occasionally binding slackness multiplier. Cao-Alvira (2010b)
reports the algorithm’s convergence speed and accuracy for a CIA model
similar to the one studied in this paper without considering the presence of
frictions.

Following a procedure first introduced by den Haan and Marcet (1990),
in [7], the algorithm is able to efficiently handle the CIA constraint on trans-
actions by parameterizing the optimal choice rule on the expectations of fu-
ture real money holdings. The procedure allows for the inequality constraint
on the planner’s problem to selectively and occasionally bind, enabling an
analysis on the variability of money velocity.
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The next section contains a detailed description of the modeling envi-
ronment and the functional forms of its equilibrium conditions. Section 3
discusses the proposed solution methodology and the implementation of its
algorithm. Section 4 shows the business cycle properties of the economy for
a benchmark calibration and the implications on velocity of information and
financial frictions. Section 5 concludes.

2 Cash-in-Advance Model Economy

The economic environment is modeled after the information structure orig-
inally introduced by Svensson (1985), in [14], where a cash-in-advance con-
strained agent is required to choose money holdings prior to the realization of
a stochastic shock to the growth rate of money supply, and further developed
by Christiano and Eichenbaum (1992), in [5], where credit goods are incorpo-
rated in an ex-ante choice of portfolio holdings. Except for the specification
of the information structure, the economic environment is modeled similar
to the Cooley and Hansen (1989) CIA model, in [6]. This section presents
the planner’s problem, its equilibrium conditions, its analytical steady states,
and the functional forms for which the solution procedure, discussed in Sec-
tion 3, involving finite elements and a parameterized expectations algorithm,
is implemented.

2.1 Discussion of the Economy

In an economy exhibiting information frictions in its future realization of a
monetary shock and money is used for transaction purposes, a benevolent
social planner maximizes the lifetime utility function of an infinitely lived
representative agent by making choices over consumption, labor supply, next
period capital, and real money holdings. The consumption good is subject
to a CIA constraint, and leisure and capital investment are considered to
be credit goods. The timing digression is as follows, the agent begins pe-
riod t with money M;_; and, at this point, determines its holdings on real
money, then receives the lump-sum real transfer Ty, current period’s prices
are determined and the goods market opens.

Given kg, the social planner chooses infinite sequences of consumption
{ei}i2, » labor supply {n;};2,, and real money balances {M;_1/p;—1},-, for
an infinitely lived agent, and an infinite sequence of capital stock {kiy1},e,
to solve:

N ny
max F;_ max F ’ ’ — Yn . 1
{Mtfl } =1 {ce e kgt } t tz:;ﬁ 1—7 " 1+ Y ( )

Pt—1

subject to the budget constraint:
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M, M,_
Ct+kt+1+ K :}/t‘f‘(].—é)kt-i- t1+Tt (2)
Pt—1 Pt—1
and a cash-in-advance constraint:
M,_
a< i, (3)
Pt—1

Where Y; = Aktan%*o‘, 0 < a <1, A is a production technology parameter,
B € (0,1) is the time discount factor, and § € [0, 1] is the capital depreciation
rate. Investment is defined as the next period’s capital stock minus the
current period’s undepreciated level of capital, i.e. iy = kip1 — (1 — O)ke.
Changes in the money supply are realized through a lump-sum real transfer
T; to the agent, i.e. Ty = (My — My—1) /pr—1.

The gross growth rate of money supply 6, i.e. 8; = M;/M;_1, evolves
according to a Markovian process with transitional probabilities IT. @ is
the number of possible states of nature of 6, ZZQ:1 II,, = 1. For each
w={1,..,Q} &r ={1,..,Q}, typical element II,, is the probability of
being on state r on time ¢ + 1 given the realization of state w in time ¢:

Iy = Pr[fep1 = 0(r)|0: = 0(w)] . (4)

The budget constraint in eq. ([2]) implies that current period’s consumption,
real money holdings and next period capital stock are financed by actual
production, undepreciated capital stock, and the real money balances held
from the previous period plus a lump-sum transfer. The CIA constraint
requires the agent to hold sufficient real money balances in order to purchase
the consumption good.

Defining A; as the Lagrangian multiplier associated with the budget con-
straint and p; as the multiplier for the CTA constraint, the planner’s problem
is identified by the first order conditions in egs. (&) — (&)):

At = Ct_T — Mt (5)
Bl = (L) ©)
Yita
At = ﬂEt {At+1 (Oék + (1 - 5)) } (7)
t+1
B0 _ s, {0;1} ©
Pt—1 Pt

the Kuhn-Tucker condition in eq. ([@):

¢ < (Mtl —|—Tt> and |:Ct — (Mtl +Tt)} =0 (9)

Pt—1 Pt—1
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Table 1 Expressions of some endogenous variables

Variable Expression
Consumption Velocity Vi= Mtc/tpt
Inflation T = pfil
Nominal Interest I =ri Ey{m1}
Real Interest re = B {)\tH (a ::J: +(1- 5))}

and market clearing conditions for the goods and the money markets, in eqgs.

([IT) — (@), respectively:

ct + kit+1 = )/t + (1 - (S)k‘t (10)

My = M1+ pi—1T;. (11)

Eq. (Bl) shows the marginal benefit of consumption to be equal to the marginal
utility of wealth plus the value of liquidity services needed to finance the
transaction. A binding CIA constraint works as a necessary transaction cost
which increases the marginal benefit of consumption at the equilibrium al-
location. Eq. (@) is the condition for labor market equilibrium, where the
marginal cost of labor supplied equals the utility value of its marginal produc-
tivity. Eq. (@) is the Euler equation, portraying the relationship between cur-
rent and expected future consumption decisions; if wealth was to be slightly
reduced at the current period and carried over to the next period, the loss
of current utility must equal the future discounted value of its real gross
return. Equilibrium conditions in eqs. (@) & () show how a binding CTA
constraint creates a distortion away from consumption (cash goods) towards
leisure and capital investment (credit goods). By raising the price of con-
sumption above its production cost, the CIA constraint acts as a tax on
consumption, diverting the planner towards acquiring goods which are not
subject to this constraint. Eq. (8) indicates that real money holdings are
chosen such that ex-ante the realization of the monetary shock, the expected
value of holding a unit of money in terms of utility, i.e. By {\+} /p:—1, equates
the next period’s expected real marginal benefit of consumption. The Kuhn-
Tucker condition in eq. (@) tells that if the constraint is binding, the slackness
multiplier is positive, u; > 0, and consumption must equal real money hold-
ings, ¢t = M;/p;—1; otherwise, if the constraint does not bind, the slackness
multiplier is zero, u; = 0, and real money holdings may be held for next pe-
riod, ¢; < M;/pi—1, in the form of precautionary demand for money. Table
1 indicates the formulae for calculating the consumption velocity of money,
inflation, nominal interest, and real interest at time period ¢t. Given that
there is no nominal bond in the economy, nominal interest is derived from
the Fisher equation.
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2.2 Analytical Steady States

Steady states for the CIA model economy are defined by eqs. (I2) — (I8]):

kSS a/@
= 12
ye 1800 "

Z@S’ k;SS
= 13
ySS ySS ( )

CSS 7:55

PETE (1)

1

w [ B =a) fes\ T i
n - [933 Yn <k.ss> <k.ss> ‘| (15)

s = (95 - 1) . (16)

The steady state of the CIA constraint is derived from the equilibrium con-
dition of real money balances, eq. ([8). Notice the constraint is binding in
the steady state for a steady state growth of money supply greater than the
time discount factor.

2.3 Equilibrium of the Economy

The equilibrium for the CIA economy is denoted by the sequence of real
variables {f t};io ={ct,ne, kg1, Mt/pt,l};io , given a sequence of monetary
growth gross rates {Qt}fio evolving according to the transition matrix I7,,,
in @), a sequence of money supply and real lump-sum transfers { M, Tt}fio ,
and an initial stock of capital kg, which satisfy the first order conditions (&),
@), @, & @), the CIA constraint (@), and the market clearing conditions

@) & (@) .

2.4 State Space and Functional Forms of the
Economy

O is the state space of the economy, which can be sub-divided in two subsets;
one, {2, containing the continuous variables of the state space, and a second,
A, containing the discrete state variables. At time ¢, the partial state space
£2; is composed of the possible realizations of the capital stock at time ¢ and
the money supply at time ¢ — 2. (2 has a well defined compact support, i.e.
= [L{, E] X [M, 1\_/[] . Ay is composed of the possible realizations of the money
growth rate parameters at time ¢ and ¢ —1. A also has a well defined compact

support, i.e. A =1[6(1),...,0(Q)] x [0(1),...,0(Q)] .
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The solution methodology employs the use of time invariant policy
functions Yy, & P, for all uw = [1,...,Q] and all w = [1,...,Q], to express
the equilibrium conditions of the CIA model economy. The policy function
Tuw is dependent on the past and present realizations of the money growth
parameters, while P, is dependant only on the past realization of the pa-
rameter. Conditional on 0;—1 = 0(u) and 6; = 0(w), Vyw(£2;) is defined to
map the current state of capital and money stock into the control of the
conditional expectation function of the Euler equation, i.e. T (£2t) = T, =
Tw (ktaMt—2|9t—1 = 9(“)79t = 9(11})) where Yo, = ﬁEt{)\H—l[akﬁjil +1-
0]}. Conditional on 6,1 = 0(u), P,(§2;) is defined to map the current
state of capital and money stock into the control of the price function, i.e.
Pu(Qt) =poe, = Pu (/Ct, Mt72‘0t71 = Q(u)) .

Define 7" as a [@ x Q)] matrix, where any given row r € {1, ..., Q} contains
a vector 7,. of policy functions 7., such that ¥ = [T7, ...,TQ]/. The rt"
row vector can be represented as 1, = [1,1,...,17q]. Let P be a column
vector containing the policy functions P, for all u € {1,...,Q}, ie. P =
[Py, ..., PQ]l. Using the functional form of the policy functions V., (ki, Mi—2)
and P, (ki, My_5), for all u & w, and the Markovian nature of the exogenous
parameters, the residuals of the Euler equation and the equilibrium condition
for real money holdings can be written as in eqs. (I') & (), respectively:

Q -
RE (k,M; T, P) = Tuw(k,M)_anwz{Twz(éuw,M)[ang +1-4]} (17)

z=1 uw

Q Q ~
_ Y (K, M) ¢l
Rl (b MY, P) = Z_:IH““’{ P.(k,M) Z_:HWP (Fuw, M) } (18)

for all u ={1,...,Q} & w = {1,...,@Q}. The real variables are defined by

Yuw = Aka”i;a (19)

Fuw = Ak®nlo® + (1 = 6) k — cuu (20)

11—«

A=)y e aryane] ™ (21)

Nyw = l:
Tn

Yiw(k, M)™™  if iy =0
Cyw = { ( ) : : (22)

M+1/Pu(kaM) if Huw > 0 ’

The money supplies ex-ante and ex-post the realization of the growth rate
shocks are defined by M and M1, respectively

M = 0(u)M (23)
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M1 = 0(w)M. (24)

Policy functions in ¥ & P are the solutions to RE (k, M;Y, P) = 0 for all
u & w and ﬁiw(k, M;Y, P) =0 for all u, and in combination with ¥, K
Ny, Cuws M & My from eqs. (@), @), 1), @2), @3) & @4), and the
sequence of money growth rates @, evolving according the transition matrix
IT in ), generate the sequences {ct, n¢, kry1, Mi/pi—1}52,, that solve for
the equilibrium of this economy along the functional state space 6.

3 Solution Methodology

The solution procedure involves the usage of finite elements in its approxima-
tion of the policy functions and a parameterized expectations algorithm to
minimize the weighted absolute value of residual functions RE (k, M; T, P)
and RM(k,M; Y, P), for all u & w; where the true decision ruleb Y (K, M)
& P, (k,M ) are replaced by the parametric approximations v’ (k, M) &
ph (k,M). vl & p!' are approximated using an implementation of the finite
element method, that follows that advocated in McGrattan (1996), see [13].

To create the approximate time invariant functions U w & pﬁ, the space
= [15, k] [M, M] is divided in n. nonoverlapping rectangular subdomains
called “elements”. Parameterization of the policy functions for each element,
at each realization of u & w, are constructed using linear combinations of
low order polynomials or “basis functions”. This procedure creates local
approximations for each function. Given the discrete nature of A, this state
space need not to be divided.

The parameterized functions v, (k, M) & p! (k, M) are built as follows:

Z v Wij (k, M) (25)

Pl (k, M) Zp” i (k, M) (26)

Where ¢ = {1,...,I} indicate capital nodes, j = {1,...,J} indicate money
supply nodes, W;; (k, M) is a set of linear basis functions dependent on the
element [k;, k;y1] x [Mj, M;14], for all ¢, j, over which the local approxima-
tions are performed. v’ & pj; are vectors of coefficients to be determined.
The parameterized value of the conditional expectation function and the price
function over the full state space are obtained by piecing together all the local
approximations. The approximate solutions for v’ (k, M) & p (k, M) on ©
are then “piecewise linear functions”.

Wij (k,M) are the basis functions that the finite element method em-
ploys. These are constructed such that they take a value of zero for most
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of the space {2, except for a small interval where they take a simple linear
form. The basis functions adopted for these approximations are set such that
Wi (k,M) =9,; (k)®; (M), where

;HcHl if k€ lki-1,ki

k?ifki,
Uy (k)= poTn i ke [k kigal (27)
0 elsewhere

Moy =M if M e [Mj—17Mj}

M;—M; 4
O; (M) =q v 00 i M e (M, M) s (28)
0 elsewhere

for all 4, j. ¥; (k) & @, (M) have the shape of a continuous pyramid which
peaks at nodal points k = k; & M = M, respectively, and are only non-zero
on the surrounding elements of these nodes

The approximations v”,, (k, M) & ph (k, M) are chosen to simultaneously
satisfy the equations:

/ / (k, M) R, (k,M;v", p") dkdM =0 (29)
M rk
/ / w (k, M) RM (k, M; 0", p") dkdM =0, (30)

for all u = {1,...,Q} & w = {1,..,Q}. w(k,M) is a weighting function,
and RE (k,M;v" p") & RM(k, M;v" p") are the residuals from the Eu-
ler equation and the equilibrium condition for real money holdings, where
the true policy functions ¥ & P are replaced by the vectors of paramet-
ric approximations v & ﬁ A Galerkin scheme is employed to find the
vectors of coefficients v & pjjj, for all 4,7 and all v & w, which solves
for the weighted rebldual equations (29) & BQ) over the complete space 6.
The Galerkin scheme employs the basis functions W;; (k, M) as weights for

RE (k, M;v" 5") & RM(k, M;v", p):
/ / Wij (k, M) RE, (k,M;v", p") dkdM =0 (31)
M Jk
M k
/ / Wij (k, M) R} (k, M;v", p") dkdM =0 (32)
M Jk

for all 7, j and all states u & w. Since the basis functions are only nonzero
surrounding their nodes, eqs. BIl) & ([B2) can be rewritten in terms of the
individual elements:
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> / Wi; (k, M) RE, (k, M; 0", 5") dkdM =0 (33)
e=1 2
Z/ Wiy (k, M) BM (e, M 0", ) dkdM =0, (34)
e=1 Q2.

for all 7, 7 and all states u & w. n, is the total number of elements and (2,
is the capital and money stock domain covered by the element e.

A Newton algorithm is used to find the coefficients for v, ps| which solve
for the nonlinear system of equations H:

H ([Umps]) = 0. (35)

Where H ([vs, ps]) is denoted by eqs. B3]) & B4). The first step is to choose
initial vectors of coefficients [vs,, Ps,|, and iterate as follows:

[Us,+1;ﬁs,+1] = [Uszapsz} -J (['Us, vazD71 H (['Us, 71311«1]) . (36)

J is the Jacobian matrix of H, and [vs,,ps,] is the [*" iteration of [vg, Ps].
The algorithm solves for the parameterized version of the conditional expec-
tation function of the Euler equation v”, (k, M) and for the price function
pl (k, M), for {6 (u),0 (w)} C A and {k, M} C 2. Convergence is assumed
to have occurred once ||[vs,,,Ps,s,] — [Vs,, Ds]|| < 1077

3.1 Algorithm Chronology

The following steps summarize the chronology of the parameterized expecta-
tions algorithm, which employs finite elements in the approximation of the
policy functions used to solve the stochastic model:

1. Choose the location and quantity I & J of nodes along the capital and
money supply domain (i.e. k; & M; for ¢ = {1,...,1}, j = {1,...,J}),
which will delimit the n. nonoverlapping elements in (2, and use a
Gaussian-Legendre quadrature rule to identify abscissas and weights of
capital and money stock on each element.

2. Identify the @ states of the Markovian monetary shock and the transition
matrix IT,,, of the process.

3. For each realization 6;_; = 0 (u) approximate P, with p/ using (26)), and
for each 6, = 6 (w) approximate 7., with v’ using @), for all Gauss-
Legendre capital and money stock abscissas on each element along the
state space §2;.

4. Initiate a recursive solution procedure creating a conjecture that the CIA
constraint for this economy, in eq. (@), does not bind, i.e. pyy = 0.

Consumption is automatically solved from eq. @2): cuw = [V, (£2¢)] .
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10.

11.

12.

4

. Compute the values of employment 7., actual output y,.,, next period

capital ky., using eqs. 21I), (I9) and (20) respectively, and of real money
holdings M /p" (£2;). Where My = 6 (w) - M, and M = 0 (u) - M.
Check whether the initial conjecture was correct. If “yes”, go to next
step. If not, the constraint binds: fiy, > 0 & cuw = My1/pl (£2;). The
value of the CIA multiplier becomes fiy, = ey — VI, (£2:)].

For each realization 6; = 6 (w) approximate P, with p” and for each
;11 = 0 (2) approximate T, with v”_, for all Gauss-Legendre capital
and money stock abscissas of each element along the state space £2;11.
Create a conjecture that the CIA constraint does not bind at time t + 1,
i.e. lyw, = 0. Consumption becomes c,,, = [’UZ’}Z (Qt+1)] .

Compute the value of each possible 14,2, Y-, and M_H/pﬁj (£2¢41). Where
M+1 =40 (Z) . M+1.

Check whether the conjecture in Step 8 was correct. If “yes”, go to next
step. If not, the constraint binds: py,, > 0, & ¢y, = J\;Lrl/pfu (2¢41).
The value of the CIA multiplier becomes pu,» = [c] — v (£2441)].
Construct the residual functions RE (k, M, vh,ﬁh) & RM (k;, M, Uh,ﬁh)
using eqs. (IT) & ([I8) for each state u & w.

If the weighted approximations of the residual functions for each element,
in egs. B3) & (B4), are sufficiently close to zero then “stop”, else update
the vectors of coefficients v;}"” & pi, for all u & w, as in B0) and go to

Step 3.

Business Cycle Properties

4.1 Calibration

When calibrating the model, the time interval is consistent with that of a
quarter of a year. The time discount factor is set to 0.99, depreciation rate at
0.019, the capital elasticity of output to 1/3, and the inverse of labor supply
elasticity is set to 0, denoting Hansen’s indivisible labor (see [9]), and the
steady state labor supply is set to 0.31. Steady state inflation rate is set to
the U.S. quarterly data mean value from 1959:I to 1998:III, that is 1.727%.
This calibration of parameters is comparable to that of Walsh (1998), in [16].
For the benchmark calibration, following Kocherlakota (1996) in [II], the
intertemporal elasticity of substitution in consumption is set to equal 1/3,
yielding 7 = 3.00. These parameters are summarized in Table 2.

Table 2 Calibration parameters of the benchmark economy

A o B 6§ v T 0°°
1.00 0.33 0.99 0.02 0.00 3.00 1.01727
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The growth rate of the money supply 6; is assumed to evolve according to
the process in eq. (37) :

0111 = (1 = p)0%° + pb; + €141 where e ~ N (0, 02) . (37)

A first order autoregressive estimation of M2, using quarterly data from
1959:1 to 1998:111, yields p = 0.727 and 0. = 0.01. The money growth AR(1)
process is approximated by a discrete Markov chain using the methodology
advanced by Tauchen and Hussey (1991), see [I5]. Also, given the high persis-
tence of the process, an adjustment to the weighting function recommended
by Flodén (2008), in []], is performed. Five states for the money supply
growth rate are considered; these return the state vector § = [0.9846, 1.0017,
1.0173, 1.0328, 1.0500], and the state transition matrix in (B8]).

0.51136 0.45235 0.03601 0.00028 0.00000
0.07677 0.58264 0.32302 0.01751 0.00005
II = | 0.00361 0.19100 0.61076 0.19100 0.00361 | . (38)
0.00005 0.01751 0.32302 0.58264 0.07677
0.00000 0.00028 0.03601 0.45235 0.51136

4.2 Model Economy Steady States

Finding the steady state values of the endogenous variables of the model
requires the calculation of v’ (k, M) and p! (k, M) for a determinate envi-
ronment, and finding k such that & = k,,,, and the realization of the steady
state ratios contained in eqs. (IZ) — ([IG). These objectives are achieved by
minimizing the geometric distance between the vector °°, containing the val-
ues of the analytical steady state and the vector z",, containing the steady
state approximations. Money growth is fixed at 0(u) = 0(w) = 6(z) = 6°°.
Vectors ¢ & z!,, are defined in eqs. (9) & (@Q), respectively, and the geo-
metric distance is defined in eq. [@II). Table 3 presents the steady state values
for the endogenous variables of the economy at the benchmark calibration;
as expected, I = 7/ and the CIA constraint is binding at the steady state.

—55 55 k= ass s ss 88 /
T = |:k 3 yss’ yss’yss’n )y K :| (39)
ko Fuw — (1—68)k '
wa - [%uw’ ’ " ( ) ) ’ e ’n““”c;‘; - Tuw(ka M)] (40)
uw Yuw Yuw

6
75 =& || = | D (w5 — 2t )" (41)
i=1
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Table 3 Steady states of the benchmark economy

CSS kSS nSS YSS HSS 7I_SS T,SS ISS VSS
0.82 11.94 0.31 1.04 0.05 1.017 1.01 1.03 1.00

4.3 Velocity at Serially Correlated Money Growth
Rates

Velocity differs from one when the agent’s real money holdings on a period are
greater than the expenditures on consumption, and will stay constant at one
when the choice of investing in an interest bearing venture, such as capital,
is preferred to holding additional units of cash. The latter occurs when real
interest rate is sufficiently high and the variation of expected marginal utility
of consumption is relatively small, see Hodrick R. et. al. (1991) in [10].

Fig. 1 contains two comparable cases that illustrate the effects of financial
frictions on the variability of velocity. The left panel of Fig. 1 considers the
scenario where frictions are not present in the information structure of the
benchmark economy and the right panel the scenario where they are. Each
panel contains a mesh depicting the level values of p; over the state space 2
for each possible realization of 6;, given that 8,_1 = 6°°. u; increases with 6;.
Considering first the frictionless environment, p; is positive and velocity is
equal to one on almost the totality of the state space ©;. The CIA constraint
binds at the steady state level of capital stock on all but the lowest realization
of the money growth parameter. Serially correlated money growth shocks, on
a frictionless environment, can only yield variable velocity at sufficiently low
money growth rates combined with sufficiently low real interest rates. It is

Cl4 Constraint when 8 _ =& CIA Constraint when 6, =6
Mo Information Frictions Information Frictions

R PO

005 iz et

Fig. 1 The left and right panels illustrate the values assumed by p: on the bench-
mark economy when frictions are absent and present on the information structure,
respectively. On the environment with frictions, the CIA-constraint binds at the
steady state money growth rate but it does not at lesser growth rates.
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CIA Constraint when 8, ;=0.95 CIA Constraint when 8, ;=1.00
0.02 0.06
0.05
0.015
0.04
0.01 0.03
0.02
0.005
0.01
° 18 T T T T e T
kl
———§=098 =100 ——§=1.02 §=1.03 §=1.05

Fig. 2 The two panels depict those cases where the previously realized growth
parameter is greater than the steady state value. The lesser the realization of the
previous period’s money growth parameter, the more possible cases will occur that
the agent will decide to hold on cash for next period and the CIA-constraint will
not bind.

possible to notice that below a critical level of capital stock, the real interest
is sufficiently high to dissuade the agent from holding any money for pre-
cautionary reasons, and instead acquire interest bearing physical capital in
its portfolio. Cao-Alvira (2010b) presents a thorough description of a projec-
tion methodology that solves for a similar cash-in-advance model economy
with no frictions in its information structure, as well as a robustness analysis
and cutoff points for the existence of variability on velocity. The considered
model economy in Cao-Alvira (2010b) contains a more comprehensive state
space partition and, as a consequence, includes more possible realizations of
the money growth rate where the slackness multiplier is zero.

Observing the case depicted in panel 2 of Fig. 1, the environment where
frictions are present, it is possible to notice two key features. First, u; is
positive, or the CIA constraint binds, at the steady state of the benchmark
economy. This result is consistent with those findings reported in Table 3 and,
as expected, information or financial frictions do not affect the steady state
specification of the model. And second, y; equals zero, on all considered values
of (2, for those parameters 0; < 0°°. At the considered state space partition,
serially correlated shocks on monetary growth, combined with frictions on the
information structure, pushes the agent to accumulate excessive real money
holdings on states of nature that exhibit a lower than average money growth
rate. On these states, cash is being transferred from one period to the next
in order to smooth consumption and decrease its expected marginal utility
variability.
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CIA Constraint when 6, =1.03 CIA Constraint when 6, ,=1.05
0.14 0.2

———§=0.98 <o 6=1.00 —— §=1.02 §=1.03 6=1.05

Fig. 3 The two panels depict those cases where the previously realized growth
parameter is greater than the steady state value. Only on the scenario where previ-
ously the highest possible growth parameter is realized, the right panel, the agent
will decide to never carry excessive cash holdings and the CTA constraint will always
bind.

The results depicted on Fig. 2 and Fig. 3 better assist on illustrating
this feature of the environment containing frictions. Each figure contains two
panels where the value of i is depicted for all considered values of the capital
stock and the money growth parameters, given a fixed value of M;_o and a
previous realization of the growth parameter. The panels on Fig. 2 depict
those cases where the previously realized growth parameter is lesser than
the steady state value, and the panels in Fig. 3 depict the cases where these
parameters are greater than the steady state value. As can be observed, the
lesser the previous period’s monetary growth, the more possible scenarios
will occur that the agent decides to hold on cash for the future. Examining
both panels on Fig. 2, it is worth noticing that agents will decide to carry
money on to the next period even when the current realization of monetary
growth is at the steady state level, if the previous value of the parameter is
less than the steady state. Only on the scenario where the highest possible
growth parameter is realized in the previous period, the right panel of Fig. 3,
the agent will decide to never carry excessive cash holdings.

Table 4 documents the simulated moments of the friction and frictionless
version of the benchmark economy and the sample moments of the US econ-
omy for the time period 1959:1 to 1998:11T of three economic indicators mostly
used in the literature to measure the variability of velocity. These are the
coefficient of variation of velocity, measured as cv(V) = (oy/uy) - 100, the
correlation between velocity and gross consumption growth, where consump-
tion growth is defined as the ratio between current and past consumption,
and the correlation of inflation and real interest rate. While the first index is
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Table 4 Simulated moments of three key indexes for the friction and frictionless
version of the benchmark economy and those for the US economy for the time
period 1959:1 to 1998:111. Numbers in parenthesis are standard deviations over 500
simulations. US economy values as reported by Wang W., Shi S. (2006).

Indexes Benchmark Information Friction Data

cv (V) 0.0306 0.4600 1.7632
(0.0127) (0.0480)

corr (V, ch) -0.1534 -0.4072 -0.2834
(0.0663) (0.073)

corr (m,I) 0.7300 0.0102 0.5046
(0.0413) (0.0268)

a straightforward measure of variability, the last two are good indicators on
how monetary variables affect the real economy.

Comparing the fit of both simulated modeling environments, that with
the richest information structure represents a serious improvement in per-
formance. On the sample state space partition, a setting which allows for
frictions, money shocks are able to explain over a fourth of the observed vari-
ability in velocity, while a frictionless environment can explain only 1.74% of
it. The inclusion of frictions in this partition of the state space, which particu-
larly considers the money growth rate realizations close to the state, increases
by fifteen times the explained observed variability in the date. When consid-
ering the correlation between velocity and consumption growth, the model
containing frictions is able to explain its full comovement, while the friction-
less model is able to explain only half of it. The US economy sample value
for this estimate has a negative sign, which both simulated models can repli-
cate. The reasoning for this result is that on high realizations of the money
growth parameter, due to inflation, the purchasing power of money decreases,
causing the need to increase the velocity of balances, and households choose
to decrease consumption in order to smooth it with that of previous peri-
ods. The inability of a standard cash-in-advance environment to explain the
amount of correlation between velocity and consumption growth is well doc-
umented in the literature and, as in this paper, some researchers on velocity
have parted from the original formulation of the model to be able to repli-
cate it; some with better luck than others. A nonexhaustive alphabetically
ordered list includes Hodrick R. et. al (1991), in. [I0], Svensson L. (1985),
in [I4], and Wang W., Shi S. (2006), in [I7].

As can be observed in the simulated values for the correlation of inflation
and real interest rate, the cost of improving the fit on velocity by consider-
ing frictions is a degraded specification of inflation on the calibration. The
frictions in the information structure over smooths inflation decreasing its
variability, compared to the frictionless case.
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5 Conclusion

This paper introduces a modeling environment where frictions are incorpo-
rated on the selection of assets on an agent’s portfolio with the interest of
studying the impact of serially correlated monetary shocks on the variability
of velocity. The solution technique proposed and developed in finding the
equilibrium of the system employs the usage of finite elements in the ap-
proximation of the policy functions, and a parameterization of the agent’s
expectations over the choice of future real money balances. The method con-
verges with rapid speed and is efficient approximating the studied highly
nonlinear environment. Because the algorithm allows for the cash-in-advance
constraint on consumption expenditures to selectively bind, instead of exoge-
nously assuming it always does as other more conventional methods require,
it is possible for the equilibrium conditions to achieve variability in the ve-
locity of money holdings. By considering frictions on the financial structure
of the economy, a solely money-driven monetary benchmark economy is able
to significantly increase the explanation of observed variability on the data,
when judged against a comparable frictionless environments.
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Automated Fuzzy Bidding Strategy
Using Agent’s Attitude and Market
Competition

Madhu Goyal, Saroj Kaushik, and Preetinder Kaur

Abstract. This paper designs a novel fuzzy competition and attitude based
bidding strategy (FCA-Bid), in which the final best bid is calculated on the
basis of the attitude of the bidders and the competition for the goods in the
market. The estimation of attitude is based on the bidding item’s attribute
assessment, which adapts the fuzzy sets technique to handle uncertainty of
the bidding process as well it uses heuristic rules to determine attitude of
bidding agents. The bidding strategy also uses and determines competition
in the market (based on the two factors i.e. no. of the bidders participating
and the total time elapsed for an auction) using Mamdani’s Direct Method.
Then the final price of the best bid will be determined based on the assessed
attitude and the competition in the market using fuzzy reasoning technique.

1 Introduction

Online auctions have become increasingly important area of research with
its popularity, because it provides the traders the flexibility of time and geo-
graphical location for trading. Software agent technology is one of the most
popular mechanisms used in online auctions for buying and selling the goods.
Software agent is a software component that can execute autonomously,
communicates with other agents or the user and monitors the state of its
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execution environment effectively [2] [4] [7]. The agents can use different auc-
tion mechanisms (e.g. English, Dutch, Vickery etc.) for procurement of goods
or reaching agreement between agents. The agent makes decisions on behalf
of consumer and endeavors to guarantee the delivery of item according to
the buyer’s preferences. In these auctions buyers are faced with difficult task
of deciding amount to bid in order to get the desired item matching their
preferences. The bidding strategies for the software agents can be static or
it may be dynamic [I3]. The static agents may not be appropriate for the
negotiating market situations like extent of competition may vary as traders
leave or enter into the market, deadlines and new opportunities may increase
the pressure. The dynamic or we can say flexible negotiation capabilities for
software agents in the online auctions have become a central concern [I1].
Agents need to be able to prepare bids and evaluate offers on behalf of the
users they represent with the aim of obtaining the maximum benefit [§] for
their users according to the changing market situation.

Much research has already been done by the researchers to formulate dif-
ferent bidding strategies according to the changing market situations [9] [10]
[1] [I5] [I4]. Strategies based on flexible negotiation agents perform better as
compared to the strategies based on fixed negotiation agents [II] [5]. Faratin
et al in [5] developed strategies based on time, attitude, resources, but many
more factors such as competition, trading alternatives are not considered. In
this paper we focus on the design of a novel bidding strategy based on the
above mentioned factors to be used by the software agent in online auction.
A fuzzy competition and attitude based bidding strategy(FCA-Bid) is de-
signed, in which the final best bid is calculated on the basis of the attitude
of the bidders as well as the competition for the goods in the market.

2 Fuzzy Competition and Attitude Based Bidding
Strategy (FCA-Bid)

The agent’s decision making about bidding involves various internal and ex-
ternal environmental factors. The internal factors include good or item’s at-
tributes, attitude of the agents on the assessment of attributes, and current
available number of the goods and the external environmental factors may
include like competition for the goods in the market, nature of the market
supply (demand), other opportunities available in the market and many more.

In fuzzy competition and attitude based bidding strategy (FCA-Bid) (Fig.
[[), the factors which are focused are attitude of the agents with respect
to the goods’ attributes and competition for the goods in the market. For
estimation of the price for a bid for winning an auction, the agent must have
a balanced behavior between these factors i.e. the attitude (eagerness) to win
the auction based on the attributes of the goods and finding the competition
for the goods in the market. The attitude towards bidding the quality goods
is more as compared to the less quality goods. The bidding price also affects
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Fig. 1 A Fuzzy Bidding Strategy (FCA-Bid) Model.

the attitude of the agents. The higher bid price dampens the attitude of the
agents towards the goods. Also the increasing competition for the goods in
the market increases the attitude for that good. The competition in turn
depends on the number of bidders and the time elapsed for the auction. As
the number of bidders increases, the competition among them also increases,
resulting in a higher price. In the beginning of the auction the competition is
less and it increases as time elapses and it is at the peak when time approaches
approximately in the middle of the auction period. At the end of the auction
period the competition among the bidders decreases. The steps of the design
of fuzzy competition and attitude based bidding strategy (FCA-Bid) are as
follows:

e first, each attribute is evaluated and then the assessment of all these at-
tributes will be aggregated

e then attitude of the agent will be found based on these assessments,

e next the level of competition as the function of no. of bidders and time
elapsed for the auction will be found

e Finally the best bid is calculated on the basis of the above attitude of the
agents and the competition for the goods in the market.

In this paper we have used fuzzy set methods to deal with the uncertainty,
which exists during the determination of overall assessment of the goods for
their attributes, the attitude of the agent based on the assessment of goods
and the level of competition in the market. First of all, this paper uses a
satisfactory degree measure as the common universe of assessment, i.e., an
assessment is treated as a fuzzy set on the satisfactory degree. Secondly,
an attitude is expressed as a fuzzy set on the set of assessments, i.e., the
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assessment set is the universe of attitude (eagerness). Thirdly, competition is
expressed as a fuzzy set on the fuzzy sets of the no. of bidders and the time
elapsed of the auction.

2.1 Attribute Evaluation

The attribute evaluation is done in two parts [6]. First the expression for
the assessment of the attributes is found then these assessments will be ag-
gregated to find the overall assessment of the attributes of the goods. Let
C ={cp,c1,...,cx } be the set of K + 1 attributes and W = {wq, w1, ..., wi }
is the set of weights for attributes in C.

Attribute Assessment

The assessment of the attributes is expressed in terms of a fuzzy set. Let
A = {a1,a2,....,a,} be a set of assessment terms on the universe i.e. the
satisfactory degree [0,1]. This is the satisfactory degree of the agent to a par-
ticular attribute. All the fuzzy sets have same universe which is convenient for
the aggregation of various assessments. Let gi(k = 0,1, ..., K) is the satisfac-
tory degree measure for attribute c;. Then an agent’s opinion on the goods in
terms of attribute ¢y is denoted by gi(u) where u(€ Uk) is the real attribute
value of attribute ¢ and Uy is the real universe for attribute c. For instance,
departing time is an attribute for a flight ticket. The possible departing time
in a day is from 0:00 to 23:59. For any time slot u, a client may present a
satisfactory degree such as departing at 7:30 is with satisfactory degree 0.9
and departing at 3:00 is with 0.3. In the following, A = {a1,...,a,} be the
set of used assessment terms which are fuzzy sets on satisfactory degree [0,1].
Then a numeric satisfactory degree is transformed to a linguistic term. In the
above example [I1] a7 is with the biggest the membership degree for 0.9, the
assessment for departing at 7:30 is ag by the maximum membership degree
principle. Similarly, the assessment for 0.3 is as.

Aggregation of Assessments

All the goods have a number of different attribute. So to find the overall
estimation on the good, the assessment of these all attributes will be aggre-
gated together. Take booking a flight ticket for example, an assessment is
made on a ticket usually based on the airlines, flight departure and arrival
time, flight type, aircraft types, seat positions, as well as price. The change
of an attribute’s value may leads to the alternation of an assessment. In-
stinct natures of different attributes increase the difficulty and uncertainty
for obtaining an overall assessment. Notice that an agent’s preference on
an individual attribute can be expressed through the agent’s satisfactory
degree on that attribute. This paper uses a satisfactory degree measure as
the common universe of assessment. Based on assessment on each individ-
ual attribute, an overall assessment can be obtained as follows. Suppose the
individual assessments of all attributes are vg,v1,...,vx and the weights of
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them are wq, w1, ..., wy respectively. Then an overall assessment is obtained
by taking the difference between & and a; € A [I1], where a is a fuzzy set on
[0,1] as follows

d(d,ai) :| a— a; | d\ (1)

Finally, we select the nearest term(s) a to a as the overall assessment.

2.2 Attitude Estimation

Attitude is a learned predisposition to respond in a consistently favorable or
unfavorable manner with respect to a given object [6] [11]. In other words,
the attitude is a preparation in advance of the actual response, constitutes
an important determinant of the ensuing behavior. In Al, the fundamental
notions to generate the desirable behaviors of the agents often include goals,
beliefs, intentions, and commitments. The exhibited behavior is based on a
number of factors which depends on the nature of the dynamic world. Once
an agent chose to adopt an attitude, it strives to maintain this attitude, until
it reaches a situation where the agent may choose to drop its current attitude
towards the object and adopt a new attitude towards the same object. Thus,
an agent’s attitude towards an object refers its persistent degree of com-
mitment towards achieving one or several goals associated with the object,
which give rise to an overall favorable or unfavorable behavior with regard
to that object. In online auctions the attitude of an agent towards the goods
is the eagerness that measures agent’s interest in negotiating and coming to
a deal [I4]. The level of interest may be categorized as: must deal, desirable,
nice to have, optional, unessential, and absolutely unessential [12]. Attitude is
related to the overall assessment on the given goods. It is expected to change
as per the changes in internal and external environmental conditions. Like
the attitude for the goods having better assessment have more positive atti-
tude of bidding those goods and also the attitude towards more competitive
goods is stronger. In this paper we will estimate the attitude on the bases of
the assessment on the goods and will consider competition as an independent
factor in calculating the final bid. After conducting new assessment on the
goods according to current price p., estimation of agent’s attitude is imple-
mented. In order to do so, the relationship between attitude and assessments
is required. As said earlier, the better the assessment on the given goods is,
the stronger the attitude of bidding for those goods will be.

Suppose E = {eq, ..., e, } is the set of attitude expressions, A = {al, ..., a,}
is the set of assessments, and T' = {t1, ..., t1, } is the agent’s transaction records
such that ¢; = 1 if the client won the transaction t;, otherwise t; = 0. Because
in each transaction, the agent’s assessment and attitude occur simultaneously,
a set of formal rule, denoted by R, thus can be extracted from T such that
any r € R is of form

7 (ai — e, aij) (2)
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where a; € A, e; € E, and «y; is the reliability degree obtained by

s — |{t€TEIai,ej€t/\t:1}| 3)
Y {teTPa; et nt =1}

Such rule depicts the approximate degree of agent’s attitude e; to which the
agent can win the bid under the assumption that the overall assessment is
a; [6]. Furthermore, these rules can be treated as a set of fuzzy sets on A such
that the membership degree in a fuzzy set f; corresponding to eagerness e; is
a;;. Obviously, f; is an integration of rules (a; = ej,a4;)(i = 1,...,n), which
is able to be treated as an alias of e; . Hence, the fuzzy set f; is also called
attitude in the following without other specification. Based on the rules in R,
an agent can estimate the possible attitude [6] of the agent when it learns the
current overall assessment. Set of fuzzy sets is obtained through the following
way: suppose the overall assessment is a., then the attitude at the moment
is determined by the maximum membership degree principle

eceE(ac):{ej6E|fj(ac)2fi(a6) Zf ’L#J} (4)

Notice that such determined e, may not necessarily be unique. In the follow-
ing, we call F(a.) the candidate attitude set under a..

2.3 Competition Assessment

The level of competition in an auction may be captured by the number of bid-
ders and the time elapsed. Competition among bidders plays an integral role
in price formation [I6]. As the number of bidders increases, the competition
among them also increases (Fig. [), resulting in a higher price. Bapna, Jank
and Shmueli [3] found the number of bidders to be positively associated with
the current price of the item. Furthermore, it is observed that, typically, the
middle of the auction experiences a smaller amount of bidder participation
as compared to the early and later stages of the auction. Bidders generally
utilize this time to scrutinize the auctioned item or just simply wait to see
how other bidders behave. Therefore, it would be interesting to see how this
competition characteristic affects the on-line auction’s price formation. We
anticipate that the number of bidders has a significant positive relationship
with price levels. In the beginning of the auction the competition is less and
it increases as time elapses and it is at the peak when time approaches ap-
proximately in the middle of the auction period. At the end of the auction
period the competition among the bidders decreases (Fig. Bl). Here we will
describe the competition factor in terms of no. of bidders (b) and the total
time elapsed (t) for the auction of items. We will consider the competition
as a set fuzzy set of values ¢y, ca, ..., ¢, no. of bidders B as a fuzzy set of
values y1,¥y2, ..., Yn. And the time elapsed as another fuzzy set T of values
L1y L2y eey Ly-
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According to Mamdani’s Direct Method [I7] we can find adaptability n
no. of rules wy, ws, ..., w, as follows

wy = px1(T) V py:(B)
wy = px2(T) V py2(B)

Wy, = pzn(T) V pyn(B)

Then the conclusion of each rule can be found as follows

pey (C) = Wi(T) V per
ey (C) = Wa(T) V piey
116, (C) = Wy (T) V pucy,

These conclusions can be aggregated to find the final conclusion
pe(C) = ey (C) A pey(C) Ao A pic,, (C)

To find the definite value for the conclusion, here center of gravity of the
fuzzy set has been applied as follows

[ pz(c)ede
= J nz(c)de (5)
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2.4 Agent Price Determination

Price of the goods depends on the attitude towards that good and the com-
petition in the market for that good. If the attitude for the goods is positive
and also competition for that product in the market is high then the price of
the item is high. If the attitude is negative and competition is also low then
the price for that item is obviously be low. If the attitude is positive and the
competition is low then the price is going to be medium and so on.

We can calculate the price of the good based on the assessed attitude and
the competition determined which is based on the no. of bidders and time
elapsed for the auction by applying Mamdani’s Method for fuzzy relations
and compositional rule of inference [I7]. Here we will describe the price of
goods in terms of attitude of agent towards the good and competition in the
market for that good. We will consider bid displacement factor AP as a fuzzy
set of values p1, po, ..., pn, attitudes E as a fuzzy set of values ey, es, ..., e, and
competition C as a fuzzy set of values ¢1, ¢a, ..., ¢,. According to Mamdani’s
Method for fuzzy relations and compositional rule of inference the rule e; and
cj — pi can described by

uR(E,C, AP) = pe;(E) A pc;(C) A upp(AP) (6)
For n no. of rules, the compiled fuzzy relation R is given as
R=RiURy...UR,

For the input of fuzzy set E’ on F and fuzzy set C’ on C, the output fuzzy
set AP’ on AP can be obtained as follows

AP =(E' and C")oR=E"o(C'oR)=C"0o(E' oR) (7)
and then the final price for the bid will be

Final bid = Current bid + AP’

3 Experimental Evaluations

In this section, an experiment implements the fuzzy bidding strategy in a
scenario in which an agent intends to book flight tickets. Six factors (as
shown in Table[2) are concerned in this situation, i.e. ticket price (¢p), depart
time (c1), arrival time (c2), number of stops (c3), seat positions (c¢4), and
travel season (c5). The flight ticket bid for is a return ticket to destination D
with the following properties:

e price: $800 - $2000;
e depart time: 18:00 PM, Wednesday;
e return arrival time: 10:00 AM, Friday;
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e number of stops: 1;
e seat position: window;
e travel season: April (off-peak season).

Suppose the identified perspective of an agent is summarized as below:

Table 1 Concerned Attributes of a Flight Ticket.

Attributes Symbol Values range
price co $[800-2000]

depart time c1 Sun. 0:00 - Sat. 24:00

arrival time co Sun. 0:00 - Sat. 24:00

stops cs3 0,1,2,3
seat position C4 window, aisle, middle
flight season cs Jan. 01 - Dec. 31

e The agent prefers to a cheaper ticket and agrees to that the cheaper the
better.

The agent prefers to travel at the weekend rather than at working day.
The agent prefers to no stop travel.

The agent prefers to aisle seat then window seat.

The agent prefers to travel during off-peak season rather than peak season.
The agent thinks the flight price is the most important factor, secondly
the travel season, and other factors are of same importance.

Based on the agent’s perspective, the agent evaluates the attitudes using
seven terms, very bad (a1), bad (a2), slightly bad (a3), acceptable (a4), fairly
good (as), good (ag), and very good (ar).The seven terms are expressed by
fuzzy sets on the satisfactory degree [0,1] as below

fai _ 6—162(3:—(2'—1)(15)/\2 (8)

The assessment on each individual factor is in illustrated in Table 2

Now, a fuzzy set a(u) is obtained, the most nearest assessment to a is
ag. So the new overall assessment for the ticket is a¢ [6]. Then the agent
needs to estimate the agent’s attitude according to this assessment. Suppose

Table 2 Attribute Assessment.

Attribute Assessment

co (no assessment)
c1 good (ag)

c2 fairly good (as)

c3 slightly bad (as3)
ca acceptable (a4)

cs good (ag)
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Table 3 Rule set for attitude estimation

Attitude
Ass.e1 e2 e3 es es
a; 0.17 0.23 0.2 0.27 0.13
az 0.1 0.28 0.22 0.26 0.13
as 0.1 0.26 0.18 0.32 0.13
as 0.17 0.26 0.23 0.23 0.12
as 0.12 0.25 0.27 0.21 0.16
as 0.12 0.26 0.26 0.23 0.13
a7 0.12 0.24 0.31 0.24 0.1

035
0.25 N :ﬁ
/ . ——_]
02 |—= —~ -
0.15 g AN A e3
’AY_MAT ]
0.1 -
——p5
0.05
0

al a2 a3 ad a5 ab a7

Fig. 4 Illustration for Rule Set.

the agent uses five terms to distinguish the attitude, i.e., none (e1), slightly
(e2), medium(es), strong (e4), and very strong (es). In order to estimate the
agent’s attitude, a set of rules are extracted from a historical auction records,
which are illustrated in Table Bl and Fig. @

By Fig.[dl the agent’s attitudes at this moment are es and e3 because they
have the highest reliability. Because eg is stronger than e, the agent first
searches possible bids under the attitude es.

For finding the price of the good, we will apply fuzzy logic by considering
two factors attitude and competition as described in the section 2.4. Let us
consider the following set of rules for the logic using various fuzzy sets.

Rule 1: IF attitude of agent for buying the goods is F4
AND competition in the market for that product is Cy
THEN price for that item will be displaced by Py
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Rule 2: IF attitude of agent for buying the goods is E;
AND competition in the market for that product is Cs
THEN price for that item will be displaced by P
Rule 3: IF attitude of agent for buying the goods is Fs
AND competition in the market for that product is C;
THEN price for that item will be displaced by P
Rule 4: IF attitude of agent for buying the goods is Fs
AND competition in the market for that product is Cs
THEN price for that item will be displaced by Ps

These fuzzy sets represents the linguistic variables as follows: attitudes low
as F1 and high as F5, Competition less as C7 and more as Co and Neg-
ative displacement as P;, no displacement as P, and positive displace-
ment as P3. We assume that the set of attitudes for buying any item as
E = {ei,ez,e3} = {0,0.5,1} and set of competition for the good in the
market as C = {¢1,c2,c3} = {0,0.5,1}. Also, the bid displacement as
AP = {p1,p2,p3} = {—100,0,4100}. The fuzzy sets used in the preced-
ing four rules can be quantized as shown in the Fig.

E, =[1.0,0.5,0] C, =[1.0,0.5,0] P, = [1.0,0,0]

E; =[0,0.5,1.0] C = [0,0.5,1.0] P, = [0,1.0,0]

P3=10,0,1.0]

Note that the number of elements in E, C' and P are three and the fuzzy
sets are also quantized into three elements. Now let us construct fuzzy rela-
tions by Mamdani’s Method for fuzzy relations

MR(E,C, AP) = /’1‘67(E) /\MCJ(C) /\Mpk(AP)v iv.jak =1,2,3

1 E; E, 1 ¢ ',
0 €] €7 €z 0 Cj Cy C3

1 P; Pg PE

0 p P Ps

Fig. 5 Fuzzy Sets for Bidding Logic.
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Fig. 7 Fuzzy Relation R.

By the preceding conversion formula we get the fuzzy relation R; from the

first rule as in Fig. [6

Similarly we can convert Rules 2, 3 and 4 into fuzzy relations Ry, Rs and
R4 accordingly. The total fuzzy relation R is given using Mamdani’s Method

for compilation of fuzzy relations as shown in Fig.7 by

R:

RiURsUR3URy
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Let attitude of agent for buying the goods is high i.e. 1 and the competition
in the market for that product is more i.e. 1. Such a situation can be described
by fuzzy sets E’ and C’ as E' = [0,0,1] C" = [0,0, 1]. Now the conclusion of
the reasoning can be calculated by applying Mamdani’s compositional rule
of Inference [3] as follows P’ = C’ o (E' o R) where o is the composition
process. After implementing this we will get P’ = [0, 0, 1]. Defuzzification of
P’ by taking center of gravity with the weighted mean we get definite value
for the bid displacement factor AP as +100. So the final bid price will be
P=P+ AP.

4 Conclusions

In this paper we have designed a fuzzy competition and attitude based bid-
ding strategy (FCA-Bid), which uses a soft computing method i.e. fuzzy logic
technique to compute the final bid price based on the attitude of the agent
and the competition in the market. Another unique idea presented in this pa-
per is that to deal quantitatively the imprecision or uncertainty of multiple
attributes of items to acquire in auctions, fuzzy set technique is used. The
bidding strategy also allows for flexible heuristics both for the overall gain
and for individual attribute evaluations. Specifically, the bidding strategy is
adaptive to the environment as the agent can change the bid amount based
its assessment of the various attributes of item, eagerness of agent as well as
competition in the auction . The attitude of the agents is found with respect
to the goods’ attributes and the competition is calculated based on the num-
ber of bidders and the time elapsed for the auction. It was noticed that the
strategies in which agent’s behavior depends on attitudes and competition,
are easily adaptable to the dynamic situations of the market [I1] [16]. An
experimental evaluation is also conducted to find the final bid price on the
bases of the historical auction records and by considering some set of rules
for the attitude and the competition factors. In future we will investigate
about the development of the bidding strategies for multiple auctions. We
will also compare our bidding techniques with the other strategies to find out
the relative strengths and the weaknesses.
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Resource Allocation Analysis in
Perfectly Competitive Virtual Market
with Demand Constraints of
Consumers

Tetsuya Matsuda, Toshiya Kaihara, and Nobutada Fujii

Abstract. Virtual market mechanism solves resource allocation problems
by distributing the scheduled resources based on software agent interactions
in the market. We formulate agent behaviours negotiating the resource allo-
cations under demand constraints of consumers in the market, and demon-
strate the applicability of the virtual market concept to this framework. In
this paper we demonstrate the proposed virtual market successfully calculates
Pareto optimal solutions in resource allocation problem under the demand
constraints of consumers.

1 Introduction

Recently, it is difficult to manage and control artificial systems with
conventional approaches because these systems become large-scale and com-
plex. We focus on the concept of market in social science approach as a
technique to achieve the adaptability of artificial systems as well as the opti-
mality [I]. In perfectly competitive market defined by the neo-classical eco-
nomics, it is guaranteed that the equilibrium resource allocation is Pareto
optimal [2]. Market-Oriented programming (MOP) is the technique that
obtains the Pareto optimal solution by the construction of a virtual per-
fectly competitive market (virtual market) in the computer [3] [4]. MOP
has been also extended into oligopolistic virtual market in our previous

study [A].
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Even in the perfectly competitive market, it is sometimes required to as-
sume additional constraints, such as consumers’ demand or producers’ supply
due to their capacity. For example, it is quite common that producers have
bottleneck, such as buffer or transport facilities, to supply their products in
real cases [6]. Consumers also have normally several constraints, such as stock
yard or storage, to keep the supplied goods for their future consumption. It
is difficult for conventional MOP to handle such cases due to the strong as-
sumption of pure competitive market [7], so it is attractive to enhance its
target into real market situation with several constraints.

In this paper we focus on consumers problem in economic system with re-
ality, and assume the consumers constraint additionally to MOP. We newly
formulate the Walrasian virtual market with the constraints and try to
analyse the proposed virtual market successfully calculates Pareto optimal
solutions in resource allocation problem under the demand constraints of
consumers.

2 Virtual Market Structure

There are two types of entities in the virtual market: agents and goods.
Agents sell, buy, consume and produce goods in the economy. The price of
goods represents the exchange ratio, and there exists an auctioneer for goods
that receive bids from agents and changes the price of the corresponding
goods according to its current aggregate demand.

A consumer is an agent that can buy, sell and consume goods, and the con-
sumer’s preference for consuming various combinations or bundles of goods
is specified by its utility function. Before exchanging goods in the economy,
consumers may also start with an initial allocation of several goods, termed
their endowment. In our market model, consumers don’t only consume but
also supply goods for input goods. It means that people supply like labour
forces or capital to companies.

A producer is an agent that can transform some sorts of goods into some
others, subject to its technology. The technology specifies the combinations
of inputs and outputs feasible for the producer. Different from consumers,
producers do not have any endowment. Producers can profit from buying
inputs and selling outputs. The production function of a producer maps a
bundle of input goods into the bundle of output goods that can be produced
by transforming input. To simplify the discussion, we assume that every pro-
ducer can produce only one kind of goods, so a producer agent can have only
a single production function in this case.

We show the notations for the agent formulations in this paper as
follows:
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i F price of good 14

Grnum F number of kind of goods in the market
Snum F number of kind of producers in the market
Crum F number of kind of consumers in the market
I F class of goods in the market

e;* F amount of consumer C}’s initial good 14

F demand to good i of consumer C

y;* F supply to good j of consumer Cy

B¢ F budget of consumer Cf

F utility function of consumer Cj

Z,* F demand limit to good ! of consumer Cj

vk F profit of producer Sk

¢ F cost of producer Sy

r5¢  F income of producer Sk

27%  F demand to good i of producer Sy
Sk

Y; F supply to good i of producer S
7 F production function of producer S

3 Agent Formulations

3.1 Consumer Agents

3.1.1 Utility Function

The utility function is defined as a scalar function of a bundle of consuming
goods. In this model, the Cobb-Douglass utility function «*, that is basic
function in Microeconomics, for consumer CY, is represented as follows:

C
u =A% T[a0) " 0<a% Y o=
i i€ICk
3.1.2 Constraints

Budget constraint

Consumer C}’s budget B is defined by initial endowments and current
prices p, and the budget is represented as (Z]) . The variable y* is producers’
profits returned to consumer CY.

B =p.e% + 70’° (2)

Therefore the constraint of budget for consumer C} is represented as the
following equation:

Z piz; < B (3)

i€ICk
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We assume that consumers buy goods as many as possible, because con-
sumers can get more utility as they attain more goods under their utility
function in their perfect competitive market.

Demand constraint

It is sometimes observed for consumers to have their capacity of allocated
goods in real market. The capacity constraint normally causes to reduce
the resource allocation to the consumers. For instance, the stock capacity
of consumer agents must impose upper limit on their demanded goods. In
this model, we assume that the consumers have constraints on the amount
of their demand. Consumer C} can be allocated goods i below the capacity
Ck . It means that assuming a real allocation problem, we cannot allocate
resource too much by constraint of size.
Therefore the constraint of demand for consumer C}, is represented as the
next equation:
& <% (i e I) (4)

(3

3.1.3 Demand / Supply Functions

Consumer C}, is to choose a feasible bundle of goods, z°*, so as to maximize
the consumer’s utility function. The allocated bundle of goods is feasible for
consumer CY, if the equations @) , @) are satisfied. The consumer’s choice
can be expressed at the following optimization problem:

max u®r = ACw H (xzc’“)(’lck (5)
i€lCk
s.t. Z DiT; = BC* (6)
i€I%k
20 < (i€ 1) @

Here consumer C}’s demand function of goods i; ZL’ *(p;) is introduced from
equations (@), (@), (@), and it is represented as follows.

2O = 70 (i € 69%) (8)

(3 (3

ck (BCx — Z p;a Ck)

jEOCK

pn(l - Z ajCk)

jEOCK

(i ¢ 0") 9)

O
=
&
=
—
S
S
N
Il
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utility utility

normal demand

Xi Xi X Xi

Fig. 1 Utility function (i) Fig. 2 Utility function (ii)

The set §€* includes the exceeded goods over ;. At initial conditions we
assume #°* = {¢}. The demand of goods i in z°* > z&* (Figl) is defined
as equation and add goods i to #“%. On the other hand, the demand of
goods i in 2% < 29 (Figl) is defined as equation ().

In this model, we assume each consumer supplies all its endowments into
the market to try to attain maximum utility. So the supply function yjc’“ is
represented as follows:

Yt = el (10)

3.2 Producer Agents

3.2.1 Production Function

In this model, we assume producer sy also has the basic Cobb-Douglass pro-
duction function y;" represented as the following equation:

Yo = ASe (@) (0 < A5 0 < oS < 1) (11)

In this equation a:;g ¥ and yf * represent input goods i by Sy and output
goods j, respectively. The power variable % must be below 1 to satisfy the
fundamental theorem of welfare economics defined by micro economics, and

that means production function must follow the law of diminishing return [2].

3.2.2 Profit Function

Producer Sy is assumed to transform goods i to goods j. Then producer Sy is
required to pay purchasing cost represented as equation (I2]), and the amount
of proceeds after clearing market is represented as equation (I3)).

ok = pzxzs" (12)

Sk = pjyfk (13)
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Then producer Sj can profit 7% represented as follows:

Sk

Sk = Sk — ¢Sk (14)

3.2.3 Demand / Supply Functions

The objective of producer Sy is to choose a production plan that maximises
profit (I4) subject to its technology and the current price of both its output
and input goods. The producer’s choice can be represented as the following
constrained optimization problem:

maz %% = piyl* — it (15)

s.t. yjs’“ = ASk (xzs")ask

Then producer Si’s demand function of goods ¢, J;f" (pi), is conducted from
equations (IHl) and (IG) to solve the NLP problem, and represented as the
next equation:

v
2 (00) = (50,0 (17)

Producer Si’s supply function of goods j, yf’“ (p;), is also conducted from
equations (1)), (I6), and represented as follows:

NSk —1 1
) e s ) (18)

Sk —
Y; (p]) (Ask(ask)ask’(pj)a :

3.3 Pricing Mechanism

We modify the pricing mechanism of MOP with considering the demand
constraints shown in equations (@), (§). The algorithm is described as follows:

STEP1
The auctioneer of goods sets an initial price of the good. (In this model,
initial price of every goods is 1.0).
STEP2
Consumers bid demand functions based on equations (@), (&]).
STEP3
Consumers bid supply functions.
STEP4
Producers bid demand functions.
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STEP5
Producers bid supply functions.

STEP6
The auctioneer of goods set up the price corresponded with the supply
and demand.

STEPT7
We define the previous price of goods i is p
is p?f ter If all goods satisfied the equation (), then p?f ter is equilibrium
price and go STEP8( ¢ is very small number. In this model, o = 10713).
If we cannot set up equilibrium price, return to STEP2.

before

¥ , and updated current price

‘p?fter _p?efore| <o (19)

STEPS
Prices of all the goods are cleared, and all agents start trading.

The demand function of consumers (in STEP 2) followed by equations (@),
[®) is finally represented as Fig[8l The maximum demand value faces the

ceiling at aj"ick shown in this figure.

X1

pi

Fig. 3 Demand curve

4 Computer Simulation and Experimental Results

We construct two types of virtual markets, such as exchange market and
economic market, and try to verify demand constraint effect to resource al-
location. Pareto optimality is also investigated as the basic analysis in the
exchange market, and the effect of the number of agents is analysed addi-
tionally in the economic market.
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4.1 FExchange Market Analysis

4.1.1 Effect of Demand Constraint

Only consumer agents exist in the exchange market because no goods are
produced in the market. The experimental conditions are described as follows:
Gnum =3, Snum = 07 Cnum =2
We unintentionally choose parameters.

[Experimental results]

4 scenarios are experimented in terms of the demand constraint. There is
no constraint in Case A, whereas agent C; has strong constraints in both
goods 1 and 2 in Case D. The sets of input and resuts at Case A, B, C, D are
shown in Table[l 2l Bl d respectively. Results in each table shows equilibrium
price of goods 1, 2 and 3 (p1, P2, p3) and allocations.

Table 1 Input and result in Case A

(Input)
Agent Utility function (u®*) (e$*,eS* ,egk) (z5*, z5* ,a’v3 k) Utility value
Cr (2§25 (25101 (5.0, 8.0, 10.0) (o0, 00, 00) 5.8870
Cy (29201 (252)%1(252)%® (8.0,10.0,5.0) (00,00, o0) 5.6168
(Results)
Price Allocation Utility value
(pAl’pAvaE) (‘Tl ,562 vx.s ) (xf2’x2027m3 ) (&1 Ca

(1.4519,0.38773,1.3430) (11.470,12.272,1.7715) (1.5296,5.7277,13.229) 9.6452 9.7249

Table 2 Input and result in Case B

(Input)
Agent Utility function (u®%) (e, e, eS%) (0%, 5%, £5%) Utility value
Cr o (90T (@$)22(2§1)01 (5.0, 8.0, 10.0) (9,00, 00) 5.8870
Cy (29201 (252)% 1 (252)%% (8.0,10.0,5.0) (00,00, 00) 5.6168
(Results)
Price Allocation Utility value
(ﬁ171§27ﬁ3) (xl 7332 7I§1) (1‘1 7x2 7553 ) Gy C2

(0.51865,0.87771,1.5639) (9.0000,15.636,4.3878) (4.0000,2.3636,10.612) 9.3545 8.4702

The comparison between Table [I] and [2] conducts basic characteristics on
the demand constraint. Consumer agent C; has constraint in goods 1 ()
in Case B.

Consumer agent C7 bids mto goods 1 by the constraint limit z;" at maxi-
mum, so the allocation of z7 ' in Table @ (Results) is 9.0000 and less than in
Table [1 (Results). Consequently, the surplus budget in agent C'; was trans-
ferred into the bids for both goods B and C. As a result, ng , Cl in Table 2]

—Cl
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Table 3 Input and result in Case C

(Input)
Agent Utility function (u®*) (e$*,eS*, eS*) (2%, z5%, £5%) Utility value
Cr (2§07 (@502 (251)01 (5.0, 8.0, 10.0) (9,13, 00) 5.8870
Oy (x92)0 1 (252)% 1 (252)%% (8.0,10.0,5.0) (00,00, o0) 5.6168
(Results)
Price Allocation Utility value
(ﬁl’[f?’ﬁl") (zl 7x2 751551) (xl 751"2 ,.’E3 ) Ch Co

(0.46278,0.37022,2.2213) (9.0000,13.000,8.3333) (4.0000,5.0000,6.6667) 9.6126 6.5093

Table 4 Input and result in Case D

(Input)
Agent Utility function (u®*) (e$*, egk,egk) (z5*, z5* ,a’v3 k) Utility value
Cr o (2§ T(@5M)02 (2510 (5.0, 8.0, 10.0) (9,10, 00) 5.8870
Oy (292)0 1 (252)%1(252)%% (8.0,10.0,5.0) (00,00, o0) 5.6168
(Results)
Price Allocation Utility value
(P1, P2, D3) (xl 7332 ) gl) (1‘1 7x2027 r5® G s

(0.44660,0.22330,2.4117) (9.0000,10.000,9.0741) (4.0000,8.0000,5.9259) 9.1992 6.3670

(Results) is more than in Table [[l (Results). The demand constraint of con-
sumer agent C influences the resource allocation in consumer agent C5 at
the same time. The allocation of goods 1 into consumer agent Cy (z&?) in
Table I (Results) is more than in Table [ (Results) due to the decreased
allocation into consumer agent C7 in Table

Price of goods 1 decreases in Table 2] because market demand function
of goods 1 in case B is less than in case A due to the demand constraint
of consumer agent C in case B shown in Figlll We can observe the same
tendencies amongst Case A, B, C and D.

4.1.2 Verification of Pareto Optimality

Computer simulation shows the price clearing dynamism during their trade in
the exchange market. Now we try to verify the Pareto optimality of attained
equilibrium prices by comparing our proposed method with conventional an-
alytical method, named fixed point algorithm.

4.1.3 Fixed Point Algorithm

Fundamental theorem of welfare economics ensure that equilibrium price is
Pareto optimality in perfect competitive market. In neo classical economics,
equilibrium price is set up by fixed point; fixed point algorithm [9]. Fixed
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Demand of Demand of

Consumer1 Consumer2
\ "

Price Price

Demand of Market

Supply of Market

Equilibrium Price Price

I

Demand of Demand of

Consumer1 \ Consumer2

Price Price

\Demand of Market
A

\ Supply of Market

Equilibrium Price Price

Fig. 4 Price change mechanism

point algorithm set up one-on-one Pareto solution with initial endowments.
And we can use fixed point algorithm only in perfect competitive market.
In this research, we use fixed algorithm called Scarf algorithm and compare
with equilibrium price cleared by our approach.

Excess demand function

The difference between demand x and supply y is called excess demand, and
excess demand function E(p) is shown in equation (20).

E(p)=z—y (20)

It has the following characteristics.
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1. It is continuum function for p.
2. Tt is zero-homogeneous; E(Ap) = E(p) (VA > 0).
3. It is satisfied Walras rule; p- F = 0.

Equilibrium price and fixed point algorithm

X is set, f is function from X to X. If f(z*) = =* is true for any * € X, «*
is defined as fixed point of f. Brouwer’s fixed-point theorem tells that there
is a fixed point in continuum function which domain and codomain are in
same bounded closed set. And there are equilibrium prices p* [9].

In economic science, fixed algorithm is major to set up equilibrium prices
because fixed poin and equilibrium price is the same.

Scarf algorithm

Scarf algorithm is one of the most basic fixed point algorithm. First, normalize
the number ¢ which is kinds of goods and make price set T' ((I-1)dimensional
basic elementary substanceS). Next, we divide each side of S; equally and
make small elementary substance which has I vertex. The number D is di-
viding number and called grid size. If D is large, solution is high-precision.

In Scarf algorithm, we search solution from the small elementary substance
which has the vertex of S; to next small elementary substance.

4.1.4 Preto Optimiality in Equilibrium Solution

TableBlshows the normalized equilibrium prices attained by the proposed ap-
proach. On the other hand, the equilibrium prices attained by Scarf algorithm
are shown in Table

Differences of the equilibrium prices between Scarf algorithm and our ap-
proach are 1.0x 1078 and 1.0x10~° at maximum in D=1.0 10% and D=1.0 10°,
respectively. The difference was occurred by the calculation error in Scarf al-
gorithm due to the grid size. We observed the price vector in equilibrium
attained by our approach is a Pareto optimal solution by comparing the so-
lution in Scarf algorithm.

The calculation time to get the solution by our approach is much shorter
than Scarf algorithm. Scarf algorithm needs higher computer power, because
simulation time increases remarkably as the number of grids are increased.

Table 5 Experimental results(MOP)

(p17p27p3) Time
(a) (0.45619492,0.12182478,0.42198030) 0.007
(b) (0.17520216,0.29649596,0.52830189) 0.029
(¢) (0.15151515,0.12121212,0.72727273) 0.037
(d) (0.14492754,0.07246377,0.78260870) 0.031
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Table 6 Experimental results(Scarf)

D=1.0 108 D=1.0 10°
(p1,p2,p3) Time (p1,p2,p3) Time
(a) (0.45619491,0.12182478,0.42198031) 96.859 (0.45620,0.12182,0.42198) 0.094
(b) (0.17520215,0.29649596,0.52830189) 151.328 (0.17520,0.29649,0.52831) 0.16
(c) (0.15151516,0.12121213,0.72727271) 157.31 (0.15152,0.12122,0.72726) 0.14
(d) (0.14492754,0.07246377,0.78260869) 158.219 (0.14492,0.07247,0.78261) 0.16

4.2 Economic Market Analysis

4.2.1 Effect of Demand Constraint

There are consumers and producers in the market. The experimental condi-
tions are described as follows:

Gnum = 27 Snum = 17 Cnum =1
Initial parameters of agents are shown in Table [ and

Table 7 Initial states of consumer
Utility function («“') Endowment (e$*,eS™)
(27O (25°)0° (10, 1)

Table 8 Initial states of producer

Input Output Production function
goodsl goods2 3! = 2.0(z1)0*

[Experimental results]

Fig. Bl show allocations, utility of consumer, profit of producer and equi-
librium prices of goods 1 and goods 2 (py, p2) . Transverse is 25 *.

Goods 2 is transformed from goods 1 to maximize utility and profit. Be-
cause the consumer agent prefers goods 2 to goods 1, the producer agent
transforms from goods 1 to goods 2. Fig[{l (a) describes that the amount of
allocation of goods 2 increases as the demand constraint is larger, and goods 1
that is input goods decreases because consumer agent can be allocated goods
2 less or equal of demand constraint. The amount of the allocation doesn’t
change even if the demand constraint is increased more than 5 in Fighl (a).
That is because the consumer agent can get more utility from goods 2 than
from goods 1 in this case due to the law of diminishing marginal utility.

Figll (b) tells us that the price of goods 1(/goods 2) decreases(/increases)
as the demand constraint increases. That is because the demand of goods 2
of consumer agent is high in case the demand constraint is large. Demand
of goods 1 of consumer agent is decreased in case the demand constraint is
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i —l— goods1 —{— goods2 2 —— goods| —0— goods2
1.5
g’ .
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0 o
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(a) Consumer’s allocation (b)Price of goods
6 —— utility i —8—profit
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4 4
=) £s
s a
2 2
1 1
0 0
1 2 3 4 5 6 7 8 1 2 3 4 5 a 7 8
limit limit
(c)Utility (d)Profit

Fig. 5 Experimental results

large, instead. Fighil (c) tells us that the utility of consumer agent increases
because the number of allocated goods 2 is getting higher due to the increased
production. Figll (d) describes that the profit of producer agent is increased
because the producer agent can produce more volume of goods 2.

4.2.2 Effect of Preference

In this section, we verify the effect of preference of consumers. The experi-
mental conditions are described as follows:

Grnum = 2, Spum = 2, Chum = 1 Table [@ is preference parameters of
consumer agent. Initial endowments is (e, e$") = (10,10), and initial pa-
rameters of producer agents are Table

Table 9 Initial degree of consumers’s preference

Degree of preference(a$?, aS") Experimental result

(0.8,0.2) (a)
(0.6,0.4) (b)
(0.5,0.5) (c)
(0.3,0.7) (d)
(0.1,0.9) (e)
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Table 10 Initial states of producer

Agent Input Output Production function

51 goodsl goods2 3! = 2.0(x1)0*
Sy goods2 goodsl 72 = 2.0(z52)°*

[Experimental results]
Fig.[6shows the allocations of each goods, and Fig.[[lshows the equilibrium
prices (p1,p2). Fig. Bland Fig. [@ show the utility of consumer agents and the

profit of producer agents, respectively. Horizontal axis in each figure shows
the upper constraint of consumer agent 1 (a3 Cl).

——goods| —0— goods2 —— goods1 —C— goods2

- B
5 @

11.5

10
s Sn
® "

8 2105
i ® 10
9.5
0 ]
10 11 12 13 10 12
limit limit
(a) (b)
—— goods | —{— goods2 —— goods1 —C— goods2
125 15
12
115 T

S 2

g g

805 s,

= @

10
8.5 o
9
10 12
10 12
limit limit
(c) (d)
—8— goods1 —0— goods2
15
< 10
2
w
8
= 5 H--E-E-8-5------u-8-u-u--u-a-a
0

Fig. 6 Allocation
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0.8 1
.Eﬂ,e §
1
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0.2
0 0
10 3 10 12
limit limit
() (d)
——goods| —0— goods2
15

10 12z
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Fig. 7 Price

Fig. [0l shows that if consumer agent prefers goods 1 to goods 2, producer
agent produces goods 1 more than goods 2 ((a), (b)). On the other hand, if
consumer agent prefers goods 2, then producer agent produces more goods 2
((d), (e)). But, as shown in case (a) and case (b), if upper constraint (")
is in relatively small number, the allocation of goods 2 is more because of the
demand constraint. And, the allocation of goods 1 doesn’t increase if upper
demand constraint is strong, because the utility of goods 1 is more than the
utility of goods 2 (law of diminishing marginal utility).

So, if consumer agents prefer goods 2 to goods 1, the profit of producer
agent 2 (transforms goods 2 from goods 1) decreases, and the profit of pro-
ducer agent 1 (transforms goods 1 form goods 2) increases instead (Fig. [@)).
Additionally, if the value of |041C1 — agl | decreases, the differences between the
allocations of each goods (Fig. [ ), the price of each goods (Fig. ), and the
profit of each producder (Fig. @) are getting smaller, because the utility of
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Fig. 8 Utility

each goods is becoming almost equivalent. Especially, if ozfl = agl (in case
(c)), the differences between the allocations of each goods, the price of each
goods, and the profit of each producder become zero, because the consumer
agents utility of each goods is completely the same.

4.2.3 Effect of the Number of Agents

In this section, we verify the effect of the number of agents to calculation time
to get Pareto optimal solution. The experimental conditions are described as
follows:

Gnum = 37 Snum =2
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Fig. 9 Profit

Table [Tl is the initial sets of parameters in producer agents. Initial endow-
ments, demand constraint and preference of consumers are set followed by

uniform random distribution.

Table 11 Initial states of producer

Agent Input Output  Production function
S goodsl goods2 y5' = random(xit)remdom

Sy goods2 goods3 y5? = random(z5?) emdom

[Experimental results]

The average of calculation time in 100 trials are shown in Table
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Table 12 Computation time (sec)

C’num

10
50

100

T. Matsuda, T. Kaihara, and N. Fujii

Time
0.04044
0.09550
12.14

Finally we show one sample in case of Cj. = 10. Table [[3] and Table [I4]
are both in its initial states, and Table [[H] and Table [[fl describe equilibrium

prices acquired after the convergence.

Table 13 Initial states of consumer

Agent

Ch
Co
Cs
Cy
Cs
Cs
Cr
Cs
Co
Cho

Table 14 Initial states of producer

Utility function (u®*)

( Cl)O 37( C1,0.37 Cl)O 26
( )O 58( CQ)O .25 )O 17
( 3)0 09( )0 .59 Cg)[) 32
( 4)0 07( )O .55 4)0 38
( )0 17( )O 11 )0 72
( )0 48( )0 .09 6)0 .42
( )0 56( )0 .06 C7)0 39
( )O 24( )0 38 Cs)O 38
( cg)o 03( Cg)o 53( Cg)o .44

Table 15 Allocation

( Clo)O 20( Clo)O 15(56010)0 .65

Agent Input
S1 goodsl
So goods2
Agent zsr
Ch1 11.75
Cs 17.00
Cs 5.12
Cy 4.02
Cs 8.00
Cs 17.00
Cr 19.00
Cs 12.06
Cy 1.25
Cho 12.00

Ch
Endowment (e7*,e

Output
goods2
goods3 y3

(12.0, 3.0, 4.0)
(15.0, 1.0, 14.0)
(14.0, 10.0, 5.0)
(14.0, 5.0, 10.0)
(5.0, 13.0, 3.0)
(14.0, 9.0, 12.0)
(15.0, 11.0, 5.0)

Cr Ok
Ok eS*) Limit (2%, 25, 2§

7Ok 70r)

(14.0, 10.0, 5.0)
(17.0, 6.0, 16.0)
(17.0, 19.0, 12.0)
(20.0, 11.0, 12.0)
(8.0, 19.0, 3.0)
(17.0, 15.0, 25.0)
(19.0, 16.0, 13.0)

(4.0, 5.0, 12.0) (13.07 17.0, 24.0)
(9.0, 6.0, 6.0) (18.0, 20.0, 8.0)
(9.0, 6.0, 11.0) (12.0, 14.0, 12.0)
Production function
y§ L =2.0(zy)"
— 30( x5 )045
xQC’“ x?’“
4.21 3.21
6.00 8.22
11.88 6.85
10.77 8.05
12.32 3.00
3.51 17.22
2.59 13.00
6.80 7.33
8.02 7.26
4.40 12.00
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Table 16 Equilibrium price

P1 D2 D3
0.49284 1.3711 1.2627

It has been confrimed that all of the consumer’s allocation are under their
demand constraints in Table Additionally it has been also clarified that
the calculation time for Pareto optimal solution increases as the number of
consumer agents increases in Table[I2l However, the calculation time is within
13 seconds in the biggest model, and that means the calculation time is fully
enough for the practical use to attain a Pareto optimal solution.

5 Conclusions

We formulated a perfectly competitive virtual market with demand con-
straints of consumers, and demonstrated its efficiency on resource allocation
problem in this paper. Firstly we mentioned our motivation about the re-
source allocation problem with the demand constraints, and explained the
agent formulation in the virtual market. Then market-oriented programming
mechanism with the demand constraints were explained. After a brief expla-
nation of a conventional analytical approach, named Scarf algorithm, several
simulation experiments were carried out to analyse the proposed approach.
Finally we have obtained the following results:

e It has been confirmed that the proposed perfectly competitive virtual
market with demand constraints successfully conducts Pareto optimal
solutions.

e After the investigation about the effects of demand constraint, rational
resource allocation have been realised by the proposed virtual market.

e The effect of the number of agents have clarified the proposed approach is
useful for practical problems both in optimality and calculation time.

The obvious next targets of this research are as follows:

e Application of the proposed approach into a practical problem with de-
mand constraint

e Modelling extension to handle resource allocation with demand constraints
both of consumers and producers
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Market Participant Estimation by
Using Artificial Market

Fujio Toriumi, Kiyoshi Izumi, and Hiroki Matsui

Abstract. In designing a realistic artificial market, one of the most impor-
tant points to consider is the combination of agents used. In this study, we
propose an estimation method based on inverse simulation to estimate the
combinations of traders who participate in the market. The proposed method
applies a simulation that estimates market paricipation in different markets.
The simulation results indicate that the proposed method is capable of esti-
mating market participants.

1 Introduction

Recently, it has become clear that it is difficult to explain all of the phenomena
observed in markets by established market models based only on conventional
human psychological reasoning. On the other hand, the study of artificial
markets is one of the promising approaches to explaining such phenomena.
An artificial market is an agent-based model of a financial market. Studies
on artificial markets have attained some successes in market analysis in re-
cent years. For example, the Santa Fe Artificial Stock Market could simulate
financial bubbles with agents using genetic algorithms [IL[I0]. Using an ar-
tificial market, Lux explained the fat-tailed distribution of financial returns,
one of the characteristic styles of financial markets [9]. Artificial markets
have also been used to test existing economic theories such as efficient mar-
ket hypotheses [4]. In a market design using an artificial market, Darley and
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Outkin examined the effect of tick-size reduction in the Nasdaq market [G].
From theoretical to empirical studies, a variety of results have been obtained
by artificial markets over the past ten years [213]5].

One of the most important requirements in designing artificial markets is
to create a market that is similar to the real market. If an artificial market has
no resemblance to a real market, the results derived from such an artificial
market would be unreliable. In particular, the combination of agents deter-
mines the reliability of an artificial market. Accordingly, when the agents’
behaviors in the artificial market are highly similar to the behavior of traders
in the real market, the characteristics of the artificial market become similar
to those of the real market.

The combination of agents can thus be considered a key parameter of
artificial markets. Therefore, the agent combination problem can be consid-
ered a parameter estimation problem. “Inverse Simulation” [§] is one of the
parameter estimation methods used for social simulation, and here we pro-
pose a market-participant estimation method using the inverse simulation
technique.

2 Artificial Market
2.1 Artificial Market Framework

An artificial market (e.g. [5]) is a virtual financial market run on a computer.
Agents, which are computer programs that play the role of virtual dealers,
participate in artificial markets.

The artificial market consists of the following components (FiglIl).

. Market mechanism module
. Order protocol

. Agent interface

. Agents

=W N =

2.2 Market Mechanism Module

The market mechanism module, which is the core of an artificial market
service, collects orders to buy or sell from market participants. The gathered
orders are stored in its order database. Using these gathered orders, a price is
determined continuously whenever a selling price (offer price) and a buying
price (bid price) meet. A transaction (payment and exchange) is executed
just after a price is determined, and the determined price is stored in a price
database. This module can provide market data to market participants in
reply to their requests. Market data include price history, trading volume,
and market orders.
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Artificial market server

Market mechanism module

Market clearing
Market data distribution

P

Order protocol
Fix Protocol

F

Automated trading rules

| -

I

| Agent interface ~Agent

t Order database i interface

' FIX protocol wrapper £

: g .

¥ : v ¥
Fix Agents ‘ Agents ’ I Agents

Fig. 1 Artificial market server

There are two types of common trading mechanisms:

e Continuous double auction
e Clearing house

The proposed artificial market applies a continuous double auction as its
execution mechanism. Orders are executed using a price-time priority rule
that first ranks orders by their price. Orders having the same price are then
ranked according to when they were entered.

2.3 FIX Protocol

The leading automated trading tools include TradeStatiorEl, pylorE7 ZEUda,
and OmegaChartﬂ. Since these trading tools have no compatibility among
themselves, it is difficult to test the programs generated by these systems
in the same artificial market. To solve this issue, it would be best to use
standard order protocols to communicate between trading programs and the
market mechanism module.

! http://www.tradestation.com/

2 http:/ /www.pylonsoft.com/

3 http://www.delight-web.com /zeus/
* http://www.omegachart.org/
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Accordingly, our system uses the Financial-Information-eXchange(FIX)
protocol (e.g. [7]) for communication between agents and the market mecha-
nism module. FIX was originally a protocol for data exchanges in actual elec-
trical trading between securities firms (sell side) and institutional investors
(buy side). Many electrical broking systems in actual financial markets use
the FIX protocol. The standard of FIX is open to the public and determined
by the FIX Committee, which consists of members of many financial institu-
tions and system developers. By using the FIX protocol for communication
within an artificial market service, the programs in our system can be easily
modified to participate in actual financial markets through electrical broking
systems.

2.4 Agents

A virtual dealer that participates in an artificial market is called an “Agent.”
An agent is the computer program that buys and sells virtual stocks in the
artificial market.

Each agent receives such market information as past stock prices, trading
volumes, the results of its own orders, and so on. From this information, the
agent determines an order based on its trading rules. The order is sent to the
artificial market through the agent interface.

2.5 Agent Interface

The agent interface is a wrapper that transforms orders or market information
to FIX messages.

An agent using the FIX protocol can directly connect to the artificial
market. Consequently, an agent interface is not necessary for such an agent.

On the other hand, most automatic trading agents cannot be connected to
the market directly by the FIX protocol. However, agents without the FIX
protocol can still communicate order and market data through a FIX wrapper
in the agent interface. The FIX wrapper then translates the agent’s communi-
cation content into a FIX protocol and vice versa. The agent interface stores
orders received from agents and sends them to the market mechanism module
as a FIX message.

3 Market-Participant Estimation Using Inverse
Simulation

3.1 Inverse Simulation

The aim of this simulation is to clarify the parameters (e.g. combination of
agents) of an artificial market that is sufficiently similar to a real market.
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Since there are so many parameters applicable to simulation, it is difficult
to analyze all patterns of parameters comprehensively. To estimate optimal
parameters, we adopted Inverse Simulation using the Genetic Algorithm. In-
verse simulation is one of the techniques used for parametric estimation that
have been adopted in agent-based social simulations.

Estimation by inverse simulation uses the following procedure. First, the
artificial society model is designed from the mass parameters representing
real society. An evaluation function is established to estimate the similarity
of the artificial society to real society. Next, a set of artificial societies having
different parameters is generated. Each artificial society is simulated and
evaluated for its similarity to the real society. Then, the artificial societies
are updated by using a genetic algorithm.

In this simulation, we assume that a market is a society and that agents
are parameters. The flow of one step of the estimation simulation proceeds
as follows (Figure [2)).

Select an individual from the population.

Generate an artificial market from the individual.

Start the simulation.

Evaluate the artificial market.

Repeat [ until all individuals are simulated.

Update the population by selection, crossover and mutation.

SOt N

3.2 Artificial Market Parameters

Parameters of the artificial market include the type of participating agents.
Each length of eight chromosomes defines an agent’s parameters (Figure [B]).

Agent Simulation | | Simulation Result Real Market

i T f Evaluation

GA-Group

Artificial
Market

- W Evaluation

Evolution

Fig. 2 Flow of Inverse Simulation using GA
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Fig. 3 Generating Agents from Gene

For example, “Active”, “Buy”, “Fundamentalist”, “Trade each minutes”,
“Order 5 stocks for each trade” agent is represent to genotype “11000000”.
Thus, the length of a gene is 8 x N (N: number of agents).

The details of the agents are described in Section [l

3.3 Fvaluation Function

To evaluate the similarity between the artificial market and the real market,
we use the similarity of price movement between the real prices and the prices
generated by the artificial market.

Let the real price be P = py,ps,--- ,pr, and the price generated by ar-
tificial markets be P = P1, P2, ,pr. The evaluation function of artificial
markets is given as follows:

(e B

€ T

1)
Evaluation value e shows the similarity of the price movement. When e =
0, this means that the price movements between the real market and the
artificial market are completely consistent. In this simulation, we attempted
trades five times for each parameter and used the median of evaluation values
as the artificial market’s evaluation value.

4 Trader Agents

In this simulation, we used two types of agents: Fundamentalists and Chartists.
Each type of agent has different parameters and trade strategies. The details
of each agent are described in this section.
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4.1 Fundamentalist Agents

Fundamentalist agents are modeled as institutional investors. Fundamental-
ists have a decided target price for each stock. This may be a fundamental
price or a target price for a VWAP trade. In any case, fundamentalists trade
with the aim of matching a target price.

Fundamentalists trade on only one pre-determined side throughout a day.
That is, buyer agents only buy and seller agents only sell stocks the whole
day. Generally, institutional investors have long-term strategies, and thus
they rarely change trading sides in the course of a day. The trade algorithm
of fundamentalist agents is shown in Appendix

4.2 Chartist Agents

Chartist agents use only charts to decide on trade matters. Chartists always
take account of the daily price trends. There are two types of chartists: the
Follower and the Contrarian. The follower agents trade by following the trend.
If there is an upward trend, this agent places a buying order, since it forecasts
that the trend will continue. The contrarian agents trade against the trend.
If there is an upward trend, this agent places a selling order, since it forecasts
that the trend will change.

In this simulation, the following four types of agents use different al-
gorithms to judge the trend. Each trend-judgement algorithm is shown in
Appendix

1. GoldenCross Strategy
2. HLBand Strategy

3. RSI Strategy

4. BollingerBand Strategy

The trade algorithm of chartists is shown in Appendix

4.3 Agent Parameters

Each agent type has different parameters. This section describes the details
of each parameter.

4.3.1 Trade Frequency

Trade frequency t; is a parameter that defines the step interval of trades.
Each agent orders in t; steps. Fundamentalist agents and Chartist agents
have this parameter.
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4.3.2 Activeness

Activeness A is a parameter that defines the activeness of the agents. When
an active agent estimates the upper trend, the agent orders with a higher
price limit than the current price.

The parameter Activeness takes one of two values, “active” or “passive.”
An active agent orders at a higher price than the current price for a buying
order and at a lower price than the current price for a selling order. On the
other hand, a passive agent orders at the current price for both buying and
selling orders.

4.3.3 Trade Type

Trade type TT defines the trading side of agents, i.e. buyer or seller. Funda-
mentalist agents do not changes their side within a day. In other words, they
only make either buy or sell orders through one simulation episode.

The parameter trade type takes one of two values, “buy” or “sell.” We call
agents that have the “buy” trade-type parameter “buy-side,” and those that
have the “sell” trade-type parameter “sell-side.”

4.3.4 Target Quantity

Target quantity @ is a parameter that defines the target number of stocks.
Fundamentalists try to buy/sell stocks until the held stocks satisfy target
quantity @ as a limit. In the case where the number of held stocks exceeds
this limit, the agent stops the trade to avoid holding more than the limit.

4.3.5 Trend Behavior

Generally, there are two types of chartists, “Followers” and “Contrarians.”
Followers trade by following the trend, and contrarians trade by oppos-
ing the trend. Trend behavior T'B takes one of two values, “Followers” or
“Contrarians.”

4.3.6 Measure Span

Measure span m; is a length of price data used to estimate the trend on a
chart for Chartist agents. Each Chartist agent estimates the trend of stock
prices from its trend estimation algorithm by using the given length of price
data.

Table [[l shows each parameter and the values that each agent can take. Fun-
damentalist agents use the parameters Trade Frequency, Belief, Trade Type,
Trade Quantity, and Chartist agents use the parameters Trade Frequency,
Belief, TrendBehavior, Measure Span.
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Table 1 Agent Parameters

Fundamentalist Chartists
Trade Frequency 1,5,10,30
Activeness Active,Passive
Trade Type Buy,Sell -
Target Quantity  5,30,60,200 -
Trend Behavior - Followers/Contrarians
Measure Span - 10,60

5 Simulation for Estimating Market Participants

5.1 Simulation Settings

5.1.1 Target Market

In this simulation, we use a GA-based inverse simulation to estimate market
participants.

The target market is the “Nikkei 225 Futures” of October 2008 to June
2009, for data taken from certain days in every other month. The “Nikkei
225 Futures” is a stock price index for futures trading in the Osaka Securities
Exchange. We selected the “Nikkei 225 Futures” for the target market because
it has a sufficiently high volume of trades.

The markets in the Osaka Securities Exchange are closed from 11:00 to
12:30. Consequently, a discontinuity occurs in the sequential price data. In
order to eliminate the influence of this discontinuous trading, only the data
sets of tick data in the early session are used for analysis.

The target days, in the range from October 2008 to June 2009, are just
after the the worldwide recession caused by the subprime financial meltdown.
Figure [ shows the price movement of the “Nikkei 225 Futures” during this
period.

5.1.2 Genetic Algorithm

In this simulation, the genetic algorithm is used to estimate optimal param-
eters. The settings of the genetic algorithm are shown in Table

5.2 Results of Simulation

First, we show the change in fitness of each generation in Figure[El Note that
fitness is defined as the distance between simulation results and real market
data. Thus, a smaller fitness value means that simulation results are more
similar to the real market data.

From the figure, the evaluation values of all markets are small enough to
assume that the artificial markets follow the real market.
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Fig. 4 Prices on Nikkei 225 Futures
Table 2 Settings of genetic algorithm
Population Size 50
Generations 100
Length of gene 400
Selection Leave the highest-fitness individual
Select 5% by roulette selection
Crossover One-point crossover

Mutation rate 10%

Figure [0 shows the sample of price movement of the artificial market and
the real market on April 1, 2009. From the figure, the simulation price rises
after once dropping down, which also happened in the real market. As indi-
cated above, the simulation prices follow the rough shape of the real price
movement.

5.3 Analysis of Market Participants

First, let’s consider the number of fundamentalist agents and chartist agents.
Figure [0 shows the estimated rate of buy-side fundamentalist agents, sell-
side fundamentalist agents, follower chartist agents, and contrarian chartists
agents in each market. From the simulation results, it is estimated that there
are few Followers and many Fundamentalists in the October 2008 market,
and after the price volatility becomes lower, the rate of followers become
larger. In September 2008, market prices collapsed due to the bankruptcy of
Lehman Brothers. In the market just after such a special circumstance, it is
highly likely that many ordinary investors will stop their trades to avoid the
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risk of bankruptcy. It is possible that the simulation results express such a

situation.

Next, Figure[§ shows the estimated rate of active agents and passive agents
in each market. There are many passive agents but few active agents in the
market in October 2008. In other markets, the rates of active agents and
passive agents are roughly balanced. From these results, this simulation shows
the particularity of the market in October 2008.
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Furthermore, the active agents make more orders at a price that has a
higher chance of trades being executed. Therefore, a low rate of active agents
causes a smaller amount of trading volume in the market. In fact, there was
actually a small amount of trading volume in the real market on the simulated
day. This fact also backs up the validity of the simulation results.

From the above results, it is estimated that the types of agents in the
artificial market that simulates a market under special circumstances are
different from those in other markets. This observation suggests that it is
possible to estimate the market participants by using the proposed method.
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6 Conclusion

In this paper, we proposed a method to estimate market participants by
inverse simulation. We applied the proposed method to markets after the
worldwide recession caused by the subprime financial meltdown. The simula-
tion results indicate that the types of agents in the market under such special
circumstances are different from those in other markets.

However, there are several points that merit further consideration in this
simulation. The first is the sufficiency of the agent types. We used three types
of agents in the simulation; however, it has not been verified whether these
agent types cover all types of traders. There might be traders who trades
using completely different algorithms. To ability to generate enough types of
agents to fully represent a real market is one of the future works of this study.

A second point is the adequacy of the evaluation function. In this paper,
we use the similarity of price movements as the evaluation function. However,
price movement does not reflect all characteristics of a market. For example,
the standard deviation, ARCH coefficient, Skewness and Kurtosis have been
used to evaluate the price movement of stocks, and a board is also expected to
evaluate the market. Developing an evaluation function that can more fully
express market characteristics is also a future work of this study.
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A Fundamental Agents’ Trade Algorithm

Type := BUYER or SELLER

if Type = BUYER then
buy()

else if Type = SELLER then
sell()

end if

os)

Trend Trader Agents’ Trade Algorithm

Type := Follower or Contrarian
Trend := Upward or Downward
if Type = Follower then

if Trend = Upward then

buy ()
else if Trend = Downward then

sell()
end if
else if Type = Contrarian then
if Trend = Upward then
sell()
else if Trend = Downward then
buy ()
end if
: end if

— e e e e
A S e

C Trend Estimation Algorithms

1. GoldenCross Strategy
n := 6,30, 60
MA(t) := Moving Average from t —n to t — 1
M A4(t) :== Moving Average from t — m/2 tot — 1
if MA;(t—1) < MA;(t—1) and MA;(t) > MAs(t) then
Trend := Upward
else if MA;(t—1)> MA;(t—1) and MA;(t) < MAs(t) then
Trend := Downward
end if
2. HLBand Strategy
n := 6,30, 60
HB := max(p(t — 1),...,p(t — n))
LB := min(p(t — 1), ...,p(t — n))
if p(t) >HB then
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Trend := Upward
else if p(t) <LB then
Trend := Downward
end if
3. RSI Strategy
n := 6,30, 60
gain =0
loss :=0
1:=0
while i < n do
dp:=p(t—i)—p(t—(i+1))
if dp > 0 then
gain = gain + |dp|
else if dp < 0 then
loss :=loss + |dp|
end if
ir=14+1
end while
if gain/(gain + loss) > 0.75 then
Trend := Upward
else if gain/(gain + loss) < 0.25 then
Trend := Downward
end if
4. BollingerBand Strategy
n := 6,30, 60
MA(t) := Moving Average from t —n tot — 1
V(t) := Standard Deviation from t —n to ¢t — 1
if p(t) > M A(t) + V(t) then
Trend := Upward
else if p(t) < MA(t) — V(¢t) then
Trend := Downward
end if
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markets around the world have crashed, revealing their instability. To stem
the decline in stock prices, short-selling regulations have been implemented
in many markets. However, their effectiveness remains unclear. In this paper,
we discuss the effectiveness of short-selling regulation using artificial markets.
An artificial market is an agent-based model of financial markets. We con-
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with short-selling regulation and have observed the stock prices in both of
these markets. We found that the market in which short-selling was allowed
was more stable than the market with short-selling regulation, and a bub-
ble emerged in the regulated market. We evaluated the values of assets of
agents who used three trading strategies, specifically, these agents were fun-
damentalists, chartists, and noise traders. The fundamentalists had the best
performance among the three types of agents. Finally, we observe the price
variations when the market price affects the theoretical price.
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1 Introduction

As a consequence of the subprime mortgage crisis and the Lehman Brothers
shock in the United States, stock markets around the world have crashed,
revealing their instability. To stem the decline in stock price, short-selling
regulations were implemented in a number of markets. Generally, these reg-
ulations are thought to inhibit the decline of stock prices. The effectiveness
of such regulations has been evaluated in previous studies [2,0]. A report on
short-selling regulation in the United Kingdom, United States, and so on did
not consider the market mechanisms for the case in which short selling is
restricted [g].

An artificial market that is an agent-based model of financial markets
is useful to observe the market mechanism. That is, it is effective for ana-
lyzing causal relationship between the behaviors of market participants and
the transition of market price. The behavior of an artificial market can be
observed when useful models of actual market participants are introduced
to the market. Moreover, when institution models to stem market declines,
such as short-selling regulation, are introduced to the market, we can observe
the behavior of the market participants. In addition, we can observe market
phenomena on which the above participant behaviors have a great effect. A
number of studies have investigated phenomena in financial markets using
artificial markets [1L[3}4L[6L[7].

In this paper, we discuss the effectiveness of short-selling regulation us-
ing an artificial market. For simplicity, in Sect. 2] we constructed an artifi-
cial market with short-selling regulation and an artificial market that allows
short-selling. We hereinafter refer to the market with short-selling regulation
as the regulated market and to the market that allows short-selling as the un-
regulated market. The trading strategy models of these market participants
(agents) are defined in Sect. 2] and Sect. In Sect. Bl we analyze the
market mechanisms based on the results of the artificial markets simulations.
First, in Sect. [3Jl we observe the stock price variations of two markets. The
unregulated market was found to be more stable than the regulated market,
and a stock market bubble emerged in the regulated market. By comparing
our proposed market to past actual market data (TOPIX), we demonstrate
that our artificial market has some properties of actual markets. Next, we
observe agent transactions in Sect. We analyze how agent transactions
influence our two markets and why a bubble emerges in the regulated mar-
ket. Then, we discuss the performances of agents in our two markets. The
proposed market considers agents with three trading strategies: fundamen-
talists, chartists and noise traders. We demonstrate that fundamentalist have
the best performance among the three agent types. The theoretical price in
above market model does not depend on the market price. In Sect. B3 we
observe price variations under the market model in which the market price
affects the theoretical price.
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2 Construction of Artificial Markets

The proposed artificial markets consist of one hundred agents who each have
one million yen and 10 shares as initial assets. All agents sell or buy only
one company. Each of the agents is assigned a fundamentalist, chartist, or
noise trader trading strategy. In the simulation, the ratio of fundamentalists,
chartists, and noise traders is 45:45:1(f]. The maximum number of shares
that each agent can hold is Sy,q.(= 1,000). In the unregulated market, the
maximum number of short-sold shares is -S,,in (Smin = -1,000), that is, each
agent can hold the number of shares S that satisfies -1,000 < S < 1,000.
However, agents are not allowed to straddle, but they can short-sell if they do
not hold any shares. On the other hand, each agent in the regulated market
can hold S that satisfies 0 < S < 1,000.

2.1 Agent Models

In this section, the trading rules for the three trading strategies are presented.

2.1.1 Fundamentalist

In our markets, fundamentalists predict current market price based on the-
oretical price and control the number of shares that they hold in order to
maximize their asset values. Theoretical price is a given value and is read-
justed periodically. The initial theoretical price is set to 300 and readjusted
according to a normal distribution N(1,0.1%) every 1,000 periods.

Let the expected stock price of agent ¢ at period t be ]5”, and
let the theoretical price be P;. Then, Pi,t is decided according to
N(P; + €1, (P + €;¢))?) and readjusted every 100 periods, where ¢; ; de-
notes the degree of bullishness3 of 7 at t, and « is a coefficient that describes
the degree of spread of expected prices, which is decided by each agent, and
is set to 0.1. ; +—1 denotes the amount of cash that ¢ holds before a transac-
tion at ¢. ¢; ;—1 denotes the amount of shares that ¢ holds before a transaction
at t. P;_1 denotes the market price at t — 1. The assets of agent i before a
transaction at ¢ are as follows:

Wit—1 = Qit—1+ Pic1 - qii—1. (1)

! The selected ratio is based on the intuitions of institutional investors that was
further confirmed after getting properties of artificial markets similar to that of
actual markets when the simulation was executed with the selected ratio (in Sect.
[B1)). The values for other parameters used in this paper are selected on the basis
of same criterion.

2 Since a bullish agent expects a higher price than the theoretical price, this value
is positive for a bullish agent. On the other hand, for a bearish agent, who expects
a lower price than the theoretical price, this value is decided negative.
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Let the amount of shares held by ¢ at ¢ that maximizes the subjective expected
utility under condition () be §; ;. Then, §; . is as follows:

Gy = Pr4eir— P
T a(a(Pet €qg))?

Note that a constant a(> 0) is a coefficient of risk aversion and the larger
the value of a is, the smaller the number of shares that fundamentalists hold
to averse risk. Fundamentalists attempt to decide their trading rules based
on Gt If Git > qit—1, ¢ places an order to buy §G;+ — gi+—1 shares at ]5”,
where the maximum number of shares that can be bought is Sz — git—1-
If @it < git—1, © places an order to sell ¢; 1—1 — i+ shares at P@t, where the
maximum number of shares that can be sold in the unregulated market is
¢it—1 — Smin, and the maximum number of shares that can be sold in the
regulated market is ¢; ;1. If ¢;+ = ¢;,t—1, ¢ does not trade at period ¢.

2.1.2 Chartists

In our markets, chartists trade based on the moving averages of stock prices.
Chartists consist of market followers and contrarians. Let n;: be a number
that satisfies 1 < n;; < 25. Let the n;; period moving average at ¢ used by
agent i be

Nt

1
MAt,m‘,,f, = Ny Zpt—jv
it

and let AMAyy,,, = MA¢n,, — MA;_15,,. Market followers place orders
based on the following rules.

o If AMA;,,, > 0, then i places an order to buy qz?:t shares at price
(1 + O[t)Pt_l. ,

o If AMA;,,, <0, then i places an order to sell qi?; shares at (1+ o) P_1.

o If AMA;,,, =0, then i does not trade.

Contrarians place orders based on the following rules.

o If AMA;,,, >0, then i places an order to sell qz/j; shares at (1+ o) P;_1.
o If AMA;,,, <0, then i places an order to buy qij:t shares at (1+ay)Pi_1.
o If AMA;,,, =0, then i does not trade.

Let the initial n;; be a random number that satisfies 1 < n;; < 25, and
let a; be a random number according to N (P;_1,0.1%). Let qz-jjt be a random
number according to N (10,0.12), where 0 < qij:t < Smaz —¢i,t—1 when i places
an order to buy. Let qF; be a random number according to N(10,0.1?), where
0< qz/j; < @i;t—1 — Smin When i places an order to sell in the unregulated

market and 0 < qﬁ < gi,+—1 when 7 places an order to sell in the regulated
market.
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2.1.3 Noise Traders

Noise traders place orders to buy, sell, and wait with equal probabilities. At ¢,
agent i places an order to buy q;’\; shares at price (14 «y)P;—1, where q;’\; is a
random number according to N (10, 0.12) and satisfies 0 < qi]Yt < Smaz—it—1-
At t, i places an order to sell q;J,\f shares at (1+ay)Pi—1, where q;]f is a random
number according to N(10,0.1%) and satisfies 0 < qély < @it—1 — Smin in the

unregulated market and 0 < q;ly < @4,t—1 in the regulated market.

2.2 Modeling of an Agent Influenced by the Trading
Rules of High-Performance Agents

After a transaction at period ¢, all agents evaluate their performances. Each
agent whose performance is lower than that of any other agent attempts
to learn the trading rules of the high-performance agents. Moreover, high-
performance agents who would like to improve their performance also learn
trading rules.

However, agents cannot change their trading strategies to other strategies,
because the ratio of the three strategies in our markets is fixed. For exam-
ple, a low-performance fundamentalist attempts to learn a trading rule of a
high-performance fundamentalist, and not a high-performance chartist. Noise
traders do not evaluate their performance or learn the trading rules of other
agents.

2.2.1 Fundamentalists

Let the ratio of change of the assets of fundamentalist agent 7 from period
t—1totbe Ry =W,+/W;:—1. When the mean ratio of change of the assets
of 7 in the past N (= 5) periods

1 N
Ri: = N ;Ri,tf(jfl)

ranks in the bottom Np (= 20)% of all fundamentalists, ¢€; ; is changed with

probability
Rank of performance of agent i

pi= Total number of fundamentalists

That is, ¢, whose R ; ranks in the top Ny (= 20)% of all fundamentalists,
is chosen at random, and €; 441 = €, v is set, where

1 N
€/ N = N E €l t—j-
Jj=0
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To implement a change of trading rules of agents who would like to improve
their performance, for agents whose R; ; does not rank in the top Ny %, their
degree of bullishness is changed with probability 5% at random.

2.2.2 Chartists

When the mean ratio of change of the assets of chartist agent ¢ in the past
N(= 5) periods R;; ranks in the bottom Ny (= 20)% of all chartists, the
moving average period n;; is changed with the following probability.

Rank of performance of agent 4
pi =

Total number of chartists
That is, ¢’, whose R/ ; ranks in the top Ng (= 20)% of all chartists, is chosen
at random, and n; 11 = ny ¢ is set.

To implement a change of trading rules of agents who would like to improve
their performance, for agents whose R; ; does not rank in the top Ng%, their
trading rules (market followers and contrarians) and/or their moving average
periods are changed with probability 5% at random, where moving average
periods satisfy [1,25].

2.3 Equilibrium Price

Each agent determines the price and quantity of an order based on his trading
strategy and places the order. The market price at period ¢ is determined
when the sell order prices and buy order prices of each of agent agree at t.

3 Discussion

3.1 Price Variation in the Markets

We observed market price variation in the unregulated and regulated markets
(vefer to Fig. [ and Fig. (). These figures reveal that prices in the unregulated
market did not diverge significantly from the theoretical price. On the other
hand, prices in the regulated market diverged greatly from the theoretical
price and showed repeated sharp increases and decreases. In the regulated
market, once the price rose sharply, it never returned to the theoretical price.
These indicate that the short-selling regulation has the property that it not
only stems the decline in the prices but also increases the prices excessively.

However, if our market models do not reflect the actual markets, the result
is meaningless. Thus, we discuss whether our market models reflect the actual
markets. The price variation statistics of our markets were first compared
with those of past market data to analyze the problem. We used the Tokyo
stock price index (TOPIX) from 16th May 1949 to 16th June 2009 (14,926
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days) as past market data. Table[Ilshows the parameters of the rate of return
in these markets. Fig. Bl Fig. @ and Fig. Bl show histograms of the rate of
return in the unregulated market, the rate of return in the regulated market,
and the rate of return of the TOPIX, respectively. The distribution of the
rate of return of actual data is fat-tailed. (The kurtosis of the rate of return
distribution of the TOPIX is 11.673.) Since the kurtosis of the rate of return
distribution of the unregulated market is 128.65 and that of the regulated
market is 0.50732, the distributions of the rates of return of our markets
are also fat-tailed. The kurtosis of the unregulated market is larger than
that of the regulated market, as the standard deviation (SD) of the rate of
return in the unregulated market is smaller than that in the regulated market.
Therefore, we can consider that the price variation in the unregulated market
is more stable than that in the regulated market.

Since short-selling is seldom regulated in actual markets, a histogram of
the rate of return in the unregulated market is more similar to that in the
TOPIX than that in the regulated market. This indicates that our market
models reflect the actual markets.
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Table 1 Parameters of rate of return

Unregulated Regulated TOPIX

market market
Mean 0.00045 0.00317 0.00031
Standard 53595 0.07745 0.01064
deviation
Kurtosis 128.65 0.50732 11.673
Skewness 3.8347 0.10937 -0.13232
Fig. 3 Histogram of 9
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We compare the autocorrelation of the rates of return of our markets
with the TOPIX. The autocorrelation coefficient of the rates of return of
the TOPIX converges to 0, and the autocorrelation coefficient of the squared
rates of return the TOPIX is large and is not attenuated quickly (refer to
Fig.[Bland Fig.[M). The autocorrelation coefficient of the rates of return in the
unregulated market converges to 0, and the autocorrelation coefficient of the
squared rates of return in the unregulated market converges to 0 faster than
that of the TOPIX. However, the autocorrelation coefficient of the squared
rates of return in the unregulated market converge to 0 slower than that of
rates of return in it. The above properties are consistent with the properties
of actual markets. The autocorrelation coefficient of the rates of return in the
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Fig. 6 Autocorrelation ‘—The unregulated market =— The regulated market —TOPIX‘
of rates of return 1.2

J
0.8

06 -\

0.4 | AN

0.2 + ~
M\
<
0 M N Lo L L e

¥ =%
OV 5 10 15 20 ?5\ 30 35 40 45 5
-0.2 + ~ ~

Coefficient

-0.4

Fig. 7 Autocorrelation ‘—The unregulated market = The regulated market —TOPIX‘
of squared rates of return 1.2

14

0.8

0.6

0.4 +

Coefficient

0.2

0 4 b T T e i Y o

0 5 10 15 20 25 30 35 40 45 O

Lag

regulated market decreases slowly, which indicates that the rates of return
depend on past rates of return. Therefore, the volatility of returns in the
regulated market is considered to increase.

3.2 Agent Transactions

In this section, we discuss agent transactions in our markets. We analyze how
agent transactions affect the markets and the difference in agent performance
between the unregulated market and the regulated market.

3.2.1 Trends of Agent Transactions

Fig. B shows the transitions of the positions of agents in the unregulated
market. The position rate of fundamentalists correlates inversely with the
position rate of chartists (-0.902). Chartists can be considered as trend fol-
lowers, because fundamentalists basically trade against the trend.
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On the other hand, the positions of chartists correlate directly with market
price (0.839) in the regulated market. In addition, in the regulated market,
fundamentalists seldom trade is found. Fundamentalists sell all of their shares
upon the emergence of a bubble. However, the price is seldom lower than the
theoretical price, even if the bubble collapses. Therefore, they cannot buy
shares after the first bubble. The reason for this is not analyzed in this paper.

3.2.2 Bubble in the Regulated Market

The mechanism of the emergence and collapse of a bubble in the regulated
market can be considered as follows.

Generally, when price begin to rise, most chartists tend to place buy orders
with the upward trend, because the trade rule of high-performance chartists
is to place orders to buy with the upward trend. As stated above, in the un-
regulated market, the positions of fundamentalists is inversely correlated with
the positions of chartists. Thus, price is prevented from increasing sharply,
because many sell orders (including short-selling orders) placed by funda-
mentalists [l match the buy orders of chartists, which may cause the price
to increase sharply. However, in the regulated market, as the price begins to
rise, fundamentalists sell all of their shares and do not trade, because they
cannot place short-sell orders. Therefore, the price increases sharply, because
the large number of buy orders from chartists causes the equilibrium price to
increase.

As price increases, an increasing number of agents cannot place buy orders
because of a shortage of cash. As a result, the number of buy orders decreases,
buy orders with comparatively low prices match sell orders, and price begins
to decrease (refer to Fig. ).

As price begins to decrease, some chartists place orders to sell as the
downward trend begin to increase their assets. Thus, most chartists begin

3 Since fundamentalists basically trade against the trend, they tend to place sell
orders if the price rises.
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to place sell orders as the trend and price decrease. When the price has fallen
sufficiently, agents who were unable to place buy orders due to a cash shortage
become able to buy some shares and price ceases to decrease (refer to Fig.[d).
Fig. indicates that noise traders place orders to buy and their positions
begin to increase around the time prices cease to decrease.

Regarding the mechanism of the bubble emergence, in the theory of fi-
nance, there is reported to be a high possibility of bubble emergence if short-
term investors or noise traders exist in markets [5l[10] and prices affect fun-
damental values [11].

3.2.3 Agent Performance

Table 2] shows performance of each agent type in the markets. These values
are the arithmetic means of various values of SD obtained from 10 simula-
tions in each market. In the unregulated market, fundamentalists and noise
traders make profits, whereas chartists report losses. In the regulated market,
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Table 2 Performance of each type of agent

Unregulated Regulated

market market
Fundamentalists  14.670%  0.03906%
Chartists -15.077%  187.54%

Noise traders 1.1808%  -99.752%

Table 3 Return ranking of chartists and noise traders in the regulated market

Chartists Noise traders
Top  Bottom Top Bottom
1 1604.8% -99.238% -99.602% -99.921%
2 492.37% -98.742% -99.718% -99.915%
3 389.51% -98.524% -99.789% -99.889%
4 378.98% -97.864% -99.806% -99.873%
5 264.84% -96.644% -99.830% -99.832%

fundamentalists make slight profits, chartists make large profits, and noise
traders lose most of their assets. Table[3shows the five highest and five lowest
returns of chartists and noise traders, respectively, in the regulated market.
Not all chartists make large profits, and all noise traders lose most of their
assets. The strategies of chartists in the regulated market can be considered
to be high-risk-high-return strategies.

Therefore, in both markets, the strategies of fundamentalists have the most
stable performance among three agent types.

3.3 The Market Model in Which the Market Price
Affects the Theoretical Price

In the above market model, the market price does not affect the theoretical
price. Fundamentalists in actual markets decide orders’ price and the number
of shares based on theoretical price that depend not only on fundamental
elements but also on the relation of supply and demand of stocks, when the
price diverges greatly from the theoretical price. In this section, we consider
the market model in which the market price affects the theoretical price and
observe price variances in both artificial markets. Let o, be a coefficient to
describe link between the theoretical price and the market price. The new
theoretical price is decided using the following rule.

Pt+1 = Pt + Olp(Pt - Pt)
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Fig. 11 The SD of rates of return in the unregulated market under the new theo-
retical price model

where P, is more than three times of P; or less than one third of P;. Fig. [Tl
shows the SD of rates of return in the unregulated market when a,, ranges
from 0 to 1.0 at intervals of 0.1. These values are the arithmetic means of
various values of SD obtained from the execution of 10 simulations in the
unregulated market. The SD of the rates of return increases with increas-
ing value of ay,. This means that the more market prices affect theoretical
prices, the more instable markets are. Therefore, this property bears out
Soros’ prospect [11].

In addition, we do not have the scenario in which the market price is more
than three times of the theoretical price in the unregulated market.

In the regulated market, we do not have any features under the new the-
oretical price model.

4 Conclusion

In this paper, we discussed the effectiveness of short-selling regulation using
an artificial market. We first constructed regulated and unregulated markets.
We found that the unregulated market was more stable than the regulated
market, and that a bubble emerged in the regulated market. This indicates
that the short-selling regulation has the property that it not only stems the
decline in the prices but also increases the prices excessively. To confirm the
adequacy of our market models, we compared the price variation statistics
of our markets with those of past market data (TOPIX) and found that
our market models reflected the actual markets. Next, we discussed agent
performance in the two markets and showed that the performance of funda-
mentalists was the best among the three agent types. Moreover, we discussed
the reason why a bubble emerges in our market models. Finally, we discussed
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the price variations under the market model in which the market price affects
the theoretical price. In the future, we intend to clarify the reason why mar-
ket price diverges from theoretical price in the unregulated market, prospect
the price transition for the case in which the ratio of the three strategies
(fundamentalists, chartists, and noise traders) in our markets change flexi-
bly, identify whether properties of the artificial markets using other values for
each parameter (e.g., the maximum number of shares) satisfy that of the ac-
tual markets, and discuss the effectiveness of other regulations (e.g., leverage
regulation) using our market models.
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Learning a Pension Investment in
Consideration of Liability through
Business Game

Yasuo Yamashita, Hiroshi Takahashi, and Takao Terano

Abstract. While the importance of financial education is recognized in re-
cent years, the technique for deepening an understanding to pension invest-
ment management is needed. In this research, we analyze learning method
of the pension investment management in consideration of liability using the
business game technique. As a result of analysis, interesting phenomena —
the participant understood the learning method of the pension investment
management in consideration of liability — were seen. This shows the effec-
tiveness of the business game technique to learning the pension investment
management.

1 Introduction

The company has introduced the pension system from the character of the
complement of social security and the mitigation of the burden of individ-
ual security which retirement benefitd] mean, or a personnel policy. In the
pension system, although the organization which became independent of cor-
porate management is usually performing investment and management, the
sponsoring company takes the final risk of management. In Japan, it became
clear that the shortfall to projected benefit obligatiorE comes to be added up
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! Retirement benefits say the thing of retirement lump sum grants or a business
annuity in Japan.

2 It is also called PBO. It is the current value of the Retirement benefits which a
company will pay to employees in the future.
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by the balance sheet of a sponsoring company as a debt, and the sponsor-
ing company takes the risk of pension-assets investment by the Retirement-
benefits accounting standards introduced from the 2000 fiscal year. Under
the present accounting system, the measure called delay recognition is taken.

It eases the influence on an earning statement in which what is necessary
is just to refund the unfunded liabilities by reduction in pension assets in a
fixed period (about ten to 15 years) after a following term. However, it is
in the tendency for the method that unfunded liabilities are appropriated
for a generating fiscal year the total amount in the future to be adopted,
and a possibility is increasing, that change of pension assets will affect the
achievements of a sponsoring company.

In such a situation, the pension-assets investment persons concernedd think
that they need the pension-assets investment technique in which the influence
to the achievements of a sponsoring company is also taken into consideration.
As opposed to the problem how to maintain the balance of pension assets and
a pension liability regarding pensionary risk management in finance theory,
it has tackled as the problem of pension-assets liability management (ALM),
or a problem of pension surplus management [4]. By old research, it has
been thought that the asset allocation method that a high return, a low risk,
and the risk of pension liability is hedged, is important for a pension-assets
investment. Therefore, the risk of pension liability was hedged by duration
managemen‘ﬂ of pension assets, and the technique of considering realization
of a high return and a low risk as an asset allocation problem in traditional
pension assets has been chosen.

However, by this technique, the influence of the achievements on a spon-
soring company is not taken into consideration. What is necessary is just to,
lessen change of a surplus (difference of pension assets and pension liability) if
possible, in order to lessen influence of the achievements on a sponsoring com-
pany as much as possible. For that purpose, it is required to choose the asset
allocation method which minimizes the tracking error to the pension liability
return of a pension-assets return. Since this asset allocation method differs
from the conventional asset allocation method in business, an understand-
ing is difficult for it for practitioners. The importance of different education
from the learning method by classroom lecture regarding the pension asset
management in consideration of liability is increasing.

Meanwhile, in the research through the business game which is one field
of a gaming simulation [2], although research on management or marketing
is done briskly [6] [7] [9], it is in the situation which is hard to be referred to

3 They are not only the corporate pension fund which maneges pension system and
the institutional investor to whom the pension-assets investment is entrusted, but
the financial department of a sponsoring company and so on.

4 There are simulation analyses as the technique of treating the risk of pension
liability in detail [3] [8]. There is a fault which is going to express the structure of a
complicated pension delicately of becoming complicated too much and becoming
rather unclear.
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as that research on a finance is done enough [I]. So far, some researches are
made regarding learning through business game as the technique of the finan-
cial education in the finance field [10] [II]. However, it cannot say that the
quantity of research is still enough, and research on learning of the pension
asset management in consideration of liability is not done, either. Therefore,
the approach of this research in consideration of liability on learning of pen-
sion asset management can be called meaningful thing. In this research, it is
shown clearly by experiencing a business game that practitioners learn the
difficult asset allocation method effectively.

In this research, in order to aim at showing the technique of learning the
pension-assets investment in consideration of liability using the framework of
business game, first, the model of a business game is built, next it experiments
by using an actual human being as a player. After explaining the model used
for analysis in the following chapter, results are shown in chapter[3l Chapter [
is Conclusion.

2 Method

2.1 System of Business Game

The environment required for development of the system in this research,
and execution of an experiment is constituted by business model descrip-
tive language (BMDL) and business model development system (BMDS) [5].
BMDL is the programming descriptive language of a short form. HTML files,
CGI files, and so on can be created in BMDS by describing BMDL for game
managers (facilitator) and for game users (player). A business model writ-
ten in BMDL is first translated into corresponding CGI scripts and C pro-
grams by BMDL translator. The programs are then run on a host computer
with a WWW server and the model variable data in the form of spread-
sheets. Finally, players execute the business game through browsers on the
WWW environment. Fig[llshows development and execution environment of
an experiment. Players input decision-making in each round through WWW
browsers, and a facilitator also advances a game through a WWW browser.

2.2 Business Game Model

In this research, business game regarding asset management in consideration
of pension liability is performed. Fig[2shows the outline of the business game
in this research. A player was going to be a portfolio manager of a pension
fund. He or she decides the asset allocatior] of 5 assets of domestic long-term

5 Asset allocation is determined that the ratio sum total of the assets will be
100%. The ratio of each asset is 0% or more of 100% or less. Short selling is an
impossible.
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Fig. 1 Conceptual diagram of development and execution environment for the
experiment

bond, domestic short-term bond, foreign bond, domestic stock, and foreign
stock at the beginning of every terrrﬁ, and inputs into a model as “Input
information”.

A player refers to “Reference information” and decides asset allocation.
“Reference information” is offered every term. The expected return of asset,
the risk, the covariance, the duration, and so on are displayed on “Refer-
ence information”. “Reference information” is provided also with the example
(suppose that it is called a reference portfolio in this paper) of the portfolio
used as reference which maximizes the expected return of a surplus and so
forth.

As a reference portfolio, the case where the “expected return / risk” of a
surplusE is maximized, the case where an expected return is maximized, and
the case where a risk is minimized are raised according to the kind to optimize.
The reference portfolio of a short period (the past one year), the middle (the
past three years), and a long period of time (all the available data, in general
five years or more) is raised regarding the period of the past return used for
expected return estimation. The examples of the target duration regarding

5 One term is set to one round, and the period of one term is considered as the
period of three months.

" A surplus here is the difference of pension assets and a pension liability. In plus,
a surplus means the savings surplus of pension assets, and in minus, it means
the unfunded liabilities of pension assets.
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Fig. 2 Business game model

pension asset are given as for the cases where the percentage to the duration
of pension liability is 80%, 100%, and 120%f.

As a person in charge of a pension fund, the reservation of pension assets
which provides pension liability is given to a player as a target. Although a
savings ratio should just always change into not less than 100% of state (state
of plus surplus), when a risk is taken too much in order to raise a return,
sometimes, a reserve ratio may fall. When a reserve ratio falls, a sponsoring
company compensates funds as retirement benefit costs, and a sponsoring
company receives a loss by this costs donation. Therefore, a player must de-
cide the asset allocation of pension assets, after also taking into consideration
the influence which it has on the profit and loss of a sponsoring company.
When a savings ratio becomes not less than 100%, it is a setup by which pen-
sion assets are balanced to pension liability by reducing the contribution of
the pension which is inflow to pension assets, and a reserve ratio is adjusted
to 100% at the time of every term and a start.

8 Furthermore, in a Excel file which offers “Reference information”, a program is
able to calculate a portfolio by specifying the percentage of duration and expected
returns (the short period, the middle, long period of time).
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That is, when a reserve ratio is less than 100%, the insufficiency of pension
assets is added up as a loss of a sponsoring company. When a reserve ratio is
not less than 100%, it is adjusted so that an exceeded part of pension assets
may become the same amount of pension liability, and there is not reduc-
tion to a sponsoring companyﬁ. It is explaining to a player being exposed to
the situation of competing with the pension fund staff (other players in an
experiment) of the other companies of a same sector at the time of an ex-
periment start. It is explaining that the result of a pension-assets investment
of a player may inflict a loss on a sponsoring company, and may make it the
disadvantageous situation for competition with the other company.

The performance evaluation of a player is measured from the impact (track-
ing error of retirement benefit costs) given to the profit and loss of a sponsor-
ing company. Ranking of the management capabilities of a player is carried
out by this evaluation. In addition to the impact given to the profit and loss
of a sponsoring company, players are provided also with information ratio
(which is the average of excess return of pension assets to pension liability
divided by the tracking error), the average of excess return of pension as-
sets, and the average of excess return for every round to pension liability as
“Output information” after the end of each round.

Messages are given to a player when every round finishes. The ranking
based on the impact given to the profit and loss of the sponsoring company
of a player is displayed on a message. Moreover, the links for acquiring the
information for deciding the strategy of the next round are displayed. If
equity ratio falls greatly, warning is emitted. As for a slight warning, a yellow
card will be displayed, and, as for a serious warning, a red card will be
displayed. Such a message is a device for giving the incentive which makes
a player a competitive spirit. A sponsoring company may go bankrupt when
defamation of pension assets continues and the loss done to a sponsoring
company exceeds capital. Even when it goes bankrupt, a player can be made
decisions succeedingly.

Experiments are two cases. One is a case where a player is a student,
and the other is a case where a player is an institutional investor affiliation
member. The experiment which uses a student as a player was conducted as a
representative of the beginner who there is no knowledge not much regarding
finance theory, and have not received professional training. Students are five
Tokyo Institute of Technology graduate students (three first-year graduate
students, two two-year graduate students). All five persons can be regarded

9 Although adjustment by change of a premium and so on is performed only once
in about five years, in this experiment, it shall be carried out every term. More-
over, it is assumed that a capital structure change by funding of a sponsoring
company is not made every term, either. Since the pension premium increase
for insufficiency stopgap of pension assets cannot be done by subscriber’s strong
opposition, either, it is assumed that there is only donation from a sponsoring
company.
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as beginners mostly regarding finance theory. On the other hand, the exper-
iment which uses the three affiliation members in an institutional investor’s
investment section as a player, as a representative of those who it is knowl-
edgeable regarding finance theory and have received professional training was
conducted.

All three institutional investor affiliation members are financial analyst
qualification holders. They hold the knowledge regarding finance theory, and
since they have also experienced the training as a fund manager, it can be
considered that they received professional training. The experiment was con-
ducted 3 timed™ regarding each case where a player is a student, or an
institutional investor affiliation member. One experiment took 10 rounds. It
took about 1 hour. In order to avoid the end effect to a player, a player has
not been told the end time beforehand.

The rational asset allocation method based on the finance theory in the
experiment of this research is asset allocation which minimizes a prior ris].
Asset allocation which minimizes impact (tracking error of retirement benefit
costs) given to the profit and loss of a sponsoring company ex post may
occur besides the asset allocation which minimizes a prior risk. However, the
rational asset allocation which can be made decisions in advance is asset
allocation which minimizes a prior risk. Therefore, in the experiment of this
research, it is judged that there is learning effect with the asset allocation of
a player approaching prior risk minimization asset allocation.

3 Result

This chapter explains the result of having conducted the experiment regard-
ing the pension-assets investment in consideration of liability , in order to find
a difference between the case where professional training has been done and
the case where professional training has not been done regarding finance the-
ory. First, it explains that it was insufficient for bringing regarding learning
effect as for the pension-assets investment which took liability into considera-
tion in the case of the student, where the player has not received professional
training. Subsequently, it explains that there was learning effect through this
experiment regarding the pension-assets investment in consideration of lia-
bility in the case of the institutional investor affiliation member, where the
player has received professional training.

10 The 1st, the 2nd, and the 3rd experiment used respectively the actual market
data from December 2001 to March 2004, from June 2004 to September 2006,
from December 2006 to March 2009.

W “TE = \/r2 4 62" defines the prior risk. TE: Prior risk. 7: The expected return
presumed from a past return. o: The standard deviation presumed from a past
return.
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3.1 Case Where Player Has Not