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Preface

This book constitutes the thoroughly refereed post-proceedings of workshops
under the 12th International Conference on Principles of Practice in Multi-
Agent Systems (PRIMA2009). Twenty-eight revised full papers were included
in this book.

The International Conference on Principles of Practice in Multi-Agent Sys-
tems (PRIMA) is a conference that has developed from a series of leading
international workshops in the Pacific Rim region for the presentation of re-
search and the latest developments on principles, practices, and theories in
multi-agent system (MAS) technologies, including the application of MAS
to problems of social, industrial, and economic importance. PRIMA 2009
was the 12th in the series of conferences/workshops and was held in Nagoya,
Japan, December 13-16, 2009.

The PRIMA2009 workshops were designed to provide a forum for re-
searchers and practitioners to present and exchange the latest developments
at the MAS frontier. Workshops are more specialized and on a smaller scale
than conferences to facilitate active interaction among the attendees. They
encourage MAS theories to meet reality, MAS researchers to work with prac-
titioners, and vice versa. Through workshops, both sides get exposure to
evolving research and tools, and to the practical problems to which MAS can
be applied. As an excellent indicator of the current level of active research
and development activities, PRIMA2009 included a total of five workshops
that were grouped as two joint workshops and one stand alone workshop:

• International Workshop on Agent-based Collaboration, Coordination, and
Decision Support;

• Joint workshop on Multi-Agent Simulation in Finance and Economics &
Applied Agent based simulator Engineering for Complex System study;
and

• Joint Workshop on Agent Technology for Disaster Management & Intelli-
gent Agents in Sensor Networks and Sensor Web.



VI Preface

The output from those workshops has created this unique collection that is
presented in three parts. Part I reports the use of agent technologies in assist-
ing the collaboration among humans and software mechanisms, coordination
among software agents and systems, and decision support on knowledge dis-
covery; Part II covers agent-based simulation in finance, economics and social
science; and Part III discusses agent-based applications for environmental
monitoring and disaster management.

Each workshop paper was accepted after review by at least two experts.
Further improvements were included in many papers in preparation for this
collection. Readers will be able to explore a diverse range of topics and de-
tailed discussions related to the five important themes in our ever chang-
ing world. This collection plays an important role in bridging the gap be-
tween MAS theory and practice. It emphasizes the importance of MAS in
the research and development of smart power grid systems, decision sup-
port systems, optimization and analysis systems for road traffic and markets,
environmental monitoring and simulation, and in many other real-world ap-
plications and publicizes and extends MAS technology to many domains in
this fast moving information age.

The organizers of the workshops did an excellent job in bringing together
many MAS researchers and practitioners from the Pacific-Asia region and
from all over the world. The well-received workshops at PRIMA2009 and the
publications included in this collection convincingly demonstrate the signifi-
cance and practical impact of the latest work presented in MAS.

We are certain that this collection will stimulate increased MAS research
and applications, influence many graduate students to conduct research and
development in MAS, and have a positive impact towards making our future
better by creating an increasingly smarter world.

December 2009 Quan Bai
CSIRO, Australia

Naoki Fukuta
Shizuoka University, Japan
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2 Agent-Based Collaboration, Coordination and Decision Support

The autonomy and intelligence of software agents have greatly enhanced au-
tomation in many operational domains. Benefits of using software agents are
the ability to assist in the collaboration among humans and software mecha-
nisms, coordination among software agents and systems, and decision support
on knowledge discovery. In general, agents may perform different behaviors
for different kinds of expectations. In cooperative systems, agents will per-
form tasks more cooperatively in order to achieve their common goals, while
in competitive systems, agents may compete with others in order to reach
individual aims. However, in most real world situations, both cooperation
and competition exist between agents. Agents need to be carefully organized
and managed in order to maximize the efficiency of the whole system, and to
balance benefits between others.

We solicited all topics related to the interdisciplinary aspects of agent-
based collaboration, coordination, and decision support as much as these
are in some way relevant for or applicable to software agents and multi-
agent systems. The following incomprehensive listing gives examples of such
potential topics:

- Agent-based collaboration
- Agent-based coordination
- Methodologies, languages and tools to support agent collaboration
- Protocols and approaches for agent-mediated collaboration and decision

support
- Teamwork, coalition formation and coordination in multi-agent systems
- Distributed problem solving
- Electronic markets and institutions
- Game theory (cooperative and non-cooperative)
- Auction and mechanism design
- Argumentation, negotiation and bargaining
- Trust and reputation
- Agent-based decision support
- Agent-based knowledge discovery
- Agent-based collective intelligence
- Agent-based situation awareness

These issues are being explored by researchers from different communities
in Autonomous Agents and Multi-Agent systems, distributed problem solv-
ing, complex systems as well as agent-based applications. This part collects
nine high quality papers, all involving some important aspect of agent-based
collaboration, coordination and decision support. The idea is to try to moti-
vate the researchers to explore cutting-edge challenges in the area and accel-
erate progress towards scaling up to larger and more realistic applications.

Katsuhide Fujita
Fenghui Ren

ACCDS’09 Workshop Chairs



DGF: Decentralized Group Formation
for Task Allocation in Complex
Adaptive Systems

Dayong Ye, Minjie Zhang, and Danny Sutanto

Abstract. In this paper, a decentralized group formation algorithm for task
allocation in complex adaptive systems is proposed. Compared with cur-
rent related works, this decentralized algorithm takes system architectures
into account and allows not only neighboring agents but also indirect linked
agents in the system to help with a task. A system adaptation strategy is
also developed for discovering effective system structures for task allocation.
Moreover, a set of experiments was conducted to demonstrate the efficiency
of our methods.

1 Introduction

Allocating tasks to agents in complex adaptive systems is a significant re-
search issue. Task allocation problem can be simply described as that when an
agent has a task which it cannot complete by itself, the agent then attempts
to discover other agents which contain the appropriate resources and assigns
the task, or part of the task, to those agents. Recently, many approaches have
been proposed for task allocation. Some of them [6] [9] [14] [16] are based on
the centralized fashion which assumes that there is a central controller to
assign tasks to agents. An efficient agent group formation algorithm [9] was
proposed by Manisterski et al. for completing complex tasks. Their work took
both cooperative and non-cooperative settings into account and pointed out
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what can and cannot be achieved. However, their algorithm assumed there is
a central controller, which uses global information, to manage the group for-
mation. Zheng and Koenig [16] provided reaction functions for task allocation
to cooperative agents. The objective of their approach is to find a solution
with a small team cost and assign each task to the exact number of different
agents. Their work also assumed that there is a central planner to allocate
tasks to agents. Centralized fashion can make the allocation process effective
in a small scale network, since the central planner has a global view of the
system and is, therefore, aware of the capabilities of each agent. In that case,
communication overhead during allocation processes could be reduced. How-
ever, the centralized fashion has also several notable disadvantages. Firstly,
in some complex adaptive systems, it is difficult to have such a central con-
troller, such as social networks or sensor networks. In these networks, it is
hardly for a single agent to have the global view with regard to the network
but only the local prospect about directly linked neighbors. Secondly, when
the central planner is out of order or cracked by some attackers, task al-
location might fail accordingly. The last drawback is that the scalability of
a system with centralized control is limited because when too many agents
exist, the central controller has to maintain much information to hold the
global view and respond huge amount of messages from other agents. These
situations might drastically raise the CPU and memory usage of the central
controller and also consume much network bandwidth.

In order to overcome the shortcomings of centralized fashion, some dis-
tributed task allocation methods were developed based on decentralized style.
Compared with centralized fashion, decentralized style is more scalable and
robust. However, there are still a few limitations in current decentralized task
allocation methods. Some of these methods do not assume the existence of
any agent networks, but emphasize only on the behaviors of resource sup-
pliers and demanders, e.g. [13] [11] [8] [1] [2] and [3]. On the other hand,
several distributed task allocation mechanisms have to employ some global
information to achieve their goals, although the execution procedure of these
mechanisms are distributed. For example, in [10], the proposed resource allo-
cation method supposed that the resource load of resource suppliers is global
information which are known by all resource demanders. Furthermore, some
other approaches, e.g. Greedy Distributed Allocation Protocol (GDAP) pre-
sented in [15], only allow agents to request help for tasks to their directly
linked neighbors. In this way, the possibility of task allocation failure would
be increased due to the limited resources available from agents’ neighbors.

Some other group or coalition formation schemes have also been proposed,
although they were not devised for task allocation. Nonetheless, there are
more or less limitations of these schemes, and, therefore, they cannot be
directly used for task allocation in complex adaptive systems. A coalition
formation based self-organization technique was presented in [12]. The self-
organization process is through negotiation strategies, whose aim is maximiz-
ing the global utility of a sensor network. The disadvantage of this technique
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is that agents in the sensor network were supposed to be homogeneous, while
agents in our work are considered to be heterogeneous. Kraus et al. [7] devel-
oped a coalition formation protocol and several revenue distribution strate-
gies with incomplete information. However, they supposed that the capabili-
ties of agents are common knowledge in the environment, which is employed
as global information. In addition, their approach focused on self-interested
agents.

In this paper, we propose a decentralized group formation algorithm, called
DGF, for task allocation. Compared with centralized control approach, like
the one proposed in [16], our method does not need a central planner. In con-
trast to the approach, developed in [3], which overlooked the system architec-
ture, our method takes the system architecture into account during task allo-
cation process. Opposite to the protocol introduced in [7], our method does
not need global information, and our research stresses on cooperative agents
rather than self-interested agents. Unlike GDAP presented in [15] which al-
lows only neighboring agents to help with a task, our method enables agents
to allocate tasks not only to their neighbors but also other agents in the sys-
tem based on the proposed group formation algorithm. In this way, the agents
would have more opportunities to achieve solution for their tasks. Moreover,
in order to discover effective system structures for task allocation, a system
adaptation strategy will be performed after a predefined number of task al-
location rounds. In our model, tasks are generated periodically and agents
attempt to form groups to accomplish these tasks by using only local infor-
mation. A set of tasks is introduced in the system at a fixed time interval,
where the length of the interval between the introduction of two sets of tasks
is predefined. Thus, a task allocation round is a procedure of allocating a set
of tasks to appropriate agents.

The rest of this paper is organized as follows. Section 2 formalizes the prob-
lem and describes the decentralized group formation algorithm. Section 3,
then, depicts the system adaptation strategy. Section 4 demonstrates the ex-
perimental results and analyzes the quality and performance of our method.
Finally, we discuss and conclude our work in Section 5.

2 Decentralized Group Formation Algorithm

To cope with the issue of allocating tasks in complex adaptive systems, a De-
centralized Group Formation (DGF) algorithm is elaborated in this section.

2.1 Problem Description

We formalize the description of task allocation problem in this subsection.
The definition of complex adaptive system is first introduced.
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Definition 1. Complex Adaptive System. A complex adaptive system
consists of a set of interdependent cooperative agents, namely A = {a1, ..., an},
and a Compatible Relation R (R ⊆ A × A). The meaning of R is “ a neigh-
bor of”, so we denote an ordered couple 〈ai, aj〉 ∈ R if and only if aj is a
neighbor of ai. Since R is a Compatible Relation, namely that R is reflexive
and symmetric, it can be achieved that ∀ai : ai ∈ A ⇒ 〈ai, ai〉 ∈ R and
∀ai, aj ∈ A : 〈ai, aj〉 ∈ R ⇒ 〈aj , ai〉 ∈ R. Examples of such systems include
social networks and sensor networks.

Each agent a ∈ A is composed of five tuples < AgentID(a), Neig(a),
Resource(a), State(a), Pop(a) >, where AgentID(a) is the identity of agent
a, Neig(a) is a set which indicates the neighbors of agent a, Resource(a) is
the resource which agent a contains, State(a) demonstrates the state of agent
a, and Pop(a) exhibits the popularity of agent a. Pop(a), presented in [5],
is described as the ratio between the number of successful group joined and
the number of attempted group joined during a predefined number of task
allocation rounds, and can be calculated via Equation 1.

Pop(a) =
# of successful group joined

# of attempted group joined
(1)

In this paper, each agent a ∈ A is assumed to have a single fixed resource,
ra ∈ [1, ε], where ε is the number of different resources that are present in the
system. Before introducing the states of an agent, we provide the definition
of three terms used throughout this paper, i.e. Initiator, Participant and
Mediator.

Definition 2. Initiator, Participant and Mediator. In a complex adap-
tive system, the agent which requests help for its task is called Initiator, the
agent which accepts and performs the announced task is called Participant,
and the agent that receives another agent’s commitments for assistance to
find Participants is called Mediator.

Suppose there is a set of tasks T = {t1, ..., tm} arrives at a complex
adaptive system. Each task t ∈ T consists of three tuples, namely <
TaskID(t), TTL(t), Rsc(t) >. TaskID(t) is the identity of the task, TTL(t)
demonstrates the number of hops with which the task t could be committed,
and Rsc(t) = {r1

t , ..., r
j
t } is a set that indicates the resources which are needed

for successfully completing the task. The number of resources required for a
given task, t ∈ T , are chosen uniformly from [1, ε], as a result |Rsc(t)| ≤ ε.
Then, for each rl

t ∈ Rsc(t), it is selected randomly from [1, ε]. Therefore, for
each task, it is necessary for agents to form a group to handle the task. The
term group is defined as follows.

Definition 3. Group. A group g is a set of agents, i.e. g ⊆ A, which coop-
erate together in order to complete a complex task t ∈ T . Each group is asso-
ciated with a task, and then there is a set of groups G = {g1, ..., gh} which are
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associated with tasks, t1, ..., th, respectively. In addition, a valid group should
satisfy the situation that the resources of agents in the group should cover the
required resources of the associated task, i.e.

⋃
ai∈gj

Resource(ai) ⊇ Rsc(tj).

It is now ready to describe the states of an agent.

Definition 4. States. There are three states in a complex adaptive system,
i.e. States = {BUSY, COMMITTED, IDLE}, and an agent can be only
in one of the three states at any time step. When an agent is an Initiator or
Participant, the state of that agent is BUSY. When an agent is a Mediator,
the agent is in COMMITTED state. An agent in IDLE state is available and
not assigned or committed to any task.

For efficient task allocation, it is supposed that only an IDLE agent can
be assigned to a new task as an Initiator or a partial fulfilled task as a
Participant, or committed to a partial fulfilled task as a Mediator. A partial
fulfilled task is a task, for which a full group is in formation procedure and
has not yet formed. After formalizing the task allocation problem, in the next
subsection, the principle of DGF will be depicted.

2.2 The Principle of Decentralized Group Formation
(DGF) Algorithm

In a complex adaptive system, agents can make decisions based only on
local information about the system, and the decision making process of
agents is autonomous without external control. Hence, we define another
set P = {P1, ..., Pn}. P is defined as a partition of the Compatible Relation
R which has been described in Definition 1. Accordingly, it can be obtained
that

⋃
1≤i≤n Pi = R and ∀Pi, Pj ∈ P : i 
= j ⇒ Pi ∩ Pj = ∅. The set P can

be generated by using Algorithm 1.

Algorithm 1: Create a partition, P , on the relation, R

input:
ai ∈ A: a set of agents
R: a compatible relation defined on A

output:
P = {P1, P2, ..., Pn}: a partition of R

begin:
(1) for ∀ai : ai ∈ A in sequential order
(2) if ∃aj ∈ A : 〈ai, aj〉 ∈ R then
(3) Pi ← Pi ∪ {〈ai, aj〉};
end
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From Algorithm 1, it can be found that Pi is composed of ordered couples,
and each ordered couple dictates an agent which is a neighbor of ai. It seems
that Pi and Neig(ai) demonstrate the same meaning, but, actually, they are
used for different purposes. Pi represents not only neighbors of agent ai but
also other agents which have indirect connections with ai that are established
during future task allocation processes, although Pi initially denotes only
neighbors of agent ai. On the other hand, Neig(ai) stores only directly linked
neighboring agents of agent ai. The idea of DGF is illustrated as follows.

The Initiator agent, denoted as aI , aI ∈ A, first checks whether its resource
Resource(aI) could satisfy any one of the resource requirements of its task,
denoted as tI and tI ∈ T . Thereafter, the Initiator agent aI attempts to find
its neighboring agents to help with the rest resource requirements of tI which
cannot be satisfied by Resource(aI). Initiator aI then sends resource query
messages, ResQueryMess = 〈AgentID(aI), T askID(tI), Resource(tI)〉, to
its neighbors one by one. These neighboring agents, which are requested
by the Initiator aI , will respond with information about the types of
resources they contain, the state of them and the identities of them, namely
RespMess = 〈AgentID(a), Resource(a), State(a)〉. If Initiator aI is satis-
fied with any neighbor’s resource and the state of that neighboring agent is
IDLE, Initiator aI will make a contract with that satisfying agent, denoted
as aP , and the state of aP will correspondingly be changed to BUSY. A con-
tract is composed of four tuples, Contract =< AgentID(aI), AgentID(aP ),
T askID(tI), Resource(aP ) >.

After obtaining requested information, the Initiator agent aI then com-
pares the available resources from its neighbors, i.e. Resoneig(aI), with the
resources required for its task tI , namely Rsc(tI). (Here, Resoneig(aI) =⋃

ai∈Neig(aI ) Resource(ai)). This comparison would result in one of the fol-
lowing two cases.

Case One: (Resoneig(a) ⊇ Rsc(tI)) In this situation, Initiator aI can form
a full group gI for task tI directly with its neighboring agents.

Case Two: (Resoneig(a) ⊂ Rsc(tI)) In this condition, Initiator aI can only
form a partial group for task tI . It then commits the task tI to one of its
neighbors. The commitment selection is based on the number of neighbors
each neighbor of aI maintaining. The more neighbors an agent has, the higher
probability that agent could be selected as a Mediator agent to commit the
task tI . For example, Initiator aI has two neighbors, say a1 and a2, and a1

and a2 have 2 and 4 neighboring agents, separately. Thereby, the selection
probability distributions on a1 and a2 are 2

2+4 = 1
3 and 4

2+4 = 2
3 , respectively.

After selection, the Initiator agent aI commits its partial fulfilled task tI to
the Mediator agent, denoted as aM . A commitment consists of four tuples,
Commitment =

〈
AgentID(aI), AgentID(aM ), T askID(tI), Rsc(tI)

′
〉
,

where Rsc(tI)
′

is a subset of Rsc(tI), which contains the unfulfilled re-
quired resources. Afterward, the Mediator aM subtracts 1 from TTL(tI) and
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attempts to discover the agents with available resources from its neighbors. If
any agents satisfy resource requirement, the Mediator aM will send a response
message, RespMess, back to the Initiator aI . The Initiator aI then directly
makes contract with the agents which satisfy the resource requirement. If
the neighboring agents of the Mediator aM cannot satisfy the resource re-
quirement either, the Mediator aM will commit the partial fulfilled task tI to
one of its neighbors again. This process will continue until all of the resource
requirements of task tI are satisfied, or the TTL(tI) reaches 0, or there is
no more IDLE agent among the neighbors. Both of the last two conditions,
i.e. TTL(tI) = 0 and no more IDLE agent, demonstrate the failure of task
allocation. In these two conditions, the Initiator aI disables the assigned con-
tracts with the Participants, and the states of these Participants are reset to
IDLE.

When finishing an allocation for one task, the system is restored to its
original status and each agent’s state is reset to IDLE.

From the above description, it can be found that the proposed decentral-
ized group formation algorithm, DGF, enables Initiators to request help not
only from neighbors but also other agents through commitment if needed.
Algorithm 2 gives the pseudocode of the decentralized group formation al-
gorithm employed by each Initiator during a task allocation process.

Algorithm 2: Decentralized Group Formation for Task Allocation
input:

ai ∈ A: a set of agents
R: a compatible relation defined on A

T = {T1, ..., Tm}: a set of tasks
P

′
= {P ′

1 , ..., P
′
n} and ∀P

′
i ∈ P

′
: P

′
i = ∅

output:
G = {g1, ..., gh}: a set of groups and each is associated with a task

begin:
(1)Call Algorithm 1 to generate P;
(2) for ∀ti : ti ∈ T in sequential order
(3) randomly select an agent, ai ∈ A, as Initiator, and State(ai) = IDLE

(4) State(ai) ← BUSY ;
(5) for TTL(ti) from a predefined integer to 0
(6) if ∀ 〈ai, aj〉 ∈ Pi : State(aj) �= IDLE then
(7) break;
(8) else
(9) for ∃aj ∈ A : 〈ai, aj〉 ∈ Pi

(10) if State(aj) = IDLE and ∃rl
ti

∈ Rsc(ti) : rl
ti

= Resource(aj)
and rl

ti
is unsatisfied then

(11) gi ← gi ∪ {aj};
(12) State(aj) ← BUSY ;
(13) if ∀rl

ti
∈ Rsc(ti) : rl

ti
is satisfied

or ∀ak ∈ Neig(ai) : State(ak) �= IDLE then
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(14) break;
(15) else
(16) select ak as Mediator based on the number of ak’s neighbours

: ak ∈ Neig(ai) and State(ak) = IDLE

(17) Pi ← Pi ◦ Pk;
(18) State(ak) ← Mediator;
(19) for ∀Pi, P

′
i : Pi ∈ P ∧ P

′
i ∈ P

′
in sequential order

(20) P
′
i ← P

′
i ∪ Pi

end

In Algorithm 2, line (17), the notation “◦” is Relational Composition
(line 17). The meaning of this notation is that ∀ 〈xi, yi〉 ∈ X, 〈yj , zj〉 ∈ Y :
yi = yj ⇒ 〈xi, zj〉 ∈ Z. In this paper, Relational Composition is utilized to
model establishing indirect connections between Initiators and Participants
via Mediators. Through this way, an Initiator can request not only its directly
linked neighbors but also other indirectly connected agents for help. Further-
more, in Algorithm 2, P

′
i records a set of ordered couples, and each couple

displays an agent that has cooperated with or, at least, been requested by
agent ai during one task allocation round (lines 19 and 20). In other words,
P

′
i , which is used for adapting the system structure, records the interaction

history of agent ai during one task allocation round.

3 System Adaptation Strategy

In this section, a Novel System Adaptation Strategy (NSAS) is described
which is for discovering effective system architecture. The strategy is based
on the popularity of each agent in the system. The idea is motivated by and
derived from the previous findings on multi-agent systems [6] [5].

As depicted in Subsection 2.2, popularity of each agent can be calculated by
using Equation 1. Each agent maintains its popularity as a local information.
After each task allocation round, each agent, ai ∈ A, considers to adapt its
system structure. An agent ai is only valid to adapt its system structure, if
its popularity is lower than the average popularity of its neighbors. If agent
ai is valid, it will remove a connection from its immediate neighbors, i.e.
Neig(ai), which has the lowest popularity. Thereafter, the agent ai chooses
an agent from P

′
i but not in Neig(ai) as a new neighbor, which has the

highest popularity, and creates a direct connection with it. The purpose of
this manner is to keep the average degree of agents stable in the system.
Degree of an agent refers to the number of neighbors the agent has, and,
thus, average degree is the average number of neighbors each agent has in a
system. Algorithm 3 formally describes the system adaption strategy.
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Algorithm 3: System Adaption Strategy
input:

ai ∈ A: a set of agents
P

′
= {P ′

1 , ..., P
′
n}: records interaction history of each agent

output:
R: a new Compatible Relation
Neig(a): a new neighbor list of each agent

begin:
(1)for ∀ai : ai ∈ A in sequential order
(2) if Pop(ai) < 1

|Neig(ai)|
∑

al∈Neig(ai)
Pop(al) then

(3) select aj : aj ∈ Neig(ai) and Pop(aj) is the lowest
(4) R ← R − {〈ai, aj〉};
(5) Neig(ai) ← Neig(ai) − {aj};
(7) select ak : 〈ai, ak〉 ∈ P

′
i and ak /∈ Neig(ai) and Pop(ak) is the highest

(8) R ← R ∪ {〈ai, ak〉};
(9) Neig(ai) ← Neig(ai) ∪ {ak};
end

After each agent adapts its neighbors linkage, it resets its counters of both
group joining attempts and group joining successes to 0, in an effort to es-
tablish an estimate of popularity with the new system structure.

4 Experiment and Analysis

To evaluate the performance of DGF, we compare DGF with the Greedy
Distributed Allocation Protocol (GDAP) presented in [15]. GDAP is utilized
for allocating tasks in a distributed environment, but it only allows neighbor-
ing agents to help with a task. In this section, we first depict GDAP briefly.
Then, the settings of an experiment environment and the evaluation criteria
are introduced. Finally, the experiment results and the relevant analysis are
illustrated.

4.1 Greedy Distributed Allocation Protocol

Greedy Distributed Allocation Protocol (GDAP) [15] is employed to handle
task allocation problem in agent social networks. The task allocation pro-
cess of GDAP is described briefly as follows. All manager agents try to find
neighboring contractors for help with their tasks. Manager agents start with
offering the most efficient task. Out of all tasks offered, contractors select the
task with the highest efficiency, and send a bid to the related manager. A
bid includes all the resources the agent is able to supply for this task. If suffi-
cient resources have been offered, the manager selects the required resources
and informs all contractors of its choice. When a task is allocated, or when
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a manager has received offers from all neighbors but still cannot satisfy its
task, the task is removed from its task list.

4.2 Experiment Setting

In order to compare the two approaches, DGF and GDAP, we set an exper-
iment environment for testing them. Scale-free network [4] is used for the
evaluation of DGF through comparison with GDAP. The feature of scale-free
network is that although the average degree of each agent is constant, there
are few agents with very high connectivity and most other agents with few
neighbors.

There are four different setups used in the experiment.
Setup 1: The number of agents and tasks introduced in the experiment

environment are 50 and 30, respectively. The number of different resources
is 10, i.e. ε = 10, and each agent is randomly assigned one of them. As
mentioned in Subsection 2.1, the number of resources required for a given
task are chosen uniformly from [1, ε], and each resource of a task is selected
randomly from [1, ε]. The TTL value of each task is set to 4. The tasks are
distributed uniformly on each IDLE agent one by one. The average number
of neighbors of each agent, i.e. the average degree of each agent, is fluctuated
from 6 to 12. This setup is designed to show how different average degree
influences the performance of the two approaches.

Setup 2: In this setting, the average degree of each agent is fixed at 10.
The number of agents fluctuates from 100 to 400 and the ratio between the
number of agents and tasks is confirmed at 5/3, namely that the number
of tasks varies from 60 to 240 which depends on the number of agents. The
proportion of the number of agents and resources is set to 5/1, namely that
the number of resources fluctuates from 20 to 80. In order to match the
fluctuation of the number of agents, the TTL value for each task transforms
from 4 to 10. Table 1 lists the details of this setting. This setup is used for
demonstrating the scalability of the two approaches in different scale networks
with a fixed average degree.

Setup 3: Setups 1 and 2 are used to test various aspects of DGF and
GDAP in a static environment. This setting is devised for testing DGF in
a dynamic environment. The number of agents in the system is 50. During
each task allocation round, the number of tasks is 30. The number of types

Table 1 The Details of Setup 2

# of agents # of tasks # of resources TTL

100 60 20 4
200 120 40 6
300 180 60 8
400 240 80 10
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of different resources is 10, i.e. ε = 10. The TTL value of each task is set
to 4. The average degree is fixed at 6. In order to achieve the popularity
of each agent, the task allocation process will be run in 2000 rounds as an
initial period with no system adaption. Afterward, the system is allowed to be
evolved with the adaption strategy described in Section 3. For comparison,
we utilize another adaption strategy as a standard, i.e. Agent Organized
Network (AON) strategy, which was presented in [5]. The AON strategy is
briefly described as follows. If an agent, ai, decides to adapt its neighboring
linkage, the agent will remove the connection from the neighboring agent,
aj , which has the lowest popularity. The agent ai then requests a referral
from its neighbor with the highest popularity, say al. Finally, the agent ai

will establish a new direct link with the agent ak that is the most popular
neighbor of al. It is apparent that the AON strategy depends on neighboring
agents in most extent. An agent with the adaptation strategy proposed in
this paper, i.e. Novel System Adaptation Strategy (NSAS), can choose a
new neighbor from those candidate agents which cooperated with or were
requested by the agent (mentioned in Section 3). Thus, compared with AON
strategy, NSAS let an agent have more candidates when the agent decides to
adapt its neighbors linkage.

In this experiment, three criteria are used to evaluate the performance of
the two approaches.

CpR (Completion Rate of tasks): The proportion of the number of success-
fully allocated tasks to the total number of tasks in the experiment environ-
ment, namely:

CpR =
# of successfully completed tasks

|T | (2)

where T is a set of tasks in the experiment environment and |T | represents
the number of tasks as described in Subsection 2.1. Higher CpR demonstrates
that more tasks can be allocated, so the performance is better.

CmC (Communication Cost): The entire number of the communication
messages transferring in the system during a task allocation round. It should
be recalled that a task allocation round is the process of allocating a set of
tasks to appropriate agents. Lower CMC indicates that less communication
messages are generated and transferred in the system. Therefore, the burden
of a system can be remitted more.

Proposition 5. For a complex adaptive system with m tasks, n agents, ε
resources and TTL for each task, the complexity of CmC is O(TTL·m(n+ε)).

Proof. In each iteration in the worst case (i.e. a fully connected system), for
each of the O(m) Initiators, O(n) resource query messages are sent. Then,
the O(n) available resource response messages are generated and sent back to
the Initiators. The messages generated during this phase are O(2mn). Next,
each of the O(m) Initiators forms O(m) groups with their O(n) neighbors.
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Thus, the messages created at this stage are O(mε). After that, each of
the O(m) Initiators commits O(m) tasks to one of their neighboring agents,
and therefore sends O(m) messages. This process will be iterated in O(TTL)
hops. Hence, the messages generated during commitment process are O(TTL·
(2mn + mε + m)). Totally, during a task allocation round, the number of
communication messages created are O(2mn+mε+TTL·(2mn+mε+m)) =
O(TTL · m(n + ε)).

CoP (Coefficient of Performance): The ratio between the number of commu-
nication messages (CmC) and the number of successfully completed tasks
during a task allocation round which can be calculated by using Equation 3.

CoP =
CmC

# of successfully completed tasks
(3)

Generally, the performance of the approach is more desirable if higher CpR
could be achieved and lower number of communication messages (CmC) are
created. Hence, observing only either CpR or CmC is not enough to de-
termine the quality of the approach. We, therefore, employ the CoP as the
third metric to evaluate the two approaches. Lower CoP indicates better
performance since lower CoP means completing each task needs fewer com-
munication messages.

4.3 Experiment Results

The experiment is performed on the four aforementioned setups for DGF and
GDAP. In order to achieve precise results, each evaluation step was executed
30 times and the average data were obtained.

4.3.1 Experiment Results from Setup 1

This experiment is done on Setup 1 as described in Subsection 4.2. The num-
ber of agents and tasks are 50 and 30, respectively. The number of different
resources is 10. The TTL value of each task is set to 4. The average degree
of each agent is fluctuated from 6 to 12. The purpose of this setting is to
test the performances of both the two approaches which are influenced by
the fluctuation of average degree.

In Fig. 1(a), it is demonstrated that the Completion Rate of tasks (CpR)
of DGF in different conditions is much higher and more stable than that
of GDAP. This is because task allocation with GDAP is only depending on
neighbors of Initiator. Therefore, more neighbors can provide more opportu-
nities for tasks to be solved. Comparatively, DGF relies on not only neighbors
but also other agents if needed. This feature results in steady performance of
DGF. Fig. 1(a) also showed that with higher average degree, the performance
of GDAP is improved continuously. The reason of this situation is that when



DGF: Decentralized Group Formation for Task Allocation 15

(a) Completion Rate
of tasks (CpR)

(b) Communication
Cost (CmC)

(c) Coefficient of Per-
formance (CoP)

Fig. 1 Performance of two approaches on different average degree

there are more neighbors, Initiator has higher probability to derive sufficient
resources to allocate its tasks successfully.

Fig. 1(b) displays the number of messages (CmC) of the two approaches
in different situations generated in a task allocation round. As DGF would
request other agents for help when resources from neighbors are insufficient,
the communication cost of DGF is higher than that of GDAP. Thus the
presentation of GDAP in this test is relatively good due to its considering
only neighbors which could decrease the number of messages created during
task allocation processes. It should also be noticed that with the increase of
average degree, the distinction between DGF and GDAP is reducing. This
situation could be explained that with more average number of neighbors,
Initiators have more opportunity to solve their tasks based on only their
neighbors in both approaches. Therefore, for DGF, some Initiators do not
need to commit their tasks to other agents, and consequently save communi-
cation cost.

Fig. 1(c) shows the Coefficient of Performance (CoP ) of the two approachs
in different cases. With the average degree ascending, the CoP of GDAP
declines, while the CoP of DGF increases gradually. It should be recalled that
lower CoP means better performance. For GDAP, although communication
cost rises with the increase of average degree, the number of allocated tasks
also increases. Therefore, for each allocated task, the communication cost
remains constant in principle. On the other hand, with the increase of average
degree for DGF , the completion rate of tasks keeps steady displayed in
Fig. 1(a), while the number of messages, i.e. communication cost, mounts up
persistently demonstrated in Fig 1(b). Hence, for each successfully completed
task, the communication cost increases. However, DGF still has lower CoP ,
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(a) Completion Rate
of tasks (CpR)

(b) Communication
Cost (CmC)

(c) Coefficient of Per-
formance (CoP)

Fig. 2 Performance of two approaches on different network scales

i.e. better performance, in contrast to GDAP throughout the test process.
This can be explained that the number of successfully completed tasks based
on GDAP is few, so GDAP generates many useless communication messages
during task allocation processes which thus leads to low CoP .

4.3.2 Experiment Results from Setup 2

This experiment is based on Setup 2. The aim of this setup is to test the
scalability of the two approaches in different network scales. The average
degree of each agent is fixed at 10. The number of agents fluctuates from 100
to 400. The number of tasks varies from 60 to 240, the number of resources
fluctuates from 20 to 80, and the TTL value for each task transforms from 4
to 10, all of which depend on the number of agents. Details of Setup 2 can
be found in Table 1.

According to Fig. 2(a), we can see that with the spread of network scale,
the Completion Rate of tasks (CpR) of GDAP is continually descending
while CpR of DGF keeps stable and high. This case can be argued that with
the network scale expanding, the numbers of tasks and resources also rise
proportionally, while the average degree of each agent is fixed. Therefore,
the more resources each task requires, the more possible the task allocation
would be failure if Initiators request only neighboring agents, e.g. GDAP.
Compared with GDAP, benefited from requesting other agents, DGF can
preserve decent performance.

Fig. 2(b) shows the Communication Cost (CmC) of the two approaches
in different network scales. With the expansion of network scale, both of
the two approaches generate more communication messages, since there are



DGF: Decentralized Group Formation for Task Allocation 17

(a) Completion Rate
of tasks (CpR)

(b) Communication
Cost (CmC)

(c) Coefficient of Per-
formance (CoP )

Fig. 3 The performance of DGF with different adaptation strategies

more agents and tasks in the network, and in order to allocate these tasks,
more communication steps cannot be avoided which results in communication
messages rising.

Fig. 2(c) demonstrates the Coefficient of Performance (CoP ) of the two
approaches. It can be found that the CoP of both DGF and GDAP keeps
almost steady with the increase of network scale. The reason of this result
is that even though the number of communication messages ascends, the
absolute number of successfully completed tasks also increases, and, thus,
the CoP can keep stable.

The conclusion can be achieved that DGF has better scalability than
GDAP, since both CpR and CoP of DGF can be preserved while GDAP
can maintain only CoP but CpR of GDAP decreases gradually.

4.3.3 Experiment Results from Setup 3

As described in Subsection 4.2, this setup is designed for testing DGF in
a dynamic environment. The number of agents in the system is 50. During
each task allocation round, the number of tasks is 30. The number of types
of different resources is 10, i.e. ε = 10. The TTL value of each task is set to
4. The average degree is fixed at 6. The task allocation process will be run in
2000 rounds as an initial period with no system adaption to establish each
agent’s popularity. Then, two system adaptation strategies, i.e. NSAS and
AON strategy, are applied.

According to Fig. 3, with the number of rounds increasing, both adapta-
tion strategies achieve better performance. In contrast to AON strategy, the
outcome accomplished by NSAS is better on all the three metrics, i.e. CpR,
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CmC and CoP . This can be explained that an agent with AON strategy only
chooses one of its neighbors’ neighbors as its new neighboring agent, while an
agent with NSAS has more candidates when selecting a new neighbor, and,
hence, the agent is very likely to create a better neighboring linkage. It should
also be observed that, for both strategies, the ratio with which performance
is improving slows down over time. This implies that the system structure
converges to stability with the increase of task allocation rounds.

4.4 Experiment Analysis

From the above description, it is obvious that the performance of DGF is
better than that of GDAP since more tasks can be successfully completed by
using DGF, i.e. higher CpR. Although, in all the cases, the absolute number
of communication messages generated by using DGF is more than that of
GDAP, namely higher CmC, DGF has less average number of communication
messages for each completed task, i.e. lower CoP , compared with that of
GDAP. Furthermore, the adaptation strategy developed in this paper is more
efficient than AON strategy, as our strategy can achieve higher CpR and CoP ,
and, meanwhile, lower CmC. Therefore, DGF is more effective and scalable
compared with GDAP, and NSAS is more efficient than AON strategy.

5 Conclusion and Future Work

In this paper, we proposed a Decentralized Group Formation (DGF) algo-
rithm and a Novel System Adaptation Strategy (NSAS) for complex adaptive
systems. Compared with current related works, DGF has several advantages.
First, DGF does not have a central controller so as to avoid single point fail-
ure and network congestion. Second, DGF takes agent network architectures
into account during task allocation processes. Third, DGF allows Initiators
to request help for tasks not only from neighboring agents but also other
indirect linked agents if needed. In the future, we plan to improve DGF
by considering that each agent in the system has multiple resources instead
of only one. Another stream is to enhance the system adaptation strategy,
NSAS, by utilizing some multi-agent learning methods.
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Cellular Automata and Immunity
Amplified Stochastic Diffusion Search

Duncan Coulter and Elizabeth Ehlers

Abstract. Nature has often provided the inspiration needed for new com-
putational paradigms and metaphors [1,16]. However natural systems do not
exist in isolation and so it is only natural that hybrid approaches be explored.
The article examines the interplay between three biologically inspired tech-
niques derived from a plethora of natural phenomena. Cellular automata with
their origins in crystalline lattice formation are coupled with the immune sys-
tem derived clonal selection principle in order to regulate the convergence of
the stochastic diffusion search algorithm. Stochastic diffusion search is itself
biologically inspired in that it is an inherently multi-agent oriented search
algorithm derived from the non-stigmergic tandem calling / running recruit-
ment behaviour of ant species such as Temnothorax albipennis. The paper
presents an invesitigation into the role cellular automata of differing com-
plexity classes can play in order to establish a balancing mechanism between
exploitation and exploration in the emergent behaviour of the system. . .

1 Background

Respect for the resourcefulness of the ant runs deep in humankind flowing
through a gambit of cultures crossing East and West. The Korean flood myth
tells how one of the last human survivors was assisted by ants in sifting
between grains of rice and of sand [18]. In the Middle East the Book of
Proverbs, Chapter 6, admonishes the reader to go to the ant who without
commander, overseer or ruler manages to store provisions in summer. While
in the West one of the the greek fables of Æsop tells of the industrious ant
and the lazy grasshopper.
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1.1 Stochastic Diffusion Search

Stochastic Diffusion Search (SDS) is an inherently multi-agent oriented al-
gorithm for exploring a solution space. The biological basis for SDS has its
roots in the swarming behaviour of certain social insects. SDS differs from
many conventional swarm intelligence algorithms in that it is non-stigmergic.
Stigmergy refers to communication by means of environmental modification.

1.1.1 Biological Basis

Algorithms such as Ant Colony Optimization are said to be stigmergic [15]
in that they use the metaphor of pheremonic trails laid down by exploratory
agents in search of high utility values across the solution space. These trails
then bias the line of inquiry followed by subsequent agents to instead follow
the path laid out for them as opposed their initial semi-random exploratory
walk. The intensity of these trials fades over time unless reinforced by subse-
quent agents. Eventually, as a result of a combination of random exploration
guided by reinforced exploitation, the agents converge on desirable optima.

Environmental pheromones are not however the only communication mech-
anism employed across all ant species. Certain species such as Temnothorax
albipennis use direct one-to-one communication, by means of interlocked an-
tennae, as part of a a nest mate recruitment process known as tandem call-
ing [6]. This tandem calling mechanism forms the basis for the metaphor
employed by SDS. It is also worth noting that explicit message passing such
as this makes SDS far more amenable to implentation according to modern
message-centric agent standards such as FIPA [5,2] instead of requiring the
creation of an explicit stigmergic abstraction [15].

1.1.2 SDS Agent Algorithm with Incremental Improvements

One primary requirement for SDS is that the overall problem be decompos-
able into a set of independently executable partial evaluation functions [12].
It is for this reason that not all solution spaces are trivially amenable to
search by way of SDS.

Once the solution space has been defined or transformed in such a way as
to allow the above mentioned functional decomposition the SDS algorithm
will then proceed as described [9,12,13]. A pool of agents is maintained such
that each agent:

1. . . . maintains its own hypothesis about the solution to the overall prob-
lem under consideration (i.e. has a position within the current solution
landscape).

2. . . . is able to test its current hypothesis by means of a partial evaluation
function which is well defined at its current position within the solution
landscape.
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3. . . . is in one of two possible states active or passive based on the result of
its most recent hypothesis test.

The system then proceeds to enter into a series of states, as an aggregation of
the states of its individual agents, as described by the pseuduocode in Figure
1. It is also worth noting that the bulk of these phases may occur in parallel
as illustrated by Figure 2

1. Initialisation: During the initialisation phase each agent adopts a random
initial hypothesis i.e. assumes its position in the search space.

2. Testing: Every agent applies the partial evaluation function defined at its
location within the solution space to its current hypothesis. In the event
of this function’s result falling within a given utility tolerance the agent’s
state will shift to being that of an active agent. It is possible that active
agents may receive a reduced utility during the testing phase as a result
of operating within a dynamic environment. While the system’s response
in such a case is not prescribed by the meta-heuristic, and in fact some
implementations do not consider it [9].The first incremental enhancement
to the SDS algorithm which deals with this situation will now be described.

a. Evaluate the historical utility received from previous tests of related
hypotheses over a predefined interval.

b. Should the historical utility fall below a threshold value then slightly
modify the current hypothesis

c. Should repeated modifications of the current hypothesis fail to achieve
a satisfactory utility then select a new hypothesis at random.

3. Diffusion: This is the phase which reflects the tandem calling behaviour in
the algorithm’s natural analogue. Each active agent then seeks to recruit
a passive agent to explore its neighbourhood. This is accomplished by the
passive agent adopting the hypothesis of the active agent. The second small
enhancement to the basic SDS algorithm would be to probabilistically
introduce some minor variation to the transmitted hypothesis to avoid
the agents becoming stuck on local maxima. Lastly a third opportunity
to optimise the algorithm presents itself in the fact that the standard
SDS algorithm does not make provision for active agents to benefit from
recruitment to higher utility areas by other active agents.

AgentPool.initialise()
while(AgentPool.activeAgents < Threshold)

AgentPool.foreach((x) => x.test())
AgentPool.foreach((x) => x.diffuse())

end while

Fig. 1 Pseudocode for SDS
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Fig. 2 UML 2.0 state diagram for SDS

1.2 Cellular Automata

Cellular Automata (CA) are a special class of finite state automata with their
origins in models of crystalline and bacterial growth [17]. Each automaton is
composed of a set of cells which at each iteration may each be in one of a
finite set of states. These cells are related to each other by way of a topological
function defining for each cell a neighbourhood of other cells in the CA. At
each iteration of the CA, the state of each cell is simultaneously updated by
a local update rule based on the current state of its neighbouring cells.

Due to the rapidly emergent complex behaviour of certain instances of
these systems the future state of such a CA can often not be calculated from
its initial state without expending an equivalent amount of computational
effort as would have been spent running the automaton.

1.2.1 Elementary Cellular Automata

The emergent complexity characteristics of CA with a single dimensional
von Neumann neighbourhood topology and a binary state set have been
exhaustively enumerated [17]. As a result of this work elementary CA have
been placed along a four point system according to the complexity class of
their emergent behaviour.

• Class I initial patterns rapidly devolve into static homogenous states
• Class II initial patterns rapidly devolve into repetitive oscillating struc-

tures
• Class III initial patterns rapidly devolve into pseudo-random states
• Class IV initial patterns rapidly evolve into complex interacting struc-

tures. Instances of class IV cellular automata have been shown to be turing
complete
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1.2.2 Elementary CA and Multi-agent Evolution

In [3] the interaction between elementary CA and multi-agent evolutionary
computation was explored for the problem of collaborative prior art detec-
tion by a community of gene expression programming driven agents. Cellular
automata were used for the purpose of defining the accessibility relationship
between candidate solution sub-pools for evolving improved prior art detec-
tion functions by agents operating on a suitably prepared patent corpus.

1.3 Clonal Selection

Artificial Immune Systems (AIS) is a new computational intelligence ap-
proach which draws its inspiration from the immune system [4]. The mam-
malian adaptive immune system is formed from a complex set of interacting
subsystems which together allow for mammals to prove resilient against as-
sault from an ever adapting array of potential pathogens. The system is
remarkable in that in order to fulfill its role in ensuring the destruction of
potentially harmful foreign elements it is not aware of what constitutes a
foreign object a-priori. The system employs a sophisticated and robust pat-
tern recognition system in order to discriminate between self and non-self.
In contrast to this the system must also selective amplify the recognition of
pathogenic patterns. The failure of self / non-self discrimination in the system
causes various degenerative autoimmune conditions. This is not to say that
AIS are limited to security / intruder detection tasks. They have successfully
been applied to large scale optimisation problems as well [7].

The immune system is inherently agent oriented immunity information is
embedded within the states of the various lymphocytes. Each lymphocyte is
keyed to bind to one single antigenic protein pattern known as its affinity.
In order to reduce interference between the two pattern recognition goals the
immune system employs two opposing mechanisms: negative selection triggers
cell death in those lymphocytes cells which fail in self / non-self discrimination
while clonal selection selectively multiplies the number of those lymphocytes
which bind to a non-self antigen. This selective duplication of those cells and
their retention within the blood and lymph is what produces the phenomenon
of tolerance where subsequent exposures to a given pathogen are less severe.

2 The CAIA–SDS Model

The section introduces the Cellular Automata / Immunity Amplified Stochas-
tic Diffusion Search (CAIA–SDS) model. The model is first introduced fol-
lowed by a brief discussion of its implementation details. The following section
discusses some of the results obtained from the prototype system.
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2.1 Model Development

Apart from the three incremental improvements introduced in section 1.1.2
the two major improvements proposed each depend on a different biologically
inspired paradigm.

The first opportunity for significant improvement stems from the nature
of inter-agent communication in SDS and conventional swarm intelligence.
Stigmergic communication is one-to-many but inherently undirected relying
as it does on an exploratory agent picking up the pheremonic trail. SDS
on the other hand employs one-to-one inter-agent communication but this
communication is directed from high utility agents to lower utility agents.
Since any single recruitment message will result in an increase in the utility
of a passive agent a naive optimisation of SDS would attempt to maximise
the number of recipients of each message.

Such a modification would however be unwise in the medium to long term
for the system. The first agent to test a hypothesis with a utility exceeding
the threshold value would immediately end the inquiry into other lines of
reasoning by agents in other sections of the solution space. In effect the sys-
tem would move to adopt a highly exploitative behaviour rapidly ascending
the first positive utility gradient encountered during exploration and then
rapidly becoming stuck on the current local maximum. It is clear then that
simply maximising the number of recipients is not sufficient. The question
then remains what mechanism should be used in order to select a subset of
the agent population in such a way as would allow for explicit control over
the degree of exploitation versus exploration.

Selecting some fixed subset of the agent population would fragment the
search space by causing clustering on a slightly larger set of local maxima
than would have been achieved by one-to-one communication alone. While it
may be tempting to simply select a random subset of the agent population
during the diffusion phase of the algorithm problems of agent inquiry bias
would then emerge based on the underlying distribution employed by the
pseudo random number generator. Such bias reduces the explorative nature
of the algorithm potentially excluding high utility hypotheses from consid-
eration. A further defect of this approach lies in the ephemeral nature of
the relationships between agents. In utility landscapes with a high degree of
noise communication between proximal agents may facilitate the overcoming
of very localised maxima.

The new approach proposed makes use of the emergent complexity of CA
to overcome the aforementioned approaches’ shortcomings. This is effected by
creating an indirection communication layer through which all recruitment
messages must pass. The indirection layer maintains an elementary cellular
automaton with each agent in the system being represented by a single cell.
The agent’s communication neighbourhood is then defined as being those
contiguous cells with the same state as the current agent as illustrated in
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Figure 3. The advantages of using elementary CA to define the neighbourhood
are as follows. . .

1. They are simple to describe: Using only a single identifying integer number
(the Wolfram Code [17]) the entire set of production rules which constitute
the local update rule can be inferred.

2. They are flexible: By specifying a local update rule from any of the four
complexity classes the emergent properties of the system may be guided.
From static preselection through pseudo-random selection through to per-
sistent complex patterns all may be accommodated via a single mechanism.

3. Their properties are well established: Through exhaustive enumeration
the runtime properties of every single possible elementary CA has been
exhaustively enumerated [17]

4. Since it is possible for an active agent to communicate with a different
active agent there is now an opportunity for the active agent with the
lower utility hypothesis to adopt the hypothesis of the other agent.

The second substantial amplification of SDS draws from the Clonal Selection
algorithm described in the previous section. In AIS the intelligence of the
system is embedded in the state of the lymphocyte analogues. As each lym-
phocyte has an affinity for only a single antigen as determined by the bone
marrow algorithm a strong parallel exists between AIS and SDS. To clarify
the point, every lymphocyte in the AIS can be mapped onto an individual
agent within the SDS solution space. The hypothesis maintained by each SDS
agent is analogous to the antigen affinity by the lymphocyte.

The primary difference lies in the agent population itself. In conventional
SDS the agent pool is fixed in that a predetermined number of agents are
exploring the utility landscape for the entire duration of the system’s lifespan.
In clonal selection agents with a high affinity for a given candidate solution
(i.e. those which bonded to an antigen in the blood) are selectively multiplied.

Fig. 3 Agent neighbourhood definition via a cellular automaton.
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SDS may be improved by allowing for the dynamic introduction of new agents
during the diffusion phase. When an agent applies the partial evaluation
function to its current hypothesis and receives a utility value higher than the
threshold then its recruitment behaviour may proceed in one of two different
ways based on the current available system resources.

Should sufficient system resources be available an active agent is allowed
to spawn a new copy of itself (with a slightly modified hypothesis) in lieu
of utilising the one-to-many communication pattern described earlier. This
allows the amplified SDS algorithm to embed a memory of the utility land-
scape which may prove useful in accommodating temporary perturbations in
dynamic environments. In living organisms cells have limited lifespans the
failure of this mechanism leading to cancer through unwarranted cell immor-
tality and a similar effect would be true in amplified SDS should the lifespan
of newly spawned agents not be strictly controlled. Three approaches may be
adopted in amplified SDS. . .

• Firstly, the lifespan of each agent in the system may be limited to a certain
number of diffusion phases. In this case it is very important that the prob-
ability of new agent instantiation be high enough to prevent the system
from losing all agents and hence entering into an irrecoverable state.

• Secondly, the total size of the agent pool may be expressed as a function
of the available system resources with agents being spawned and culled as
needed on a phase by phase basis.

• Lastly, an agent may be permitted the ability to perform only a limited
number of new agent instantiations before being removed.

2.2 Model Implementation

The nature of the model had a direct bearing on the selection of implementa-
tion language. CA, SDS and clonal selection are concepts which center very
heavily on the concept of state and state modification. CA are explicitly a
form of state machine while each lymphocyte agent in clonal selection and
SDS must maintain its own individual state. In fact agent orientation may
itself be viewed as an extension to object orientation and hence is rooted in
the notion of private mutable state. All of these features lean heavily towards
the use of an imperative language for the creation of a prototype system.

However the need for the functional decomposition of the solution into
partial evaluation functions and the need for the dynamic modification and
transmission of hypotheses would benefit from the support of functions as first
class members offered by Functional Programming languages. Unfortunately
purely functional programming languages completely forbid the side effect
inducing modification of state required by agent orientation and CA.

The Scala [14] programming language offered a good compromise between
allowing mutable state, discouraging unnecessary side effects and supporting
functions as first class objects at a programming language level. In addition
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the languages standard library supports a robust support for actors as a unit
of concurrency. Actors also provided a convenient mechanism with which
to implement the message passing required by SDS. Initially the JADE li-
brary [2] was considered in order to provide FIPA compatible communication
as the Scala language compiles directly to Java bytecode which runs on Java’s
Virtual Machine and hence supports a high degree of interoperability with
existing Java classes. However JADE imposes a layered behavioural decom-
position on the agent design. While such a design definitely possible for both
SDS and clonal expansion was considered not to be the most suitable choice
considering that interoperability with existing FIPA systems was not a re-
quirement for the prototype.

This doest not suggest that actors equate with agents by any means. Actors
and software agents, while sharing superficial similarities such as a use of
message passing are not equivalent. Actors are simply a concurrency control
mechanism and do not equate with agents in the same way that threads do
not equate with agents. An agent may well be implemented using one or more
actors or indeed one or more threads.

Similar to the technique employed in [3] the source of the neighbourhood
topology is obscured from the participating agents according to the Facade
design pattern. As an improvement to the previously utilised technique the
topology facade was this time realised using a trait rather than a conventional
Java interface. This allows the trait to maintain some state of its own instead
of simply defining a contact of interaction. The state maintained in this case is
the mapping between agents and cells in the underlying CA. Two approaches
to the maintenance of the CA in light of the dynamic addition and removal
of agents necessitated by clonal selection were considered.

1. Additional agents may be simply chained to the same cell as the agent
which instantiated them. This approach while converging some memory
and avoiding the question of how to initialise the new cells in an expanded
CA does suffer from a serious drawback. Since each newly instantiated
agent occupies the same cell as its originator they are eternally neighbours.
Over time in high churn scenarios (configurations where there is large
degree of agent addition and removal) the causal relationship between
originator agents and their offspring will come to dominate neighbourhood
determination to a degree which completely marginalises the underlying
complexity class of the automaton.

2. Alternatively, the CA can be expanded so that the one-to-one mapping
of agents to cells is maintained. The question then needs to be addressed
regarding how to initialise the newly created cells. The danger of not ini-
tialising them is that the newly added agents are immediately part of the
same contiguous cell block and hence neighbourhood. This means that in
class I or class II automata the danger of new agents immediately getting
stuck on the local maximum of the highest utility agent remains high. It
is the case that often a completely random configuration would disrupt
any persistent structures created by a class IV automaton. In the end a
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compromise was selected in line with the original configuration pattern
imposed on the automaton in the initialisation phase of SDS. A compro-
mise between disruption and stagnation can be achieved by setting the
elements at l + (nl % ol) to true where l represents the length of the
old CA, nl represents the number of new agents and ol represents the
original length of the automaton.

The solution space is defined by a functionoid (functional object) which mixes
in the appropriate optimisation function to be used via a trait. For the case
of the prototype system the function was defined across two dimensions. The
agents hypothesis was simply the tuple formed by its x and y coordinate.
The hypothesis testing function simply combined the two values of the tuple
together into a single value and then repeatedly sampled a probability func-
tion brought in by the trait. The utility of the hypothesis was evaluated as
being the sum of the positive samples from the distribution.

3 Results

The results presented here show the aggregate behaviour of the system in
terms of rate of convergence across several fitness landscapes defined by in-
stances of each of the four main classes of CA for solution space defined on a
power-law distribution as illustrated in Figure 4. For the purposes of the sim-
ulation the threshold value for terminating the system was kept unattainably
high in order to ensure an indefinitely long run.

Fig. 4 The CA derived agent topology’s effect on exploration and exploitation.
Brighter colours denote a stronger bias towards exploration.
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4 Conclusion

The paper explored several incremental improvements to the SDS algorithm.
These improvements took the form of clarifying the potential shortfalls of
“fixing” the hypotheses of active agents in dynamic environments along the
steps to be taken when such changes occur. In this case the option of relaxing
the allowable recipients of recruitment messages to include other active agents
was broached. The paper also discussed the benefit of introducing minor
variations into the propagated hypotheses during the diffusion phase of the
algorithm in the interests of avoiding local maxima.

Clonal selection has an unambiguous amplification effect on the exploita-
tive nature of the system by way of increasing the population of active agents.
In biological immune systems the amplifying effect of clonal selection is tem-
pered by the lifetime of individual lymphocytes [4] . The agent topology’s
effect on convergence is directly tied to the underlying complexity class of its
defining CA.

1. Class I CA had a negative effect on the exploitative nature of the system
without a comparative increase in the explorative nature of the search.

2. Class II CA had neither a positive effect of exploration nor much effect on
exploitation

3. Class III CA had a positive effect on exploration and no major effect on
exploitation

4. Class IV CA appear to provide the best compromise between exploration
and exploitation although more research is needed in this regard.

To summarize the paper presents the use of several techniques to regulate
the emergent exploration versus exploitation properties of the stochastic dif-
fusion search algorithm. In keeping with biologically inspired metaphor of the
original algorithm the major approaches described in the paper draw their in-
spiration from the natural world. Clonal expansion provides for a mechanism
to enhance exploitation while cellular automata defined recruitment com-
munication channels provide for a mechanism to regulate exploration versus
exploitation, at run time, simply by specifying a single integer parameter.
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Related Word Extraction Algorithm
for Query Expansion – An Evaluation

Tetsuya Oishi, Tsunenori Mine, Ryuzo Hasegawa,
Hiroshi Fujita, and Miyuki Koshimura

Abstract. When searching for information a user wants, search engines often
return lots of results unintended by the user. Query expansion is a promising
approach to solve this problem. In the query expansion research, one of the
biggest issues is to generate appropriate keywords representing the user’s
intention. The Related Word Extraction Algorithm (RWEA) we proposed
extracts such keywords for the query expansion. In this paper, we evaluate the
RWEA through several experiments considering the types of queries given by
the users. We compare the RWEA, Robertson’s Selection Value (RSV) which
is one of the famous relevance feedback methods, and the combination of
RWEA and RSV. The results show that as queries become more ambiguous,
the advantage of the RWEA becomes higher. From the points of view of query
types, the RWEA is appropriate for informational queries and the combined
method is for navigational queries. For both query types, RWEA helps to
find relevant information.

1 Introduction

The World Wide Web, a treasure house of knowledge, is widely used not only
by professionals for supporting their research or business but also by non
professionals in their daily life. In fact, it is very common for people these
days to use a search engine before looking into dictionaries or textbooks when
they want to know something.

However, search engines often fail to give results that users want. One
of the reasons is that the keyword (or query) submitted by the user is so
ambiguous for the search engine to grasp his/her intention. Accordingly the
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search engine returns enormous number of pages concerning the ambiguity
that the user can hardly browse all of them. As a result, the user cannot
identify his/her desired pages that may be scattered among a number of
irrelevant pages.

One way to solve the above problems is to add more keywords to make
the meaning of the query clear so that the number of retrieved pages can
significantly be reduced. The more suitable keywords were added to the initial
query, the more desired pages would be obtained. However, users may not
always be able to give such keywords by themselves.

In this paper, we present an algorithm which extracts words from some
relevant texts that are supposed to be strongly related to the initial query
just given by the user without any extension. We call this algorithm the
“Related Word Extraction Algorithm” (RWEA). Moreover, Robertson’s Se-
lection Value (RSV) [4], a well known method for relevance feedback is used,
where each word is weighed by using our algorithm in place of those used in
the original method, and query expansion is performed based on the results
of each method. RWEA evaluates a word in a document and RSV evaluates a
word among some documents. When RWEA and RSV is combined, a useful
result may be obtained. In a specific condition, we may get another result.
Then we compare RWEA, RSV, and the method combining RWEA and RSV.

The combined method works effectively for all queries on the average. Es-
pecially, when the user inputs such initial query whose Average Precision
(AP) is under 0.6, this method obtains the highest Mean Average Precision
(MAP) [5]. Focusing ambiguous queries [2] [4], RWEA obtains the highest
MAP. For informational queries [1], RWEA obtains the highest MAP. How-
ever, for navigational queries [1], the combined method obtains the highest
MAP. The experimental results show that the useful methods for the query
expansion vary depending on the types of queries, though the RWEA always
worked effectively.

Section 2 discusses some related work of the topics touched on in this
paper. We explain our query expansion system in Section 3. In section 4, we
present RWEA and RSV, and describe a method to calculate the importance
value of a word to be added to a new query based on the algorithm. We
discuss the experimental results in Section 5.

2 Related Work

There have been a lot of studies on the query expansion. Wang and Davison
[13] built an auto-tagging system to assign tags to Web pages. The system
used a support vector machine (SVM) for classifying tags. After successfully
having constructed the auto-tagging system with good performance, they
took advantage of it for suggesting query expansion to the user. The result
pages of expanded queries created by the system were significantly better
than those of the Google.



Related Word Extraction Algorithm for Query Expansion 35

Oyama et al [11] made a domain-specific Web search engines that uses
keyword spices for locating recipes, restaurants, and used cars. Here, the
spices are the words to be added to the initial query. They accomplished Web
retrieval effectively by specifying domain. Against their method, we expand
a query without specifying domain. Nabeshima et al [8] made Web search
engines which hardly depend on users. Our method depends on users, but we
will create an automatic system such as Nabeshima’s system in future.

Zighelnic and Kurland [14] addressed the query drift problem of query
expansion methods caused by the pseudo relevance feedback. To remedy this,
they fused the results retrieved in response to the original query and to its
expanded form. Experimental results showed the validity of their approach.

Chirita et al [3] proposed the system that expands a query by using the
user’s desktop information in order to automatically extract additional key-
words related to the query. They expanded queries using the Local Desktop
Analysis, which is related to the Pseudo Relevance Feedback, and the Global
Desktop Analysis, which relies on information from across the entire personal
Desktop.

Okabe and Yamada proposed a system [6] that tries to improve the search
efficiency by expanding the queries using the minimum feedback from the
user. This system is realized with a machine learning method called the trans-
ductive learning. This method improves recall ratio by 0.07 compared to the
conventional method without using transductive learning. Masada et al [7]
sorts the original retrieved results by query expansion using RSV in which
top-R pages of retrieved results are used as the relevant documents and the
rest as non-relevant documents. They found a suitable pair of the parameters
used by RSV that is useful to improve precision of the retrieved results.

Oishi et al [8] proposed the user-schedule-based Web page recommenda-
tion system. This system searches for a Web page that matches the user’s
situation by analyzing the user’s schedule. It employs an algorithm similar to
the related word extraction algorithm we discuss in this paper. When a user
inputs a schedule with its title and details, the related words are extracted
from them using the algorithm. The algorithm needs a set of keywords and
a text, the former is extracted from the title of the schedule and the latter
is just the details of the schedule. This system succeeded in presenting doc-
uments which fit the user’s demand at higher rank in the retrieved results.
The difference between the algorithm and the one we discuss here is that the
former pays attention to the distance between words, whereas the latter to
the distance between sentences. Here the distance means the textual distance.

3 Experimental Condition

We evaluate the result of the query expansion in our experiment. In this
section, we explain the query expansion system. Additionally, we show the
types of the queries used for the query expansion.
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3.1 Query Expansion System

The outline of our system is as follows:

1. Input Query
The user inputs a query into the system.

2. Decide Relevant Documents and Non-Relevant Documents
The system performs Web search, and the user decides whether or not
retrieved documents are relevant to the query.

3. Extract the Candidates for the Related Words
The system extracts the candidates of the related words from the doc-
uments obtained in 2 by using a Morphological Analyzer MeCab1. Some
written languages like Chinese, Japanese does not have single-word bound-
aries, so any significant text parsing usually requires the identification of
word boundaries, which is often a non-trivial task. Mecab identifies word
boundaries.

4. Calculate the Importance Value of the Candidates
The system calculates the importance value of candidates as the re-
lated words extracted in 3 by using Related Word Extraction Algorithm
(RWEA) and Robertson’s Selection Value (RSV). RWEA pays attention to
the distance between sentences. We explain it in detail in Section 4.1. RSV
pays attention to the frequency of relevant documents and non-relevant
documents. We explain it in Section 4.2.

5. Generate the Expanded Query
The system generates an expanded query based on the importance value
calculated with two methods in 4. The expanded query is the one expanded
based on the original query the user gave. For example, if the original query
is “A” and “B”, then the expanded query “A”, “B”, and “C” is obtained
by adding “C” to the original one.

6. Show the Retrieved Results
The system shows the retrieved result by using the expanded query.
The system submits the expanded query, which is obtained in 5, to the
search engine and shows the retrieved results to the user.

3.2 Types of Queries

Three evaluators conducted Web retrieval with the same 150 queries in
Japanese. Thus 450 queries were totally used. These are original queries
we created. These queries are evenly divided into 50 one-word queries, 50
two-word queries, and 50 three-word queries.
1 “Yet Another Part-of-Speech and Morphological Analyzer: MeCab”,

http://mecab.sourceforge.jp/
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Chirita et al. [2] [4] classified the queries into three types: the clear queries
(P@10 ≥ 70)2, the semi-ambiguous queries (20 ≤ P@10 < 70) and the
ambiguous queries (P@10 < 20). From the points of view of ambiguity of the
queries, these are divided into 27 clear queries, 48 semi-ambiguous queries,
and 75 ambiguous queries.

Broader [1] classified the queries into three types (informational, naviga-
tional, and transactional query) based on the user’s needs. The intent of the
informational query is to acquire some information assumed to be present
on one or more web pages. The intent of the navigational query is to reach
a particular site that the user has in mind. The intent of the transactional
query is to perform some web-mediated activity, such as shopping, download-
ing various type of file, accessing certain database, finding services and so on.
From the user intent behind queries, these are divided into 99 informational
queries and 51 navigational queries.

4 Score of Similarity between Related Words and
User’s Intent

In this section, we describe RWEA and RSV methods to calculate the score
of the related words.

4.1 RWEA

The algorithm extracts, from the text T , a group of words that are related
to a given set of keywords K. The extracted words are thus expected to be
relevant to K. Based on the textual distance from a keyword in K, we evaluate
each word in T , and output the words ranked according to the evaluation.

Importance of the distance between sentences
We regard the distance between sentences as important when considering
relevance of words. Moreover we pay attention to the order of the sentences
that contain some specific word (for example, the query word used for
Web retrieval, the word in the title of schedule, and so on) appearing in
a document. Our algorithm is based on the following idea: “If a certain
word A in a certain sentence is an important word for the user, the word
nearby this sentence is also important.”
Preparations
We define some symbols as follows:

• K: a set of keywords that give a basis for extracting related words.
• T : a text where some keywords related to K are extracted.

2 This formula means that the precision at 10 retrieved documents is larger than
70%.
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Table 1 (Top) An example of scoring sentences using distance; (Bottom) An ex-
ample of calculating EBV (tj) using the expected value EBV (j) at occurrence
position j

keyword K A B
tj in text T A G B E G A F C F H D E

BVA(tj) 5 4 3 2 1
BVB(tj) 5 4 3 2 1
BVA(tj) 3 4 5 4 3

BV (tj) 13 12 11 8 5

EBV (j) 3 3.6 3.8 3.6 3

EBV (tj) 4.33 3.33 2.89 2.22 1.67

• ki(i = 1, · · · , m): m keywords appearing in K, where the keywords
k1, k2, · · · , km appear in this order.

• tj(j = 1, · · · , n): n sentences appearing in T , where the sentences
t1, t2, · · · , tn appear in this order.

• wl(l = 1, · · · , o): o words appearing in T , where the words w1, w2, · · · , wo

appear in this order.
• cp(p = 1, · · · , q): q words appearing in T , where the words c1, c2, · · · , cq

are different from each other.

If a word appears more than once, each occurrence of the word is consid-
ered to be distinct. wl is actually a noun which is extracted from a text T
by MeCab. tj is a sequence of nouns that appear in T .

4.1.1 Score of Word

Score of words in the text T is calculated as follows:

1. Calculate basic value BV (tj) of tj(j = 1, · · · , n) with ki(i = 1, · · · , m) as
a criterion.

2. Flatten BV (tj).
3. Calculate a final value S(cp) using word frequeincies.

Calculating BV (tj)(see the top of Table 1)
We define BVki (tj) as the score of tj with respect to ki.
After having scored every BVki (tj) (i = 1, · · · , m and j = 1, · · · , n), the
algorithm calculates BV (tj).
Flattening BV (tj)(see the bottom of Table 1)
The above way of determining BV (tj) is unfair when considering the po-
sition of sentence tj in T . The expected values of BV (tj) differ depending
on the position j at which tj occurs.
To remedy this problem, we flatten the obtained
BV (tj) using EBV (j), the expected evaluation value of tj at position j.
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Table 2 (Top)A process of calculating S(cp); (Bottom) S(cp) of each words

keyword K A B
tj in text T A G B E G A F C F H D E

WEBV (wl) 4.33 4.33 4.33 3.33 3.33 2.89 2.89 2.89 2.22 2.22 1.67 1.67
AveEBV (cp) 3.61 3.83 4.33 2.50 3.83 3.61 2.56 2.89 2.56 2.22 1.67 2.50

tf(cp) 2 2 1 2 2 2 2 1 2 1 1 2
V (cp) 1.28 1.28 1 1.28 1.28 1.28 1.28 1 1.28 1 1 1.28

S(cp) 4.62 4.90 4.33 3.19 4.90 4.62 3.27 2.89 3.27 2.22 1.67 3.19

cp A B C D E F G H
S(cp) 4.62 4.33 2.89 1.67 3.19 3.27 4.90 2.22

Let EBV (tj) be the value evaluated after flattening. It is calculated using
the following formula;
EBV (tj) = BV (tj)/EBV (j).
Calculating S(cp)(see Table 2)
In addition to the evaluation based on the distance between sentences, we
take into consideration the concept of Term Frequency that is often used in
the TF/IDF method. First, we compute the average AveEBV (cp) of the
expected evaluation values WEBV (wl), for word wl that appears several
times. WEBV (wl) = EBV (tj) when wl in tj .
Moreover, we compute the weight V (cp) using the tf value of word cp as
V (cp) = 1 + {tf(cp)/o} log tf(cp).
The parameters used in the above formula are as follows. o: the total
number of occurrences of words in T (mentioned above), and tf(cp): the
number of occurrences of cp in T.
Using AveEBV (cp) and V (cp), we calculate the evaluation value S(cp) of
cp in T as S(cp) = AveEBV (cp) × V (cp). We assume that S(cp) is the
evaluation value of word cp in text T in this algorithm.

4.2 RSV

RSV gives higher weight to the word w which only appears in the relevant
documents and does not appear in non-relevant documents than others.

RSVw is calculated as follows:

RSVw = ( df+
w

R+ − df+
w +df−

w

R++R− ){α log R++R−
df+

w +df−
w

+(1 − α) log (df+
w +0.5)/(R+−df+

w +0.5)

(df−
w +0.5)/(R−−df−

w +0.5)
} (1)

The parameters used in formula (1) are as follows.

• R+: the number of relevant documents
• df+

w : the number of relevant documents with word w



40 T. Oishi et al.

• R−: the number of non-relevant documents
• df−

w : the number of non-relevant documents with w
• α: the control parameter (0 ≤ α ≤ 1)

The constant 0.5 in the formula (1) is to get a reasonable value of natural
logarithm. In addition, used log is a natural logarithm.

4.3 The Method Combining RWEA and RSV

Let RSVw be the score of the word w obtained by RSV. RSV requires sev-
eral documents (we use 10 documents in our work) to calculate RSVw and
since RSVw is independent to the position of w in the document, the words
weighted by RSVw sometimes do not appropriate in a new query. To rem-
edy these problems, we use the RWEA. Let S(w) be the evaluation value
of the word w obtained by RWEA. The score of w obtained by the method
combining RWEA and RSV is calculated as Score(w) = S(w) × RSVw.

We assume that as a word appears at a shorter distance with query words
in retrieved documents, the word becomes more relevant to the query and
obtains higher level of importance to the query, even if there are only a few
documents to calculate RSVw.

5 Experiment

In this section, we explain our experiments. The setting of our experiments is
described in Section 5.1. In Section 3, we show the results of our experiments.

5.1 Experimental Methods

First three evaluators evaluate the results retrieved by the search engine
“goo”3. Secondly, they evaluate the results retrieved by the expanded queries
using RSV, RWEA, and the method that combines RSV and RWEA. The
details are as follows:

5.1.1 Web Retrieval Using “goo”

1. Evaluate the Web pages
The top-20 Web pages are obtained by submitting a query to the search
engine “goo”. The evaluators mark each page as follows.

Very Good : when the pages include the information that is strongly
relevant to the query and easily found by the evaluators.

Good : when the pages include the information relevant to the query.
3 http://www.goo.ne.jp/ goo partly uses the engine of Google.
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Fig. 1 Sorting the Web pages according to the order of the user’s evaluation

Even : when the pages include the information partially relevant to the
query.

Bad : when the pages do not include the information relevant to the
query.

Very Bad : when the pages include the information completely irrelevant
to the query.

2. Sort the Web pages
The system sorts the Web pages according to the order of the user’s eval-
uation by using the explicit feedback. The explicit feedback is the method
performed based on the user’s evaluation. For pages which have the same
evaluation, the order is preserved as in the original rank. Figure 1 shows
how the system sorts the evaluated Web pages according to the order of
evaluation value.

3. Decide the relevant documents and non-relevant documents
Here we decide the relevant and non-relevant documents by using the
pseudo or explicit feedback. The pseudo feedback means that we take
top-5 Web pages as relevant documents and bottom-5 Web pages as non-
relevant from the unsorted Web pages. The explicit feedback means that
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Fig. 2 The Results by the Original Rank.

we use the Web pages sorted based on the user’s evaluation to decide the
relevant and non-relevant Web pages.

5.1.2 Query Expansion

We apply each of three methods; RSV, RWEA and Combined RSV and
RWEA to the relevant documents and non-relevant documents, and then we
expand the queries used in Section 5.1.1. The expanded query is made by
adding to original query the word which has the highest importance value by
using each method as follows.

1. RSV
We apply the RSV to the relevant documents and non-relevant documents.

2. RWEA
We apply RWEA to the relevant documents. Although RWEA is basically
applied to a single document, we use it for more than one document as
follows. Let dk(k = 1, 2, · · · , n) be the relevant documents and
S(wdk

)(k = 1, 2, · · · , n) be importance values of word w in each document,
where S(wdk

) is given by RWEA. Then the importance value S(w) of word
w is given as follows:

S(w) =

∑n

k=1
S(wdk

)
n

(2)
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3. The Method Combining RSV and RWEA
We first apply RWEA only to the relevant documents, and then apply
RSV to both the relevant documents and non-relevant documents.

5.2 Result

We compare the three methods for the query expansion by calculating MAP
(Mean Average Precision). We assume that the number of all correct answers
for calculating MAP is 20 because the number of all retrieved results for each
query is 20. In other words, the number of all correct answers is not bigger
than 20.

First, we describe a general trend of the methods for all the queries (in
5.2.1). Next, we evaluate the methods based on the types of the queries (in
5.2.2).

5.2.1 All Queries

In figure 2, we show MAP of each method for all queries. Here, for calculating
MAP, we adopted only the documents marked “Very Good” as the relevant
ones. In this Figure, the left vertical axis is MAP, the right vertical axis is
the number of queries, and the horizontal axis is the threshold of AP. For
example, when the threshold of AP is “<=0.8”, we plot MAP for each method
with all queries for which AP of “goo” is smaller than or equal to 0.8 in the
figures. The explanatory notes “goo”, “com”, “rsv”, and “rwe” present the
MAP of the retrieved results with the query expanded by using the search
engine “goo”, the combined method, RSV, and RWEA respectively. Then
indices after the notes; “e” and “p” present the explicit and pseudo feedback
respectively.

In all the methods, the results of query expansion with the explicit feed-
back are better than those with the pseudo feedback. Moreover, the query
expansion with the pseudo feedback shows worse results than that with the
initial query (“goo”). However, it should be noted that the explicit feedback
imposes unpleasant chore to the user. We will reduce the chore for the feed-
back in the future. Furthermore, MAP of the combined method with the
explicit feedback (“com-e”) is always higher than MAP of “goo” with the
queries whose AP is lower than 0.6. This means that the query expansion by
“com-e” works better than “goo” when a good search is not obtained by the
initial query.

We re-ranked each retrieved result using Rank Freezing (RF) [6]. RF re-
ranks the results retrieved with the expanded query by fixing the rank of
Web pages obtained by the initial query. RF is the method that the results
retrieved by the initial query are important. Figure 3 shows MAP with the
results re-ranked by RF as well as Figure 2. We explain a difference between
Figure 2 and Figure 3 by using Table 3 because these figures look very similar.
Table 3 shows the MAP values we plotted in Figure 2 and those in Figure 3,
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Fig. 3 The Results by the Rank Freezing.

Fig. 4 The Results by the Residual Collection.
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Table 3 MAP in Figure 2 and Figure 3

AP threshold Initial Expanded Query
(# of queries) Query com-e com-p rsv-e rsv-p rwe-e rwe-p

goo ori rf ori rf ori rf ori rf ori rf ori rf
AP ≤ 1.0 MAP 0.206 0.190 0.187 0.151 0.153 0.167 0.164 0.136 0.136 0.174 0.174 0.151 0.153
(450) Ratio - 1.017 0.989 1.018 1.002 1.005 0.990
AP ≤ 0.9 MAP 0.187 0.176 0.172 0.136 0.138 0.157 0.154 0.124 0.124 0.162 0.161 0.138 0.140
(439) Ratio - 1.020 0.987 1.019 1.001 1.004 0.988
AP ≤ 0.8 MAP 0.169 0.160 0.156 0.119 0.121 0.146 0.143 0.108 0.108 0.147 0.146 0.123 0.124
(428) Ratio - 1.025 0.986 1.020 1.000 1.004 0.985
AP ≤ 0.7 MAP 0.154 0.151 0.146 0.108 0.110 0.140 0.137 0.098 0.098 0.135 0.135 0.111 0.113
(417) Ratio - 1.029 0.986 1.020 1.003 1.005 0.985
AP ≤ 0.6 MAP 0.135 0.141 0.137 0.101 0.103 0.129 0.127 0.088 0.088 0.126 0.125 0.103 0.104
(402) Ratio - 1.033 0.981 1.019 1.004 1.010 0.984
AP ≤ 0.5 MAP 0.117 0.132 0.127 0.089 0.090 0.118 0.115 0.081 0.081 0.119 0.117 0.090 0.092
(385) Ratio - 1.040 0.979 1.023 1.003 1.011 0.980
AP ≤ 0.4 MAP 0.092 0.115 0.110 0.072 0.074 0.101 0.099 0.067 0.067 0.102 0.101 0.074 0.076
(358) Ratio - 1.049 0.980 1.024 1.005 1.010 0.979
AP ≤ 0.3 MAP 0.070 0.091 0.086 0.054 0.056 0.078 0.076 0.054 0.054 0.084 0.083 0.060 0.061
(329) Ratio - 1.059 0.956 1.028 1.013 1.021 0.980
AP ≤ 0.2 MAP 0.050 0.070 0.066 0.041 0.042 0.061 0.059 0.036 0.036 0.071 0.071 0.048 0.050
(295) Ratio - 1.063 0.966 1.030 1.011 1.004 0.963
AP ≤ 0.1 MAP 0.026 0.044 0.040 0.023 0.023 0.036 0.034 0.021 0.020 0.051 0.050 0.031 0.031
(232) Ratio - 1.099 0.967 1.058 1.033 1.026 1.001
In this table, “Ratio” is defined as Ratio = (MAP of “ori”) / (MAP of “rf”)
“ori” is MAP for the original rank and “rf” is MAP for the rank by the Rank Freezing

and the ratio between the MAP values. The ratio for the method using the
explicit feedback (“com-e”, “rsv-e”, and “rwe-e”) is larger than 1.0. In other
words, applying RF to the original rank makes MAP worse.

We re-ranked each retrieved result using Residual Collection (RC) [6]. RC
re-ranks the results retrieved with the expanded query except for the Web
pages retrieved with the query before the expansion. RC is the method that
the newly retrieved results are important. In other words, we calculate MAP
only for the Web pages newly retrieved with the expanded query. Figure 4
shows MAP with the results re-ranked by RC as well as Figure 2. We can
see that “rwe-e” always shows the highest MAP among the query expansion
methods. This shows that the expanded query created by RWEA can get new
useful Web pages.

5.2.2 Types of Queries

We compare the results according to the classification of Chirita et al.
Table 4(1) shows that the query expansion effectively works for the ambigu-
ous queries. In particular, RWEA is the most effective. In the rest of this
section, we argue about the ambiguous queries.

RWEA effectively works for one-word and three-word query, and the com-
bined method works well only for two-word query. This is because the number
of results retrieved by one word query was too large and that by three word
query was too small to get appropriate documents for using the combined
method.

In this paper, all queries are divided into informational (Table 4(3-1)) and
navigational (Table 4(3-2)) queries. RWEA works effectively for informational
queries and the combined method works well for navigational queries. In other
words, when the intended page is not defined clearly, RWEA works effectively.
Otherwise, the combined method works well.
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Table 4 Retrieved Results classified by Query Type

(1)ALL Query
Queries Initial Query Expanded Query
(# of queries) goo com-e com-p rsv-e rsv-p rwe-e rwe-p
clear query MAP 0.664 0.504 0.474 0.435 0.428 0.465 0.472
(81) Improvement - 0.759 0.713 0.656 0.644 0.700 0.711
semi-ambiguous MAP 0.229 0.236 0.169 0.218 0.150 0.199 0.158
query (144) Improvement - 1.031 0.737 0.951 0.654 0.867 0.691
ambiguous query MAP 0.026 0.048 0.024 0.037 0.022 0.054 0.031
(225) Improvement - 1.851 0.947 1.425 0.860 2.111 1.210

(2-1)One-Word Query
Queries Initial Query Expanded Query
(# of queries) goo com-e com-p rsv-e rsv-p rwe-e rwe-p
clear query MAP 0.712 0.444 0.494 0.416 0.466 0.352 0.337
(10) Improvement - 0.623 0.694 0.584 0.654 0.495 0.474
semi-ambiguous MAP 0.197 0.091 0.130 0.094 0.094 0.154 0.049
query (16) Improvement - 0.464 0.660 0.478 0.476 0.781 0.248
ambiguous query MAP 0.012 0.030 0.011 0.020 0.008 0.032 0.016
(124) Improvement - 2.452 0.895 1.600 0.679 2.592 1.284

(2-2)Two-Word Query
Queries Initial Query Expanded Query
(# of queries) goo com-e com-p rsv-e rsv-p rwe-e rwe-p
clear query MAP 0.649 0.483 0.488 0.414 0.438 0.453 0.471
(34) Improvement - 0.744 0.752 0.638 0.675 0.698 0.725
semi-ambiguous MAP 0.232 0.251 0.163 0.225 0.135 0.217 0.197
query (65) Improvement - 1.082 0.702 0.970 0.583 0.935 0.848
ambiguous query MAP 0.054 0.099 0.052 0.082 0.048 0.092 0.048
(51) Improvement - 1.828 0.954 1.514 0.885 1.696 0.878

(2-3)Three-Word Query
Queries Initial Query Expanded Query
(# of queries) goo com-e com-p rsv-e rsv-p rwe-e rwe-p
clear query MAP 0.664 0.540 0.455 0.460 0.408 0.505 0.510
(37) Improvement - 0.812 0.684 0.692 0.615 0.761 0.768
semi-ambiguous MAP 0.234 0.257 0.184 0.242 0.179 0.191 0.146
query (63) Improvement - 1.099 0.788 1.034 0.765 0.815 0.625
ambiguous query MAP 0.031 0.040 0.030 0.033 0.030 0.073 0.053
(50) Improvement - 1.297 0.986 1.089 0.996 2.385 1.738

(3-1)Informational Query
Queries Initial Query Expanded Query
(# of queries) goo com-e com-p rsv-e rsv-p rwe-e rwe-p
clear query MAP 0.700 0.543 0.500 0.459 0.461 0.494 0.505
(56) Improvement - 0.776 0.715 0.655 0.658 0.705 0.721
semi-ambiguous MAP 0.220 0.216 0.143 0.210 0.151 0.181 0.150
query (96) Improvement - 0.982 0.649 0.954 0.687 0.822 0.681
ambiguous query MAP 0.026 0.045 0.025 0.036 0.026 0.060 0.033
(145) Improvement - 1.754 0.979 1.387 0.991 2.333 1.265

(3-2)Navigational Query
Queries Initial Query Expanded Query
(# of queries) goo com-e com-p rsv-e rsv-p rwe-e rwe-p
clear query MAP 0.584 0.416 0.413 0.383 0.354 0.400 0.400
(25) Improvement - 0.713 0.708 0.656 0.607 0.686 0.686
semi-ambiguous MAP 0.247 0.276 0.220 0.234 0.147 0.233 0.174
query (48) Improvement - 1.118 0.892 0.947 0.596 0.945 0.707
ambiguous query MAP 0.026 0.052 0.023 0.039 0.016 0.044 0.029
(80) Improvement - 2.026 0.889 1.493 0.624 1.711 1.111

In this table, “Improvement” is defined as follows:
Improvement = (MAP of Expanded Query) / (MAP of Initial Query)



Related Word Extraction Algorithm for Query Expansion 47

6 Conclusion

In this paper, we have discussed three types of query expansion methods; the
Related Word Extraction Algorithm (RWEA), Robertson’s Selection Value
(RSV) and the method combining RWEA and RSV considering several types
of queries.

The explicit feedback worked better than the pseudo feedback. For all
queries, the combined method works best on the average.

According to Chirita’s classification, the MAP of RWEA for the ambiguous
queries was the highest. Based on the classification by the number of words in
a query, RWEA effectively worked for one-word and three-word queries, and
the combined method worked well for two-word queries. Finally, considering
the Broder’s classification, RWEA got the best score for the informational
queries, while the combined method worked best for the navigational queries.

The results show that the best query expansion method depends on the
type of queries. Therefore, we (or system) should select an appropriate ex-
pansion method according to the type of query.

Although we obtained better results for ambiguous or semi-ambiguous
queries with explicit feedback than those returned by search engine “goo”
whose main engine is “Google”, the explicit feedback imposes unpleasant
chore to the user. Therefore the future work is to reduce such chore for the
feedback.
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Verification of the Effect of
Introducing an Agent in a Prediction
Market

Takuya Yamamoto and Takayuki Ito

Abstract. In recent years, attention to “prediction markets”, which make
predictions of the future using market mechanisms, has been increasing. A
prediction market applies techniques of experimental markets that have been
used in the field of experimental economics to make predictions. A prediction
market is a market in which participants make trades of securities predicting
the result of a certain event that will be decided in the future. A security
provides a dividend based on the result of the event, and the price of the se-
curity serves as predictor of the event’s realization probability. A participant
predicts the event’s result from various sources of information related to the
target phenomenon, and he trades to gain profits from his predictions. From
the market price of the result we can suppose think that all the members
predictions have been unified. Some of the prediction markets in the U.S.
are the Iowa Electronic Market (IEM) and the Hollywood Stock Exchange
(HSX). Some of the prediction markets in Japan are at sites such as Shu-
ugi.in and Kounaru. The IEM prediction market in the United States has
been effective in predicting election outcomes. It has correctly predicted 75%
of the results of elections traded on its exchange, a success rate that com-
pares favorably with that of opinion polls. Thus, in this research, we studied
what kind of influence the use of an agent had on a prediction market. For
example, we studied how much influence an agent would have on predictive
accuracy through an increase in trading volume.

1 Introduction

Attention to “prediction markets”, which make predictions of the future us-
ing market mechanisms has been increasing. A prediction market applies

Takuya Yamamoto · Takayuki Ito
Nagoya Institute of Technology, Gokiso, Showa-ku, Nagoya 466-8555, Japan
e-mail: {yamamoto,ito}@itolab.mta.nitech.ac.jp

Q. Bai and N. Fukuta (Eds.): Advances in Practical Multi-Agent Systems, SCI 325, pp. 49–62.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010

{{yamamoto,ito}}@itolab.mta.nitech.ac.jp


50 T. Yamamoto and T. Ito

techniques of experimental markets that have been used in the field of exper-
imental economics to make predictions.

A prediction market is a market in which participants make trades of
securities predicting the result of a certain event that will be decided in
the future. A security provides a dividend based on the result of the event.
The price of the security serves to predict the event’s realization probability.
Prediction markets include markets of various types.

1. Type1
In a game of baseball, it is assumed that Stock A corresponds to “Win
by Team A” and Stock B corresponds to “Win by Team B”. As a result,
when Team A wins, there is a dividend of 100 cents per share of Stock A,
and Stock B has a dividend of 0 cents.

2. Type2
In an election, Stock A corresponds to “the number seats acquired by
political party A” and Stock B correspond to “the number of seats acquired
by political party B”, and Stock C corresponds to “the number of seats
acquired by political party C”. The price per share of stock X and the
dividend of the number of seats acquired by the political party X (cent)
are determined as the result of an election.

A participant predicts a result from various sources of information related to
the target phenomenon, and he trades to gain profits from his predictions.
The market price of the result unifies all the members’ predictions. When the
market price is Type 1, the price predicts the likelihood that Team A will
win. When the market price is Type 2, it predicts the likely number of seats
that will be acquired by political party X.

Some prediction markets in the U.S. are the Iowa Electronic Market
(IEM)1 and the Hollywood Stock Exchange (HSX)2. Some of the predic-
tion markets in Japan are at sites such as Shuugi.in3 and Kounaru4. The
IEM prediction market in the United States has been effective in predicting
election outcomes. It has correctly predicted 75% of the results of elections
traded on its exchange, a success rate that compares favorably with that of
opinion polls. An example of previous research in Japan on prediction mar-
kets was an experiment by Suginoo [10] as to “whether the viewership of the
Winter Sonata of televising would exceed 17% on August 13, 2005”. How-
ever, in this study the problem of reconciling completely different opinions
was not resolved through a prediction market. There were not enough trans-
actions conducted, and poor results in a market, such as described in the
above research, will dampen participants’ motivation.

Thus, in this research, we studied what kind of influence the use of an agent
had on a prediction market. For example, we studied how much influence
1 http://www.biz.uiowa.edu/iem/index.cfm
2 http://www.hsx.com/
3 http://shuugi.in/
4 http://kouna.ru/

http://www.biz.uiowa.edu/iem/index.cfm
http://www.hsx.com/
http://shuugi.in/
http://kouna.ru/
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an agent would have on predictive accuracy through an increase in trading
volume.

The rest of this paper consists of the following four sections. Section 2
discusses prediction markets and collective intelligence. Section 3 considers
current research and problems. Section 4 describes the experiment conducted
in this research and discusses its results. Finally, Section 5 summarizes the
paper.

2 Research Background

2.1 Prediction Market

A prediction market is a futures market for carrying out predictions in the
future. The economist Friedrich A. Hayek [4] asserted, “The price in a free
market is determined by the mechanism of communicating information about
the possibility created of a prospective phenomenon”. A prediction market
is something made based on this opinion, and various prediction realization
probabilities are reflected in its market transaction price. The opinion of the
crowd about a phenomenon will be collected in one number in the future
using the mechanism of a futures market and make the number a “predicted
value”. Since the structure of a futures market is used, the predicted value
may change in real time, and may change greatly, depending on external
information such as news events.

2.2 Structure of a Predicted Value

Suppose that a prediction market participant buys the claim (virtual con-
tract) “100 yen will be gained if tomorrow’s Nikkei stock average closing
price is 13,000 yen or more”. What would be an appropriate price then for
this claim? If it is certain the Nikkei will close at 13,000 yen or more, the price
of the virtual contract would be worth a maximum of 100 yen, the amount
to be paid out if the Nikkei closes at 13000 yen or more. However, if it turns
out that the possibility of the Nikkei’s closing at 13,000 yen or more is much
less certain, then the price of the virtual contract will be zero. That is, the
price of this virtual contract can be expressed in terms of expected values,
according to the occurrence probability of the phenomenon.

Expected value (E) = 100(yen)*(Occurrence probability of the stock price of
13000 yen or more)

If this becomes the case, then, to buy a right for himself as well, Participant A
will to raise the proposed price and compete with participant B as a rival. On
the other hand, if there is a participant C who thinks that the probability of
the Nikkei of reaching 13,000 or more is lower, he will submit a lower bid and
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Fig. 1 Concentration of prediction

Fig. 2 Change of prediction

the price will fall (Table 1). Thus, according to the expectations (predictions)
of the participants based on various kinds of information they have, deals
will be made on prediction markets, and the price of bids submitted on these
markets will fluctuate (Fig. 1 and Fig. 2).
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Table 1 Structure of how a prediction results from participants’ consensus

One’s predicted
value and the stock
price of a virtual
contract

A market partici-
pant’s action

Change of the
stock price in a
market

The result predicted
from participants’
consensus

One’s prediction >
The present stock
price

A virtual con-
tract is bought

The price rises Occurrence probabil-
ity increases

One’s prediction <
The present stock
price

A virtual con-
tract is sold (It
sells short)

The price falls Occurrence probabil-
ity falls

One’s prediction =
The present stock
price

Nothing is done Nothing is done Nothing is done

The manager of a prediction market evaluates predictions by purchasing
all virtual contracts according to the actual Nikkei stock average closing price
after the defined end of a transactions period. The sum total of the trading
difference at this time serves as the participants’ profits.

Since the market is designed so that a profit results if a prediction is right,
a participant focuses on making the most exact possible prediction. In this
way, the regular price can be said to be that of the predicted value of the
occurrence probability as arising from a consensus among participants in their
total transactions. That is, the price of virtual contracts becomes synonymous
at 60 yen with the market participants predict that there is a probability of
60% that a certain phenomenon will occur. This case is the expected value
based on the occurrence probability of a phenomenon in the price of virtual
contracts. There are also techniques that use concrete numerical values, such
as the box-office receipts of a movie, as an event to be predicted value and
traded on.

2.3 Comparison of the Prediction Method

Suginoo used a matrix to compare prediction markets with other prediction
methods. He evaluated five prediction methodsC prediction markets, statis-
tical analysis, questionnaire (choice), questionnaire (free answer), and the
Delphi method according to four factorsC synthetic judgment, incentives,
cost, and interaction. Table 2 shows this evaluation matrix.

• Synthetic judgment
Future anticipation appears in the numerical value of the realization prob-
ability of the market price in a prediction market. Moreover, prediction
markets can respond if futures contracts are made for various themes or
predictable events. A market participant becomes something by which the
market price that is decided also reflects consideration of various factors
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Table 2 Comparison of the prediction method

Prediction
market

Statistical
analysis

Questionnaire
(choice)

Questionnaire
(free answer)

Delphi
method

Synthetic judgment � × × © ©
Incentives © × � � �
Cost © © � � �
Interaction © × × × ×

and types of information that make possible judgment of the probability
of an event.

Prediction markets can anticipate the data collected in statistical
analysis and the likely possibility that there was a factor influencing the
expectations of a future occurrence, but for which no statistical data was
collected. In a questionnaire form with limited choices, the range of answers
will be restricted, depending on how the the questionnaire was designed.

In a free answer questionnaire, various kinds of information can be
collected as in a prediction market. However, it is a serious task to weigh
and evaluate diverse information submitted on this type of questionnaire.
On this point this type of questionnaire is inferior to prediction markets.

With the Delphi method one can carry out synthetic judgments. Yet,
according to Surowiecki, a well-informed person has a well-informed per-
sonfs bias. It is said that the system is excellent for prediction markets.
If fully different judgments can be collected, it is possible to offset ex-
treme judgments. In addition, overall it will be possible to extract an exact
judgment.

• Incentive
Prediction markets offer real money and virtual money as an incentive.
The existence of an incentive is not related to statistical analysis.

Although remuneration is likely to become an incentive in a question-
naire, it is an incentive to the act itself in reply to an investigation. The
questionnaire does not have the structure of an incentive for replying cor-
rectly to a question.

In the Delphi method, remuneration by having participated in the
Delphi method can be received. However, the remuneration is not fixed,
and it does not depend on whether the Delphi method was able to make
a correct judgment.

• Cost
In a prediction market, if the system is already set up, costs will not be
incurred. In the Inkling prediction market anyone can open a prediction
market for free.

In statistical analysis, if there is data, costs will not be incurred.
In a questionnaire, in order to raise accuracy, it is necessary to enlarge

the scale of the investigation, and this enlargement will incur more costs
by requiring more time, money, and participants.
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To raise accuracy with the Delphi method, it is necessary to assemble
specialists and persons well informed on the theme being considered.

• Interaction
The synthetic judgment in a prediction market is based on a spiral move-
ment of interactions that leads to new discovery and evolution.

Unlike judgments in a questionnaire, the overall judgment of the pre-
diction market is based on the interactions of respondents and the market.

A prediction market participant makes a synthetic judgment. After
reading about delicate changes and the mood of a market, he can sense
trends and influences in a timely manner and can reflect them in his pre-
dictions of the future.

As mentioned above, Suginoo has singled out the excellence of prediction
markets compared with other prediction methods.

2.4 Collective Intelligence

James Surowiecki [11] has said that a prediction market totals various opin-
ions comparatively simply and can collect them into one judgment as a group.
This collecting of the opinions of many human beings is called collective
intelligence.

It is thought that collective intelligence, as found in social networking
services (SNS), social bookmarks (SBM), and Wikipedia5, demonstrate the
enormous power of having the right person in the right place [8]. Although
it trends toward collective intelligence, decision-making by a group is said to
bring about extreme deviations in many cases. Janis [5] studied the failures
in U.S. foreign policy, such as the Bay of Pigs fiasco, in detail. Janis says
decision-making persons are homogeneous and can lapse into group thinking
easily. Moreover, there are problems that groups cause, such as “ochlocracy”
in history, “group psychology” in social psychology, and “the tragedy of com-
mons” in biology.

Surowiecki mentions four conditions in which collective intelligence func-
tions appropriately to bring about desirable results.

1. Diversity of opinion
If each participant has an original viewpoint, many proposed solutions can
be listed up over the whole. When the search space is restricted, a suitable
solution in this space may not be possible.

2. Independence
Each participant’s independence needs to be secured so that his/her opin-
ion or proposal is not influenced by other participants. There are various
dangers that people’s opinions will be determined by the inclination of the
group, especially in small group discussions.

5 http://www.wikipedia.org/

http://www.wikipedia.org/
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3. Decentralization
It is not necessary to abstract a problem, but each participant needs to
judge based on information he or she acquires directly.

Although it is expected that the kinds of information acquired by every
participant will differ, to maintain diversity, one should not judge based
only on attributes common to each participant.

4. Aggregation
All participants share the knowledge they have acquired, taking advantage
of the characteristics of the three above-mentioned points. Moreover, a
structure that carries out comparisons and examinations of participants’
various viewpoints and leads to a final conclusion is required.

Although it is expected that the kinds of information acquired by every
participant will differ, to maintain diversity, one should not judge based
only on attributes common to each participant.

5. Aggregation
All participants share the knowledge they have acquired, taking advantage
of the characteristics of the three above-mentioned points. Moreover, a
structure that carries out comparisons and examinations of participants’
various viewpoints and leads to a final conclusion is required.

A prediction market is equipped with the structure of the four above-
mentioned points. If seen from the viewpoint of utilizing collective intelli-
gence, a prediction market will have a well-made, elegantly simple structure.

2.5 Examples of Prediction Markets

Some of the prediction markets in the U.S. are the Iowa Electronic Mar-
ket(IEM) and the Hollywood Stock Exchange(HSX). Moreover, there are
prediction markets, such as Shuugi.in and Kounaru, in Japan.

We introduce as a concrete example the “2004 presidential election vote
tally rate prediction futures market” carried out by IEM. Yamaguchi analyzed
[14] this prediction market. In this futures market, each candidates percent of
the number of votes obtained serves as a price. That is, a price will be set to
$0.55 if a candidate tallies 55% of the vote. Therefore, the price at the time
of the final vote tally will serve as an expected value about the end result.

Fig. 3 has a blue line of an original numerical value, a green line for the
moving average for seven days, and a red line of 51.5% for the actual vote tally
percentage. Naturally, the price converged on the actual vote tally percentage
as of November 5. However, it did not separate from 51.5% as a whole, but
it turned out that the circumference was moved. The average price from
January 2004 at the beginning of the graph was $0.52, and the standard
deviation was $0.017. The difference between the actual vote tally percentage
and the average price was $0.005. It was not separated from the average price
by one third of one standard deviation. Moreover, the average price for seven
days up to the election eve was $0.512, and it was approaching closely to the
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Fig. 3 U.S. presidential election prediction market 2004

actual vote tally percentage. At a stage in early 2004 a value below and above
[$0.51 $0.52] was already being shown, and this value was not very much
different from the end result. This tendency was mostly consistent through
one year, although there were inaccuracies at some points. Although opinion
poll results and analysis by specialists showed significant inaccuracies, most
of the prediction results that prediction markets made did not deviate much
from the actual final result. Of course, such excellent results by prediction
markets are not seen in all elections. However, it can be concluded that
predictions from prediction markets are more accurate than opinion polls
areC at least that was the case for the prediction markets for the November
2004 election.

2.6 Related Work

In related work on this topic, Justin Wolfers and Eric Zitzewitz have in-
troduced prediction markets [12]. J. Berg et al. have reported their 12-
year research findings on the election futures market [1]. J.E. Berg and
T.A.Rietz have proposed using a prediction market as a decision support
system [2]. E. Servan-Schreiber et al. have considered the differences between
the results of using actual currency and virtual currency in prediction mar-
kets [9]. Justin Wolfers and Eric Zitzewitz have provided relevant analytic
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foundations, describing sufficient conditions under which prediction markets
prices correspond with mean beliefs [13]. C.F. Manski has presented the first
formal analysis of price determination in prediction markets where traders
have heterogeneous beliefs [7]. B. Cowgill et al. had illustrated how markets
can be used to study how an organization processes information [3]. S. Luck-
ner has studied the impact of different monetary incentives on prediction
accuracy in a field experiment [6].

3 Current Research and Problems

In Japan Suginoo [10] has conducted previous research on a prediction mar-
ket. Suginoo conducted an experiment on the prediction market “whether the
viewership of the August 13, 2005 episode of the Winter Sonata TV drama
would exceed 17%”. In this experiment, the following three points about the
design of a prediction market were examined and discussed.

1. It was not possible to gather people with completely different opinions in
a prediction market. If only people with similar judgments gather in small
numbers, it will not be easy to have active dealings in a prediction market.

2. Sufficient transactions will not be conducted unless participants have an
interest in a market.

3. Poor results in a market will dampen participants’ motivation. (The test
of a market then becomes the way participants feel about it).

If a position is taken on a market mechanism principle, then it may be suf-
ficient to derive this principle from a set of factual premises that, taken
together, point to the truth of this position. However, the strong point of a
prediction market is that in it a set of various opinions takes on the structure
of an incentive, and an evolution of judgments through interactions occurs,
so that a synthetic judgment that is not just an extrapolation from mere past
events is made. Whether such a structure operates is also closely connected
with the state of the culture or society where a prediction market takes place.
Results attained from prediction markets carried out in the United States do
not come out the same from simply transplanting these markets to Japan.
The kind of reaction shown to information on a market will vary according
to the types of societies and the characters of the people involved. Suginoo
has said that this study related to this point about prediction markets must
introduce research from psychology or sociology.

In the research we are reporting on, we considered what kind of changes
introducing an agent would have on increases in trading volume and partic-
ipants’ motivation in relation to the above problem of how different people
with different characters or from different societies react to information in a
prediction market.
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4 Experiment Outline and Discussion

4.1 Zocalo

We used Zocalo6 the experiment we did in this research. Zocalo is a toolkit
that can easily be used to set up a prediction market. In Zocalo, two kinds
of prediction markets can be chosen. One is a binary market (The numerical
value 0 to 100 is taken in the market decided by ‘yes’ or ‘no’) and the other is
a multiple outcome (a market with two or more choices). The binary market
was used in the experiment of this research.

Fig. 4 shows the Zocalo market. The time series data of the market price
can be shown graphically, and the participants in a market can be confirmed.
Moreover, the past transactions history of a participant and the amount
and brand of goods a participant currently possesses can be checked. The
participants make predictions based on the information from the time series
data and public information on the transactions.

Fig. 4 The Zocalo market

6 http://zocalo.sourceforge.net/

http://zocalo.sourceforge.net/
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4.2 Experiment

The experiment in this research used Zocalo. The subjects (market partici-
pants) were students from a laboratory, and the number of subjects was 18.
The period of the experiment was one week, from September 7, 2009. An
experiment was conducted in regard to the following two prediction themes.

Theme 1. Will the weather be fine at 15:00 on September 14, 2009?

Theme 2. Will the “Chunichi Dragons” win in the game of “Chunichi Drag-
ons” VS the “Tokyo Yakult Swallows” held on September 13, 2009?

For Theme 1, if the weather is clear, one dollar will be paid out for a ‘yes’
answer to the theme question. For Theme 2, if “Chunichi Dragons” wins, one
dollar will be paid out for a ‘yes’ answer to the theme question.

For Theme 1, this experiment was conducted without an agent, and for
Theme 2, it was conducted with an agent. Table 3 shows an agent’s action.

Table 3 Agent’s actions

Agent Action
Buy or Sell Random
Quantity Random in the range of 1-10
Value Random in the range of ±20 from

the latest value

4.3 Results and Discussion

Fig. 5 shows the result of predictions for Theme 1, and Fig. 6 shows the result
of predictions for Theme 2. Regarding the correct answer, Themes 1 and 2
were set to ‘yes’ in this experiment.

We would like to discuss the accuracy of the predictions. In Theme 1,
the result was “fine weather” and good accuracy was shown in anticipating
this result, with a probability of 90%. We thought that this accuracy came
about because the theme was one of weather forecasting, whose accuracy
has comparatively improved. In Theme 2, the result was “Chunichi Dragons
win” with the anticipated result being that the “Chunichi Dragons” would
win by a probability of 70%. It is not easy to anticipate which team will win
a baseball game. However, in the result of this experiment, one can say the
accuracy was good.

Next, we will discuss trading volume. For Theme 1, the number of dealings
was 3. For Theme 2, the number of dealings was 14. We consider this differ-
ence came about because the Theme 1 part of the experiment was conducted
without an agent and the Theme 2 part of the experiment was conducted
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Fig. 5 Experiment:Theme 1 Fig. 6 Experiment:Theme 2

with an agent. For a trade, two persons, a “buyer” and a “seller”, are re-
quired. Since there were few subjects in this experiment, we thought that
there would be few dealings for Theme 1. However, for Theme 2, there was
an increase in the number of dealings due to the introduction of am agent.
Therefore, it can be said that an agent is useful for the improvement of deal-
ings frequency. Moreover, the liquidity of a market can also be assured by an
increase in the number of dealings.

5 Conclusion

In this research, we demonstrated the effect of introducing an agent in a pre-
diction market. From the result of the experiment, we found that introducing
an agent improved the number of dealings. Although we conducted the ex-
periment on only two themes, in subsequent research we must increase the
number of experiments done and carry out comparative studies.
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A Cognitive Map Network Model

Yuan Miao

Abstract. This paper presents a cognitive map network model which models
causal systems with interactive cognitive maps. Cognitive map is a family of
cognitive models that have been widely applied in modeling causal knowl-
edge of various systems like gaming and economic systems. Many causal
systems have multiple components which causally evolve concurrently, inter-
acting with each other. Modeling such a system as a whole (cognitive map)
is not an ideal solution. Sometimes it is also not possible as the individual
parties may not want to release their knowledge to other parties or the co-
ordinating component. The cognitive map network model proposed in this
paper represents a causal system as an ecosystem with individual components
modeled as cognitive agents. It is a cognitive map ecosystem whose evolution
is driven by the component cognitive agents. The cognitive ecosystem model
is applied in a toy economic system to illustrate its power in study of hidden
patterns.

1 Introduction

Cognitive map is a family cognitive models [14] representing causal knowl-
edge and facilitating inference accordingly, modeling human cognition and
reasoning. Cognitive Maps (CMs) [1], Fuzzy Cognitive Maps (FCMs) [9] and
Dynamical Cognitive Networks (DCNs) [12] are three related models for cog-
nitive modeling. Cognitive Maps are the first and fundamental models of the
family. CMs have been applied in various application domains, for example
analysis of electrical circuits [19], analysis and extension of graph-theoretic
behavior, and plant control modeling [7]. CMs are easy to use and straight-
forward models; however, they do not compare the strength of different rela-
tionships. Rather, each node simply makes its decision based on the number
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of positive impacts and the number of negative impacts; hence a CM is an
over simplified model for many applications.

Fuzzy Cognitive Maps extended CMs by introducing fuzzy weights among
factors to describe the strength of the relationships. FCMs have gained
comprehensive recognition and been widely applied in entertainment [15],
games [4], multi-agent systems [11], social systems [5], ecosystems [6], finan-
cial systems [21], and earthquake risk / vulnerability analysis [17]. However,
FCMs are still not capable of handling complex causal systems [12]; several
core modelling capabilities are missing in the FCM model. FCMs do not dif-
ferentiate the strength of factors and FCMs do not describe the dynamics
of the relationships. To address the limitations of CMs and FCMs, several
analysis and extensions have been proposed [12] [16] [8] [20] [13]. These pro-
posals, including Dynamic Cognitive Network (DCN), introduced more val-
ues to concepts including real valued concepts, nonlinear weight, and time
delays. DCNs are powerful models in the family: they systematically address
the modeling defects of other cognitive maps and are able to handle complex
dynamic causal systems.

Most of the applications of the cognitive map models are applied to model
a real world system as a whole. However, many systems have a number of
concurrent evolving and interacting components. For example, an economic
system have many players, each has his/her own cognition and decision mak-
ing over various factors. These players interacting with each other, jointly
drive the evolution of the whole systems. In such a case, a whole cognitive
map is not proper. Using a group of cognitive agents to model the component
will be more suitable. There have been several proposals in modeling software
agents with cognitive maps [11] [10] [2] [18] [3], but not yet been a report in
models of a cognitive agent ecosystem, which is provided in this paper. In
such a cognitive ecosystem, cognitive agents carry cognitive knowledge, evolv-
ing and interacting with other agents. There are two types of agents: active
agents and responsive cognitive agents. An active agent can take strategic
actions to affect other agents. A responsive agent has internal laws regulat-
ing its behavior and respond to the impact from other agents. For example,
a cognitive ecosystem model for a foreign exchange system can be consists of
active agents like traders, and responsive agents like the market. The traders
can actively trade in the system while the market responds according to
collective trades from traders. Both active cognitive agents and responsive
cognitive agents are modeled with cognitive models like fuzzy cognitive maps
or dynamic cognitive networks. Inter-links among agents are used to model
the interaction among agents.

The rest of the paper is organised as follows: Section 2 proposes the cog-
nitive ecosystem model; Section 3 applies the cognitive ecosystem model on
a toy economic system to study the hidden patterns and Section 4 concludes
the paper.
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2 A Cognitive Map Network Model

A cognitive map network model is a cognitive ecosystem model represents
the real world causal system with a collection of agents and their inter-links.
Each agent has cognitive map modeling its causal knowledge. An inter-link
can be solid or informational. A solid link represents non deniable impact
on the affected agent. However, the affected agent has choice whether or not
to take into account of the impact from an informational link. The detailed
definition is given in Definition 1.

Definition 1. A Cognitive Map Network, denoted as W, is defined as
a set tuple: W = {A, L}, where A is a set of cognitive agents and L is
a set of inter-links. A = {A1, A2, ..., An} is a set of agents Ai, i = 1, 2, , n.
L = {L1, L2, ..., Lm} is a set of inter-links Li, i = 1, 2, ..., m. Each agent has a
cognitive model and a tag indicating active or responsive type: Ai = {Mi, ar},
where ar ∈ {fa, fr}. fa is the tag for active agents. fr is the tag for responsive
agents. Mi is the cognitive model of the agent; Each inter-link has a source
agent an affected agent: Li = {As, At, sv}, where As is the source agent
creating the impact, and At is the agent receiving the impact. sv ∈ {fs, fi},
fs is the tag for solid links, fi is the tag for informational links. Li is also
denoted as L(s, t, sv).

A cognitive map network is also noted as a cognitive ecosystem.

2.1 A Market Cognitive Ecosystem

Fig. 1 is an economic system to illustrate how a cognitive ecosystem is applied.
In this economic system, there are 7 agents, 6 are active agents and 1 is
responsive agent. An active agent is represented by a double line circle, and
a responsive agent is represented by a double line box.

The 6 active agents are players in the market: 3 are consumer players and
3 are producer players. The consumer agents are represented with webbed
double circles and producer agents are represented with blank double line
circles. Each active agent or player has its own cognitive model and based
on which makes its decision of buying or selling. A consumer agent (Ai, i =
1, 2, 3) is more likely to buy because it consumes; but it may also sell when it
has stock and the price is higher than the balanced price. Producer players
(Ai, i = 4, 5, 6) are more likely to sell because they produces. However, a
producer player may also decide to buy if it has space to store and the price
is lower than the balanced price. It can sell out later to make profit by such
tradings.

A7 is a responsive agent representing the market pricing mechanism. If
more players buy than those who sell, the price rises; otherwise, the price
drops. A responsive agent does not have an ability to initiate impact on
other agents. Instead, it responds according to the internal laws.
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Fig. 1 A market Cognitive Ecosystem

In the Cognitive Ecosystem (CE) model, there are 18 inter-links:

• L(Ai, A7, fs), i = 1, 2, ..., 6 are solid links that an active agents providing
purchase (buy or sell) instructions; Once an instruction is sent in, it cannot
be withdrawn and the market agent has to process it: the impact is solid;

• L(A7, Ai, fs), i = 1, 2, ..., 6 are solid links that the market responsive agents
providing trade (buy or sell) commitment instructions; Once an instruction
is sent in, the active agent has to process it: the impact is solid;

• L(A7, Ai, fi), i = 1, 2, ..., 6 are informational links that the market respon-
sive agents providing the information of current price; The active agents
may or may not use this information for the trade decision making.

2.2 Consumer Active Cognitive Agents

Fig. 2 shows the cognitive model of a consumer active agent.

Fig. 2 Cognitive model of a consumer active agent
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In the consumer active agent, the cognitive model involves 5 vertexes:
vi, i = 1, 2, ..., 5. Shaded nodes represent vertexes that receive impacts from
other agents; webbed nodes represent vertexes that have impacts on other
agents; blank nodes represent internal vertex which are not visible by other
agents. There are two causal links in the cognitive model having 1/s, or
−1/s as the weight. This is a dynamic link proposed in Dynamic Cognitive
Network [12] (transfer function approach, with a integral type of transfer
function), indicating the causal impact is accumulative. This cognitive model
shows that in long run, the purchase decision shall be purchase because it
consumes. However, in short term, the purchase decision is based on the
storage and price. The decision function of the major vertex v5 is:

x5(k + 1) = f5(x5(k), y51(k + 1), y52(k + 1)) = x5(k) − x1(k) + x2(k),

where f5 is the decision function of v5, y51 is the impact from v1 to v5 (defined
by the accumulation dynamic weight), and y52 is the impact v2 from to v5.

As to v4, the possible decisions are

x4(k + 1) =

⎧
⎪⎨

⎪⎩

n4

0
−n4

,

where n4 is the purchase decision with amount of n4, 0 is the no action and
−n4 is the sell out decision with amount of n4. Different decision strategies
will be compared in Section 3.

2.3 Market Responsive Cognitive Agent

Fig. 3 shows the cognitive model of a producer active agent.

Fig. 3 Cognitive model of a producer active agent

A producer active agent is similar to that of consumer agents but v1 is pro-
duction and have positive accumulative impact on the storage. The decision
function of the major vertex v5 is:
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x5(k + 1) = f5(x5(k), y51(k + 1), y52(k + 1)) = x5(k) + x1(k) + x2(k),

where f5 is the decision function of v5, y51 is the impact from v1 to v5 (defined
by the accumulation dynamic weight), and y52 is the impact v2 from to v5.

As to v4, the possible decisions are

x4(k + 1) =

⎧
⎪⎨

⎪⎩

n4

0
−n4

,

where n4 is the purchase decision with amount of n4, 0 is the no action and
−n4 is the sell out decision with amount of n4. Different decision strategies
will be compared in Section 3.

2.4 Market Responsive Cognitive Agent

Fig. 4 is the cognitive model of A7. It is a market responsive cognitive agent.
A7 has 14 vertexes. v11, v12, ..., v16 are vertexes receiving trade decisions from
the solid inter-links connecting from active agents; v21, v22, ..., v26 are ver-
texes sending trade commitment through solid link to other active agents;
Here the decision making is probabilistic (when buyers and sellers are not
equal, randomly match possible buyers and sellers); v3 is an internal vertex
based on the market law worked out the market move (up or down), and the
corresponding price, which passed to v4. v4 has informational links to other
agents, informing the new market price; The market price rises if there are
more purchase than sells, and vice versa. At a same time, only the matched
trades are committed, which the market randomly select matching parties.
Two different market pricing mechanisms are given in Section 3.

Fig. 4 Cognitive model of the responsive market agent
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3 Analysis of the Economic System with the CM
Network Model

This section presents a number of inference patterns on different market
mechanisms and cognitive agent strategies.

Fig. 5 shows the pattern that the market moves its price by maximum
1 at each time. The balance price is 10. Each agent will buy low and sell
high unless the storage does not allow (stop purchase if no storage space; no
borrowed selling; or naked short in the stock market.). Fig. 5 shows that the
market is able to slowly stablise itself on disturbance.

Fig. 6 shows the pattern of a different market pricing mechanism: the
market moves its price according to the purchase and sells difference: the
higher the difference between the buy power and sell power, the stronger of
the move. The rest setting is the same as that in Fig. 5. It shows that the
market gradually falls in an oscillation cycle, because of the over correction
to the disturbance.

Normally, the trading itself costs. Traders won’t jump into the market when
the price slightly moves from the balance price. Fig. 7 shows the pattern when

Fig. 5 Market slowly stabilise after disturbance

Fig. 6 Market falls in an oscillation dues to the over correction
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Fig. 7 Market stabilise with proper trading costs or spreads

Fig. 8 Market falls in a severe oscillation with agents’ decision on delayed market
move

the active cognitive agents set a gap threshold. If the price is away from the
balance price farther than the gap, then trading decision is made. The rest
is the same as that in Fig. 6. It shows that the market can be pulled back to
the balance area (instead of a balance price) quickly. This pattern also proves
that the setting of a “spread” is important to avoid non-necessary sentiment
in the market, and reduce the sensitivity.

In some cases, a trading decision could not be made immediately following
the market move. Each trading strategy takes time to be implemented. Fig.
8 shows the pattern when the trading decision can only be altered after 2
time slots of the market move. The rest setting is the same as that in Fig. 7.
It shows that the existing market is in a big oscillation, and the pattern is
a composition of a few periodic oscillations. This is not a desirable pattern.
Large oscillation can be damaging to the economy. However, many large
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companies could not make swift decisions. Therefore, the speculation should
be allowed and encouraged in the market. So the move can be smoothed out.
The patterns in Fig. 7 and Fig. 8 indicate that speculation should be well
managed: not too less and not too much.

4 Conclusions

Cognitive map is a family of cognitive models that have been widely applied
in modeling causal knowledge. To date, all the applications of cognitive maps
model a whole causal system with a whole cognitive map. As many causal
systems have multiple components which causally evolve concurrently, inter-
acting with each other, this paper proposes a cognitive ecosystem model that
collectively models these components and allows them to interact within a
cognitive ecosystem. When such a system contains a large amount of compo-
nents, the traditional analysis approaches have difficulties to provide reliable
analysis. In the recent economic crisis, many AAA products from a large
number of major banks failed. Those AAA products are supposed to fail
only in a very small probability (e.g. 1 out of a million chances). Therefore,
these banks and products fail in a same crisis should be almost impossible.
That fact shows that the economic models were not reliable. Many economic
systems are so complex that traditional analysis tools have to omit too many
factors to come up with a mathematically manageable model, which becomes
unreliable. Cognitive ecosystem takes a different approach. Each component
in the model is not too complex thus can be modeled with cognitive agents
reasonably well. The whole ecosystem patterns can be revealed with simu-
lations, with affordable computation. Such analysis is also able to give the
probability of each result pattern, which is very useful for pricing and policy
making. Such probability is also likely to be more reliable than those derived
from the existing models. This paper uses a small number of cognitive agents
to illustrate different patterns. However, a large number of agents do not
have essential difference in term of the analysis but with a larger amount of
pattern data to process.
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Abstract. This paper is devoted to describing the broad range of applica-
tion domains which implement many of the coordination strategies and tech-
niques from the field of multi-agent systems. The domains include defense,
transportation, health care, telecommunication and e-business, emergency
management, etc. The paper describes the diversity of the applications in
which multi-agent coordination techniques have been applied to overcome
the challenges or obstacles that have existed with regard to performance, in-
teroperability and/or scalability. While the number of application domains
is steadily increasing, the intent of this paper is to provide a small sampling
of domains which are applying coordination techniques to build intelligent
systems. This paper will also describe an emerging and important problem
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domain which requires the coordination among many entities across the civil-
military boundary, and can benefit from multi-agent coordination techniques.

1 Introduction

It is commonly recognized that many different disciplines can contribute to
a better understanding of the coordination function as a way to build and
provide appropriate tools and adequate approaches for designing complex
organizations and systems. Agents incorporated into these self-regulating en-
tities represent “communities of concurrent processes which, in their interac-
tions, strategies, and competition for resources, behave like whole ecologies”.
We describe in this paper applications requiring coordination or distributed
decision-making. A common characteristic of these applications is the highly
distributed nature of them. These applications can be also seen as challenging
problems for multi-agent coordination (See [20]).

The research community working in the area of Distributed Artificial In-
telligence (DAI) unanimously endorses the idea that coordination - a funda-
mental paradigm - represents a challenging research area. A clear consensus
has thus emerged around a forged, well-articulated, and strongly advocated
common vision that coordination is a central issue to agent-based systems
engineering research (See Bedrouni et al. [2] for more details).

This paper provides an overview of the application domains in which multi-
agent systems have been developed. The inherent distributed nature of these
application domains reveals that benefits in performance or efficiency can be
derived through the coordination between multiple agents. In other words,
the collective behaviour of the system is improved through the coordinated
interaction of their parts. In this paper, we will cover applications from de-
fence, transportation, health care, telecommunication, E-business, emergency
management, and ambient intelligence.

From the defence sector, we will describe how multi-agent systems have
been deployed to support course of action analysis through their ability to
monitor the battlefield environment as depicted in command and control sys-
tems, and additionally by tapping into simulations as ground truth are able
to reason about deviations occurring in the movement of entities represented
in the command and control systems. We also describe a large multinational
experiment in which hundreds of agents were federated in a simulated coali-
tion scenario. From the transportation industry, multi-agent coordination
techniques have been applied to manage and improve the overall efficiency
of incoming aircraft. From the health care industry, distributed multi-agent
system coordination concepts have been prototyped to support the monitor-
ing and treatment of diabetic patients. In the area of communication net-
works, coordination techniques have been applied to diagnose faults in such
networks through agents that are able to communicate and exchange local
information in order to understand non-local problems. In another setting,
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coordination techniques have been applied to more efficiently route informa-
tion in a communication network, utilizing auction mechanisms to purchase
or sell commodities such as bandwidth on links and paths, comprised of multi-
ple links from source to destination. E-business application is described in the
area of supply chain management, which incorporates Coloured Petri nets as
a coordination mechanism between agents. Coordination techniques are also
described for emergency management. Lastly, coordination techniques for the
ambient intelligence are discussed.

The paper will also describe an emerging problem domain requiring the
coordination of large teams that span the civil-military boundary, specifically
during stability, security, transition and reconstruction operations. These op-
erations require the coordination of the military with the civilian sector and
non-governmental organizations in response to either natural or man-made
disasters. The goal of these operations is to bring stability, rebuild or pro-
vide security in order to maintain order during such crisis situations. We will
describe how multi-agent coordination techniques can provide tremendous
value in these situations.

The remainder of this paper is organized as follows. Section 2 describes
broad range of military applications which implement many of the coordina-
tion strategies and techniques from the field of multi-agent systems. Section 3
describes a set of problems drawn from transportation domain and using the
distributed artificial intelligence paradigm. Section 4 discusses the healthcare
applications. On the other hand, Section 5 describes various applications re-
lated to the communication networks. Furthermore, Section 6 is specifically
devoted to the coordination in E-business applications. Section 7 discusses
the coordination for emergency management and disaster relief. Application
of the coordination for ambient intelligent in Section 8. Finally, some con-
cluding remarks and recommendations are given in Section 9.

2 Defence

2.1 Control of Swarms of Unmanned Aerial Vehicles
(UAVs)

The ability to coordinate military operations with the aid of information tech-
nology has become an imperative for command and control systems for the
past several years. One of the most important military problems (in vogue)
where coordination mechanisms should be used is in the control of swarms
of UAVs (unmanned aerial vehicles). The UAVs are considered in this case
as highly mobile agents that can be used for performing reconnaissance in
a combat environment. In this case the communication between the UAVs
is too costly because it would reveal their location to the enemy. The UAVs
are sent out to collect information from certain locations and then return.
The information sought by a UAV may depend on other information that
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it has collected by another UAV. There are many other cooperative control
problems of the UAVS, we enumerate: cooperative target assignment, coor-
dinated UAVs intercept, path planning, feasible trajectory generation, Etc
(See [1]). A recent study of performance prediction of an unmanned airborne
vehicle multi-agent system has been developed by Lian and Deshmukh [13].
The Markov Decision Processes (MDP) techniques and the Dynamic Pro-
gramming approach have been widely used to solve the problems cited above
(See Goldman and Zilberstein [11]).

2.2 Coordination for Joint Fires Support (JFS)

Coordination techniques are also useful for the systems that address the Joint
Fire Support (JFS) problem. The mandate of Joint fires is to assist air, land,
maritime, amphibious, and special operations forces to move, manoeuvre, and
control territory, populations, and airspace. The JFS and coalition operations
require shared approaches and technologies. The challenge is large, however,
with a legion of command-and-control computer systems all developed along
slightly different lines of approach. Some of these systems operate jointly
within their spheres of influence. The bigger challenge is tying these and other
efforts together in a shared global information network, linking ground, air
and sea forces.

2.3 Simulation of C4I Interoperability

As the complexity of modern warfare increases, managing and interpreting
operational data will continue to be one of the greatest challenges to com-
manders and their staffs. The wealth of data collected and distributed via
Command, Control, Communications, Computers and Intelligence (C4I) sys-
tems during battlefield operations is staggering. The ability to effectively
identify trends in such data, and make predictions on battlefield outcomes in
order to affect planning is essential for mission success. Future commanders
will be forced to rely upon new information technologies to support them in
making decisions.

Simulations have been used by analysis and planning staffs for years during
exercises and operations. Typically, combat simulations are used most heav-
ily during the planning stages of an operation, prior to execution. However,
simulations are increasingly being used during operations to perform course
of action analysis (COAA) and forecast future conditions on the battlefield.
Recent efforts by the Defense Modeling and Simulation Office (DMSO) to
improve the interoperability of C4I systems with simulations have provided
a powerful means for rapid initialization of simulations and analysis during
exercises, and have made simulations more responsive and useable during
the execution portion of an exercise. Real-time interfaces between C4I sys-
tems such as the Global Command and Control System (GCCS), and the
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Integrated Theater Engagement Model (ITEM) simulation have provided
command staffs with the capability to perform faster, more complete, COAA.

As can be seen in Figure 1, intelligent agents, coupled to C4I systems
and simulations, offer another technology to help commanders manage infor-
mation on the battlefield. The Defense Advanced Research Projects Agency
(DARPA) has sponsored the development of the Control of Agent-Based Sys-
tems (CoABS) Grid. The Grid is middleware that enables the integration of
heterogeneous agent-based systems, object-based applications and legacy sys-
tems. The CoABS grid was used to develop the Critical Mission Data over
Run-Time Infrastructure (CMDR) that allows dynamic discovery, integra-
tion and sharing of High Level Architecture (HLA) Run-Time Infrastructure
(RTI) compliant simulation objects with legacy C4I systems and grid-aware
software agents. The bridging of the CoABS grid and the HLA RTI using
CMDR makes it possible to leverage the power of agent technology with the
ability to tap into multiple C4I sources and simulation systems simultane-
ously. This synergy could lead to profound benefits in situation assessment
and plan-execution monitoring using agents.

The key idea behind the capability as depicted in Figure 1 was to present
the intelligent agents with real (notional) and simulated battlefield infor-
mation, so that these agents can analyze both streams of data in order
to understand and provide alerts when the notional battlefield information
has changed as compared to the information contained in the data stream
coming from the simulation [18]. Several types of agents were developed to
check for positional deviations in the battlefield entities using the simulated
data as ground truth, both using extrapolation and interpolation techniques.

Fig. 1 Federation of intelligent agents, C4I systems and simulations



78 A. Boukhtouta et al.

Extrapolation techniques - to project the entity’s real reported position - were
needed when the entity’s reported time was less than the reporting time of
that entity in the simulation in order to compare any changes to position at
the same instance of time. Similarly, interpolation techniques were used when
the entity’s real reported position was greater than the reporting time of that
entity in the simulation. An additional mass monitoring agent was responsi-
ble for detecting deviations in combat worth based on thresholds defined in
the original plan in the simulation. This example demonstrates end-to-end
system level coordination, facilitated by various middleware technologies such
as HLA RTI, CMDR and CoABS grid. While the agents did not specifically
communicate with each other in order to achieve some desired level of coordi-
nated activity within the federation, the infrastructure does allow the agents
to send and receive messages in order to enable their ability to communicate.

In [3], while the author’s specifically describe agents to monitor plans, ad-
ditional agents that are described for future development in the paper include
plan understanding agents. Through the development of appropriate plan un-
derstanding agents, such agents would be able to determine critical events
and relationships within a plan so that this information could be provided
to the monitoring agents, which would then focus on monitoring the impor-
tant aspects of a plan. The authors suggest that techniques such as natural
language processing and sublanguage ontologies may be useful to extract key
events from military operational orders or through leveraging XML-based
techniques such the Battle Management Language [3].

2.4 Coalition Interoperability

Coalition operations are characterized by data overload, concerns who to
share information with, dealing with security issues and the need to overcome
the stovepipe nature of systems – all of which contribute to the challenges
in achieving coalition interoperability. The goal of the Coalitions Agents Ex-
periment (CoAX) was to demonstrate that coordination through multi-agent
techniques could provide the mechanism to improve interoperability between
systems. The CoAX [18] was an international effort between the Defense
Advanced Research Projects Agency (DARPA), Defense Science Technology
Office (DSTO), Defense Scientific Technical Laboratory (DSTL), and The
Technical Cooperation Program (TTCP). The CoAX participants included
the Department of Defense (DoD) laboratories, industry as well as academia,
which were brought together with the purpose of demonstrating the value
of multi-agent systems to support the ability to rapidly construct and main-
tain a coalition Command and Control structure. The experiment leveraged
investment from the DARPA Control of Agent-based Systems (CoABS) pro-
gram, specifically the CoABS grid framework.

In the context of the scenario, the goals of CoAX were to demonstrate
that stovepipe barriers could be overcome across systems through techniques
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such as policy enforcement to bind the behavior of the agents in accordance
with the coalition partner’s requirements so that some form of trust could be
achieved. For instance, services provided through the Knowledgeable Agent-
Oriented System (KaOS) [8] assured that the agents would follow certain op-
erating policies. The CoABS grid provided the infrastructure for the agents
by providing registry, communication and logging services. There were dozens
of agents that were developed and integrated using the CoABS grid in sup-
port of the scenario. In one particular instance within the scenario, agents
must deconflict air plans, and this is accomplished through a multi-level co-
ordination agent. This agent is built upon the notion of sharing plans that
are represented hierarchically, and through the upward propagation of the
conditions that hold true and the timing constraints between subplans, rela-
tionships between subplans at different levels of abstraction can be identified.
Hence, agents can share these various subplans with each other at the appro-
priate level of detail in order to coordinate their activities.

2.5 Tiered Systems

A key enabler of a sustainable military force is the notion of a tiered system.
A tiered system is an integrated, multi-tier intelligence system encompassing
space and air-based sensors linked to close-in and intrusive lower tiers [6]. The
lower tiers (e.g., UAVs) are not only the critical source of intelligence; they
can also serve as a key cueing device for other sensors. It should be noted that
tiered-system components such as UAVs or space-based assets are not only
useful for ISR activities supporting more traditional combat operations, but
may also enable effective SSTR operations. Given the diversity of the assets,
and the fact that coordination must be achieved both in the horizontal and
vertical planes, and the environments in which the components of a tiered
system will operate; it is not likely that a single coordination approach or even
a family of coordination approaches will work well from a static perspective.
It is more reasonable to expect that systems should learn which approaches
work well and under which circumstances, and adapt appropriately.

It is commonly recognized that many different disciplines can contribute to
a better understanding of the coordination function as a way to build and pro-
vide appropriate tools and adequate approaches for designing complex orga-
nizations and systems. Agents incorporated into these self-regulating entities
represent “communities of concurrent processes which, in their interactions,
strategies, and competition for resources, behave like whole ecologies”. This
paper has described a diverse set of application domains in which coordina-
tion of multi-agent systems has improved the behavior of the overall system.
A common characteristic of these applications is the highly distributed nature
of them.
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3 Transportation

3.1 Air Traffic Flow Management

Air traffic congestion is a world-wide problem leading to delays as well as sub-
sequent monetary loss to the commercial flight industry. The ability to either
manage the flow of traffic more efficiently or improve the infrastructure (e.g.,
adding more runways) to increase capacity are two available mechanisms to
improve the efficiency of commercial aviation. Given the fact that increasing
the capacity through improvements to the infrastructure is a costly and very
time consuming solution, information technologies may be useful in helping
to efficiently manage the traffic flow.

The Optimal Aircraft Sequencing using Intelligent Scheduling (OASIS) [14]
is an intelligent agent-based system which is able to ingest data from Sydney
Airport at the rate of 65 aircraft arriving in 3.5 hours. It is designed to assist
the Flow Director (who is responsible for coordinating the landing sequences
for aircraft) in arranging the sequencing of incoming aircraft through intel-
ligent agents that represent the aircraft and supporting global agents. The
aircraft agents are responsible for predicting aircraft trajectories, monitor-
ing the actual movement versus predicted to understand discrepancies, and
engaging in planning activities. The global agents consist of a coordinator
agent, sequencer agent, trajectory manager agent, wind model agent and
user interface agent. The coordinator agent is the central node for interact-
ing with all of the other agents in the system. The sequencer agents uses
search techniques based on the A* search algorithm to determine the arrival
sequence which minimizes delay and overall cost. The trajectory manager
agent ensures that aircraft maneuvers do not violate statutory separation
requirements. The wind model agent is responsible for computing and pro-
viding the forecast winds based on the reported wind by the aircraft agents.
Lastly, the user interface agent is the mechanism by which the flow director
receives information from the system.

The planner agents accept a schedule time from the sequencing agent and
decide how to execute that plan to meet that schedule, and these agents
must monitor the actual movement against the plan and be able to predict
the trajectory. If there are discrepancies, the aircraft agent must notify the
global agents so that another sequence may be computed. The agents co-
ordination is facilitated through communicate of their activities using the
Procedural Reasoning System (PRS). The PRS system is an agent-based
framework for agents to coordinate their activities with each other based on
the Belief, Desires and Intention (BDI) model. The PRS framework is com-
prised of knowledge bases that contain agent beliefs as represented through
first order logic, agent’s goals or desires, a library of plans and a reasoning
engine. Depending on the agent’s beliefs and desires, the appropriate plans
are triggered for execution, which in turn affect the environment.
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The OASIS system is compared against COMPAS, MAESTRO and CTAS.
The COMPAS system is developed for the German Civil Aviation Author-
ity to provide flow control. It has been pointed out that the key difference
between COMPAS and OASIS is that the former only handles single run-
way sequences and the aircraft’s progress is not monitored. The MAESTRO
system is developed for the French Civil Aviation Authority. Similarly to
COMPAS, MAESTRO only considers a single runway, but does provide air-
craft monitoring capabilities to provide a comparison of the progress against
the plan. The CTAS is being developed by NASA-AMES for the US Fed-
eral Aviation Administration, and is described as more complex than either
MAESTRO or COMPASS.

3.2 Other Transportation and Network Management
Applications

Agents are deployed in this problem domain to cooperatively control and
manage a distributed network. Agents can also handle failures and balance
the flows in the network. Various approaches are developed in [4] to route
packets in static and ad-hoc networks. DAI offers suitable tools to deal with
the hard transportation problems [9]. Fischer describes in [9] the modeling
autonomous cooperating shipping companies system (Mars), which models
cooperative order scheduling within a society of shipping companies. Three
important instances for DAI techniques that proved useful in the transporta-
tion application, i.e., cooperation among the agents, task decomposition and
task allocation, and decentralized planning are presented in this paper. In-
deed, the problem tackled in this paper is a complex resource allocation
problem. The auction mechanism is used for schedule optimization and for
implementing dynamic replanning.

Coordination mechanisms are also used for distributed vehicle monitoring
problems or traffic management. The objective in such problems is to max-
imize the throughput of cars through a grid of intersections or a network.
Each intersection is equipped with a traffic light controlled by an agent. The
agents associated to different intersections need to coordinate in order to deal
with the traffic flows [19,7]. Another application concerns the Air fleet control
or airspace deconfliction. A multi-agent approach for air fleet control is re-
ported in [22]. In this application, the airspace used by the traffic controllers
is divided into three-dimensional regions to guide the airplanes to their final
destination. Each region can hold a limited number of airplanes. The multi-
agent solution is used to guide the planes from one region to another along
minimal-length routes while handling real-time data.

4 Healthcare - Monitoring Glucose Levels

The ability to carefully monitor blood sugar levels is critical in the essential
care of diabetes, which can lead to serious health problems and even death if
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not treated in a timely manner. A prototype application called the Integrated
Mobile Information System (IMIS) for diabetic healthcare is described in [17].
The IMIS demonstrates how multi-agent coordination can be leveraged to
support critical collaboration between healthcare providers in the Swedish
health care industry in support of monitoring diabetic patients.

Two types of problems are identified in [21] with regard to the proper
care of diabetic patients, that of accessibility and interoperability. The ac-
cessibility problem is further categorized as physical service accessibility and
information accessibility. The former implies that medical resources should be
available to all healthcare providers while the latter implies that the appro-
priate information must be available from those resources. The key challenge
identified in the diabetic healthcare system in one specific province, Blekinge,
is information accessibility across the municipality and county council, each
of which is responsible for various aspects of healthcare. For example, the
municipality is responsible for the elderly, disabled or non-medical health-
care while the county council is responsible for medical and surgery related
care. The various medical records cannot generally be shared between county
council and municipality. The interoperability problem is one of overcoming
the various forms in which the information is stored; in other words, there is a
need for an information sharing standard to enable semantic interoperability.

The IMAS system is a multi-agent system that supports coordination be-
tween agents through the act of communication, in order to provide deci-
sion support to the human actors to support their collaborative activities.
It was developed from the IMIS system and supports the collection and ma-
nipulation of healthcare information, and subsequent presentation of that
information to the human actors based on their preferences in order to help
them better collaborate. Three collaboration levels are identified in this spe-
cific problem domain: Glucose management, Calendar arrangement and task
delegation. Glucose management involves providing the healthcare actors,
perhaps through a centralized database, with the right information so that
they can take the appropriate actions. Calendar arrangement includes the
ability to schedule patient visits, while task delegation involves the ability of
the healthcare providers or software agents to take certain actions (and the
ability to report on the completion of those actions) based on the diagnosis.

There are four types of agents implemented in the IMAS system: Patien-
tAgent, ParentAgent, Hospi-talNurseAgent and SchoolNurseAgent. These
agents act on behalf of their user’s preferences in order to better coordi-
nate their activities through the communication of appropriate information
(e.g., glucose levels). For example, in the scenario described in the paper [21],
if a young boy (named Linus) has an elevated sugar level which is detected
by the PatientAgent through readings from a database (which is updated
by Linus via the IMAS patient control panel installed on his mobile device),
then a message will be sent to the ParentAgent and SchoolNurse Agent to
give Linus an insulin shot. When the alarm is received by the ParentAgent,
this agent will search for additional information or charts to present to the
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mother, who will take the appropriate action. The IMAS system was imple-
mented using the Java Agent Development Environment (JADE) and uses an
ontology and uses the Foundation for Intelligent Physical Agents (FIPA) com-
pliant messages for communication, and more specifically, the FIPA Agent
Communication Language (ACL). The ACL is based on speech act theory,
which is based on the fact that when one makes a statement, it is implied
that one is doing something.

Future areas for investigation include techniques to ensure the privacy of
the information so that only the right individuals or agents have access, and
also the necessity to properly deal with the security of the information that
is being transmitted so that it cannot be altered by third parties.

5 Communications Networks

5.1 Fault Diagnosis

As with any communication network, telecommunications networks are inher-
ently distributed with expertise and data residing throughout various nodes
of the network, hence, the management of the network requires access to,
and analysis of, data that resides in various parts of the network. Due to the
distributed nature of these networks, monitoring and diagnosing faults can
benefit from a distributed approach as can be offered through multi-agent sys-
tem techniques. The Distributed Intelligent Monitoring and Analysis System
(DIMAS) system is described in [12], which builds upon the more centralized
Intelligent Monitoring and Analysis System for monitoring and diagnosing
faults. Specifically, the paper describes a distributed architecture based on a
multi-agent approach for monitoring and detecting faults in cellular commu-
nication networks.

The problem which is described here consists of monitoring and detecting
faults across cellular base stations. Since multiple base stations may use the
same frequency for communication due to the limited number of frequen-
cies available, this has the effect of increasing the capacity of the network.
Interference of frequencies across base stations is minimized by limiting the
coverage and strength of the radio signal at each base station. However, in
certain cases, natural phenomena such as winds or storms can cause the base
station antenna to misalign. Such as misalignment can cause the frequencies
to interfere, thereby affecting other nearby base stations by causing “noise”
on the frequencies which overlap.

The DIMAS system is applied to monitoring this problem and diagnosing
which base station is causing the frequency interference. The DIMAS system
is comprised of a data store, data filter and expert system which is interfaced
to a network simulator. The data store contains information obtained from
the network, the data filter enables the processing of a large amount of infor-
mation, and the expert system is the engine used to provide the diagnostic
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capabilities based on information obtained from the data store. The expert
system in DIMAS is built on the AT&T C5 language, and its workflow pro-
cesses through a series of steps: monitor symptoms, reply to queries, do ac-
tions, analyze results, analyze evidence and decide next step.

The authors also differentiate the DIMAS system with other related work.
For example, they compare DIMAS to Distributed Big Brother (DBB). The
DBB uses the Contract Net Protocol to distribute the monitoring task to
Local Area network managers. However, within DIMAS, rather than offering
tasks to potential bidders and then awarding the task to one bidder, the DI-
MAS agents are asked whether they can suggest possible actions to diagnose
a problem. The suggested actions are then evaluated by the temporary owner
of a problem and then contracted out to the agent that suggested the action.
For example, each agent that detects a symptom of a problem may suggest
further diagnostic tests, such as checking for changes to base station param-
eters or monitoring the signal strength of call attempts. However, for each
action there is only one agent that can execute it. The decision that must be
made by the coordinating agent is which action to choose, rather than which
agent will execute that action. The subtle difference is that in DIMAS, the
contracting is action-centric and not agent-centric, as a series of actions may
be spread over multiple agents.

The Large-internetwork Observation and Diagnosis Expert System
(LODES) is an expert system for diagnosing faults in a LAN that consist
of multiple networks connected via routers. Each LAN has its own LODES
system, which is used to detect remote faults based on local data. The pri-
mary difference between LODES and DIMAS is that the latter is a passive
approach while the former is both passive as well as active.

In DIMAS, the agents can only observe local symptoms and/or faults. Co-
ordination between the agents is facilitated through the use of communication
using KQML performatives such as ask, tell and achieve to gather non-local
information. These performatives are used in various phases of the agent’s
process such as assign-responsibility, gather-evidence and allocate-blame. In
the assign-responsibility phase, the problem is detected using the ask and
tell performatives. The base station at which the symptom is detected uses
the ask performative to query the other base station agents about possible
causes for increase in calls with poor transmission quality, while the other
base stations use the tell performative to report back as to the fact that the
cause may be due to a misaligned antenna or a frequency change. The affected
base station agent then uses the achieve performative to ask the other base
station agents to check for changes in frequency within their logs (gather-
evidence). When this is ruled out, then more expensive requests are made
such as checking for conditions which are indicative of a misaligned antenna.
The allocate-blame phase assigns responsibility to the offending base station,
and communicates its findings to other base stations.
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5.2 Routing in Telecommunications

A market-based approach to routing in telecommunication networks using a
multi-agent system model is described in [10]. It is argued that a market-
based approach requires no a priori cooperation between agents and provides
a robust mechanism for routing. Specifically, the approach relies on an adap-
tive price setting and inventory strategy based on bidding in order to reduce
call blocking. The approach relies on several layers of agents, specifically, link
agents that interact in link markets to purchase slices of bandwidth, path
agents that interact in path markets to sell paths and on link markets to buy
necessary links in order to offer paths on the path market, and lastly the
call agents. Each of these agents buys or sells their commodity on the appro-
priate market. The author compares the market based approach to routing
with other approaches. For example, in a centralized scheme where traffic
predictions are used to compute the paths there are issues with scalability
particularly as the size of the network grows, the amount of information to
monitor and process also increases and there is a single point of failure. Sim-
ilarly, the authors argue that in optimal network flow algorithms there are
performance issues in heavily loaded networks and unpredictable oscillations
between solutions. Hence, the author suggests that a decentralized solution
may be appropriate. However, the authors also describe a few challenges in
decentralized solutions. For instance, they indicate that such solutions may
have non-local effects on the entire network and it would be difficult to under-
stand these effects due to the lack of complete information about the entire
network. Complete information is infeasible since the network is dynamic and
there is a delay in propagation and therefore the solution is prone to error
and there may also be scaling issues.

As previously mentioned, the system architecture is comprised of link
agents, path agents and call agents, each operating on one or several mar-
kets. A link agent and path agent is associated with each link and path,
respectively, in the network. A call agent is associated with each source and
destination pair in the network. Link and path markets are sealed bid double
blind auctions in order to minimize any delays in the system, as callers will
not want a delay in establishing a circuit in the network. The agents buy and
sell the appropriate resource for which they are responsible, and depending
on what they have sold and/or purchased, they use a simple function in or-
der to either increase or decrease their buying/selling price. Similarly, path
agents maintain an inventory that is profitable. Lastly, call agents trigger the
auctions at the path and link agent level.

The authors present various results from their experiments. In the first
experiment, they compare Vickery and First price auction strategies in their
market-based approach to static routing on a 200 node network with link
capacities for 200 channels. They show that they can do at least as well as
static routing, but with the added advantage of achieving the performance
level through an open architecture without the need to rely on static network
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policies. They demonstrate improved scalability through their approach, since
the entire network topology need not be known in advance and, furthermore,
using their approach are able to provide a quicker response as information
is not needed about the broader network. The authors also provide results
that demonstrate that about 61% of the time, the call was routed through
the most efficient route and 46% of the time the call was routed through the
least congested route. Research areas that are left for future work include
the ability of the callers to request different types of services, which might
be routed differently through the network and the ability for market-based
routing to support such activities.

6 E-Business

6.1 Supply Chain Management

A supply chain is described in [5] as “a network of suppliers, factories, ware-
houses, distribution centers and retailers through which raw materials are
acquired, transformed, reproduced and delivered to the customer”. A Sup-
ply Chain Management System (SCMS) manages the interaction of these
processes in order to achieve some end goals.

In [5] the authors describe a SCMS based on the coordination of multi-
agent systems, as represented through information agents and functional
agents. The information agents are a source of information to the functional
agents, while the functional agents are responsible for specific roles in the
dynamic supply chain. The key notion behind these agents is that there is no
assumption that a certain number of agents be available in the supply chain.
The agents are assumed to enter and leave the system through a negotiation
process based on the negotiation performatives that have been developed
based on the FIPA ACL. For example, accept-proposal, CFP, proposal, reject-
proposal and terminate are used for pairwise negotiation between agents while
a third performative, bid, has also been included to capture third party nego-
tiations, for example, through an auctioneer. The paper [5], further describes
the use of Colored Petri Nets (CPN) as a modeling tool for managing the
negotiation process between agents. A simple example of the interaction be-
tween buyer and seller agents is described through the use of CPNs. The
buyer agent initiates the negotiation process by sending a message indicating
a call-for-proposal from the seller agent. The buyer agent then waits, while
the seller agent receives the message for consideration. When the seller agent
sends the reply (proposal, accept-proposal, reject-proposal or terminate) to
the buyer agent, the buyer agent then enters the waiting or thinking/inactive
state. If the thinking transition is triggered, the cycle repeats and it is up to
the buyer agent to send the next round of message. The paper also describes
the internal logic of the functional agents in making decisions by providing
an example of an agent that represents a company’s need for certain quantity
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of supplies in a given time period. This company is represented through an
agent that sends a CFP message to other agents. The other agents evalu-
ate the CFP and provide the quantity of supplies that can be provided, their
cost and lead time. After receiving the other agents offers the initiating agent
constructs a search tree for evaluating the constraints. If a solution can be
found, then the initiating agent will accept one or more offers. If a solution
cannot be found, either the initiating agent will relax its constraints, or ask
the other agent to relax their constraints.

Several key issues are described for future research, including understand-
ing the convergence behavior of the network and strategies for deciding how
and when to relax the agent constraints.

6.2 Manufacturing Systems

Modern and big manufacturing depends heavily on computer systems. In
fact, in many manufacturing applications the centralized software is not as
effective as distributed networks. Indeed, to provide competitiveness in global
markets, manufacturers must be able to implement, resize, design, reconfig-
ure, respond to unanticipated changes, and maintain manufacturing facilities
rapidly and inexpensively. These requirements are more easily satisfied by
distributed small modules than by large monolithic systems. Moreover, small
modules allow system survivability. Multi-agent systems offer a way to build
production systems that are decentralized rather than centralized, emergent
rather than planned, and concurrent rather than sequential. Besides, the
emergence of internet-based computing and communication to execute busi-
ness processes has emerged as a key element in the supply chain domain.
By using the internet, businesses gain more visibility across their network of
trading partners, and it helps them to respond quickly to customer demands,
resource shortages, etc. Min and Bjornsson present a method based on com-
puter agents’ technology for building virtual construction supply chains [16].

7 Emergency Management and Disaster Relief

The emergence of new doctrine is enabling Security, Stabilization, Transi-
tion and Reconstruction (SSTR) operations to become a core U.S. military
mission. The immediate goal in SSTR is to provide the local populace with
security, restore essential services, and meet humanitarian needs. Large scale
disasters are an example where military support can improve SSTR opera-
tions by providing a much needed boost to foreign governments and non gov-
ernmental organizations (NGOs) which may already be under great stress
to respond in a timely and effective manner. However, without the means
to effectively coordinate the efforts between many diverse groups across the
civil-military boundary during SSTR operations, basic assistance and relief
operations may be severely impeded. There are many operational challenges
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in the ability to coordinate such a large group across the civil-military bound-
ary during SSTR operations. Usually, in the civil sector, coordination is the
result of voluntary effort; hence coordination by “directing” is rarely effective.
Generally, relief agencies partly function within a framework of self-interest.
In other words, they assist their beneficiaries in such a way that their good
works are seen and valued by the donor community and the “profile” of their
agency is enhanced. In many cases, farther down on the list is the goal of rec-
ognizing the contribution of others or admitting someone else can do the job
better and therefore coordination is not necessarily an agencies first priority.
With regard to coordination across the civil-military boundary there are also
a number of challenges. The military tends to be a highly structured orga-
nization with a hierarchical command and control structure, while the civil
sector in many cases is more loosely structured and tend to be less formal.

Understanding emerging social networks and using the information that
is provided through such networks is important for effective coordination.
Social networks provide a visual cue as to the relationships between people
or groups and can be used to identify “mutual” friends. This is particularly
important when there is a requirement by one or more individual or groups
to locate other individuals or groups that might be able to provide support
in order to achieve a desired end result. Research and tools from the Social
Network Analysis (SNA) community may allow users to understand who the
experts are in the SSTR community and to whom and how they are linked.
As a simple example, social maps that depict connectivity between users in
the context of their discussion threads, and ability to filter the content within
a social map based on specific keywords are likely to provide the foundation
to enable the community to identify service providers or those that may of-
fer similar services or capabilities. The ability to rate individuals within the
social network may also be an important aspect in building trust within the
community of users. This is particularly important during pre-disaster situa-
tions so that some level of trust and common understanding can be achieved.
Furthermore, pre-disaster interactions can help in the development of con-
cept of operations or doctrine to provide guidance during real life situations
by helping people or organizations form the bonds of working together. One
of the challenges, however, will be to effectively visualize such a network or
efficiently filter through the various dimensions of information contained in
the social network. There is also a lack of automated coordination tools to
support the ability of people or groups to actively coordinate their activities.
There are processes in place but most coordination is manual. The ability
to manage tasks across the diverse actors involved in these operations has
the opportunity to improve the overall efficiency of these operations. Due to
the complexity of SSTR operations, multi-agent coordination techniques may
provide benefits.

There is already ongoing research into developing information sharing en-
vironments to be used during SSTR operations within which automated co-
ordination tools could be developed. These environments leverage content
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management systems and web technologies to integrate various collaboration
mechanisms such as weblogs, wiki’s and forums. One of the key uses of such
sites would be to enable service requestors to find service providers during
crisis situations. As potential service providers are identified from the infor-
mation sharing site’s content, additional techniques could be developed and
applied to transform and map the services that are being requested into ap-
propriate tasks. These tasks would be defined by appropriate users of the
system, and would be defined such that when executed, would enable the
services providers to meet the needs of the service requestors. The tasks
may be hierarchical or peer-to-peer. For instance, hierarchical tasks may be
appropriate for the military as protocols tend to be very structured and or-
ganized, while tasks for the civilian side may be peer-to-peer. However, the
determination and selection of the appropriate task representation is best
handled locally and there is no strict requirement that organizations use one
representation or the other.

In order to automate task scheduling and assignment to a degree, the tasks
and potential task performers might be organized into an assignment matrix,
and the entries in the matrix would contain numerical values that represent
the cost for doing each of the tasks across each of the performers (Figure
2). The costs may be monetary or may be based on a more complex cost
function and it is up the participants to agree upon and choose the appro-
priate cost model. The computation of the cost functions across performers
may vary, so some normalization techniques may need to be applied. Once
these costs are determined, the goal of the matching algorithm would be to
find a set of assignments between tasks and performers in the matrix that
globally minimizes the total cost of doing the tasks across all of the perform-
ers. Alternatively, numerical values for preference could be included instead
of cost in the assignment matrix, and the objective would be to find a set of
assignments that globally maximize the preference.

The task network would provide a visualization of the tasks and would
allow the user to modify the tasks or include new tasks, which would be
subsequently reflected in the assignment matrix. The task network would
also allow the specification of preconditions that need to be true before a
task or subtask can be executed. The assignments that are calculated based
on the algorithm would update the task network to show which perform-
ers have been assigned to various tasks. Multi-agent coordination techniques
could be employed to support a negotiation process to allow the performers
to interact with each other to change their tasks assignments for various rea-
sons that might not have been accurately reflected in the cost functions. The
negotiation process could be facilitated, for example, through various coordi-
nation techniques such as an auction mechanism. Such a negotiation would
be pursued until task equilibrium is reached. Once equilibrium is reached, the
passing of appropriate messages using any method chosen by the user would
permit the transmission of the assignments to potential responders for action
or renegotiation.
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The ability to coordinate a large and diverse group of first responders
begins with the ability to communicate guidance or orders, while receiving
situation reports from those in the field. The lack of a stable communications
infrastructure will negatively impact the efforts of those that need to coordi-
nate and share information. Recent technological advances in Mobile Ad-Hoc
Networks (MANET) are key enablers in the deployment of net-centric coop-
erative multi-agent systems in disaster areas. MANET technology holds the
promise of enabling communications between first responders when the local
communications infrastructure is unusable. These networks support mobile
entities, connected through a wireless network which supports discovery and
self-organization through peer-to-peer message exchanges, leading to an in-
crease in the robustness of the overall network.

The concept of “NETwork-Aware” Coordination and Adaptation is a po-
tential area worthy of exploration. In such an approach, the users or applica-
tions are aware of the state of the network, thereby allowing the applications
to adapt in order to “work around” network constraints, while the network
is aware of the state of the applications or mission needs in order to better
handle traffic flows. Such cross-layer information exchange is important to en-
able a more robust communication strategy for the first responders in order
to support their coordination activities. To the extent possible, coordination
strategies also have to be robust against message loss and equipment failures.

•

•
•

•

•
•

Fig. 2 Task Assignment Concept
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A few of the research issues in network-aware coordination include defining
measures for determining network congestion or other types of failures such as
loss of connectivity within the network, in order to provide such measures and
parameters to the application layer. The key challenges for the application
layer include how to best utilize that information in order to adapt commu-
nication strategies (e.g., sharing images that are smaller in size, prioritizing
certain information, or identifying certain nodes to act as communications
relays). Such a feedback loop may be continuous, so that the network could
support larger bandwidth exchanges as congestion is proactively alleviated
in the network.

8 Ambient Intelligence

The early developments in Ambient Intelligence took place at Philips in 1998.
The Philips vision of Ambient Intelligence is: “people living easily in digital
environments in which the electronics are sensitive to people’s needs, person-
alized to their requirements, anticipatory of their behavior and responsive
to their presence”. The main purpose of Ambient Intelligence applications is
to coordinate the services offered by small smart devices spread in a phys-
ical environment in order to have a global coherent intelligent behaviour of
this environment. From a computing perspective, ambient intelligence refers
to electronic environment that is sensitive and responsive to the presence of
people. Ambient intelligence paradigm builds upon several computing areas
and human-centric computer interaction design. The first area is ubiquitous
or pervasive computing. Pervasive computing devices are very tiny (can be in-
visible) devices, either mobile or embedded in almost any type of object imag-
inable, including cars, tools, clothing and various consumer goods. All these
devices communicate through increasingly interconnected networks (ad hoc
networking capabilities). The second key area is intelligent systems research.
Learning algorithms and pattern matchers, speech recognition and language
translators, and gesture classification belong to this area of research. A third
area is context awareness; research on this area lets us track and position ob-
jects of all types and represent objects’ interactions with their environments.
See [15] and [23] for more details about Ambient Intelligence applications.

9 Conclusion

Information technologies and information systems have become the corner-
stone that shapes the present and the future of our society and its underlying
affairs. They have penetrated almost every aspect of our lives. This omnipres-
ence is stemming from significant advancements in computer systems, soft-
ware, middleware, telecommunications infrastructure, etc. Also, enterprises,
organizations and governments usually use a large variety of networked in-
formation systems, interconnected software, etc. From other side, military
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organisations as well as military coalitions share more information than
before, such that decision making occurs at all levels within the chain of
command. Indeed, current information technology gives organisations the
opportunity to take advantage of all available information and coordinates
the different actions. Consequently, coordination is becoming very important
to consider and to take into account.

Emerging application domains such as Ambient Intelligence, Grid Comput-
ing, Electronic Business, Semantic Web, Bioinformatics, and Computational
Biology will certainly determine future agent-oriented research and technolo-
gies. Over the next decade, it is thus expected that real world problems will
impose the emergence of truly open, fully scalable agent-oriented systems,
spanning across different domains, and incorporating heterogeneous entities
capable of reasoning, learning, and adopting adequate protocols of commu-
nication and interaction.
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Multi-Agent Area Coverage Using a
Single Query Roadmap: A Swarm
Intelligence Approach

Ali Nasri Nazif∗, Alireza Davoodi�, and Philippe Pasquier

Abstract. This paper proposes a mechanism for visually covering an area
by means of a group of homogeneous reactive agents through a single-query
roadmap called Weighted Multi-Agent RRT, WMA-RRT. While the agents
do not know about the environment, the roadmap is locally available to them.
In accordance with the swarm intelligence principles, the agents are simple
autonomous entities, capable of interacting with the environment by obeying
some explicit rules and performing the corresponding actions. The interaction
between the agents is carried out through an indirect communication mech-
anism and leads to the emergence of complex behaviors such as multi-agent
cooperation and coordination, path planning and environment exploration.
This mechanism is reliable in the face of agent failures and can be effec-
tively and easily employed in cluttered environments containing narrow pas-
sages. We have implemented and evaluated the algorithm in different domains
and the experimental results confirm the performance and robustness of
the system.

1 Introduction

The area coverage problem in robotics deals with the use of one or more
robots to physically sweep [8] or visually sense [5]the free space of an area.
The aim of this research study is to propose a robust mechanism to cope with
the problem of multi-agent visual environment coverage.
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To realize this purpose, we apply an emergent coordination approach and
introduce a bio-inspired technique which utilizes a roadmap called WMA-RRT
and employs a group of multiple autonomous agents to cover a given envi-
ronment. To this end, agents should be capable of performing in the area
and cooperating with each other to achieve the mutual objective of covering
an area.

In accordance with the Swarm intelligence principles originally introduced
by Beni and Wang [3], the proposed system is made up of several simple
autonomous agents. These agents locally interact with the environment and
pursue their own goals by following some simple and explicit condition-action
rules and performing the their corresponding actions. In such a scenario, the
multi-agent cooperation is an invaluable by-product of a special communica-
tion mechanism. In the other words, the direct agents’ interaction with the
environment leads to the emergence of indirect communications and conse-
quently teamwork among the agents.

In this research study, we assume that the structure of the environment and
a 2D map of the area are available. Furthermore, the robots are considered to
be point robots for the sake of simplicity, and it does not affect the solution.
If the robots are circular robots of radius r, Minkowski sum of the static
obstacles and the robots are computed and considered instead of the original
static obstacles in the environment [11]. Moreover, the robots are assumed
to have 360 degree field of view and they are able to observe part of the area
which is not further than a pre-defined visibility range.

The approach to the environment coverage problem, presented in this pa-
per, can be divided into two processes. Firstly, a special roadmap called
WMA-RRT is constructed and embedded in the environment to discretely rep-
resent the free space. Secondly, WMA-RRT is distributed among all the agents.
Each agent independently bears the responsibility of locally traversing its as-
sociated part of the WMA-RRT roadmap.

The agents employ the WMA-RRT both as a roadmap and an information
exchange channel. This channel is used by the agents to interact with the
environment and indirectly communicate to one another. In the other words,
the agents change the situation of the environment by altering the states
of the edges and nodes of the roadmap while traversing the roadmap tree.
Meanwhile, this information is used by the agents in order to decide which
action to take, where to go next, how to return to the origin, how to support
other working agents and handle the agents’ failures during the operation. We
have implemented our approach and evaluated it considering some criteria
such as the number of robots, different visibility ranges and maps.

The rest of the paper is organized as follows. First, in Section 2, we re-
view some preliminary concepts and related works. The WMA-RRT roadmap
is introduced in Section 3. The agents architecture is addressed in Section 4
and followed by the WMA-RRT traversing algorithm in Section 5. Also, the
implementation of the mechanism and experimental results are presented in
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Section 6. Finally, Section 7 concludes with a short summary of the research
and introduces some future works.

2 Preliminaries and Related Works

2.1 Roadmaps

A roadmap is a graph constructed in the environment to capture the con-
nectivity of the free space of the area. Generally, two types of roadmaps
have been introduced by the researchers. The first group of roadmaps re-
quires and utilizes the exact structure of the environment. Visibility
Graphs and Generalized Voronoi Diagram belong to this group. Kai
and Wurm [19] introduce an approach for environment exploration using
Voronoi Diagram. They use Voronoi Diagram to decompose the envi-
ronment into several regions and assign each of them to a robot to explore.
Also, Jiao and Tang [17] employ a visibility-based decomposition approach
for multi-robot boundary coverage in which the robots are supposed to col-
lectively observe the boundary of the environment.

On the contrary, there are sampling-based roadmaps which do not need
the explicit geometrical representation of the workspace. Instead, they use
some strategies for generating sample points throughout the free space and
connecting them to build the roadmap. Basically, two types of sampling-based
approaches have been introduced by the researcher: Multiple Query and
Single Query. In multiple-query planners [9], a roadmap is constructed
by simultaneously expanding some trees from several randomly distributed
starting points and merging them to prepare the entire roadmap. It is likely
that the roadmap is not connected in a cluttered environment. Probabilistic
roadmaps, PRM, introduced by Kavraki is the most popular multiple-query
planner.

Single-query planners, on the contrary, have been introduced to construct
a connected tree which spreads over the environment. They use an incremen-
tal approach to build the roadmap by expanding the tree from a random
starting point. RPP, Ariadnes Clew, 2Z, EST, Lazy RPM and RRT are
single-query planners. Since the planner introduced in this paper is a varia-
tion of Rapidly-Exploring Random Tree RRT [10], this section briefly explains
how RRT algorithm works.

The roadmap constructed by the RRT planner is a tree which expands
throughout the free space of a given environment. This planner is probabilis-
tically complete meaning that the probability of covering every location of
the environment converges to one, if the algorithm keeps running for a long
enough time.

In order to construct RRT roadmap, first a uniform distribution is used
to insert a sample point qinit in the environment. This point is added as a
node to the RRT tree if collision-free. In each iteration another sample point,
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Fig. 1 This figure illustrates how a RRT tree is expanded given the current state
of the tree.

qrand, will be placed randomly in the free space and its nearest neighbor node,
qnear, among previously added nodes will be selected for further expansion.
A new node, qnew, is produced as a result of moving qnear by ε, a predefined
value called step size, toward qrand and it will be added to the roadmap
if collision-free. Figure. 1 illustrates a snapshot of the expansion process.

2.2 Multi-Agent Environment Coverage

The Swarm Intelligence model, SI, relies on emergent coordination and is
inspired by the collective behaviors observed in a multitude of species which
exhibit social life such as ants and honey bees. As an AI technique, SI dis-
cusses the systems consisting of a population of simple agents interacting
locally with one another or the environment [1,15,18] and these interactions
often lead to the emergence of complex and global behaviors.

In one of the oldest attempt, Gordon and Wagner [6] employed honeybees’
foraging behavior to coordinate a group of agents with no elaborate language
and advanced communication device. Svennebring and Koenig [16] introduce
a bio-inspired algorithm for covering an environment decomposed to a number
of cells in which the robots use an artificial pheromone to mark the visited
cells. Also Bayazit [2] discusses a multiple query roadmap used as a means of
indirect communication between agents for covering an environment. Another
application of indirect communications between agents is the work of Halasz
[7] in which he deals with the dynamic redistribution of a swarm of robots
among multiple sites to cover the environment.

Moreover, the swarming behavior model observed among birds flocks, fish
schools and sheep herds motivated Reynolds [14] to introduce a bio-inspired
technique to steer a group of rule-based autonomous agents, called Boid birds-
like object. The Boids are endowed by some simple behaviors like seeking, flee-
ing, obstacle avoidance, wandering etc. The Boids make use of these actions
to navigate the environment and represent more complex actions.

On the contrary, in intentional cooperation approaches, the agents de-
liberately communicate or negotiate with each other in order to coopera-
tively achieve a mutual goal. Zlot [20] addresses a market-based mechanism
for environment exploration in which they use an auction based method to
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assign exploration targets between the agents. Furthermore, Choset [4] sur-
veys different approaches such as approximation, grid-based and decomposi-
tion approaches. In one of the recent attempt Packer [12] applies a compu-
tational geometry approach in order to compute multiple Watchman routes
which can cover inside a given polygon. In this paper, she first solves the art
gallery problem and finds a set of guards which can collectively cover the
entire area. Then, the visibility graph of the obstacles and static guards is
constructed and decomposed into several routes. Finally, each route is allo-
cated to one agent to traverse.

Grid-based approaches are also used in environment coverage. Hazon and
Kaminka [8] propose a grid-based mechanism in which the environment is
decomposed into several same size cells on the basis of the size of the robots.
Considering the initial positions of the robots, they find a spanning tree of
the free cells which can be decomposed to some balanced sub-trees. Finally
each sub-tree is assigned to a robot.

3 Weighted Multi-Agent RRT

WMA-RRT is an extension of the RRT planner and consequently, categorized
as a single-query planner. Moreover, WMA-RRT roadmap is an infrastructure
which supports simultaneous movements of many agents throughout the clut-
tered environments which contain narrow passages.

Construction of WMA-RRT begins by figuring out the location of the root
of the roadmap which is called Main Root and continues to specify the
nodes that are adjacent to the Main Root and located at the next level of
the tree. These nodes are called Secondary Roots. The WMA-RRT is then
constructed by expanding all the edges between the Secondary Root and
Main Root in all directions throughout the free space.

In the construction of WMA-RRT, it is assumed that all the agents in the
environment are situated close to each other and consequently can be sur-
rounded by a simple polygon. A simple polygon is a polygon whose boundary
does not cross itself. In order to construct this polygon, the convex hull algo-
rithm [13] is applied to build a polygonal boundary enclosing all the agents.
The convex hull algorithm considers the locations of the agents as points and
constructs the minimal convex hull of the points regardless of the obstacles
in the environment. Then the intersection point of the two longest diame-
ters of the polygon is calculated and considered as the starting point for the
construction of the WMA-RRT and called Main Root of the roadmap. If the
intersection point is not collision-free, the intersection points of other next
longest diameters of the polygon are considered. If the convex hull is a trian-
gle, the intersection point of two longest edges of the triangle is considered
as the Main Root.

In the second step, the goal is calculating and assigning one particular
node of WMA-RRT to each agent. To this end, the algorithm considers all the
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Fig. 2 Illustrates a situation in which eight agents (small white polygons) are
available. The figure on the left represents the polygonal boundary enclosing the
agents, the diameters and the Main Root (the black circle). The figure on the right
illustrates the corresponding Secondary Roots

edges, which connect the agents initial locations to the Main Root. A set of
candidate nodes is produced as a result of moving out from the Main Root
by the value of ε towards the agents’ locations along the edges. The value of ε
is specified by the user and must be equal or less than the value of the step
size as defined in the previous section. If a candidate node is collision-free,
it is called a Secondary Node and assigned to the corresponding agent
whose location point is an end-point of the edge. If the candidate node is not
collision-free, the algorithm finds the nearest agent which has been assigned a
Secondary Node and assign it to the agent. Figure. 2 illustrates the Main
Root and Secondary Roots of a particular configuration.

From this point on, the algorithm is similar to the RRT planner algo-
rithm with two differences. The first one is in the number of initial points,
qinit. While RRT there is only one qinit node, which is randomly located
in the free space, the WMA-RRT includes as many qinit nodes as there are
Secondary Roots. The other difference is observed in the initial expan-
sion of the roadmap. In RRT the roadmap expands through the root of the
roadmap, qinit, while in WMA-RRT the Main Root is exempted from expan-
sion and instead, the Secondary Roots are considered for expansion. The
initial roadmap expands very rapidly throughout the free space of the envi-
ronment and yields a tree with one Main Root, which has as many sub-trees
as there are Secondary Roots. Each sub tree is called a Branch.

The edges’ weight of the roadmap is initialized to 0 so the roadmap is con-
sidered as a weighted tree. During the covering operation, at-least one agent is
assigned to each Branch. The weights of the edges are updated while travers-
ing the roadmap. The agents use WMA-RRT roadmap to move throughout the
free space, interact with the environment and indirectly communicate with
one another. In the other words, while traversing the WMA-RRT roadmap, the
agents perceive information available through the roadmap and update their
knowledge about the environment. Further, the agents change the state of
the environment by depositing information into the nodes of the WMA-RRT.
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Table 1 Represents all the information available in the nodes of the WMA-RRT
roadmap.

information Main
Root

Secondary
Root

Intermediate
Nodes

eo: label of each outgoing edge No Yes Yes

ei: label of the incoming edge No Yes Yes

wi: weight of the incoming edge No Yes Yes

wo: weight of the outgoing edge No Yes Yes

c: shows all the sub-trees of a node have been com-
pletely explored

Yes Yes Yes

lo: label of the outgoing edge which is temporarily
locked and is not accessible

No Yes Yes

co: label of the first edge of a sub-tree which has
been completely explored

No Yes Yes

There is no information available through the edges. Table 1 represents the
information that may be deposited by the agents and available to them in
the WMA-RRT roadmap.

In some situations, it is impossible to have as many branches as there
are agents. This is specially the case when the environment is highly clut-
tered and contains many narrow passages since some of the Secondary
Roots may not be collision free and consequently, have to be deleted from
the roadmap. In such situations, in order to make use of the maximum ca-
pabilities of the available agents, the algorithm assigns more than one agent
to each branch. Figure. 3 represents an environment and its corresponding
WMA-RRT roadmap containing two branches and there are four agents avail-
able in the environment. As illustrated, the algorithm assigns two agents to
each branch.

Fig. 3 A cluttered environment with narrow passages. Two agents have been as-
signed to each branch.
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Fig. 4 The figures on the left and right represent the results of running PRM and
WMA-RRT algorithms respectively on an environment.

Finally, we compare WMA-RRT tree as a single query roadmap with the
Probabilistic Road Map, PRM, as a multiple query roadmap. As mentioned
above, a multiple query planner might lead to a disconnected roadmap and
consequently, some parts of the environment are not accessible by any agents.
Figure. 4 represents the results of running PRM and WMA-RRT algorithms on
a sample environment.

4 Agent Architecture

As mentioned in previous sections, the agents in our system are simple
autonomous individuals capable of following some explicit condition-action
rules and performing the corresponding actions. To this end, our agents are
modeled based on reactive architecture and are implemented in such a way
that supports beliefs, actions and Plans of the agents. Furthermore,
they are utility based entities, which try to maximize their own utilities
independently. The utility function of an agent is defined as the average
over the weight of all the edges, the agent traverses. The utility function of
an agent motivates it to select the edges with minimum weight.

Additionally, the agents perceptions are represented as beliefs in the
agents’ belief bases and each agent contains some pre-defined plans stored
in its plan library. Each plan is an instruction which tells the agent what to
do in a particular circumstance. Each agent has a goal and uses a plan to
approach the goal. In the rest of this section, we discuss some basic beliefs,
actions and plans used by the agents during the covering operation. We use
Agent Speak, a multi-agent programming languages standard syntax and for-
mat in order to explain the agents beliefs, actions and plans. As discussed
in previous section, the agents update their knowledge base about the world
when they reach a node and perceive the information available at that partic-
ular node. In the other words, while traversing the WMA-RRT tree, an agent
detects the information available in the nodes of the roadmap and updates
its belief base accordingly. The followings are some beliefs of the agents:
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1. subtreeState(e, w): Standing at each node, an agent could detect
some information about all the outgoing and incoming edges, including
the edges’ labels ,e, and weights, w.

2. currentEdge(e,w): When an agent decides which outgoing edge to
take, it can remember the edges label and weight until it reaches the end-
points of the edge and updates the related information about the traversed
edge.

3. completed(e): It means that the agent believes the sub-tree of the cur-
rent node that starts with edge e, has been completely explored.

4. currentBranch(b): It represents the current branch, b, which is being
explored.

5. agentName(ag): Each agent has a unique name which is stored in the
belief base of the agent.

Furthermore, each agent is capable of performing some basic external and
internal actions to change the state of the environment and its internal state.
The followings are some of the actions:

1. allocateBranch: Standing at a Secondary Root, an agent updates
the state of the current roadmap’s node, by adding information about the
label and weight of the incoming edge to the current node, which is a
Secondary Root

2. traverse: An agent can traverse the selected edge by moving from the
start node of the edge and reaching the end point of it.

3. departNode: When an agent decides which edge to traverse next, it in-
creases the weight of the selected edge by one and updates its correspond-
ing information, including the label and new weight of the selected edge,
in the current node.

4. reachNode: As an agent reaches a node, it updates the state of the current
node to represent the label and weight of the incoming edge to the current
node.

5. comeback: When an agent is to return one level back to the parent of
the current node, it should set the current node as completed. It means
that the entire sub-tree of the current node has been completely explored.
Then, as soon as the agent arrives in the parent node, it updates the state
of the parent node to indicate that one of its sub trees has been completely
explored.

6. lock(Edge): When an agent enters an edge, it locks the edge temporarily
to prevent other agents enter the edge simultaneously. In order to do this,
the agent adds some information in the start node of the edge representing
that the edge with label Edge is locked. Each locked edge, gets unlocked
after a specific period of time automatically. This period of time equals
to the twice the maximum amount of time an agent needs to completely
traverse an edge, plus some amount of time the agent requires to detect
the information available and update its belief base accordingly. This time
can be specified at the beginning of the covering operation. Remember
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that the maximum length of each edge of the WMA-RRT equals to the step
size, ε,which has been already defined in WMA-RRT construction algorithm.

7. detect: The agents use their sensors in order to percept all the informa-
tion available in the current node. Standing at a node, an agent also can
detect the outgoing edges of the current node.

8. scan: Standing at a node, each agent can access a local roadmap con-
taining the current node, incoming edge and outgoing edges of the current
node. The agents cannot store these local roadmaps in their limited mem-
ories but an agent can temporarily employ the local roadmap in order to
enumerate the outgoing edges and assign them temporary labels.

9. enumerate: Standing at a node, an agent changes the state of the current
node by updating information relevant to the incoming and outgoing edges
of the current node. To differentiate the outgoing edges, the agents locally
enumerate them and assign each of them a label. To this end, all the agents
assume that, the labels of all the edges going out of the Main Root, are
zero. As mentioned in previous sections, the roadmap is locally available
to the agents so they can detect all the outgoing edges and label them by
enumrating all the outgoing edges in a clock-wise order starting from the
incoming edge and incrementally assigning each of them a label.To this
end, the algorithm assums that the label of all the Secondary Roots
are zero. In other words, suppose that the weight of the incoming edge of
the current node is w and there are two outgoing edges. Then, by doing
a clock-wise search starting from the incoming edge, the label of the first
and second edges are w + 1 and w + 2 respectively. Figure 5, illustrates
how the edges of WMA-RRT are locally enumerated by the agents.

Fig. 5 This figure represents how the edges of the WMA-RRT are locally enumer-
ated and labeled by the agents. Here, the biggest black circle is the Main Root and
two second biggest are the Secondary Roots.
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Furthermore, each agent maintains a plan library including some built-in
plans. Some of the simplified versions of the plans available in the plan library
of the agents are as followings:

1. findingBranch: Each agent applies this plan to find a branch to ex-
plore. This plan starts by performing the action of scanning around the
Main Root to build a local roadmap. The local roadmap contains the
Main Root, incoming edge and outgoing edges. The incoming
edge to the Main Root is exclusive to each agent since the agent consid-
ers the edge it takes to reach the Main Root from its initial position as
mentioned in Section 3. The local map is then used by the agent to locally
enumerate and label the outgoing edges. Then, the agent traverses the
outgoing edges sequentially in order to find the first outgoing edge with
minimum weight. This is done through detecting the information available
in the Secondary Roots.

!+findingBranch : constructed(wma-rrt) <-
scan;
internalAction.enumerate;
internalAction.getTheUnCheckedEdgeInOrder(Edge);
traverse(Edge);
detect;
!allocation(Edge).

!+allocation(Edge) : isMinimum(Edge) <-
!findingBranch.

!+allocation(Edge) : not isMinimum(Edge) <-
allocateBranch(Edge);
!nextDestination(Edge).

2. nextDestination: This plan is used when an agent reaches a node.
Each agent is simply able to temporarily remember the label and weight
of the incoming edge to the current node. This plan tells the agent to scan
around the current node, locally enumerate the outgoing edges to assign
each of them a label, detect all the information available in the current
node and find the next best edge to traverse. The best edge is an edge
which is not currently locked and has not been set as completed and also
has the minimum weight among all other outgoing edges of the current
node.

+!nextDestination : true <-
scan;
internalAction.enumerate;
detect;
internalAction.findNextEdge(NextEdge);
!traversing(NextEdge).
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3. traversing: This plan is invoked when the agent has made a decision
on which outgoing edge to traverse. This plan makes the agent lock the
selected edge, depart from the current node, traverse the edge and reach
the other endpoint of the selected edge.

+!traversing(Edge) : true <-
departNode;
lock(Edge);
traverse(Edge);
reachNode.

4. return: This plan is used when an agent reaches a leaf or blind node,
a node whose sub-trees have been traversed and set as completed, so the
agent cannot move forward and has to return one level back to the parent
of the current node.

+!return(Node) : leaf(Node) | blind(Node) <-
internalAction.nextEdge(Edge);
comeback(Node);
traverse(Edge);
detect.

5 Exploration of WMA-RRT Roadmap

As discussed earlier, the WMT-RRT roadmap, is considered as a set of several
sub-trees called Branch. The ultimate goal of our algorithm is to assign
the branches of the WMA-RRT roadmap to the agents effectively and let the
agents traverse the tree completely. To achieve this objective, each agent is
supposed to independently find a branch and commit itself to traversing it.
An agent start performing the coverage mission as soon as it arrives at the
Main Root.

When an agent arrives at the Main Root the only things it can detect are
the edges going out of the Main Root. Using the findingBranch plan the
agents find a branch and commit to traversing it. Since there is no information
maintained in the Main Root, the agents have to check the Secondary
Roots to figure out which one has not been yet assigned to one agent. Using
the same enumeration approach each agent can exclusively enumerate all
the outgoing edges from the Main Root and visit them sequentially. The
information available at the Secondary Roots tells the agent whether the
current branch has been already assigned to any other agent.

Each agent continues to search for a branch to eventually find a branch
and commit to exploring it. The utility function of an agents motivates it to
select unallocated branches. If there is no remaining unallocated branch, they
look for a branch in which the minimum numbers of agents are working. Run-
ning the findingBranch plan directs each agent to reach its corresponding
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Secondary Root. The agents then update the state of the environment
accordingly by changing the states of the nodes.

At each node, the agent executes the nextDestination plan to find the
next edge to traverse. Basically, The outgoing edge with minimum weight
is selected for exploration since edges with higher weights have been already
visited more so it is reasonable to select those edges with fewer weights. Then
the agent performs the trversing plan to update the state of the start node
of the edge, traverse the edge and update the state of the end node of the
edge. If an agent reaches a leaf or blind node of the current branch, it applies
the return plan in order to return to the parent node and the leaf or blind
node is marked as completed. An agent sets a node as completed if and
only if the node’s entire sub-trees have been marked as completed. When an
agent is going to perfom the return plan, it should know which edge is the
incomming edge. Since the states of the incoming edge and outgoing edges
of the current node are available, the agent can figure out which edge is the
incoming edge since the incoming edge is the only edge which has not been
marked as completed.

Eventually, when an agent returns to its corresponding Secondary Root,
it marks the Secondary Root as completed and returns one level back to
the Main Root to contribute in exploration of other branches if there is
any remaining. As soon as an agent realizes that all the branches have been
set as completed, it marks the Main Root as completed to indicate that the
exploration process is done.

It is very likely that one agent completes the navigation of its correspond-
ing branch and returns to the origin while some other agents are still work-
ing in other branches. In such situations, an agent manages to maximize its
contribution by helping some other agents in their exploration missions. As
an agent returns to its corresponding Secondary Root and consequently,
reaches the Main Root, it applied its findingBranch plan to find the branch
in which the minimum number of agents are working in and commit to explor-
ing it. Consequently, the agent could help other agents working in the same
branch to finish the exploration task. When an agent arrives in a node, which
has been marked as completed, it does not go further and therefore, returns
to the parent node by executing the return plan. This process guarantees
the exploration of the environment even in the case of occurring massive
failures in the agents. This feature makes our system reliable and robust.

6 Implementation and Experimental Results

6.1 Implementation

Since the agents are modeled according to the BDI architecture, we have
applied the same design pattern used in the Agent-Speak multi-agent pro-
gramming language to implement the system. According to this pattern, there
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is an environment which is shared between all the agents in the environment
and is implemented in the class SharedEnvironment. All the required
data structures including the data structures for WMA-RRT have been defined
and implemented in a class called EnvironmentModel which models the
environment.

Each agent is a thread which is started in the SharedEnvironment
class as soon as the offline process of constructing WMA-RRT is completed.
Since all the agents are homogeneous, each agent is implemented as an ob-
ject of the Agent class. In this class, variables such as max-speed, max-force,
current-active-branch, current-position, current-velocity and target-position
are defined. This class also includes all the required data structures for repre-
sentation of beliefs, belief base, plans library and all necessary methods like
deliberation, plan selection and belief update. Also, the actions of each agent
have been implemented as methods in the Agent class.

Each plan is also implemented as an object of the Plan class. This class
includes some data structures in order to maintain the plans pre-conditions,
event triggers and a list of references to the actions listed in the plans.

6.2 Experimental Results

We have evaluated the mechanism discussed in this paper, in a variety of
environment in order to capture the effect of the number of sample points,
step size (distance between two adjutant nodes of WMA-RRT) and the sen-
sor range, which is the visibility range of the agents. All the experiments
have been conducted in a Pentium 4 CPU 3.00GHz with 1.00 GB of RAM
machine. Figure 6 represents a sample environment including three agents
initially located near each other and its corresponding WMA-RRT tree and
areas covered by the agents.

The Tables 2 and 3 summarize the results of running the proposed area
coverage mechanism in the presence of three agents on two environments

Fig. 6 Shows the results of running the WMA-RRT tree and the coverage mechanism
in the presence of three agents.
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Fig. 7 Represents another sample environment and the corresponding WMA-RRT
tree in the presence of three agents.

Table 2 Represents all the information available in the nodes of the WMA-RRT
roadmap.

number of nodes step size run/per each group
of agents

visibility
range

coverage
percent-
age

400 20 10 r 74
400 20 10 2r 87
400 20 10 4r 90
400 20 10 infinite 99
800 20 10 r 83
800 20 10 2r 88
800 20 10 4r 92
800 20 10 infinite 99
200 40 10 r 88
200 40 10 2r 93
200 40 10 4r 95
200 40 10 infinite 99
400 40 10 r 93
400 40 10 2r 95
400 40 10 4r 97
400 40 10 infinite 99

represented in Figure 6 and 7 respictively. According to the results repre-
sented in Tables 2 and 3, it can be concluded that as the number of samples,
step size and sensor range increase, the coverage percentage of the environ-
ment improves. As the results show, in cluttered environments the step-size
should be as small as possible.
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Table 3 Represents all the information available in the nodes of the WMA-RRT
roadmap.

number of nodes step size run/per each group
of agents

visibility
range

coverage
percent-
age

150 20 10 r 68
150 20 10 2r 80
150 20 10 4r 88
150 20 10 infinite 97
300 20 10 r 83
300 20 10 2r 92
300 20 10 4r 95
300 20 10 infinite 99
600 40 10 r 93
600 40 10 2r 95
600 40 10 4r 97
600 40 10 infinite 99
150 40 10 r 68
150 40 10 2r 80
150 40 10 4r 88
150 40 10 infinite 97

7 Future Works and Conclusion

In this paper, we discuss the problem of visual environment coverage by
means of a group of many simple agents. In the proposed mechanism, a
special roadmap called WMA-RRT is constructed in the environment and used
by the agents both as roadmap and a communication channel. We use an
emergent coordination mechanism in which the agents cooperate with each
other to achieve a final goal while pursuing their own individual objectives.
The proposed approach is specially effective in situations in which the exact
structure of the environment is not known and it is possible to use many
numbers of simple agents each of which is only capable of performing some
simple actions and there is no communication and negotiation devises. While
the WMA-RRT can be easily used in an environment with narrow passages
but the covering time increases as the number of narrow passages increases.
This is due to the effect of the value of step size in WMA-RRT. In order to
cover the narrow passages of environments, the value of step size should
be small enough to let the WMA-RRT tree expand throughout the narrow
passages. As further works, we are interested to extend our study in order
to apply a group of heterogeneous agents with a different visibility range to
cover the environment. Also, we are interested in finding a more appropriate
roadmap which decreases the total time of the environment coverage in the
presence of many narrow passages.
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An Approach for Learnable
Context-Awareness System by
Reflecting User Feedback

InWoo Jang and Chong-Woo Woo

Abstract. As the ubiquitous computing becomes popular, the context aware-
ness computing also becomes more interesting reasearch issue. Despite of
many important research results on this issue, there still are some limitations
that can be enhanced to provide more reliable solution to the user. In this
paper, we are describing a design and development of agent based context
awareness system that can improve such limitations. The system composed
of mainly three layers; the hardware layer receives numerical raw data from
sensors and converts it into meaningful semantic data, the middleware layer
takes care of ontology modeling, and finally the application layer makes adap-
tive inference and provides personalized solution to the user. Our approach
focuses on the following two main issues. First, we have built ontology based
context modeling using fuzzy data that can provide more reliable solution.
Second, our CBR based inference engine can provide more personalized and
adaptive service by interacting with users feedback. The simulated experi-
mentation has been made and result shows some significant importance.

1 Introduction

Recently, as the ubiquitous computing becomes popular, context awareness
computing is also becoming interesting research issue. The context in context
awareness system is any entities that affect interaction between human and
computing devices in the environment. An entity can be a human, place, or
any object relevant to the interaction between human and application [1] [14].

Among the many research results on this issue, the most prominent sys-
tems are the CoBrA (Context Broker Architecture) [2], SOCAM (Service
Oriented Context-Aware Middleware) [3], Context-Toolkit [4]. Some of the
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systems were not flexible for providing formalized expression and also for the
extensibility and interoperability with other systems. To handle this issue,
CoBrA and SOCAM used ontological model that supports easy sharing in
different domains, and reusing the related knowledge. Therefore, the ontolog-
ical modeling approach becomes popular solution to represent the data in the
recent context awareness systems. But, when we try to build the system based
on the ontological modeling, we still have some problems as follows. First,
we often run into unreliable results that come from converting numerically
sensed data into symbolic expression. Second, the system always responds
with the same context to different users. And this could be much effective if
we could support personalized solution based on the each individuals prefer-
ence. And finally, if the system could learn the users behavior, then it will
perform much adaptively by providing a personalized service to the user.

In this paper, we are describing a design and development of agent based
context awareness system that can handle such limitations of the current con-
text awareness system. Our system is designed as three main layers, namely,
hardware layer, middleware layer, and application layer. The hardware layer
receives numerical raw data and makes data conversion using Fuzzy infer-
ence mechanism. Middleware layer takes care of ontology modeling, which
has been developed but will not be discussed in this paper. The applica-
tion layer makes inferences using case-based reasoning (CBR) engine, and
generates final solution to the user. Our approach focuses on the next two
main issues; building ontology based context modeling using fuzzy data, and
second, reusing adapted rules by interacting with users feedback. The sim-
ulated experimentation has been done, and results show some significant
importance.

2 Related Studies

2.1 Context-Awareness System

Recently, the context awareness computing has been studied explosively, and
CoBrA [2], SOCAM [3], Context-Toolkit [4][6], GAIA [5][9], CoolTown [7], are
the major research results in this area. These studies showed advent of some
context models for representing a context, such as, Attribute-Value, Web
Based model. And later, this has been developed into Entity-Relationship
model, UML model, and ontology model. This development is due to the
need for sharing not only the context information, but also the need for in-
ference of the users intention. Therefore, the context awareness computing
can be implemented in many different ways, including more formalized repre-
sentation of the context information, and the use of ontology becomes main
stream in this paradigm. The general process of the system that based on
the ontology model includes next few steps [2][3][5][9].
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- First, the system collects numerical raw data from the physical sensors in
the distributed environments. Since the ubiquitous sensor network has been
built successfully, we could receive information from the sensors through the
network.

- Second, the collected data from the sensors needs to be further processed
to become ontology data that requires semantic value. For instance, if mea-
sured illumination value is 1000 lux, then this value must be converted into
semantic data, bright, and saved on the ontology model. This numeric value is
called low-level context and the semantic value is called as high-level context.

- Third, the data inference mechanism runs into some complicated onto-
logical process. For instance, if the processed data from the above stage is
room, then we need to get related context from the ontology model, and home
is the upper class from the ontology model.

- Fourth, we then need to generate appropriate solutions for the context
by applying domain specific rules. For example, ’if Tony comes into a room,
then turn on the light’ is the final solution for the current situation.

This is the most general procedure for the recent context awareness system,
which has strong advantages, such as, reusing data, sharing data, interoper-
ability, and so on. But the system using the ontology, still needs to be studied
further for its evaluation on the provided services. And also the sensed data
needs to be investigated further for its reliability, which will be discussed in
the next section.

2.2 Agent in Previous Context-Awareness System

Some of the previous context awareness systems employed multi-agent struc-
ture. For instance, COBRA utilized multi-agent structure, which has capabil-
ities of knowledge sharing based on the negotiation policy. The agent in this
system basically manages information for user context, and decides whether
to share it. In this case, the inference engine exists in the server, and the
role of the agent is the management of user context and sharing it with other
agents. In GAIA system, the agents role is to inference for the stored context.
The system comprised of multi-agents with multiple inference engines, and
decides which inference engine to use for the given situation. OCASS [7] uses
agent capability for acquiring, sharing, and making inference for the context
data. But, these systems still has some limitation of personal record manage-
ment, self-learning capability, and uncertainty in context data. Therefore, we
are going to design and develop a system that could overcome these problems.

3 System Architecture

The main structure of our system consists of three layers as in the Fig. 1,
namely, hardware layer, middleware layer, and application layer. And each
layer of the system works as follows.
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- First, the hardware layer is organized as physical sensor and software Con-
text Management Agent (CMA). The physical sensor receives raw data from
the environment, processes through the CMA, and sends the processed data
to the middleware of the system. To make this work, the CMA controls the
physical sensor and converts the raw data into the semantic data through the
fuzzy reasoning engine.

- Second, the middleware layer is in charge of sharing data through ontol-
ogy model, resource managing, and managing data input and output. Basi-
cally, it connects hardware layer and application layer through data I/O, and
generates intermediate data.

- Third, the application layer is composed of Situation Reasoning Agent
(SRA), and some computing devices for the user. This layer receives context
from the middleware, analyzes it, and provides solution to the user. The SRA
recognizes the context through the knowledge base and CBR engine, and
generates solution for the situation.

In this paper, we are not going to describe middleware layer, since it is out
of focus in this paper. The detailed descriptions for the agents of the system
are in the below.

Fig. 1 The General System Architecture

3.1 Context Management Agent (CMA)

The structure of the CMA can be seen as in the Fig. 2. The context awareness
system receives numeric raw data from the physical sensors that needs to be
converted into semantic data. The previous systems use the if-then rules for
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Fig. 2 Structure of CMA

data conversion, which showed some unreliable results. Therefore, we are
going to use the Fuzzy rule for the conversion of data in this CMA.

The agent does not treat a single data, but it processes information from
the multiple sensors with internal knowledge base and Fuzzy inference en-
gine. After analyzing the processed information, it sends the result to the
middleware. The agent receives data from the sensors at fixed hour, and it
can control the physical sensors. It generates two different types of semantic
data; first, it generates actual semantic data directly like temperature, and
second, it also generates dependent semantic data like discomfort index that
is dependent to the other semantic data. The dependent semantic data is
generated according to the Mamdanis Min-Max algorithm [11].

Generation of Actual Context. The raw data from the physical sensor
passes through the Fuzzy membership function first. The number of Fuzzy
membership function exists as many as we express the situations. For in-
stance, if we express the state of the humidity as 7 stages, then the number
of Fuzzy membership function becomes 7. And the numeric value of each
function ranges between 0 1 that reflects the reliability for the current status.
For example, let us assume that we received the raw data value 35 from the
humidity sensor. Then this value gets converted as, F1(x)=0.0, F2(x)=0.2,
F3(x)=0.4, F4(x)=0, and so on (see Fig. 3). This kind of data will be used
for getting dependent context, and also saved in the middleware as numeric
data value 0.4 along with semantic data value of humidity function.

Generation of Dependent Context. The CMA generates the dependent
context by using the Mamdanis min-max Fuzzy reasoning algorithm. The
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fuzzy rules are saved in the internal knowledge base, and there are some
examples in the Table 1 below.

Table 1 Fuzzy rule example

Index Rules

Rule1 IF x is A1 and y is B1 Then z is C1
Rule2 IF x is A2 and y is B2 Then z is C2
... ...

From the above table, the A1 stands for very dry, A2 is dry, B1 is warm,
and B2 is very warm. With this Fuzzy rules, the CMA generates dependent
context. Lets assume that fuzzy inference engine generates the discomfort
index by using the sensed humidity and temperature. Then the engine goes
through the next four steps as follows.

First, we seek for the suitability for the rules. This can be done by decid-
ing the membership using the membership function, and take the smallest
between value the A1 and B1, and find the result W1 as in the following
equations.

Suitability for Rule 1: W1 = μA1(x) ∧ μB1(y)
Suitability for Rule 2: W2 = μA2(x) ∧ μB2(y)

Second, we get the inference result for each rule by applying the generated
suitability value onto the Fuzzy sets. The fuzzy set indicates set for the dis-
comfort index; C1 is very discomfort, C2 is discomfort. This kind of informa-
tion also must be saved in the internal knowledge base. The inference results
for the each rule gets smaller value between the suitability value W1 and
value for Ci.

Inference Result for Rule1: μc
′
1
(z) = W1 ∧ μc1(z).∀z ∈ Z

Inference Result for Rule2: μc
′
2
(z) = W2 ∧ μc2(z).∀z ∈ Z

Third, find final inference result from the biggest value from acquired suitabil-
ity values. In other words, we will take the max value if C1 (very discomfort)
exists with more than a single value. Generally, for N rules, we can set the
equation as follows.

Inference Result for Rule1:
μc(z) = μc

′
1
(z) ∨ μc

′
2
(z) ∨ μc

′
3
(z) · · · ∨μc′n

(z).∀z ∈ Z

Finally, the result from the previous steps is expressed as fuzzy set, and it
needs to go through the Defuzzification to get the final result. Among many
methods, we are going to use the Center for Gravity method as follows.

Z0 =
∫

μc(z) · zdz
∫

μc(z)dz
(1)
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Fig. 3 Fuzzy membership function

Therefore, the data type for the semantic data that the CMA sends to the
middleware layer is the highest membership status, and it is expressed as
normalized real value (0 1).

3.2 Situation Reasoning Agent (SRA)

SRA works in the application layer. It extracts context from the middleware,
and provides a solution for the user. The agent could solve the disadvan-
tages of previous context awareness system, by providing personal profile
and adaptive learning capability. The general structure of the system is in
the Fig.4.

SRA is composed of CBR engine and knowledge base. Basically it extracts
the semantic data from the middleware and aware the context. Therefore, it
provides the command to the user who can control the devices. The work for
the SRA recognizes the context from the CBR engine can be further divided
into following stages: extraction and conversion of semantic data, searching
for similar cases, adaptation of cases, and evaluation and evolution.

Extraction and Conversion of Semantic data. The SRA manages per-
sonal profile to communicate with middleware layer. When an event occurs
that belongs to a certain place, the agent requests context surrounding the
place. Since the data receives from the middleware has been extracted from
the ontology model, it is rather semantic data type. The SRA converts the
data into a context which will be a case. For instance, information about
who, when, where will be represented as a string type, and the rest of the
environmental information will be changed into Float type (see Fig 5).

Search for the Similar Case. The SRA uses history of previous context
for the current context awareness. This context record composed of status of
context and appropriate solution for the context. We assume that record has
been built for some time, and this record will be accumulated continuously
as time goes by. The agent will try to find proper solution for the current
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Fig. 4 Structure of SRA

Fig. 5 Structure of a Case

context by using this previous record, and use K-nearest algorithm to do this.
We are going to use the following equation to search for the most similar case.

Similarity =
∑

Wi · f(d)(Cki , Cci)∑
Wi

(2)

The parameter Wi is the weight for the context, and the function f represents
the distance value between the previous context and the current context.
When the function f gets implemented, the environmental information will
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be calculated as distance value. And the information for when, and where
will be calculated through the similarity matrix. There are many ways to
compute the weight, and one of the methods could be the following equation.

Weighti =
|f(d)(Cki , Cci)|∑ |f(d)(Cki , Cci)|

(3)

From the above procedure, we can compute the similarities for the every case,
and will choose one from them. But, if the selected one is the most similar
case, and there still exists differences from the current case. Then we need to
solve the differences by going through the adaptation stage.

Case Adaptation. The SRA performs the adaptation stage to resolve the
differences between the current context and the selected case, by applying
adaptation rules [12]. There are two types rule bases; one is the match rule
base, and the other is range rule base (see Table 2). The match rule represents
exact matches between current situation and similar case. The range rule
allows the temporary boundary values. These Two types of the rules are
pre-defined in the general knowledge base, and the learned result from the
feedback will be stored in the personal knowledge base. When the adaptation
is being done, then both the rule base will be searched. If more than one rule
is triggered, then the most recent rule gets fired. The rule adaptation process
is as follows.

Table 2 Two Type of Rules

Num Type Rule Priority

Rule1 Match IF Current Temperature is warm and Similar
Temperature is Cold Current Humidity is dry
Then set the Air conditioner level 2 down

0

Rule2 Range IF Current Lux is very dark and Similar
Lux level less than normal
Then set Lux level at 4

1

Let us assume that we have a case as follows.

- Case = {Location, Person, Temp, Humidity, Lux, Discomport, air-Pollution}

Case example for Rule1 gets fired:

Current Case = {Room, Kim, emphwarm, dry, somewhat light, Pleasant,
Normal}
Similar Case = {Room, Kim, cold, dry, somewhat light, Pleasant, Normal}
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Case example for Rule2 gets fired:

Current Case = {Library, Kim, warm, dry, very dark, Normal, Very Clear}
Similar Case = {Library Kim, cold, dry, dark, Normal, Clear}

If the Rule1 fires, the solution changes as follows. We can generate more
flexible rules like in table 3, and this approach could be worthwhile to produce
more appropriate solution.

Table 3 Generated Solution before and after adaptation

Before adaptation After adaptation

Air conditioner level is 4 Air conditioner level is 2
Moisture level is 2 Moisture level is 2
Open the Window Open the Window
Play Ballade Music Play Ballade Music

Evaluation and Evolution. The SRAs another job is to process learning
based on users feedback to provide personalized context. The users feedback
can be saved in the personal knowledge base as a new rule that does not
affect the general rules. This strategy could make the system to evolve by
adapting users evaluation [13]. If the acquired new rules have conflict with
the previous rules, then the system can resolve it by using the meta-rules.
The detailed process can be seen in the following Fig. 6.

The SRAs self-learning capability may differ based on the users evaluation
and feedback. If the user satisfies the suggested solution, then the context
and solution will be saved in the case library for the future use. If the user
does not satisfy the solution, then the system generates new solution and
it will be saved in the personal rule base. This situation happens when the
system does not interpret the current situation, and there are two reasons.
First, it happens when the system cant resolve the differences between the
current context and the previous case. Second, the general adaptation rule
cant resolve the differences between the previous context and current context,
which can be resolved by the personal rule. Therefore, the personal rule has
higher priorities over general rule in case of conflict. This situation can be
explained in the following Fig. 7.

From the figure, we first can see that the agent compares the differences
between the current context and similar case, and represent it as a rule. The
result of the process will be saved into IF part of the rule. And then, compare
between the suggested solutions with user feedback, and saves the differences
into the THEN part of the rule. By going through this procedure, the agent
generates a personal rule, which will be saved into the personal knowledge
base.
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Fig. 6 Flowchart for User Feedback and Learning

Fig. 7 Generation of User Adaptation Rule
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4 Simulated Experimentation

We first designed the experimentation window as in the Fig. 9. In this figure,
the upper left corner of the window shows extracted case from the ontology,
which has semantic data type. The upper right corner of the window repre-
sents the result of comparison between the current case and past context in
Case DB. The last column of the table shows the similarity, and we can see
that second case is most similar one. The lower right corner of the window
shows the systems adaptation rule, and we can find out the last column fired
shows that which rule has been applied with the mark x and o. Finally, lower
right corner of the window shows the system log as the system progresses,
and the suggested solution.

The procedure for our simulated experimentation can be explained as fol-
lows. It first provides solution through the SRA, proceeds evaluation and
learning based on the solution, and finally shows the result after the learn-
ing. The scenario for this experimentation is as follows.

- Tony comes home from the school after finishing exercise.
- When Tony goes to his room, the CMA recognizes him and sends this in-
formation and surrounding context information to the system.
- The system recognizes the status of Tony, and turns on the air-conditioner
and dehumidifier.
- Tony move to the living room to study, and the CMA recognizes this and
provides proper illumination for studying
- But Tony does not satisfy the illumination and temperature of air-conditioner.
- Therefore, Tony controls the illumination and temperature of air-conditioner.
- The system learns this feedback, and saves it as personal rule.

From the example, using the five environmental information, four actual con-
texts and one dependent context is generated through the CMA. If we apply
it into real world application, additional attributes should be added based on
the characteristics of a domain.

From the Fig 8, the left window represents the Humidity among the actual
context and the right window shows Uncomfort, which is dependent context
by using the Temp and Humidity.

Now, the simulation procedure works as follows. For the first step, when
Tony comes into the room, the system recognizes and provides a solution
as the following three commands, Play ballad music, set the air-conditioner
level as 3, and set the dehumidifier level as 2, which can be seen in lower right
corner window in the Fig.9. In this simulation, since there is no adaptation
rule exists, the temperature context was not considered. Therefore, Tony set
the air-conditioner level at 5 by himself, and the system recognizes the change
and generates a new rule to solve this problem automatically.

From the Fig. 10 (extracted only the necessary sub-windows from the
original window), we can see that a new rule is added in the bottom left
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Fig. 8 Fuzzy Membership Representation

Fig. 9 Simulation with initial solution

of the window, which will be saved in Tonys personal knowledge base. The
stored solution is the air-conditioner level 5, which has been set by Tony as a
feedback. When the same situation happens for the next occasion, then the
system will apply the personal rule first, as in the Fig. 11. We can see the
system provides revised solution by adapting the differences from the current
situation.
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Fig. 10 Adaptation of User Feedback

Fig. 11 Learning New Rule

5 Conclusion

In this paper, we have designed and developed agent based context awareness
system that can handle some limitations of the previous context awareness
systems. The significance of our study is as follows. First, out system archi-
tecture does not need to be modified for any environmental change, and it
could be adapted into any application domains easily. Second, the system
employed agent based architecture to enhance the intelligence of the system.
For instance, the CMA treats the conversion of numerical data into seman-
tic data using Fuzzy inference mechanism. This approach can provide more
reliable solution to the user. Third, the SRA utilizes CBR engine to make
inference, and also reflects user feedback as adaptation rule to enhance the in-
ference capability. This approach brings advantage of providing personalized
service to the user. Fourth, we have performed our approach as a simulated
experimentation with a virtual scenario. Even if our approach shows some
successful results, it still needs to be enhanced in few issues. First, the Fuzzy
data conversion of the CMA needs to be tested with more sophisticated Fuzzy
theorem, and the SRA needs to handle conflicts of personalized rules as the
learning progresses.
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A Hybrid Multi-Agent Framework for
Load Management in Power Grid
Systems

Minjie Zhang, Dayong Ye, Quan Bai, Danny Sutanto, and Kashem Muttaqi

Abstract. In order to cope with load management in power grid systems,
this paper presents a hybrid multi-agent framework. This framework inte-
grates the advantages of both centralized and decentralized architectures to
achieve both accurate decisions and quick response, and avoid the single
point of failure as well. The development of various agents and the behaviors
of each agent in the framework are described. Moreover, an example is also
introduced, which demonstrates the interaction among agents when a fault
happens in a power grid system. The contribution of this paper is to combine
local intelligence with global coordination in multi-agent system design to
satisfy the challenging requirements in a power grid system.

1 Introduction

In power grid systems, faults at certain nodes can lead to cascading blackouts
in the whole system. When a power system is facing the threat of a widespread
power outage, the system will be in a vulnerable state [5]. Catastrophic fail-
ures in power grid systems bring great inconvenience to people’s living and
are very harmful for both power industries and the social economics. To avoid
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such failures, it is necessary to include protection mechanisms in power grid
systems. The general principle of current power protection mechanisms are
similar. When a fault occurs on a/some particular node(s), protection proce-
dures are executed to isolate the fault from remaining power grids. Ideally,
effective isolation of failure nodes can minimize the loss of the whole system
and avoid cascading blackouts.

Cascading failures are normally happen in a very short time, e.g. less than
30 seconds. This requires the power grid system to make accurate decisions
within a very limited period. Intelligent agent as a powerful artificial intelli-
gence technology has been used for power grid systems. An intelligent agent is
able to make rational decisions in an autonomous and dynamic environment,
namely, blending pro-activeness and reactiveness, showing rational commit-
ment to decision-making, and exhibiting flexibility in the face of an uncer-
tain and changing environment [13]. A multi-agent system is a system that
is composed of several intelligent agents, and each agent performs different
functionalities. The agents in a multi-agent system can work autonomously,
make decisions independently and interact with each other in order to achieve
global objectives. Currently, most multi-agent based power grid management
systems have hierarchical architectures and central controllers which are in
charge of various activities of the system, e.g. [11]. However, especially in some
large scale power grid systems, it is very hard to take system-wide sequential
actions, which include communication, analysis, prediction and decision mak-
ing, within a very short time. To overcome this limitation, some researchers
proposed decentralized methods which allow nodes (grids) to communicate
only with their neighbors, such as the approach proposed in [15]. Nevertheless,
the information obtained by nodes may be incomplete if only communicating
with neighboring nodes, and, therefore, nodes might not make accurate deci-
sions. In this paper, we introduce a hybrid multi-agent framework which can
help power grid systems to detect and response node faults quickly and avoid
catastrophic failures. This framework, which combines the benefits of both
centralized and decentralized manners, can avoid the single point of failure
and provide sufficient information for nodes to make accurate decisions. In
addition, this framework is topology independent and, hence, suitable for any
structures of power grid systems.

The rest of this paper is arranged as follows. In the next section, an
overview of current related research is provided. In Section 3, our frame-
work and its detailed design are proposed. After that, an example regarding
operation of our framework is demonstrated in Section 4. Finally, we conclude
this paper and present several future research directions in Section 5.

2 Related Work

In the last decade, intelligent agent technology has been adopted for various
aspects of power systems management, such as restoration [15], relaying [2],
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maintenance [6], substation automation [1] and state estimation [12]. In this
paper, we focus on power system restoration when one or several generators
in a power grid system are out of order.

Jung and Liu [5] presented a multi-agent framework that provides real-time
information acquisition and interpretation, quick vulnerability evaluation of
both power and communication systems, and preventive and corrective self-
healing strategies to avoid catastrophic failures of a power system. However,
their framework is only a preliminary work, and much details have to be
done.

Nagata and Sasaki [10] developed a multi-agent framework for power sys-
tem restoration. Their framework is in centralized design, which consists of
several bus agents and a single facilitator agent. Bus agents are used to decide
suboptimal target configuration after a fault occurrence, while the facilitator
agent acts as a manager in the decision process. Srivastava et al. [16] pro-
posed a similar method to use a coordinating agent with global information
was used for reconfiguration of the shipboard power system. Nagata et al. [9]
improved the restoration methodology proposed in [10], but facilitator agents
were still required for coordination of the agents. Momoh and Diouf [8] refined
the work done in [9]. They utilized power generation agents, bus agents, and
circuit breaker agents to distribute the reconfiguration functionalities. How-
ever, the system proposed in [8] still needs facilitator agents. The methods
proposed in [10] [16] [9] and [8] are centralized multi-agent systems. The cen-
tralized manner might bring the framework the potential of the single point
of failure.

To overcome the drawback of centralized methods, some decentralized ones
have also been presented. In [11], Nordman and Lehtonen proposed a new
agent concept for managing an electrical distribution network. Their concept
consisted of three aspects, which include secondary substation object, de-
centralized functionality and an information access model. However, because
all secondary substations are copies of the secondary substation objects, all
secondary substations are homogeneous with the same type of agent intelli-
gence. This homogeneous feature might limit the adaptation of this concept.
Moreover, according to their decentralized functionality, when a primary sub-
station wants to deliver a permission message to a specific secondary substa-
tion, the primary substation has to pass the permission message along the
communication path instead of directly to the target secondary substation.
This communication feature might rise communication costs, and delay the
decision making in emergency situations.

Solanki et al. [15] provided a multi-agent framework with detailed design
of each agent, which is used to restore a power system after a fault. The
framework is decentralized and topology independent which can overcome
the scalability of limitations of existing restoration techniques. Although the
decentralized manner can avoid single point of failure, the decision accuracy
usually cannot be guaranteed. This is because each node in the decentralized
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architecture only has a limited view of the whole working environment and
makes decisions based only on its incomplete information.

A multi-agent system based reconfiguration approach for mesh structured
power systems was introduced in [4]. Although the authors claimed that the
architecture of the multi-agent system is decentralized, some global informa-
tion is still employed, e.g. the net power of the power system. Moreover, their
work overlooked negotiation process of the multi-agent system, which is very
important for a multi-agent system to perform properly.

In this research, we propose a Hybrid Multi-Agent Framework (HMAF)
for load management in power grid systems, which deploys intelligent agents
in different power grids, e.g. buses, generators and transformers, to execute
monitoring, analysing and maintaining activities. Agents in different nodes
can also interact with each other to exchange their local information and
decisions. Through binding intelligent agents to power grids, we can decom-
pose and allocate complex problems to local agents. In this case, a power
grid system can be considered as a Multi-Agent System (MAS), and many
agent coordination techniques could be borrowed to solve load balancing and
system protection problems in the power system domain. Compared with
centralized methods, e.g. [10] and [16], our framework can avoid the single
point of failure. In contrast to current decentralized approaches, such as [11]
and [15], our framework can provide sufficient information for nodes to make
accurate decisions.

3 Framework Architecture and Detailed Design

A load cutting action will cause black-out in a power grid system in some
particular areas, which will bring inconvenience to residents. Accurate deci-
sions and actions are very important for load management in order to support
the recovery of power grid systems. On the other hand, a widespread power
outage will be caused if there is no quick response made within a very limited
time. Therefore, for a load management system, speed and accuracy are both
in high priorities. To this end, we introduce a hybrid multi-agent management
framework for load management in power grid systems, which pays attention
on both speed and accuracy. We first compare the benefits of both central-
ized and decentralized architectures in Subsection 3.1, and, then, provide an
overview of the Belief-Desire-Intention (BDI) agent and our motivation in
Subsection 3.2. Finally, the framework will be elaborated in Subsection 3.3.

3.1 Centralized Architecture vs. Decentralized
Architecture

As described in Section 2, in the current stage, most power grid systems are in
centralized architectures, i.e. using a central controller to monitor and manage
different power grids. Centralized architectures can promise high accuracy,
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since a central controller has a global view of the whole system. However, such
architectures may have low response speed especially when the system scale
is large. For large scale power grid systems, there are a large number of nodes
which need to be monitored and managed. This will bring huge computation
and communication overheads to the central controller of the system. In this
case, a central controller will not be able to give quick response to different
nodes in the system within a limited time.

To overcome the above limitation, decentralized system architecture is a
potential solution. In a decentralized architecture, a complex problem is de-
composed into a number of sub-problems and assigned to different computing
nodes. As each node only needs to process a small amount of data and han-
dle a “simple” sub-problem, it can solve the assigned task in shorter time.
Decentralized architecture enables a system short response time, but the ac-
curacy cannot be guaranteed. This is because each node in the system only
have a limited view of the whole working environment, and needs to provide
solutions based on its incomplete vision.

3.2 Design Consideration

An agent can be defined as an intelligent entity, which performs given tasks
by using its knowledge and information gleaned from the working environ-
ment [17]. It can act in a suitable manner toward achieving the given tasks
successfully based on the following common properties [3] [18], particularly
in power grid systems:

• Autonomy. An agent has some level of self-control ability. It can exist and
execute tasks in an environment without external directions. In power grid
systems, it is necessary for each node to make decisions autonomously in
order to achieve quick response when there are some faults occurring. In
addition, autonomy could take the pressure off system operators who form
the last line of defence.

• Adaptivity. An agent has the ability to learn and improve its performance
with previous experience. In power grid systems, a node should be able to
make precise decisions based on its previous experience and current states.

• Reactivity. An agent can perceive its environment and respond in a timely
fashion to changes that occur in the environment. In power grid systems,
a node should have the ability to perceive the change of its environment
and act in real time in order to reduce the loss when a fault happens.

• Sociality. An agent has the ability to interact, communicate and work
with other agents. When a fault occurs in a power grid system, it might
be inevitable for some nodes to cooperate together to deal with the fault.
Therefore, the nodes in the power grid system should be able to commu-
nicate and negotiate with each other.

In order to realize our framework, we choose Belief-Desire-Intention (BDI)
agent architecture for the framework design. The main reason to use BDI
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agent architecture is that a BDI agent [14] is able to continuously reason
about beliefs, goals and intentions, and acts accordingly. There are four major
concepts in the BDI architecture:

• Beliefs of an agent are information about the environment. Beliefs can also
include inference rules, allowing forward chaining to lead to new beliefs.

• Desires are goals assigned to the agent. They represent objectives or situ-
ations that the agent would like to accomplish or bring about.

• Intentions are commitments by an agent to achieve particular goals. In-
tentions represent the deliberate state of the agent: what the agent has
chosen to do.

• Plans are sequences of actions that an agent can perform to achieve one
or more of its intentions.

It is now ready to describe the HMAF in detail.

3.3 Hybrid Architecture

To satisfy the requirements of power grid systems, we propose a framework
which deploys a layered architecture, i.e. the Scheduler Layer and the Coor-
dination Layer, to ensure accurate and quick response. In each layer of the
system, a number of intelligent agents are used to monitor and manage loads
in different nodes. Fig. 1 shows the architecture of the framework.

From Fig. 1, it can be seen that the power grid system is divided into a
number of small grids, and the dashed arrows demonstrate the communica-
tion directions between different agents. A Local Scheduler Agent (LSA) is
assigned to each grid to monitor and manage loads within the grid. To facil-
itate each LSA making accurate decisions, we allow interactions among dif-
ferent Local Scheduler Agents (LSAs). Namely, different LSAs can exchange
their local information in order to make more accurate decisions. In addition,
the framework includes a Local Coordinator Agent (LCA) in each area to
coordinate the corporation of different LSAs, and the LCA has a global view
of its associated area. Similarly, above the LCA, there is a Higher Level Co-
ordinator Agent (HLCA) that coordinates the corporation of different Local
Coordinator Agents (LCAs). The functionalities of LCA and HLCA are the
same. This paper concentrates on the interactions between LSAs and LCA,
since the interactions between LCAs and HLCA are analogous as those be-
tween LSAs and LCA. Thus, it can be found that there are two types of
relations in HMAF. One is Peer-Peer relation which exists between LSA-
LSA and LCA-LCA. The other is Superior-Subordinate relation which exists
between LCA-LSA and HLCA-LCA. Therefore, HMAF, which is benefited
from hybrid architecture, can adapt the power grid systems in any scale. The
design of Local Scheduler Agent and Local Coordinator Agent will be elab-
orated in the following subsection, and the detailed interaction protocol will
be depicted in the next section.
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Fig. 1 Hybrid Multi-Agent Framework (HMAF)

3.4 Agents in HMAF

As introduced in Subsection 3.3, HMAF has a hybrid architecture. In the
lowest two layers, we include two types of agents, which are Local Scheduler
Agent and Local Coordinator Agent. The roles and functionalities of each
agent will be described in the rest of this section in detail.

3.4.1 Local Scheduler Agent

A Local Scheduler Agents (LSA) is fixed on each node to monitor all re-
lated information of the node, e.g. voltage and loss. A Local Scheduler
Agent collects and preprocesses relevant data from sensors, and analyses the
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information which has been preprocessed in order to detect abnormities in the
associated local view. Moreover, a Local Scheduler Agent periodically reports
the preprocessed information to the up level Local Coordinator Agent which
is in the same area with it. A Local Scheduler Agent then makes decisions on
whether there are suspected failures happening in the local view and what
actions should be taken. As a Local Scheduler Agent only gleans relevant
information in a particular location, the limited information sometime is not
sufficient for a precise decision. In this situation, a Local Scheduler Agent
will request related information from neighbour nodes in the power system.
However, if the information from neighbor nodes is still not enough for mak-
ing a decision, a Local Scheduler Agent will ask the Local Coordinator Agent
to provide relevant information from other indirect linked nodes, e.g. when
a Local Scheduler Agent facing a big decision making with regard to cutting
its load in order to avoid the damage of the generator.

Fig. 2 shows the design of Local Scheduler Agent. The belief of a Local
Scheduler Agent consists of LSA(AgentID, Status, Capacity, Load,
NumNeigbors, NeigIDs), where AgentID is the agent identification num-
ber, Status indicates the status of the monitored local view which has three
states, i.e. Normal, Attention and Emergency, Capacity is the generator
maximum capacity which is monitored by the Local Scheduler Agent, Load
means the current load of the generator, NumNeighbors demonstrates the
number of neighboring Local Scheduler Agents, NeigIDs stores the identifi-
cation numbers of these neighbors and the up level Local Coordinator Agent.

A Local Scheduler Agent has the following plans.

1. DataPreprocess : This plan preprocesses relevant data from sensors to a
standard format for further analysis. When the preprocess is done, this
plan posts a message with conversation ID “DataReady” and content as
the data entry. This message is handled by the DataAnalysis plan.

2. DataAnalysis : This plan analyses the preprocessed data to discover ab-
normities. It will send a message with conversation ID “Request” and the
type of information which is needed. This message is handled by other
neighbor Local Scheduler Agents DataAnalysis plan. Similarly, when this
plan receives information request messages from other neighbors, it will
send back another message with conversation ID “Response” and the in-
formation content which is requested. This message is also handled by
other neighbor Local Scheduler Agents DataAnalysis plan. In addition,
when this plan is not satisfied with neighbors information, it will send
another message with conversation ID “MoreNode” to the Local Coordi-
nator Agent. This message is handled by the Local Coordinator Agent
InfoCollection plan.

3. InfoProvision: This plan exchanges information with the Local Coordina-
tor Agent. It periodically sends a message to the Local Coordinator Agent
with conversation ID “Provision”. The content of the message is the cur-
rent state of the Local Scheduler Agent. This message is handled by the
Local Coordinator Agent InfoCollection plan.
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Fig. 2 Local Scheduler Agent

4. TakeMeasures: This plan reasons current state and makes decisions about
taking measures against faults. When this plan makes a decision, it will
send a message with conversation ID “DecMaking” to the Local Coor-
dinator Agent. This message is handled by the Local Coordinator Agent
DecEstimation plan. The countermeasures include transformer tap change,
switch open/close and Strategic Load Shedding, which were listed in [7].

3.4.2 Local Coordinator Agent

A Local Coordinator Agent (LCA) is responsible for periodically collecting
information from Local Scheduler Agents which reside at local nodes in the
same area with the Local Coordinator Agent. A Local Coordinator Agent
should also supply the collected information to its lower level Local Scheduler
Agents if needed. In addition, another role of a Local Coordinator Agent is
to communicate with other Local Coordinator Agents which are in different
areas, and to report the local condition to the Higher Level Coordinator
Agent.

Fig. 3 displays the design of Local Coordinator Agent. The belief of a Lo-
cal Coordinator Agent is composed of LCA(AgentID, NumLSA, LSA IDs,
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Fig. 3 Local Coordinator Agent

LSA Cap, LSA Load), where AgentID is the agent identification number,
NumLSA is the number of Local Scheduler Agents in the same area with
the Local Coordinator Agent, LSA IDs stores the identification numbers of
these Local Scheduler Agents, and LSA Cap and LSA Load demonstrate
the capacity and current load of each Local Scheduler Agent respectively.

A Local Coordinator Agent has two plans.

1. InfoCollection: This plan collects and distributes information from/to the
Local Scheduler Agents. When this plan receives a “MoreNode” message, it
sends a message with conversation ID “NodeInfo” and content as states of
the nodes back to the requesting Local Scheduler Agent. The “NodeInfo”
message is handled by the Local Scheduler Agent DataAnalysis plan.

2. DecEstimation: This plan estimates whether decisions, made by LSAs, are
reasonable. The estimation is based on local balance in the associated area.
When this plan receives a “DecMaking” message, it responds a message
with conversation ID “EstResult” and content as the result of estimation
and its suggestion, if applicable, to the requesting Local Scheduler Agent.
The “EstResult” message is handled by the Local Scheduler Agent Take-
Measures plan.

People might argue that, in our framework, if the Local Coordinator Agent
is out of order, the associated area could not operate properly. However, the
Local Coordinator Agent in our framework is just an information provider
rather than a manager, which is different from the Facilitator Agent in [10].
Hence, if Local Coordinator Agents are out of order, this framework only
degrades to a general decentralized framework, which can still work as other
decentralized architectures.
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4 Operation of HMAF

To demonstrate the operation of HMAF, an example is introduced in Fig. 4,
where Gen 1, 2, 3 and 4 denote Generator 1, 2, 3 and 4, respectively, and
the arrows indicate loads. As displayed in Fig. 4, Local View 1 consists of
Generator 1 and Load 1, 2 and 4; Local View 2 is composed of Generator 2,
Load 2 and Load 5 ; Local View 3 is formed with Generator 3, Load 7 and
Load 8 ; Local View 4 contains Generator 4, Load 6 and Load 9.1 Based on
HMAF, the power grid system shown in Fig. 4 can be mapped into a multi-
agent framework which is displayed in Fig. 5. It is assumed that there is a
fault on Generator 1 and the Local Scheduler Agent 1 (LSA 1) has detected
this fault.2 Then, the LSA 1 will attempt to request other LSAs for help to
restore its local power.

Fig. 4 An Example of a Power Grid System with Fault

As in Fig. 1, the dashed arrows in Fig. 5 indicate the communication links,
while the solid arrows in Fig. 5 denote the power flow directions. The current
load and capacity of each generator are listed in Table 1.

LSA 1 first requests its neighbors for help with conversation ID “Request”
and the request content is “Need Power: 60kw” (60kw=Load 1+Load 2+Load
4 ). The neighbors of LSA 1 are LSA 2 and LSA 3, which reply LSA 1 with
1 Please note that each Local View could contain more than one generator. For

simplicity, there is only one generator in each Local View in this example.
2 The detection algorithm for discovering a fault in power grid systems is one of

our future works.
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Fig. 5 Mapping of the Power Grid System to Our Framework

Table 1 Current Load and Capacity of Each Generator

Generator Current Load(kw) Capacity(kw)
1 Load 1=30, Load 2=20, Load 4=10 80
2 Load 3=25, Load 5=30 70
3 Load 7=15, Load 8=20 60
4 Load 6=5, Load 9=35 60

conversation ID “Response” and the response content is “Available Power:
15kw” (Available Power=Capacity-Current Load) of LSA 2 and “Available
Power: 25kw” of LSA 3. LSA 1, then, sends two request messages with conver-
sation ID “Request” and content “Power Supply Request: 15kw” and “Power
Supply Request: 25kw” to LSA 2 and LSA 3 separately. Then, LSA 2 con-
trols Generator 2 to supply power 15kw to the area which was supplied by
Generator 1, and LSA 1 arranges this power to Load 1 that is supposed to
be vital load in Local View 1. Meanwhile, LSA 3 designates Generator 3 to
supply power 25kw to Generator 1 area, and, similarly, LSA 1 allocates this
power to both Load 1 and Load 4 (Load 1 gets 15kw while Load 4 obtains
10kw). Since the current load of Generator 1 is 60kw which is higher than
the power Generator 2 and Generator 3 could supple, LSA 1 will ask Local
Coordinator Agent 1 (LCA 1) for more information in the system. LSA 1
sends a “MoreNode” message to LCA 1. LCA 1 then responds a message
with conversation ID “NodeInfo”, while the content includes the AgentIDs
of other nodes in the system and their current load and capacity. When LSA
1 receives this message, it reasons that which agents can supply its power. In
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Fig. 6 Interaction Process between LSAs and LCA

this example, the reasoning result is that Generator 4 can supply the power
20kw. Thereby, LSA 1 sends a request message to the selected agent, namely
LSA 4 in this example, according to its AgentID with the conversation ID
“Request” and content “Power Supply Request: 20kw”. As long as LSA 4
receives the request messages, it supplies the designated power to the area
which was supplied by Generator 1, and LSA 1 assigns this power to Load
2. The interaction process is displayed in Fig. 6. In this example, Generators
2, 3 and 4 can supply sufficient power for Generator 1. However, in some
cases, if other generators could not provide enough power for Generator 1,
Generator 1 would have to make a decision about discarding current load,
and asks LCA to estimate whether this decision is reasonable. The detailed
estimation process is one of our future works.

5 Conclusion

In this paper, a hybrid multi-agent framework for power grid systems load
management was proposed. The contribution of this framework is that it
combines centralized and decentralized architecture together. Compared with
centralized architectures, this framework can avoid single point of failure in
some extent. In contrast to complete decentralized architectures, this frame-
work can provide nodes sufficient information for making accurate decisions
and quick response when a fault occurs in the system.
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In the future, a formal detection model for quick fault discovery in power
grid systems will be developed. In addition, an efficient resource allocation
algorithm will also be devised to efficiently distribute power to the local
view in which the generator is out of order. Finally, this framework will be
implemented and tested in some real cases.
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Agent-based simulation is now a well-established research domain and has
become more and more used in various areas of sciences and industry. One of
the major contributions of multi-agent systems is perhaps their capacity to
model (quite intuitively) and simulate systems having a high degree of com-
plexity (high number of agents or parameters, complex interactions between
them...), such as the ones needed in ecology, epidemiology or sociology. The
complexity of the systems to be modeled also induces a highly complex mod-
eling process: for example, it involves the participation of many stakeholders
with various skills (and thus various languages and habits...).

Application to Finance and Economics

An agent-based computational economics approach has been active as appli-
cations of agent-based technologies to financial and economic systems. There
are two kinds of application to economics of an agent simulation; the verifi-
cation of an existing economic theory and the proposal and estimation of a
certain economic behavior. The following two papers use agent-based models
to test economic theories. Cao-Alvira builds a macro economic model with fi-
nancial frictions and studies the impact of serially correlated monetary shocks
on the variability of velocity. Matsuda, Kaihara, and Fujii construct an agent
model of a goods market with agents negotiating the resource allocations
under demand constraints of consumers in the market. The following papers
are researches for detailed economic activity. Goyal designs a novel auction
strategy with the fuzzy logic technique and conducts an experimental eval-
uation on the bases of the historical auction records. Yamashita, Takahashi,
and Terano analyze learning methods for pension investment management
that consider liability using the business game technique.

One of the best results of the application of agent-based simulations to
finance is an artificial market. From theoretical to empirical studies, various
results are obtained by artificial markets in these ten years. Toriumi, Izumi,
and Matsui propose an estimation method based on inverse simulation to
estimate the combinations of traders who participate in an artificial market.
Artificial markets also use for a market design. Yagi, Mizuta, and Izumi dis-
cuss the effectiveness of short-selling regulation using their artificial markets.
Studies on artificial markets have attained some successes in market analysis
in recent years.

Application to Social Sciences

Social Science domain is certainly one of the research domains that con-
tributes the most to the advance of Multi-Agent Systems. A lot of agent-based
models and simulators have been developed to study real social systems (e.g.
a town) with various points of view such as demography, transportation,
social organisation and so one. Following papers illustrate the use of agent
paradigm in various application fields of social sciences. El Saadi, Bah and



Agent-Based Simulation for Complex Systems 147

Belarbi construct an agent-based model from the analytical Todaro Model in
order to simulate and analysis the mechanism of labor migration and urban
unemployment. Genre-Grandpierre and Banos investigate a new metric of
road networks that aims at favoring the efficacy of the short range travels. Its
calibration and its impact on the traffic are evaluated thanks to agent-based
simulation running on the S3 platform. Finally El-Gemayel, Sibertin-Blanc
and Chapron aim at simulating social organizations formalized in the theory
of the Sociology of the Organized Actions, theory that focuses upon the ac-
tual behaviors of the organization members. Among parameters influencing
members’ behaviors, this paper is focused on the Tenacity.

Takao Terano
Tohgoroh Matsui

Kiyoshi Izumi
MASFE’09 Workshop Chairs

Alexis Drogoul
Benoit Gaudou

Nicolas Marilleau
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Financial Frictions and Money-Driven
Variability in Velocity

José J. Cao-Alvira

Abstract. Frictions are introduced in the financial structure of a cash-in-
advance dynamic stochastic general equilibrium model with the interest of
studying their impact on the variability of velocity due to serially correlated
monetary shocks. Possessing no analytical solution this dynamic environment,
a projection method which parameterizes expectations and employs finite
elements in the approximation of the system’s policy functions is executed
on the approximation a solution for the equilibrium of the economy and is
able to efficiently handle the occasionally binding cash-in-advance constraint
on transactions. This last characteristic permits a robust analysis on the
impact of frictions on the variability of velocity. It is concluded that frictions
on the financial structure of the economy accentuate a precautionary demand
for money balances, increasing the incidence of adjustments on the velocity
of transactions as an answer to money growth rate shocks.

1 Introduction

Money-driven general equilibrium models with great difficulty are capable to
explain the variability on velocity observed in the data, due to the insufficient
propagation mechanisms associated with monetary shocks. Alas, a proper as-
sessment on the variability of consumption velocity of money is fundamental
to understanding the role of money in the business cycle and bestows insight
on the microfoundations of monetary policy.

Attempting to answer for a significant allotment of its variability, financial
frictions are introduced in the information structure of a cash-in-advance
(CIA) dynamic stochastic general equilibrium model with the interest of
studying the impact on velocity of serially correlated monetary shocks. On

José J. Cao-Alvira
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the proposed modeling environment, at each period the agent is required to
make its choice on real money holdings prior to the realization of a monetary
shock. Uncertainty regarding the current period’s realization of the money
growth rate incentives the agent to carry additional units of cash than those
that would be chosen if instead the portfolio is to be formed ex-post the
realization of the shock. Frictions on the information structure accentuate a
precautionary demand for money balances, causing an increase of the variabil-
ity in velocity when compared to a frictionless environment. On the model,
velocity variability will occur more succinctly at low rates of money growth
for consumption smoothing purposes, on these cases the agent chooses to hold
money for the next period because of expectations of future low realizations
of the growth rate.

Given that this particular dynamic environment posses no analytical so-
lution, a projection method which parameterizes expectations and employs
finite elements in its approximations of the policy functions is employed to
solve for the equilibrium of the economy. The solution method is a more
complex application of the methodologies proposed in Cao-Alvira (2006) and
Cao-Alvira (2010b), in [4] and [3], which solve for frictionless CIA environ-
ments using finite elements and a parameterization of the agent’s expecta-
tions. The approximation of the model’s functional equations using finite
elements is an advantage over other commonly used perturbation or projec-
tion methods, such as a parameterization using a Chebyshev polynomial or
the linearization of the system around its steady state, because it allows for
the fit of numerous low-order polynomials over nonintersecting subdomains
of the state space, rather than high-order polynomials over the complete do-
main. McGrattan (1998), in [12], stresses that the fractionation of the space
results in an improvement on the precision of the approximation of the policy
functions near regions of the state space that are of higher order or highly
nonlinear. Aruoba et. al (2006) in [1] concurs with this result, and finds that
finite element approximations proved being the most accurate, stable and of
fastest convergence from a considered wide range of projection and pertur-
bation methods. Cao-Alvira (2010a), in [2], studies a version of the employed
algorithm applied to an optimal growth model with leisure constrained by
an irreversible investment requirement, and is able to assess the algorithm’s
significant level of accuracy and speed; as well as the algorithm’s efficient
handling of the occasionally binding slackness multiplier. Cao-Alvira (2010b)
reports the algorithm’s convergence speed and accuracy for a CIA model
similar to the one studied in this paper without considering the presence of
frictions.

Following a procedure first introduced by den Haan and Marcet (1990),
in [7], the algorithm is able to efficiently handle the CIA constraint on trans-
actions by parameterizing the optimal choice rule on the expectations of fu-
ture real money holdings. The procedure allows for the inequality constraint
on the planner’s problem to selectively and occasionally bind, enabling an
analysis on the variability of money velocity.
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The next section contains a detailed description of the modeling envi-
ronment and the functional forms of its equilibrium conditions. Section 3
discusses the proposed solution methodology and the implementation of its
algorithm. Section 4 shows the business cycle properties of the economy for
a benchmark calibration and the implications on velocity of information and
financial frictions. Section 5 concludes.

2 Cash-in-Advance Model Economy

The economic environment is modeled after the information structure orig-
inally introduced by Svensson (1985), in [14], where a cash-in-advance con-
strained agent is required to choose money holdings prior to the realization of
a stochastic shock to the growth rate of money supply, and further developed
by Christiano and Eichenbaum (1992), in [5], where credit goods are incorpo-
rated in an ex-ante choice of portfolio holdings. Except for the specification
of the information structure, the economic environment is modeled similar
to the Cooley and Hansen (1989) CIA model, in [6]. This section presents
the planner’s problem, its equilibrium conditions, its analytical steady states,
and the functional forms for which the solution procedure, discussed in Sec-
tion 3, involving finite elements and a parameterized expectations algorithm,
is implemented.

2.1 Discussion of the Economy

In an economy exhibiting information frictions in its future realization of a
monetary shock and money is used for transaction purposes, a benevolent
social planner maximizes the lifetime utility function of an infinitely lived
representative agent by making choices over consumption, labor supply, next
period capital, and real money holdings. The consumption good is subject
to a CIA constraint, and leisure and capital investment are considered to
be credit goods. The timing digression is as follows, the agent begins pe-
riod t with money Mt−1 and, at this point, determines its holdings on real
money, then receives the lump-sum real transfer Tt, current period’s prices
are determined and the goods market opens.

Given k0, the social planner chooses infinite sequences of consumption
{ct}∞t=0 , labor supply {nt}∞t=0 , and real money balances {Mt−1/pt−1}∞t=0 for
an infinitely lived agent, and an infinite sequence of capital stock {kt+1}∞t=0

to solve:

max{
Mt−1
pt−1

}Et−1

{

max
{ct,nt,kt+1}

Et

{ ∞∑

t=0

βt

{
c1−τ
t − 1
1 − τ

− γn
n1+γ

t

1 + γ

}}}

(1)

subject to the budget constraint:
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ct + kt+1 +
Mt

pt−1
= Yt + (1 − δ)kt +

Mt−1

pt−1
+ Tt (2)

and a cash-in-advance constraint:

ct ≤ Mt−1

pt−1
+ Tt. (3)

Where Yt = Akα
t n1−α

t , 0 < α < 1, A is a production technology parameter,
β ∈ (0, 1) is the time discount factor, and δ ∈ [0, 1] is the capital depreciation
rate. Investment is defined as the next period’s capital stock minus the
current period’s undepreciated level of capital, i.e. it = kt+1 − (1 − δ)kt.
Changes in the money supply are realized through a lump-sum real transfer
Tt to the agent, i.e. Tt = (Mt − Mt−1) /pt−1.

The gross growth rate of money supply θt, i.e. θt = Mt/Mt−1, evolves
according to a Markovian process with transitional probabilities Π . Q is
the number of possible states of nature of θ,

∑Q
z=1 Πwz = 1. For each

w = {1, ..., Q} & r = {1, ..., Q} , typical element Πwr is the probability of
being on state r on time t + 1 given the realization of state w in time t:

Πwr = Pr [θt+1 = θ(r)|θt = θ(w)] . (4)

The budget constraint in eq. (2) implies that current period’s consumption,
real money holdings and next period capital stock are financed by actual
production, undepreciated capital stock, and the real money balances held
from the previous period plus a lump-sum transfer. The CIA constraint
requires the agent to hold sufficient real money balances in order to purchase
the consumption good.

Defining λt as the Lagrangian multiplier associated with the budget con-
straint and μt as the multiplier for the CIA constraint, the planner’s problem
is identified by the first order conditions in eqs. (5) − (8):

λt = c−τ
t − μt (5)

γnnγ
t = λt (1 − α)

Yt

nt
(6)

λt = βEt

{

λt+1

(

α
Yt+1

kt+1
+ (1 − δ)

)}

(7)

Et {λt}
pt−1

= βEt

{
c−τ
t+1

pt

}

(8)

the Kuhn-Tucker condition in eq. (9):

ct ≤
(

Mt−1

pt−1
+ Tt

)

and μt

[

ct −
(

Mt−1

pt−1
+ Tt

)]

= 0 (9)
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Table 1 Expressions of some endogenous variables

Variable Expression
Consumption Velocity Vt = Ct

Mt/pt

Inflation πt = pt
pt−1

Nominal Interest It = rt · Et {πt+1}
Real Interest rt = Et

{
λt+1

(
α

Yt+1
kt+1

+ (1 − δ)
)}

and market clearing conditions for the goods and the money markets, in eqs.
(10) − (11), respectively:

ct + kt+1 = Yt + (1 − δ)kt (10)

Mt = Mt−1 + pt−1Tt. (11)

Eq. (5) shows the marginal benefit of consumption to be equal to the marginal
utility of wealth plus the value of liquidity services needed to finance the
transaction. A binding CIA constraint works as a necessary transaction cost
which increases the marginal benefit of consumption at the equilibrium al-
location. Eq. (6) is the condition for labor market equilibrium, where the
marginal cost of labor supplied equals the utility value of its marginal produc-
tivity. Eq. (7) is the Euler equation, portraying the relationship between cur-
rent and expected future consumption decisions; if wealth was to be slightly
reduced at the current period and carried over to the next period, the loss
of current utility must equal the future discounted value of its real gross
return. Equilibrium conditions in eqs. (6) & (7) show how a binding CIA
constraint creates a distortion away from consumption (cash goods) towards
leisure and capital investment (credit goods). By raising the price of con-
sumption above its production cost, the CIA constraint acts as a tax on
consumption, diverting the planner towards acquiring goods which are not
subject to this constraint. Eq. (8) indicates that real money holdings are
chosen such that ex-ante the realization of the monetary shock, the expected
value of holding a unit of money in terms of utility, i.e. Et {λt} /pt−1, equates
the next period’s expected real marginal benefit of consumption. The Kuhn-
Tucker condition in eq. (9) tells that if the constraint is binding, the slackness
multiplier is positive, μt > 0, and consumption must equal real money hold-
ings, ct = Mt/pt−1; otherwise, if the constraint does not bind, the slackness
multiplier is zero, μt = 0, and real money holdings may be held for next pe-
riod, ct ≤ Mt/pt−1, in the form of precautionary demand for money. Table
1 indicates the formulae for calculating the consumption velocity of money,
inflation, nominal interest, and real interest at time period t. Given that
there is no nominal bond in the economy, nominal interest is derived from
the Fisher equation.
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2.2 Analytical Steady States

Steady states for the CIA model economy are defined by eqs. (12) − (16):

kss

yss
=

αβ

1 − β (1 − δ)
(12)

iss

yss
= δ

kss

yss
(13)

css

yss
= 1 − iss

yss
(14)

nss =

[
β

θss

(1 − α)
γn

(
css

kss

)−τ (
yss

kss

) τ−α
1−α

] 1
γ+τ

(15)

μss = λss

(
θss

β
− 1

)

. (16)

The steady state of the CIA constraint is derived from the equilibrium con-
dition of real money balances, eq. (8). Notice the constraint is binding in
the steady state for a steady state growth of money supply greater than the
time discount factor.

2.3 Equilibrium of the Economy

The equilibrium for the CIA economy is denoted by the sequence of real
variables {�t}∞t=0 = {ct, nt, kt+1, Mt/pt−1}∞t=0 , given a sequence of monetary
growth gross rates {θt}∞t=0 evolving according to the transition matrix Πwr

in (4) , a sequence of money supply and real lump-sum transfers {Mt, Tt}∞t=0 ,
and an initial stock of capital k0, which satisfy the first order conditions (5) ,
(6) , (7) , & (8), the CIA constraint (9) , and the market clearing conditions
(10) & (11) .

2.4 State Space and Functional Forms of the
Economy

Θ is the state space of the economy, which can be sub-divided in two subsets;
one, Ω, containing the continuous variables of the state space, and a second,
Λ , containing the discrete state variables. At time t, the partial state space
Ωt is composed of the possible realizations of the capital stock at time t and
the money supply at time t − 2. Ω has a well defined compact support, i.e.
Ω =

[
k
¯
, k̄
]×[

M
¯

, M̄
]
. Λt is composed of the possible realizations of the money

growth rate parameters at time t and t−1. Λ also has a well defined compact
support, i.e. Λ = [θ(1), ..., θ(Q)] × [θ(1), ..., θ(Q)] .
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The solution methodology employs the use of time invariant policy
functions Υuw & Pu for all u = [1, ..., Q] and all w = [1, ..., Q], to express
the equilibrium conditions of the CIA model economy. The policy function
Υuw is dependent on the past and present realizations of the money growth
parameters, while Pu is dependant only on the past realization of the pa-
rameter. Conditional on θt−1 = θ(u) and θt = θ(w), Υuw(Ωt) is defined to
map the current state of capital and money stock into the control of the
conditional expectation function of the Euler equation, i.e. Υuw(Ωt) ≡ ΥΘt =
Υw (kt, Mt−2|θt−1 = θ(u), θt = θ(w)) where ΥΘt = βEt{λt+1[α

Yt+1
kuw,t+1

+ 1 −
δ]}. Conditional on θt−1 = θ(u), Pu(Ωt) is defined to map the current
state of capital and money stock into the control of the price function, i.e.
Pu(Ωt) ≡ pΘt = Pu (kt, Mt−2|θt−1 = θ(u)) .

Define Υ as a [Q × Q] matrix, where any given row r ∈ {1, ..., Q} contains
a vector Ῡr of policy functions Υrw, such that Υ = [Ῡ1, ..., ῩQ]

′
. The rth

row vector can be represented as Ῡr = [Υr1, ..., ΥrQ]. Let P̄ be a column
vector containing the policy functions Pu for all u ∈ {1, ..., Q}, i.e. P̄ =
[P1, ..., PQ]

′
. Using the functional form of the policy functions Υuw (kt, Mt−2)

and Pu (kt, Mt−2), for all u & w, and the Markovian nature of the exogenous
parameters, the residuals of the Euler equation and the equilibrium condition
for real money holdings can be written as in eqs. (17) & (18), respectively:

RK
uw

(
k, M ; Υ , P̄

)
= Υuw(k, M)−β

Q∑

z=1

Πwz{Υwz(k̃uw , M̃)[α
ỹwz

k̃uw

+1−δ]} (17)

RM
u

(
k, M ; Υ , P̄

)
=

Q∑

w=1

Πuw

{
Υuw(k, M)
Pu(k, M)

−
Q∑

z=1

Πwz
c̃−τ
wz

Pw(k̃uw , M̃)

}

, (18)

for all u = {1, ..., Q} & w = {1, ..., Q}. The real variables are defined by

yuw = Akαn1−α
uw (19)

k̃uw = Akαn1−α
uw + (1 − δ) k − cuw (20)

nuw =
[
(1 − α)

γn
Υuw(k, M)Akα

] 1−α
γ+1

(21)

cuw =

{
Υuw(k, M)−τ if μuw = 0

M+1/Pu(k, M̃) if μuw > 0
. (22)

The money supplies ex-ante and ex-post the realization of the growth rate
shocks are defined by M̃ and M+1, respectively

M̃ = θ(u)M (23)



156 J.J. Cao-Alvira

M+1 = θ(w)M̃ . (24)

Policy functions in Υ & P̄ are the solutions to RK
uw(k, M ; Υ , P̄ ) = 0 for all

u & w and RM
u (k, M ; Υ , P̄ ) = 0 for all u, and in combination with yuw, k̃uw ,

nuw, cuw, M̃ & M+1 from eqs. (19) , (20) , (21) , (22), (23) & (24) , and the
sequence of money growth rates θ, evolving according the transition matrix
Π in (4) , generate the sequences {ct, nt, kt+1, Mt/pt−1}∞t=0, that solve for
the equilibrium of this economy along the functional state space Θ.

3 Solution Methodology

The solution procedure involves the usage of finite elements in its approxima-
tion of the policy functions and a parameterized expectations algorithm to
minimize the weighted absolute value of residual functions RK

uw(k, M ; Υ , P̄ )
and RM

u (k, M ; Υ , P̄ ), for all u & w; where the true decision rules Υuw(k, M)
& Pu (k, M) are replaced by the parametric approximations υh

uw (k, M) &
ph

u (k, M). υh
uw & ph

u are approximated using an implementation of the finite
element method, that follows that advocated in McGrattan (1996), see [13].

To create the approximate time invariant functions υh
uw & ph

u, the space
Ω =

[
k
¯
, k̄
]× [

M
¯

, M̄
]

is divided in ne nonoverlapping rectangular subdomains
called “elements”. Parameterization of the policy functions for each element,
at each realization of u & w, are constructed using linear combinations of
low order polynomials or “basis functions”. This procedure creates local
approximations for each function. Given the discrete nature of Λ, this state
space need not to be divided.

The parameterized functions υh
uw (k, M) & ph

u (k, M) are built as follows:

υh
uw (k, M) =

IJ∑

ij

υuw
ij Wij (k, M) (25)

ph
u (k, M) =

IJ∑

ij

pu
ijWij (k, M) . (26)

Where i = {1, ..., I} indicate capital nodes, j = {1, ..., J} indicate money
supply nodes, Wij (k, M) is a set of linear basis functions dependent on the
element [ki, ki+1] × [Mj, Mj+1] , for all i, j, over which the local approxima-
tions are performed. υuw

ij & pu
ij are vectors of coefficients to be determined.

The parameterized value of the conditional expectation function and the price
function over the full state space are obtained by piecing together all the local
approximations. The approximate solutions for υh

uw (k, M) & ph
u (k, M) on Θ

are then “piecewise linear functions”.
Wij (k, M) are the basis functions that the finite element method em-

ploys. These are constructed such that they take a value of zero for most
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of the space Ω, except for a small interval where they take a simple linear
form. The basis functions adopted for these approximations are set such that
Wij (k, M) = Ψi (k)Φj (M) , where

Ψi (k) =

⎧
⎪⎨

⎪⎩

k−ki−1
ki−ki−1

if k ∈ [ki−1, ki]
ki+1−k
ki+1−ki

if k ∈ [ki, ki+1]
0 elsewhere

(27)

Φj (M) =

⎧
⎪⎨

⎪⎩

M−1−Mj−1
Mj−Mj−1

if M ∈ [Mj−1, Mj ]
Mj+1−M
Mj+1−Mj

if M ∈ [Mj, Mj+1]
0 elsewhere

, (28)

for all i, j. Ψi (k) & Φj (M) have the shape of a continuous pyramid which
peaks at nodal points k = ki & M = Mj, respectively, and are only non-zero
on the surrounding elements of these nodes.

The approximations υh
uw (k, M) & ph

u (k, M) are chosen to simultaneously
satisfy the equations:

∫ M̄

M
¯

∫ k̄

k
¯

ω (k, M)RK
uw

(
k, M ; υh, p̄h

)
dkdM = 0 (29)

∫ M̄

M
¯

∫ k̄

k
¯

ω (k, M)RM
u

(
k, M ; υh, p̄h

)
dkdM = 0, (30)

for all u = {1, ..., Q} & w = {1, ..., Q}. ω (k, M) is a weighting function,
and RK

uw(k, M ; υh, p̄h) & RM
u (k, M ; υh, p̄h) are the residuals from the Eu-

ler equation and the equilibrium condition for real money holdings, where
the true policy functions Υ & P̄ are replaced by the vectors of paramet-
ric approximations υh & p̄h. A Galerkin scheme is employed to find the
vectors of coefficients υuw

ij & pu
ij , for all i, j and all u & w, which solves

for the weighted residual equations (29) & (30) over the complete space Θ.
The Galerkin scheme employs the basis functions Wij (k, M) as weights for
RK

uw(k, M ; υh, p̄h) & RM
u (k, M ; υh, p̄h):

∫ M̄

M
¯

∫ k̄

k
¯

Wij (k, M)RK
uw

(
k, M ; υh, p̄h

)
dkdM = 0 (31)

∫ M̄

M
¯

∫ k̄

k
¯

Wij (k, M)RM
u

(
k, M ; υh, p̄h

)
dkdM = 0 (32)

for all i, j and all states u & w. Since the basis functions are only nonzero
surrounding their nodes, eqs. (31) & (32) can be rewritten in terms of the
individual elements:
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ne∑

e=1

∫

Ωe

Wij (k, M)RK
uw

(
k, M ; υh, p̄h

)
dkdM = 0 (33)

ne∑

e=1

∫

Ωe

Wij (k, M)RM
u

(
k, M ; υh, p̄h

)
dkdM = 0, (34)

for all i, j and all states u & w. ne is the total number of elements and Ωe

is the capital and money stock domain covered by the element e.
A Newton algorithm is used to find the coefficients for [υs, p̄s] which solve

for the nonlinear system of equations H :

H ([υs, p̄s]) = 0. (35)

Where H ([υs, p̄s]) is denoted by eqs. (33) & (34). The first step is to choose
initial vectors of coefficients [υs0 , p̄s0 ], and iterate as follows:

[
υsl+1 , p̄sl+1

]
= [υsl

, p̄sl
] − J ([υsl

, p̄sl
])−1

H ([υsl
, p̄ul

]) . (36)

J is the Jacobian matrix of H , and [υsl
, p̄sl

] is the lth iteration of [υs, p̄s].
The algorithm solves for the parameterized version of the conditional expec-
tation function of the Euler equation υh

uw (k, M) and for the price function
ph

u (k, M) , for {θ (u) , θ (w)} ⊂ Λ and {k, M} ⊂ Ω. Convergence is assumed
to have occurred once

∥
∥
[
υsl+1 , p̄sl+1

]− [υsl
, p̄sl

]
∥
∥ < 10−7.

3.1 Algorithm Chronology

The following steps summarize the chronology of the parameterized expecta-
tions algorithm, which employs finite elements in the approximation of the
policy functions used to solve the stochastic model:

1. Choose the location and quantity I & J of nodes along the capital and
money supply domain (i.e. ki & Mj for i = {1, ..., I}, j = {1, ..., J}),
which will delimit the ne nonoverlapping elements in Ω, and use a
Gaussian-Legendre quadrature rule to identify abscissas and weights of
capital and money stock on each element.

2. Identify the Q states of the Markovian monetary shock and the transition
matrix Πwr of the process.

3. For each realization θt−1 = θ (u) approximate Pu with ph
u using (26), and

for each θt = θ (w) approximate Υuw with υh
uw using (25), for all Gauss-

Legendre capital and money stock abscissas on each element along the
state space Ωt.

4. Initiate a recursive solution procedure creating a conjecture that the CIA
constraint for this economy, in eq. (9), does not bind, i.e. μuw = 0.

Consumption is automatically solved from eq. (22): cuw =
[
υh

uw (Ωt)
]−τ

.
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5. Compute the values of employment nuw, actual output yuw, next period
capital k̃uw, using eqs. (21), (19) and (20) respectively, and of real money
holdings M+1/ph

u (Ωt). Where M+1 = θ (w) · M̃, and M̃ = θ (u) · M .
6. Check whether the initial conjecture was correct. If “yes”, go to next

step. If not, the constraint binds: μuw > 0 & cuw = M+1/ph
u (Ωt). The

value of the CIA multiplier becomes μuw = [c−τ
uw − υh

uw (Ωt)].
7. For each realization θt = θ (w) approximate Pw with ph

w, and for each
θt+1 = θ (z) approximate Υwz with υh

wz, for all Gauss-Legendre capital
and money stock abscissas of each element along the state space Ωt+1.

8. Create a conjecture that the CIA constraint does not bind at time t + 1,
i.e. μwz = 0. Consumption becomes cwz =

[
υh

wz (Ωt+1)
]−τ

.

9. Compute the value of each possible nwz, ywz, and M̃+1/ph
w (Ωt+1). Where

M̃+1 = θ (z) · M+1.
10. Check whether the conjecture in Step 8 was correct. If “yes”, go to next

step. If not, the constraint binds: μwz > 0, & cwz = M̃+1/ph
w (Ωt+1).

The value of the CIA multiplier becomes μwz = [c−τ
wz − υh

wz (Ωt+1)].
11. Construct the residual functions RK

uw

(
k, M ; υh, p̄h

)
& RM

u

(
k, M ; υh, p̄h

)

using eqs. (17) & (18) for each state u & w.
12. If the weighted approximations of the residual functions for each element,

in eqs. (33) & (34), are sufficiently close to zero then “stop”, else update
the vectors of coefficients υuw

ij & pu
ij , for all u & w, as in (36) and go to

Step 3.

4 Business Cycle Properties

4.1 Calibration

When calibrating the model, the time interval is consistent with that of a
quarter of a year. The time discount factor is set to 0.99, depreciation rate at
0.019, the capital elasticity of output to 1/3, and the inverse of labor supply
elasticity is set to 0, denoting Hansen’s indivisible labor (see [9]), and the
steady state labor supply is set to 0.31. Steady state inflation rate is set to
the U.S. quarterly data mean value from 1959:I to 1998:III, that is 1.727%.
This calibration of parameters is comparable to that of Walsh (1998), in [16].
For the benchmark calibration, following Kocherlakota (1996) in [11], the
intertemporal elasticity of substitution in consumption is set to equal 1/3,
yielding τ = 3.00. These parameters are summarized in Table 2.

Table 2 Calibration parameters of the benchmark economy

A α β δ γ τ θss

1.00 0.33 0.99 0.02 0.00 3.00 1.01727
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The growth rate of the money supply θt is assumed to evolve according to
the process in eq. (37) :

θt+1 = (1 − ρ)θss + ρθt + εt+1 where ε ∼ N
(
0, σ2

)
. (37)

A first order autoregressive estimation of M2, using quarterly data from
1959:I to 1998:III, yields ρ = 0.727 and σε = 0.01. The money growth AR(1)
process is approximated by a discrete Markov chain using the methodology
advanced by Tauchen and Hussey (1991), see [15]. Also, given the high persis-
tence of the process, an adjustment to the weighting function recommended
by Flodén (2008), in [8], is performed. Five states for the money supply
growth rate are considered; these return the state vector θ = [0.9846, 1.0017,
1.0173, 1.0328, 1.0500], and the state transition matrix in (38).

Π =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.51136 0.45235 0.03601 0.00028 0.00000
0.07677 0.58264 0.32302 0.01751 0.00005
0.00361 0.19100 0.61076 0.19100 0.00361
0.00005 0.01751 0.32302 0.58264 0.07677
0.00000 0.00028 0.03601 0.45235 0.51136

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (38)

4.2 Model Economy Steady States

Finding the steady state values of the endogenous variables of the model
requires the calculation of υh

uw (k, M) and ph
u (k, M) for a determinate envi-

ronment, and finding k such that k = k̃uw, and the realization of the steady
state ratios contained in eqs. (12) − (16). These objectives are achieved by
minimizing the geometric distance between the vector x̄ss, containing the val-
ues of the analytical steady state and the vector x̄h

uw , containing the steady
state approximations. Money growth is fixed at θ(u) = θ(w) = θ(z) = θss.
Vectors x̄ss & x̄h

uw are defined in eqs. (39) & (40), respectively, and the geo-
metric distance is defined in eq. (41). Table 3 presents the steady state values
for the endogenous variables of the economy at the benchmark calibration;
as expected, I = π/β and the CIA constraint is binding at the steady state.

x̄ss =
[

kss,
kss

yss
,
iss

yss
,
css

yss
, nss, μss

]′
(39)

x̄h
uw =

[

k̃uw,
k

yuw
,
k̃uw − (1 − δ) k

yuw
,
cuw

yuw
, nuw, c−τ

uw − Υuw(k, M)

]′
(40)

∥
∥x̄ss − x̄h

uw

∥
∥ =

√
√
√
√

6∑

i=1

(
xss

i − xh
uw,i

)2
. (41)
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Table 3 Steady states of the benchmark economy

css kss nss Y ss μss πss rss Iss V ss

0.82 11.94 0.31 1.04 0.05 1.017 1.01 1.03 1.00

4.3 Velocity at Serially Correlated Money Growth
Rates

Velocity differs from one when the agent’s real money holdings on a period are
greater than the expenditures on consumption, and will stay constant at one
when the choice of investing in an interest bearing venture, such as capital,
is preferred to holding additional units of cash. The latter occurs when real
interest rate is sufficiently high and the variation of expected marginal utility
of consumption is relatively small, see Hodrick R. et. al. (1991) in [10].

Fig. 1 contains two comparable cases that illustrate the effects of financial
frictions on the variability of velocity. The left panel of Fig. 1 considers the
scenario where frictions are not present in the information structure of the
benchmark economy and the right panel the scenario where they are. Each
panel contains a mesh depicting the level values of μt over the state space Ωt

for each possible realization of θt, given that θt−1 = θss. μt increases with θt.
Considering first the frictionless environment, μt is positive and velocity is
equal to one on almost the totality of the state space Θt. The CIA constraint
binds at the steady state level of capital stock on all but the lowest realization
of the money growth parameter. Serially correlated money growth shocks, on
a frictionless environment, can only yield variable velocity at sufficiently low
money growth rates combined with sufficiently low real interest rates. It is

Fig. 1 The left and right panels illustrate the values assumed by μt on the bench-
mark economy when frictions are absent and present on the information structure,
respectively. On the environment with frictions, the CIA-constraint binds at the
steady state money growth rate but it does not at lesser growth rates.
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Fig. 2 The two panels depict those cases where the previously realized growth
parameter is greater than the steady state value. The lesser the realization of the
previous period’s money growth parameter, the more possible cases will occur that
the agent will decide to hold on cash for next period and the CIA-constraint will
not bind.

possible to notice that below a critical level of capital stock, the real interest
is sufficiently high to dissuade the agent from holding any money for pre-
cautionary reasons, and instead acquire interest bearing physical capital in
its portfolio. Cao-Alvira (2010b) presents a thorough description of a projec-
tion methodology that solves for a similar cash-in-advance model economy
with no frictions in its information structure, as well as a robustness analysis
and cutoff points for the existence of variability on velocity. The considered
model economy in Cao-Alvira (2010b) contains a more comprehensive state
space partition and, as a consequence, includes more possible realizations of
the money growth rate where the slackness multiplier is zero.

Observing the case depicted in panel 2 of Fig. 1, the environment where
frictions are present, it is possible to notice two key features. First, μt is
positive, or the CIA constraint binds, at the steady state of the benchmark
economy. This result is consistent with those findings reported in Table 3 and,
as expected, information or financial frictions do not affect the steady state
specification of the model. And second, μt equals zero, on all considered values
of Ωt, for those parameters θt < θss. At the considered state space partition,
serially correlated shocks on monetary growth, combined with frictions on the
information structure, pushes the agent to accumulate excessive real money
holdings on states of nature that exhibit a lower than average money growth
rate. On these states, cash is being transferred from one period to the next
in order to smooth consumption and decrease its expected marginal utility
variability.
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Fig. 3 The two panels depict those cases where the previously realized growth
parameter is greater than the steady state value. Only on the scenario where previ-
ously the highest possible growth parameter is realized, the right panel, the agent
will decide to never carry excessive cash holdings and the CIA constraint will always
bind.

The results depicted on Fig. 2 and Fig. 3 better assist on illustrating
this feature of the environment containing frictions. Each figure contains two
panels where the value of μt is depicted for all considered values of the capital
stock and the money growth parameters, given a fixed value of Mt−2 and a
previous realization of the growth parameter. The panels on Fig. 2 depict
those cases where the previously realized growth parameter is lesser than
the steady state value, and the panels in Fig. 3 depict the cases where these
parameters are greater than the steady state value. As can be observed, the
lesser the previous period’s monetary growth, the more possible scenarios
will occur that the agent decides to hold on cash for the future. Examining
both panels on Fig. 2, it is worth noticing that agents will decide to carry
money on to the next period even when the current realization of monetary
growth is at the steady state level, if the previous value of the parameter is
less than the steady state. Only on the scenario where the highest possible
growth parameter is realized in the previous period, the right panel of Fig. 3,
the agent will decide to never carry excessive cash holdings.

Table 4 documents the simulated moments of the friction and frictionless
version of the benchmark economy and the sample moments of the US econ-
omy for the time period 1959:I to 1998:III of three economic indicators mostly
used in the literature to measure the variability of velocity. These are the
coefficient of variation of velocity, measured as cv(V ) = (σV /μV ) · 100, the
correlation between velocity and gross consumption growth, where consump-
tion growth is defined as the ratio between current and past consumption,
and the correlation of inflation and real interest rate. While the first index is
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Table 4 Simulated moments of three key indexes for the friction and frictionless
version of the benchmark economy and those for the US economy for the time
period 1959:I to 1998:III. Numbers in parenthesis are standard deviations over 500
simulations. US economy values as reported by Wang W., Shi S. (2006).

Indexes Benchmark Information Friction Data
cv (V ) 0.0306 0.4600 1.7632

(0.0127) (0.0480)

corr
(

V, Ct
Ct−1

)
-0.1534 -0.4072 -0.2834

(0.0663) (0.073)
corr (π, I) 0.7300 0.0102 0.5046

(0.0413) (0.0268)

a straightforward measure of variability, the last two are good indicators on
how monetary variables affect the real economy.

Comparing the fit of both simulated modeling environments, that with
the richest information structure represents a serious improvement in per-
formance. On the sample state space partition, a setting which allows for
frictions, money shocks are able to explain over a fourth of the observed vari-
ability in velocity, while a frictionless environment can explain only 1.74% of
it. The inclusion of frictions in this partition of the state space, which particu-
larly considers the money growth rate realizations close to the state, increases
by fifteen times the explained observed variability in the date. When consid-
ering the correlation between velocity and consumption growth, the model
containing frictions is able to explain its full comovement, while the friction-
less model is able to explain only half of it. The US economy sample value
for this estimate has a negative sign, which both simulated models can repli-
cate. The reasoning for this result is that on high realizations of the money
growth parameter, due to inflation, the purchasing power of money decreases,
causing the need to increase the velocity of balances, and households choose
to decrease consumption in order to smooth it with that of previous peri-
ods. The inability of a standard cash-in-advance environment to explain the
amount of correlation between velocity and consumption growth is well doc-
umented in the literature and, as in this paper, some researchers on velocity
have parted from the original formulation of the model to be able to repli-
cate it; some with better luck than others. A nonexhaustive alphabetically
ordered list includes Hodrick R. et. al (1991), in. [10], Svensson L. (1985),
in [14], and Wang W., Shi S. (2006), in [17].

As can be observed in the simulated values for the correlation of inflation
and real interest rate, the cost of improving the fit on velocity by consider-
ing frictions is a degraded specification of inflation on the calibration. The
frictions in the information structure over smooths inflation decreasing its
variability, compared to the frictionless case.
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5 Conclusion

This paper introduces a modeling environment where frictions are incorpo-
rated on the selection of assets on an agent’s portfolio with the interest of
studying the impact of serially correlated monetary shocks on the variability
of velocity. The solution technique proposed and developed in finding the
equilibrium of the system employs the usage of finite elements in the ap-
proximation of the policy functions, and a parameterization of the agent’s
expectations over the choice of future real money balances. The method con-
verges with rapid speed and is efficient approximating the studied highly
nonlinear environment. Because the algorithm allows for the cash-in-advance
constraint on consumption expenditures to selectively bind, instead of exoge-
nously assuming it always does as other more conventional methods require,
it is possible for the equilibrium conditions to achieve variability in the ve-
locity of money holdings. By considering frictions on the financial structure
of the economy, a solely money-driven monetary benchmark economy is able
to significantly increase the explanation of observed variability on the data,
when judged against a comparable frictionless environments.
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Automated Fuzzy Bidding Strategy
Using Agent’s Attitude and Market
Competition

Madhu Goyal, Saroj Kaushik, and Preetinder Kaur

Abstract. This paper designs a novel fuzzy competition and attitude based
bidding strategy (FCA-Bid), in which the final best bid is calculated on the
basis of the attitude of the bidders and the competition for the goods in the
market. The estimation of attitude is based on the bidding item’s attribute
assessment, which adapts the fuzzy sets technique to handle uncertainty of
the bidding process as well it uses heuristic rules to determine attitude of
bidding agents. The bidding strategy also uses and determines competition
in the market (based on the two factors i.e. no. of the bidders participating
and the total time elapsed for an auction) using Mamdani’s Direct Method.
Then the final price of the best bid will be determined based on the assessed
attitude and the competition in the market using fuzzy reasoning technique.

1 Introduction

Online auctions have become increasingly important area of research with
its popularity, because it provides the traders the flexibility of time and geo-
graphical location for trading. Software agent technology is one of the most
popular mechanisms used in online auctions for buying and selling the goods.
Software agent is a software component that can execute autonomously,
communicates with other agents or the user and monitors the state of its
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execution environment effectively [2] [4] [7]. The agents can use different auc-
tion mechanisms (e.g. English, Dutch, Vickery etc.) for procurement of goods
or reaching agreement between agents. The agent makes decisions on behalf
of consumer and endeavors to guarantee the delivery of item according to
the buyer’s preferences. In these auctions buyers are faced with difficult task
of deciding amount to bid in order to get the desired item matching their
preferences. The bidding strategies for the software agents can be static or
it may be dynamic [13]. The static agents may not be appropriate for the
negotiating market situations like extent of competition may vary as traders
leave or enter into the market, deadlines and new opportunities may increase
the pressure. The dynamic or we can say flexible negotiation capabilities for
software agents in the online auctions have become a central concern [11].
Agents need to be able to prepare bids and evaluate offers on behalf of the
users they represent with the aim of obtaining the maximum benefit [8] for
their users according to the changing market situation.

Much research has already been done by the researchers to formulate dif-
ferent bidding strategies according to the changing market situations [9] [10]
[1] [15] [14]. Strategies based on flexible negotiation agents perform better as
compared to the strategies based on fixed negotiation agents [11] [5]. Faratin
et al in [5] developed strategies based on time, attitude, resources, but many
more factors such as competition, trading alternatives are not considered. In
this paper we focus on the design of a novel bidding strategy based on the
above mentioned factors to be used by the software agent in online auction.
A fuzzy competition and attitude based bidding strategy(FCA-Bid) is de-
signed, in which the final best bid is calculated on the basis of the attitude
of the bidders as well as the competition for the goods in the market.

2 Fuzzy Competition and Attitude Based Bidding
Strategy (FCA-Bid)

The agent’s decision making about bidding involves various internal and ex-
ternal environmental factors. The internal factors include good or item’s at-
tributes, attitude of the agents on the assessment of attributes, and current
available number of the goods and the external environmental factors may
include like competition for the goods in the market, nature of the market
supply (demand), other opportunities available in the market and many more.

In fuzzy competition and attitude based bidding strategy (FCA-Bid) (Fig.
1), the factors which are focused are attitude of the agents with respect
to the goods’ attributes and competition for the goods in the market. For
estimation of the price for a bid for winning an auction, the agent must have
a balanced behavior between these factors i.e. the attitude (eagerness) to win
the auction based on the attributes of the goods and finding the competition
for the goods in the market. The attitude towards bidding the quality goods
is more as compared to the less quality goods. The bidding price also affects
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Fig. 1 A Fuzzy Bidding Strategy (FCA-Bid) Model.

the attitude of the agents. The higher bid price dampens the attitude of the
agents towards the goods. Also the increasing competition for the goods in
the market increases the attitude for that good. The competition in turn
depends on the number of bidders and the time elapsed for the auction. As
the number of bidders increases, the competition among them also increases,
resulting in a higher price. In the beginning of the auction the competition is
less and it increases as time elapses and it is at the peak when time approaches
approximately in the middle of the auction period. At the end of the auction
period the competition among the bidders decreases. The steps of the design
of fuzzy competition and attitude based bidding strategy (FCA-Bid) are as
follows:

• first, each attribute is evaluated and then the assessment of all these at-
tributes will be aggregated

• then attitude of the agent will be found based on these assessments,
• next the level of competition as the function of no. of bidders and time

elapsed for the auction will be found
• Finally the best bid is calculated on the basis of the above attitude of the

agents and the competition for the goods in the market.

In this paper we have used fuzzy set methods to deal with the uncertainty,
which exists during the determination of overall assessment of the goods for
their attributes, the attitude of the agent based on the assessment of goods
and the level of competition in the market. First of all, this paper uses a
satisfactory degree measure as the common universe of assessment, i.e., an
assessment is treated as a fuzzy set on the satisfactory degree. Secondly,
an attitude is expressed as a fuzzy set on the set of assessments, i.e., the
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assessment set is the universe of attitude (eagerness). Thirdly, competition is
expressed as a fuzzy set on the fuzzy sets of the no. of bidders and the time
elapsed of the auction.

2.1 Attribute Evaluation

The attribute evaluation is done in two parts [6]. First the expression for
the assessment of the attributes is found then these assessments will be ag-
gregated to find the overall assessment of the attributes of the goods. Let
C = {c0, c1, ..., cK} be the set of K + 1 attributes and W = {w0, w1, ..., wK}
is the set of weights for attributes in C.

Attribute Assessment
The assessment of the attributes is expressed in terms of a fuzzy set. Let
A = {a1, a2, ..., an} be a set of assessment terms on the universe i.e. the
satisfactory degree [0,1]. This is the satisfactory degree of the agent to a par-
ticular attribute. All the fuzzy sets have same universe which is convenient for
the aggregation of various assessments. Let gk(k = 0, 1, ..., K) is the satisfac-
tory degree measure for attribute ck. Then an agent’s opinion on the goods in
terms of attribute ck is denoted by gk(u) where u(∈ Uk) is the real attribute
value of attribute ck and Uk is the real universe for attribute ck. For instance,
departing time is an attribute for a flight ticket. The possible departing time
in a day is from 0:00 to 23:59. For any time slot u, a client may present a
satisfactory degree such as departing at 7:30 is with satisfactory degree 0.9
and departing at 3:00 is with 0.3. In the following, A = {a1, ..., an} be the
set of used assessment terms which are fuzzy sets on satisfactory degree [0,1].
Then a numeric satisfactory degree is transformed to a linguistic term. In the
above example [11] a7 is with the biggest the membership degree for 0.9, the
assessment for departing at 7:30 is a6 by the maximum membership degree
principle. Similarly, the assessment for 0.3 is a2.

Aggregation of Assessments
All the goods have a number of different attribute. So to find the overall
estimation on the good, the assessment of these all attributes will be aggre-
gated together. Take booking a flight ticket for example, an assessment is
made on a ticket usually based on the airlines, flight departure and arrival
time, flight type, aircraft types, seat positions, as well as price. The change
of an attribute’s value may leads to the alternation of an assessment. In-
stinct natures of different attributes increase the difficulty and uncertainty
for obtaining an overall assessment. Notice that an agent’s preference on
an individual attribute can be expressed through the agent’s satisfactory
degree on that attribute. This paper uses a satisfactory degree measure as
the common universe of assessment. Based on assessment on each individ-
ual attribute, an overall assessment can be obtained as follows. Suppose the
individual assessments of all attributes are v0, v1, ..., vK and the weights of
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them are w0, w1, ..., wk respectively. Then an overall assessment is obtained
by taking the difference between ã and ai ∈ A [11], where ã is a fuzzy set on
[0,1] as follows

d(ã, ai) =| ã − ai | dλ (1)

Finally, we select the nearest term(s) a to ã as the overall assessment.

2.2 Attitude Estimation

Attitude is a learned predisposition to respond in a consistently favorable or
unfavorable manner with respect to a given object [6] [11]. In other words,
the attitude is a preparation in advance of the actual response, constitutes
an important determinant of the ensuing behavior. In AI, the fundamental
notions to generate the desirable behaviors of the agents often include goals,
beliefs, intentions, and commitments. The exhibited behavior is based on a
number of factors which depends on the nature of the dynamic world. Once
an agent chose to adopt an attitude, it strives to maintain this attitude, until
it reaches a situation where the agent may choose to drop its current attitude
towards the object and adopt a new attitude towards the same object. Thus,
an agent’s attitude towards an object refers its persistent degree of com-
mitment towards achieving one or several goals associated with the object,
which give rise to an overall favorable or unfavorable behavior with regard
to that object. In online auctions the attitude of an agent towards the goods
is the eagerness that measures agent’s interest in negotiating and coming to
a deal [14]. The level of interest may be categorized as: must deal, desirable,
nice to have, optional, unessential, and absolutely unessential [12]. Attitude is
related to the overall assessment on the given goods. It is expected to change
as per the changes in internal and external environmental conditions. Like
the attitude for the goods having better assessment have more positive atti-
tude of bidding those goods and also the attitude towards more competitive
goods is stronger. In this paper we will estimate the attitude on the bases of
the assessment on the goods and will consider competition as an independent
factor in calculating the final bid. After conducting new assessment on the
goods according to current price pc, estimation of agent’s attitude is imple-
mented. In order to do so, the relationship between attitude and assessments
is required. As said earlier, the better the assessment on the given goods is,
the stronger the attitude of bidding for those goods will be.

Suppose E = {e1, ..., em} is the set of attitude expressions, A = {a1, ..., an}
is the set of assessments, and T = {t1, ..., tL} is the agent’s transaction records
such that ti = 1 if the client won the transaction ti, otherwise ti = 0. Because
in each transaction, the agent’s assessment and attitude occur simultaneously,
a set of formal rule, denoted by R, thus can be extracted from T such that
any r ∈ R is of form

r : (ai → ej, αij) (2)
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where ai ∈ A, ej ∈ E, and αij is the reliability degree obtained by

αij =
|{t ∈ T |∃ai, ej ∈ t ∧ t = 1}|
|{t ∈ T |∃ai ∈ t ∧ t = 1}| (3)

Such rule depicts the approximate degree of agent’s attitude ej to which the
agent can win the bid under the assumption that the overall assessment is
ai [6]. Furthermore, these rules can be treated as a set of fuzzy sets on A such
that the membership degree in a fuzzy set fj corresponding to eagerness ej is
αij . Obviously, fj is an integration of rules (ai ⇒ ej, αij)(i = 1, ..., n), which
is able to be treated as an alias of ej . Hence, the fuzzy set fj is also called
attitude in the following without other specification. Based on the rules in R,
an agent can estimate the possible attitude [6] of the agent when it learns the
current overall assessment. Set of fuzzy sets is obtained through the following
way: suppose the overall assessment is ac, then the attitude at the moment
is determined by the maximum membership degree principle

ec ∈ E(ac) = {ej ∈ E|fj(ac) ≥ fi(ac) if i 
= j} (4)

Notice that such determined ec may not necessarily be unique. In the follow-
ing, we call E(ac) the candidate attitude set under ac.

2.3 Competition Assessment

The level of competition in an auction may be captured by the number of bid-
ders and the time elapsed. Competition among bidders plays an integral role
in price formation [16]. As the number of bidders increases, the competition
among them also increases (Fig. 2), resulting in a higher price. Bapna, Jank
and Shmueli [3] found the number of bidders to be positively associated with
the current price of the item. Furthermore, it is observed that, typically, the
middle of the auction experiences a smaller amount of bidder participation
as compared to the early and later stages of the auction. Bidders generally
utilize this time to scrutinize the auctioned item or just simply wait to see
how other bidders behave. Therefore, it would be interesting to see how this
competition characteristic affects the on-line auction’s price formation. We
anticipate that the number of bidders has a significant positive relationship
with price levels. In the beginning of the auction the competition is less and
it increases as time elapses and it is at the peak when time approaches ap-
proximately in the middle of the auction period. At the end of the auction
period the competition among the bidders decreases (Fig. 3). Here we will
describe the competition factor in terms of no. of bidders (b) and the total
time elapsed (t) for the auction of items. We will consider the competition
as a set fuzzy set of values c1, c2, ..., cn, no. of bidders B as a fuzzy set of
values y1, y2, ..., yn. And the time elapsed as another fuzzy set T of values
x1, x2, ..., xn.
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Fig. 2 Competition versus No. of
Bidders.

Fig. 3 Competition versus Time
Elapsed.

According to Mamdani’s Direct Method [17] we can find adaptability n
no. of rules w1, w2, ..., wn as follows

w1 = μx1(T ) ∨ μy1(B)
w2 = μx2(T ) ∨ μy2(B)
. . . .

wn = μxn(T ) ∨ μyn(B)

Then the conclusion of each rule can be found as follows

μc
′
1(C) = W1(T ) ∨ μc1

μc
′
2(C) = W2(T ) ∨ μc2

. . . . . .

μc
′
n(C) = Wn(T ) ∨ μcn

These conclusions can be aggregated to find the final conclusion

μc(C) = μc
′
1(C) ∧ μc

′
2(C) ∧ ... ∧ μc

′
n(C)

To find the definite value for the conclusion, here center of gravity of the
fuzzy set has been applied as follows

c =
∫

μz(c)cdc
∫

μz(c)dc
(5)
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2.4 Agent Price Determination

Price of the goods depends on the attitude towards that good and the com-
petition in the market for that good. If the attitude for the goods is positive
and also competition for that product in the market is high then the price of
the item is high. If the attitude is negative and competition is also low then
the price for that item is obviously be low. If the attitude is positive and the
competition is low then the price is going to be medium and so on.

We can calculate the price of the good based on the assessed attitude and
the competition determined which is based on the no. of bidders and time
elapsed for the auction by applying Mamdani’s Method for fuzzy relations
and compositional rule of inference [17]. Here we will describe the price of
goods in terms of attitude of agent towards the good and competition in the
market for that good. We will consider bid displacement factor �P as a fuzzy
set of values p1, p2, ..., pn, attitudes E as a fuzzy set of values e1, e2, ..., en and
competition C as a fuzzy set of values c1, c2, ..., cn. According to Mamdani’s
Method for fuzzy relations and compositional rule of inference the rule ei and
cj → pk can described by

μR(E, C, �P ) = μei(E) ∧ μcj(C) ∧ μpk(�P ) (6)

For n no. of rules, the compiled fuzzy relation R is given as

R = R1 ∪ R2... ∪ Rn

For the input of fuzzy set E’ on E and fuzzy set C’ on C, the output fuzzy
set �P ′ on �P can be obtained as follows

�P ′ = (E′ and C′) ◦ R = E′ ◦ (C′ ◦ R) = C′ ◦ (E′ ◦ R) (7)

and then the final price for the bid will be

Final bid = Current bid + �P ′

3 Experimental Evaluations

In this section, an experiment implements the fuzzy bidding strategy in a
scenario in which an agent intends to book flight tickets. Six factors (as
shown in Table 2) are concerned in this situation, i.e. ticket price (c0), depart
time (c1), arrival time (c2), number of stops (c3), seat positions (c4), and
travel season (c5). The flight ticket bid for is a return ticket to destination D
with the following properties:

• price: $800 - $2000;
• depart time: 18:00 PM, Wednesday;
• return arrival time: 10:00 AM, Friday;
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• number of stops: 1;
• seat position: window;
• travel season: April (off-peak season).

Suppose the identified perspective of an agent is summarized as below:

Table 1 Concerned Attributes of a Flight Ticket.

Attributes Symbol Values range

price c0 $[800-2000]
depart time c1 Sun. 0:00 - Sat. 24:00
arrival time c2 Sun. 0:00 - Sat. 24:00

stops c3 0, 1, 2, 3
seat position c4 window, aisle, middle
flight season c5 Jan. 01 - Dec. 31

• The agent prefers to a cheaper ticket and agrees to that the cheaper the
better.

• The agent prefers to travel at the weekend rather than at working day.
• The agent prefers to no stop travel.
• The agent prefers to aisle seat then window seat.
• The agent prefers to travel during off-peak season rather than peak season.
• The agent thinks the flight price is the most important factor, secondly

the travel season, and other factors are of same importance.

Based on the agent’s perspective, the agent evaluates the attitudes using
seven terms, very bad (a1), bad (a2), slightly bad (a3), acceptable (a4), fairly
good (a5), good (a6), and very good (a7).The seven terms are expressed by
fuzzy sets on the satisfactory degree [0,1] as below

fai = e−162(x−(i−1) 1
6 )∧2 (8)

The assessment on each individual factor is in illustrated in Table 2.
Now, a fuzzy set ã(u) is obtained, the most nearest assessment to ã is

a6. So the new overall assessment for the ticket is a6 [6]. Then the agent
needs to estimate the agent’s attitude according to this assessment. Suppose

Table 2 Attribute Assessment.

Attribute Assessment
c0 (no assessment)
c1 good (a6)
c2 fairly good (a5)
c3 slightly bad (a3)
c4 acceptable (a4)
c5 good (a6)
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Table 3 Rule set for attitude estimation

Attitude
Ass. e1 e2 e3 e4 e5

a1 0.17 0.23 0.2 0.27 0.13
a2 0.1 0.28 0.22 0.26 0.13
a3 0.1 0.26 0.18 0.32 0.13
a4 0.17 0.26 0.23 0.23 0.12
a5 0.12 0.25 0.27 0.21 0.16
a6 0.12 0.26 0.26 0.23 0.13
a7 0.12 0.24 0.31 0.24 0.1

Fig. 4 Illustration for Rule Set.

the agent uses five terms to distinguish the attitude, i.e., none (e1), slightly
(e2), medium(e3), strong (e4), and very strong (e5). In order to estimate the
agent’s attitude, a set of rules are extracted from a historical auction records,
which are illustrated in Table 3 and Fig. 4.

By Fig. 4, the agent’s attitudes at this moment are e2 and e3 because they
have the highest reliability. Because e3 is stronger than e2, the agent first
searches possible bids under the attitude e3.

For finding the price of the good, we will apply fuzzy logic by considering
two factors attitude and competition as described in the section 2.4. Let us
consider the following set of rules for the logic using various fuzzy sets.

Rule 1: IF attitude of agent for buying the goods is E1

AND competition in the market for that product is C1

THEN price for that item will be displaced by P1
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Rule 2: IF attitude of agent for buying the goods is E1

AND competition in the market for that product is C2

THEN price for that item will be displaced by P2

Rule 3: IF attitude of agent for buying the goods is E2

AND competition in the market for that product is C1

THEN price for that item will be displaced by P2

Rule 4: IF attitude of agent for buying the goods is E2

AND competition in the market for that product is C2

THEN price for that item will be displaced by P3

These fuzzy sets represents the linguistic variables as follows: attitudes low
as E1 and high as E2, Competition less as C1 and more as C2 and Neg-
ative displacement as P1, no displacement as P2 and positive displace-
ment as P3. We assume that the set of attitudes for buying any item as
E = {e1, e2, e3} = {0, 0.5, 1} and set of competition for the good in the
market as C = {c1, c2, c3} = {0, 0.5, 1}. Also, the bid displacement as
�P = {p1, p2, p3} = {−100, 0, +100}. The fuzzy sets used in the preced-
ing four rules can be quantized as shown in the Fig. 5:

E1 = [1.0, 0.5, 0] C1 = [1.0, 0.5, 0] P1 = [1.0, 0, 0]
E2 = [0, 0.5, 1.0] C2 = [0, 0.5, 1.0] P2 = [0, 1.0, 0]

P3 = [0, 0, 1.0]
Note that the number of elements in E, C and P are three and the fuzzy

sets are also quantized into three elements. Now let us construct fuzzy rela-
tions by Mamdani’s Method for fuzzy relations

μR(E, C, �P ) = μei(E) ∧ μcj(C) ∧ μpk(�P ), i, j, k = 1, 2, 3

Fig. 5 Fuzzy Sets for Bidding Logic.
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Fig. 6 Fuzzy Relation R1.

Fig. 7 Fuzzy Relation R.

By the preceding conversion formula we get the fuzzy relation R1 from the
first rule as in Fig. 6.

Similarly we can convert Rules 2, 3 and 4 into fuzzy relations R2, R3 and
R4 accordingly. The total fuzzy relation R is given using Mamdani’s Method
for compilation of fuzzy relations as shown in Fig.7 by

R = R1 ∪ R2 ∪ R3 ∪ R4
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Let attitude of agent for buying the goods is high i.e. 1 and the competition
in the market for that product is more i.e. 1. Such a situation can be described
by fuzzy sets E’ and C’ as E′ = [0, 0, 1] C′ = [0, 0, 1]. Now the conclusion of
the reasoning can be calculated by applying Mamdani’s compositional rule
of Inference [3] as follows P ′ = C′ ◦ (E′ ◦ R) where ◦ is the composition
process. After implementing this we will get P ′ = [0, 0, 1]. Defuzzification of
P’ by taking center of gravity with the weighted mean we get definite value
for the bid displacement factor �P as +100. So the final bid price will be
P = P + �P .

4 Conclusions

In this paper we have designed a fuzzy competition and attitude based bid-
ding strategy (FCA-Bid), which uses a soft computing method i.e. fuzzy logic
technique to compute the final bid price based on the attitude of the agent
and the competition in the market. Another unique idea presented in this pa-
per is that to deal quantitatively the imprecision or uncertainty of multiple
attributes of items to acquire in auctions, fuzzy set technique is used. The
bidding strategy also allows for flexible heuristics both for the overall gain
and for individual attribute evaluations. Specifically, the bidding strategy is
adaptive to the environment as the agent can change the bid amount based
its assessment of the various attributes of item, eagerness of agent as well as
competition in the auction . The attitude of the agents is found with respect
to the goods’ attributes and the competition is calculated based on the num-
ber of bidders and the time elapsed for the auction. It was noticed that the
strategies in which agent’s behavior depends on attitudes and competition,
are easily adaptable to the dynamic situations of the market [11] [16]. An
experimental evaluation is also conducted to find the final bid price on the
bases of the historical auction records and by considering some set of rules
for the attitude and the competition factors. In future we will investigate
about the development of the bidding strategies for multiple auctions. We
will also compare our bidding techniques with the other strategies to find out
the relative strengths and the weaknesses.
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Resource Allocation Analysis in
Perfectly Competitive Virtual Market
with Demand Constraints of
Consumers

Tetsuya Matsuda, Toshiya Kaihara, and Nobutada Fujii

Abstract. Virtual market mechanism solves resource allocation problems
by distributing the scheduled resources based on software agent interactions
in the market. We formulate agent behaviours negotiating the resource allo-
cations under demand constraints of consumers in the market, and demon-
strate the applicability of the virtual market concept to this framework. In
this paper we demonstrate the proposed virtual market successfully calculates
Pareto optimal solutions in resource allocation problem under the demand
constraints of consumers.

1 Introduction

Recently, it is difficult to manage and control artificial systems with
conventional approaches because these systems become large-scale and com-
plex. We focus on the concept of market in social science approach as a
technique to achieve the adaptability of artificial systems as well as the opti-
mality [1]. In perfectly competitive market defined by the neo-classical eco-
nomics, it is guaranteed that the equilibrium resource allocation is Pareto
optimal [2]. Market-Oriented programming (MOP) is the technique that
obtains the Pareto optimal solution by the construction of a virtual per-
fectly competitive market (virtual market) in the computer [3] [4]. MOP
has been also extended into oligopolistic virtual market in our previous
study [5].
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Even in the perfectly competitive market, it is sometimes required to as-
sume additional constraints, such as consumers’ demand or producers’ supply
due to their capacity. For example, it is quite common that producers have
bottleneck, such as buffer or transport facilities, to supply their products in
real cases [6]. Consumers also have normally several constraints, such as stock
yard or storage, to keep the supplied goods for their future consumption. It
is difficult for conventional MOP to handle such cases due to the strong as-
sumption of pure competitive market [7], so it is attractive to enhance its
target into real market situation with several constraints.

In this paper we focus on consumers problem in economic system with re-
ality, and assume the consumers constraint additionally to MOP. We newly
formulate the Walrasian virtual market with the constraints and try to
analyse the proposed virtual market successfully calculates Pareto optimal
solutions in resource allocation problem under the demand constraints of
consumers.

2 Virtual Market Structure

There are two types of entities in the virtual market: agents and goods.
Agents sell, buy, consume and produce goods in the economy. The price of
goods represents the exchange ratio, and there exists an auctioneer for goods
that receive bids from agents and changes the price of the corresponding
goods according to its current aggregate demand.

A consumer is an agent that can buy, sell and consume goods, and the con-
sumer’s preference for consuming various combinations or bundles of goods
is specified by its utility function. Before exchanging goods in the economy,
consumers may also start with an initial allocation of several goods, termed
their endowment. In our market model, consumers don’t only consume but
also supply goods for input goods. It means that people supply like labour
forces or capital to companies.

A producer is an agent that can transform some sorts of goods into some
others, subject to its technology. The technology specifies the combinations
of inputs and outputs feasible for the producer. Different from consumers,
producers do not have any endowment. Producers can profit from buying
inputs and selling outputs. The production function of a producer maps a
bundle of input goods into the bundle of output goods that can be produced
by transforming input. To simplify the discussion, we assume that every pro-
ducer can produce only one kind of goods, so a producer agent can have only
a single production function in this case.

We show the notations for the agent formulations in this paper as
follows:
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pi F price of good i
Gnum F number of kind of goods in the market
Snum F number of kind of producers in the market
Cnum F number of kind of consumers in the market
ICk F class of goods in the market
e

Ck
i F amount of consumer Ck’s initial good i

x
Ck
i F demand to good i of consumer Ck

yCk
j F supply to good j of consumer Ck

BCk F budget of consumer Ck

uCk F utility function of consumer Ck

x̄Ck
l F demand limit to good l of consumer Ck

γSk F profit of producer Sk

cSk F cost of producer Sk

rSk F income of producer Sk

x
Sk
i F demand to good i of producer Sk

y
Sk
j F supply to good i of producer Sk

fSk F production function of producer Sk

3 Agent Formulations

3.1 Consumer Agents

3.1.1 Utility Function

The utility function is defined as a scalar function of a bundle of consuming
goods. In this model, the Cobb-Douglass utility function uCk , that is basic
function in Microeconomics, for consumer Ck is represented as follows:

uCk = ACk

∏

i

(xCk

i )α
Ck
i (0 < ACk ,

∑

i∈ICk

αCk

i = 1) (1)

3.1.2 Constraints

Budget constraint

Consumer Ck’s budget BCk is defined by initial endowments and current
prices p , and the budget is represented as (2) . The variable γCk is producers’
profits returned to consumer Ck.

BCk = p · eCk + γCk (2)

Therefore the constraint of budget for consumer Ck is represented as the
following equation:

∑

i∈ICk

pixi ≤ BCk (3)
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We assume that consumers buy goods as many as possible, because con-
sumers can get more utility as they attain more goods under their utility
function in their perfect competitive market.

Demand constraint

It is sometimes observed for consumers to have their capacity of allocated
goods in real market. The capacity constraint normally causes to reduce
the resource allocation to the consumers. For instance, the stock capacity
of consumer agents must impose upper limit on their demanded goods. In
this model, we assume that the consumers have constraints on the amount
of their demand. Consumer Ck can be allocated goods i below the capacity
x̄i

Ck . It means that assuming a real allocation problem, we cannot allocate
resource too much by constraint of size.

Therefore the constraint of demand for consumer Ck is represented as the
next equation:

xCk

i ≤ x̄i
Ck (i ∈ ICk) (4)

3.1.3 Demand / Supply Functions

Consumer Ck is to choose a feasible bundle of goods, xCk , so as to maximize
the consumer’s utility function. The allocated bundle of goods is feasible for
consumer Ck if the equations (3) , (4) are satisfied. The consumer’s choice
can be expressed at the following optimization problem:

max uCk = ACk

∏

i∈ICk

(xCk

i )α
Ck
i (5)

s.t.
∑

i∈ICk

pixi = BCk (6)

xCk
i ≤ x̄Ck

i (i ∈ ICk) (7)

Here consumer Ck’s demand function of goods i; xCk

i (pi) is introduced from
equations (5), (6), (7), and it is represented as follows:

xCk

i = x̄Ck

i (i ∈ θCk) (8)

orxCk
i (pi) =

αCk

i (BCk −
∑

j∈θCk

pjx
Ck
j )

pn(1 −
∑

j∈θCk

αCk
j )

(i /∈ θCk) (9)
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Fig. 1 Utility function (i) Fig. 2 Utility function (ii)

The set θCk includes the exceeded goods over x̄i
Ck . At initial conditions we

assume θCk = {φ}. The demand of goods i in xCk

i ≥ x̄Ck

i (Fig.1) is defined
as equation (8) and add goods i to θCk . On the other hand, the demand of
goods i in xCk

i < x̄Ck
i (Fig.2) is defined as equation (9).

In this model, we assume each consumer supplies all its endowments into
the market to try to attain maximum utility. So the supply function yCk

j is
represented as follows:

yCk
j = eCk

j (10)

3.2 Producer Agents

3.2.1 Production Function

In this model, we assume producer sk also has the basic Cobb-Douglass pro-
duction function ysk

j represented as the following equation:

ySk

j = ASk(xSk

i )αSk (0 < ASk , 0 < αSk < 1) (11)

In this equation xSk
i and ySk

j represent input goods i by Sk and output
goods j, respectively. The power variable αSk must be below 1 to satisfy the
fundamental theorem of welfare economics defined by micro economics, and
that means production function must follow the law of diminishing return [2].

3.2.2 Profit Function

Producer Sk is assumed to transform goods i to goods j. Then producer Sk is
required to pay purchasing cost represented as equation (12), and the amount
of proceeds after clearing market is represented as equation (13).

cSk = pix
Sk

i (12)

rSk = pjy
Sk

j (13)
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Then producer Sk can profit γSk represented as follows:

γSk = rSk − cSk (14)

3.2.3 Demand / Supply Functions

The objective of producer Sk is to choose a production plan that maximises
profit (14) subject to its technology and the current price of both its output
and input goods. The producer’s choice can be represented as the following
constrained optimization problem:

max γSk = pjy
Pk

j − pix
Sk

i (15)

s.t. ySk

j = ASk(xSk

i )αSk (16)

Then producer Sk’s demand function of goods i, xSk

i (pi), is conducted from
equations (15) and (16) to solve the NLP problem, and represented as the
next equation:

xSk

i (pi) = (
pi

ASkαSkpj
)

1
αSk−1 (17)

Producer Sk’s supply function of goods j, ySk

j (pj), is also conducted from
equations (15), (16), and represented as follows:

ySk
j (pj) = (

(pi)αSk−1

ASk(αSk)αSk (pj)αSk
)

1
αSk−1 (18)

3.3 Pricing Mechanism

We modify the pricing mechanism of MOP with considering the demand
constraints shown in equations (9), (8). The algorithm is described as follows:

STEP1
The auctioneer of goods sets an initial price of the good. (In this model,
initial price of every goods is 1.0).

STEP2
Consumers bid demand functions based on equations (9), (8).

STEP3
Consumers bid supply functions.

STEP4
Producers bid demand functions.
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STEP5
Producers bid supply functions.

STEP6
The auctioneer of goods set up the price corresponded with the supply
and demand.

STEP7
We define the previous price of goods i is pbefore

i , and updated current price
is pafter

i . If all goods satisfied the equation (19), then pafter
i is equilibrium

price and go STEP8( σ is very small number. In this model, σ = 10−13).
If we cannot set up equilibrium price, return to STEP2.

|pafter
i − pbefore

i | < σ (19)

STEP8
Prices of all the goods are cleared, and all agents start trading.

The demand function of consumers (in STEP 2) followed by equations (9),
(8) is finally represented as Fig.3. The maximum demand value faces the
ceiling at x̄Ck

i shown in this figure.

Fig. 3 Demand curve

4 Computer Simulation and Experimental Results

We construct two types of virtual markets, such as exchange market and
economic market, and try to verify demand constraint effect to resource al-
location. Pareto optimality is also investigated as the basic analysis in the
exchange market, and the effect of the number of agents is analysed addi-
tionally in the economic market.
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4.1 Exchange Market Analysis

4.1.1 Effect of Demand Constraint

Only consumer agents exist in the exchange market because no goods are
produced in the market. The experimental conditions are described as follows:

Gnum = 3, Snum = 0, Cnum = 2
We unintentionally choose parameters.

[Experimental results]
4 scenarios are experimented in terms of the demand constraint. There is

no constraint in Case A, whereas agent C1 has strong constraints in both
goods 1 and 2 in Case D. The sets of input and resuts at Case A, B, C, D are
shown in Table 1, 2, 3, 4, respectively. Results in each table shows equilibrium
price of goods 1, 2 and 3 (p̂1, p̂2, p̂3) and allocations.

Table 1 Input and result in Case A

(Input)
Agent Utility function (uCk ) (eCk

1 , e
Ck
2 , e

Ck
3 ) (x̄Ck

1 , x̄
Ck
2 , x̄

Ck
3 ) Utility value

C1 (xC1
1 )0.7(xC1

2 )0.2(xC1
3 )0.1 (5.0, 8.0, 10.0) (∞,∞,∞) 5.8870

C2 (xC2
1 )0.1(xC2

2 )0.1(xC2
3 )0.8 (8.0,10.0,5.0) (∞,∞,∞) 5.6168

(Results)
Price Allocation Utility value

(p̂1, p̂2, p̂3) (xC1
1 , xC1

2 , xC1
3 ) (xC2

1 , xC2
2 , xC2

3 ) C1 C2

(1.4519,0.38773,1.3430) (11.470,12.272,1.7715) (1.5296,5.7277,13.229) 9.6452 9.7249

Table 2 Input and result in Case B

(Input)
Agent Utility function (uCk ) (eCk

1 , eCk
2 , eCk

3 ) (x̄Ck
1 , x̄Ck

2 , x̄Ck
3 ) Utility value

C1 (xC1
1 )0.7(xC1

2 )0.2(xC1
3 )0.1 (5.0, 8.0, 10.0) (9,∞,∞) 5.8870

C2 (xC2
1 )0.1(xC2

2 )0.1(xC2
3 )0.8 (8.0,10.0,5.0) (∞,∞,∞) 5.6168

(Results)
Price Allocation Utility value

(p̂1, p̂2, p̂3) (xC1
1 , xC1

2 , xC1
3 ) (xC2

1 , xC2
2 , xC2

3 ) C1 C2

(0.51865,0.87771,1.5639) (9.0000,15.636,4.3878) (4.0000,2.3636,10.612) 9.3545 8.4702

The comparison between Table 1 and 2 conducts basic characteristics on
the demand constraint. Consumer agent C1 has constraint in goods 1 (x̄C1

1 )
in Case B.

Consumer agent C1 bids into goods 1 by the constraint limit x̄C1
1 at maxi-

mum, so the allocation of xC1
1 in Table 2 (Results) is 9.0000 and less than in

Table 1 (Results). Consequently, the surplus budget in agent C1 was trans-
ferred into the bids for both goods B and C. As a result, xC1

2 , xC1
3 in Table 2
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Table 3 Input and result in Case C

(Input)
Agent Utility function (uCk ) (eCk

1 , eCk
2 , eCk

3 ) (x̄Ck
1 , x̄Ck

2 , x̄Ck
3 ) Utility value

C1 (xC1
1 )0.7(xC1

2 )0.2(xC1
3 )0.1 (5.0, 8.0, 10.0) (9, 13,∞) 5.8870

C2 (xC2
1 )0.1(xC2

2 )0.1(xC2
3 )0.8 (8.0,10.0,5.0) (∞,∞,∞) 5.6168

(Results)
Price Allocation Utility value

(p̂1, p̂2, p̂3) (xC1
1 , xC1

2 , xC1
3 ) (xC2

1 , xC2
2 , xC2

3 ) C1 C2

(0.46278,0.37022,2.2213) (9.0000,13.000,8.3333) (4.0000,5.0000,6.6667) 9.6126 6.5093

Table 4 Input and result in Case D

(Input)
Agent Utility function (uCk ) (eCk

1 , e
Ck
2 , e

Ck
3 ) (x̄Ck

1 , x̄
Ck
2 , x̄

Ck
3 ) Utility value

C1 (xC1
1 )0.7(xC1

2 )0.2(xC1
3 )0.1 (5.0, 8.0, 10.0) (9, 10,∞) 5.8870

C2 (xC2
1 )0.1(xC2

2 )0.1(xC2
3 )0.8 (8.0,10.0,5.0) (∞,∞,∞) 5.6168

(Results)
Price Allocation Utility value

(p̂1, p̂2, p̂3) (xC1
1 , xC1

2 , xC1
3 ) (xC2

1 , xC2
2 , xC2

3 ) C1 C2

(0.44660,0.22330,2.4117) (9.0000,10.000,9.0741) (4.0000,8.0000,5.9259) 9.1992 6.3670

(Results) is more than in Table 1 (Results). The demand constraint of con-
sumer agent C1 influences the resource allocation in consumer agent C2 at
the same time. The allocation of goods 1 into consumer agent C2 (xC2

1 ) in
Table 2 (Results) is more than in Table 1 (Results) due to the decreased
allocation into consumer agent C1 in Table 2.

Price of goods 1 decreases in Table 2, because market demand function
of goods 1 in case B is less than in case A due to the demand constraint
of consumer agent C1 in case B shown in Fig.4. We can observe the same
tendencies amongst Case A, B, C and D.

4.1.2 Verification of Pareto Optimality

Computer simulation shows the price clearing dynamism during their trade in
the exchange market. Now we try to verify the Pareto optimality of attained
equilibrium prices by comparing our proposed method with conventional an-
alytical method, named fixed point algorithm.

4.1.3 Fixed Point Algorithm

Fundamental theorem of welfare economics ensure that equilibrium price is
Pareto optimality in perfect competitive market. In neo classical economics,
equilibrium price is set up by fixed point; fixed point algorithm [9]. Fixed
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Fig. 4 Price change mechanism

point algorithm set up one-on-one Pareto solution with initial endowments.
And we can use fixed point algorithm only in perfect competitive market.
In this research, we use fixed algorithm called Scarf algorithm and compare
with equilibrium price cleared by our approach.

Excess demand function

The difference between demand x and supply y is called excess demand, and
excess demand function E(p) is shown in equation (20).

E(p) = x − y (20)

It has the following characteristics.
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1. It is continuum function for p.
2. It is zero-homogeneous; E(λp) = E(p) (∀λ > 0).
3. It is satisfied Walras rule; p · E = 0.

Equilibrium price and fixed point algorithm

X is set, f is function from X to X . If f(x∗) = x∗ is true for any x∗ ∈ X , x∗

is defined as fixed point of f . Brouwer’s fixed-point theorem tells that there
is a fixed point in continuum function which domain and codomain are in
same bounded closed set. And there are equilibrium prices p∗ [9].

In economic science, fixed algorithm is major to set up equilibrium prices
because fixed poin and equilibrium price is the same.

Scarf algorithm

Scarf algorithm is one of the most basic fixed point algorithm. First, normalize
the number i which is kinds of goods and make price set T ((I-1)dimensional
basic elementary substanceSI). Next, we divide each side of SI equally and
make small elementary substance which has I vertex. The number D is di-
viding number and called grid size. If D is large, solution is high-precision.

In Scarf algorithm, we search solution from the small elementary substance
which has the vertex of SI to next small elementary substance.

4.1.4 Preto Optimiality in Equilibrium Solution

Table 5 shows the normalized equilibrium prices attained by the proposed ap-
proach. On the other hand, the equilibrium prices attained by Scarf algorithm
are shown in Table 6.

Differences of the equilibrium prices between Scarf algorithm and our ap-
proach are 1.0×10−8 and 1.0×10−5 at maximum in D=1.0 108 and D=1.0 105,
respectively. The difference was occurred by the calculation error in Scarf al-
gorithm due to the grid size. We observed the price vector in equilibrium
attained by our approach is a Pareto optimal solution by comparing the so-
lution in Scarf algorithm.

The calculation time to get the solution by our approach is much shorter
than Scarf algorithm. Scarf algorithm needs higher computer power, because
simulation time increases remarkably as the number of grids are increased.

Table 5 Experimental results(MOP)

(p1, p2, p3) Time
(a) (0.45619492,0.12182478,0.42198030) 0.007
(b) (0.17520216,0.29649596,0.52830189) 0.029
(c) (0.15151515,0.12121212,0.72727273) 0.037
(d) (0.14492754,0.07246377,0.78260870) 0.031
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Table 6 Experimental results(Scarf)

D=1.0 108 D=1.0 105

(p1, p2, p3) Time (p1, p2, p3) Time
(a) (0.45619491,0.12182478,0.42198031) 96.859 (0.45620,0.12182,0.42198) 0.094
(b) (0.17520215,0.29649596,0.52830189) 151.328 (0.17520,0.29649,0.52831) 0.16
(c) (0.15151516,0.12121213,0.72727271) 157.31 (0.15152,0.12122,0.72726) 0.14
(d) (0.14492754,0.07246377,0.78260869) 158.219 (0.14492,0.07247,0.78261) 0.16

4.2 Economic Market Analysis

4.2.1 Effect of Demand Constraint

There are consumers and producers in the market. The experimental condi-
tions are described as follows:

Gnum = 2, Snum = 1, Cnum = 1
Initial parameters of agents are shown in Table 7 and 8.

Table 7 Initial states of consumer

Utility function (uC1) Endowment (eC1
1 , eC1

2 )
(xC1

1 )0.1(xC9
2 )0.9 (10, 1)

Table 8 Initial states of producer

Input Output Production function
goods1 goods2 yS1

2 = 2.0(xS1
1 )0.4

[Experimental results]
Fig. 5 show allocations, utility of consumer, profit of producer and equi-

librium prices of goods 1 and goods 2 (p̂1, p̂2) . Transverse is x̄2
C1 .

Goods 2 is transformed from goods 1 to maximize utility and profit. Be-
cause the consumer agent prefers goods 2 to goods 1, the producer agent
transforms from goods 1 to goods 2. Fig.5 (a) describes that the amount of
allocation of goods 2 increases as the demand constraint is larger, and goods 1
that is input goods decreases because consumer agent can be allocated goods
2 less or equal of demand constraint. The amount of the allocation doesn’t
change even if the demand constraint is increased more than 5 in Fig.5 (a).
That is because the consumer agent can get more utility from goods 2 than
from goods 1 in this case due to the law of diminishing marginal utility.

Fig.5 (b) tells us that the price of goods 1(/goods 2) decreases(/increases)
as the demand constraint increases. That is because the demand of goods 2
of consumer agent is high in case the demand constraint is large. Demand
of goods 1 of consumer agent is decreased in case the demand constraint is
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(a) Consumer’s allocation (b)Price of goods

(c)Utility (d)Profit

Fig. 5 Experimental results

large, instead. Fig.5 (c) tells us that the utility of consumer agent increases
because the number of allocated goods 2 is getting higher due to the increased
production. Fig.5 (d) describes that the profit of producer agent is increased
because the producer agent can produce more volume of goods 2.

4.2.2 Effect of Preference

In this section, we verify the effect of preference of consumers. The experi-
mental conditions are described as follows:

Gnum = 2, Snum = 2, Cnum = 1 Table 9 is preference parameters of
consumer agent. Initial endowments is (eC1

1 , eC1
2 ) = (10, 10), and initial pa-

rameters of producer agents are Table 10.

Table 9 Initial degree of consumers’s preference

Degree of preference(αC1
1 , αC1

2 ) Experimental result
(0.8,0.2) (a)
(0.6,0.4) (b)
(0.5,0.5) (c)
(0.3,0.7) (d)
(0.1,0.9) (e)
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Table 10 Initial states of producer

Agent Input Output Production function
S1 goods1 goods2 yS1

2 = 2.0(xS1
1 )0.4

S2 goods2 goods1 yS2
1 = 2.0(xS2

2 )0.4

[Experimental results]
Fig. 6 shows the allocations of each goods, and Fig. 7 shows the equilibrium

prices (p̂1, p̂2). Fig. 8 and Fig. 9 show the utility of consumer agents and the
profit of producer agents, respectively. Horizontal axis in each figure shows
the upper constraint of consumer agent 1 (x̄1

C1).

(a) (b)

(c) (d)

(e)

Fig. 6 Allocation
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(a) (b)

(c) (d)

(e)

Fig. 7 Price

Fig. 6 shows that if consumer agent prefers goods 1 to goods 2, producer
agent produces goods 1 more than goods 2 ((a), (b)). On the other hand, if
consumer agent prefers goods 2, then producer agent produces more goods 2
((d), (e)). But, as shown in case (a) and case (b), if upper constraint (x̄1

C1)
is in relatively small number, the allocation of goods 2 is more because of the
demand constraint. And, the allocation of goods 1 doesn’t increase if upper
demand constraint is strong, because the utility of goods 1 is more than the
utility of goods 2 (law of diminishing marginal utility).

So, if consumer agents prefer goods 2 to goods 1, the profit of producer
agent 2 (transforms goods 2 from goods 1) decreases, and the profit of pro-
ducer agent 1 (transforms goods 1 form goods 2) increases instead (Fig. 9).
Additionally, if the value of |αC1

1 −αC1
2 | decreases, the differences between the

allocations of each goods (Fig. 6 ), the price of each goods (Fig. 7), and the
profit of each producder (Fig. 9) are getting smaller, because the utility of
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(a) (b)

(c) (d)

(e)

Fig. 8 Utility

each goods is becoming almost equivalent. Especially, if αC1
1 = αC1

2 (in case
(c)), the differences between the allocations of each goods, the price of each
goods, and the profit of each producder become zero, because the consumer
agents utility of each goods is completely the same.

4.2.3 Effect of the Number of Agents

In this section, we verify the effect of the number of agents to calculation time
to get Pareto optimal solution. The experimental conditions are described as
follows:

Gnum = 3, Snum = 2
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(a) (b)

(c) (d)

(e)

Fig. 9 Profit

Table 11 is the initial sets of parameters in producer agents. Initial endow-
ments, demand constraint and preference of consumers are set followed by
uniform random distribution.

Table 11 Initial states of producer

Agent Input Output Production function
S1 goods1 goods2 yS1

2 = random(xS1
1 )random

S2 goods2 goods3 yS2
3 = random(xS2

2 )random

[Experimental results]
The average of calculation time in 100 trials are shown in Table 12.
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Table 12 Computation time (sec)

Cnum Time
10 0.04044
50 0.09550
100 12.14

Finally we show one sample in case of Cnum = 10. Table 13 and Table 14
are both in its initial states, and Table 15 and Table 16 describe equilibrium
prices acquired after the convergence.

Table 13 Initial states of consumer

Agent Utility function (uCk) Endowment (eCk
1 , eCk

2 , eCk
3 ) Limit (x̄Ck

1 , x̄Ck
2 , x̄Ck

3 )
C1 (xC1

1 )0.37(xC1
2 )0.37(xC1

3 )0.26 (12.0, 3.0, 4.0) (14.0, 10.0, 5.0)
C2 (xC2

1 )0.58(xC2
2 )0.25(xC2

3 )0.17 (15.0, 1.0, 14.0) (17.0, 6.0, 16.0)
C3 (xC3

1 )0.09(xC3
2 )0.59(xC3

3 )0.32 (14.0, 10.0, 5.0) (17.0, 19.0, 12.0)
C4 (xC4

1 )0.07(xC4
2 )0.55(xC4

3 )0.38 (14.0, 5.0, 10.0) (20.0, 11.0, 12.0)
C5 (xC5

1 )0.17(xC5
2 )0.11(xC5

3 )0.72 (5.0, 13.0, 3.0) (8.0, 19.0, 3.0)
C6 (xC6

1 )0.48(xC6
2 )0.09(xC6

3 )0.42 (14.0, 9.0, 12.0) (17.0, 15.0, 25.0)
C7 (xC7

1 )0.56(xC7
2 )0.06(xC7

3 )0.39 (15.0, 11.0, 5.0) (19.0, 16.0, 13.0)
C8 (xC8

1 )0.24(xC8
2 )0.38(xC8

3 )0.38 (4.0, 5.0, 12.0) (13.0, 17.0, 24.0)
C9 (xC9

1 )0.03(xC9
2 )0.53(xC9

3 )0.44 (9.0, 6.0, 6.0) (18.0, 20.0, 8.0)
C10 (xC10

1 )0.20(xC10
2 )0.15(xC10

3 )0.65 (9.0, 6.0, 11.0) (12.0, 14.0, 12.0)

Table 14 Initial states of producer

Agent Input Output Production function
S1 goods1 goods2 yS1

2 = 2.0(xS1
1 )0.4

S2 goods2 goods3 yS2
3 = 3.0(xS2

2 )0.5

Table 15 Allocation

Agent xCk
1 xCk

2 xCk
3

C1 11.75 4.21 3.21
C2 17.00 6.00 8.22
C3 5.12 11.88 6.85
C4 4.02 10.77 8.05
C5 8.00 12.32 3.00
C6 17.00 3.51 17.22
C7 19.00 2.59 13.00
C8 12.06 6.80 7.33
C9 1.25 8.02 7.26
C10 12.00 4.40 12.00



Resource Allocation Analysis in Perfectly Competitive Virtual Market 199

Table 16 Equilibrium price

p̂1 p̂2 p̂3

0.49284 1.3711 1.2627

It has been confrimed that all of the consumer’s allocation are under their
demand constraints in Table 15. Additionally it has been also clarified that
the calculation time for Pareto optimal solution increases as the number of
consumer agents increases in Table 12. However, the calculation time is within
13 seconds in the biggest model, and that means the calculation time is fully
enough for the practical use to attain a Pareto optimal solution.

5 Conclusions

We formulated a perfectly competitive virtual market with demand con-
straints of consumers, and demonstrated its efficiency on resource allocation
problem in this paper. Firstly we mentioned our motivation about the re-
source allocation problem with the demand constraints, and explained the
agent formulation in the virtual market. Then market-oriented programming
mechanism with the demand constraints were explained. After a brief expla-
nation of a conventional analytical approach, named Scarf algorithm, several
simulation experiments were carried out to analyse the proposed approach.
Finally we have obtained the following results:

• It has been confirmed that the proposed perfectly competitive virtual
market with demand constraints successfully conducts Pareto optimal
solutions.

• After the investigation about the effects of demand constraint, rational
resource allocation have been realised by the proposed virtual market.

• The effect of the number of agents have clarified the proposed approach is
useful for practical problems both in optimality and calculation time.

The obvious next targets of this research are as follows:

• Application of the proposed approach into a practical problem with de-
mand constraint

• Modelling extension to handle resource allocation with demand constraints
both of consumers and producers
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Market Participant Estimation by
Using Artificial Market

Fujio Toriumi, Kiyoshi Izumi, and Hiroki Matsui

Abstract. In designing a realistic artificial market, one of the most impor-
tant points to consider is the combination of agents used. In this study, we
propose an estimation method based on inverse simulation to estimate the
combinations of traders who participate in the market. The proposed method
applies a simulation that estimates market paricipation in different markets.
The simulation results indicate that the proposed method is capable of esti-
mating market participants.

1 Introduction

Recently, it has become clear that it is difficult to explain all of the phenomena
observed in markets by established market models based only on conventional
human psychological reasoning. On the other hand, the study of artificial
markets is one of the promising approaches to explaining such phenomena.

An artificial market is an agent-based model of a financial market. Studies
on artificial markets have attained some successes in market analysis in re-
cent years. For example, the Santa Fe Artificial Stock Market could simulate
financial bubbles with agents using genetic algorithms [1, 10]. Using an ar-
tificial market, Lux explained the fat-tailed distribution of financial returns,
one of the characteristic styles of financial markets [9]. Artificial markets
have also been used to test existing economic theories such as efficient mar-
ket hypotheses [4]. In a market design using an artificial market, Darley and
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Outkin examined the effect of tick-size reduction in the Nasdaq market [6].
From theoretical to empirical studies, a variety of results have been obtained
by artificial markets over the past ten years [2, 3, 5].

One of the most important requirements in designing artificial markets is
to create a market that is similar to the real market. If an artificial market has
no resemblance to a real market, the results derived from such an artificial
market would be unreliable. In particular, the combination of agents deter-
mines the reliability of an artificial market. Accordingly, when the agents’
behaviors in the artificial market are highly similar to the behavior of traders
in the real market, the characteristics of the artificial market become similar
to those of the real market.

The combination of agents can thus be considered a key parameter of
artificial markets. Therefore, the agent combination problem can be consid-
ered a parameter estimation problem. “Inverse Simulation” [8] is one of the
parameter estimation methods used for social simulation, and here we pro-
pose a market-participant estimation method using the inverse simulation
technique.

2 Artificial Market

2.1 Artificial Market Framework

An artificial market (e.g. [5]) is a virtual financial market run on a computer.
Agents, which are computer programs that play the role of virtual dealers,
participate in artificial markets.

The artificial market consists of the following components (Fig.1).

1. Market mechanism module
2. Order protocol
3. Agent interface
4. Agents

2.2 Market Mechanism Module

The market mechanism module, which is the core of an artificial market
service, collects orders to buy or sell from market participants. The gathered
orders are stored in its order database. Using these gathered orders, a price is
determined continuously whenever a selling price (offer price) and a buying
price (bid price) meet. A transaction (payment and exchange) is executed
just after a price is determined, and the determined price is stored in a price
database. This module can provide market data to market participants in
reply to their requests. Market data include price history, trading volume,
and market orders.
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Fig. 1 Artificial market server

There are two types of common trading mechanisms:

• Continuous double auction
• Clearing house

The proposed artificial market applies a continuous double auction as its
execution mechanism. Orders are executed using a price-time priority rule
that first ranks orders by their price. Orders having the same price are then
ranked according to when they were entered.

2.3 FIX Protocol

The leading automated trading tools include TradeStation1, pylon2, ZEUS3,
and OmegaChart4. Since these trading tools have no compatibility among
themselves, it is difficult to test the programs generated by these systems
in the same artificial market. To solve this issue, it would be best to use
standard order protocols to communicate between trading programs and the
market mechanism module.
1 http://www.tradestation.com/
2 http://www.pylonsoft.com/
3 http://www.delight-web.com/zeus/
4 http://www.omegachart.org/
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Accordingly, our system uses the Financial-Information-eXchange(FIX)
protocol (e.g. [7]) for communication between agents and the market mecha-
nism module. FIX was originally a protocol for data exchanges in actual elec-
trical trading between securities firms (sell side) and institutional investors
(buy side). Many electrical broking systems in actual financial markets use
the FIX protocol. The standard of FIX is open to the public and determined
by the FIX Committee, which consists of members of many financial institu-
tions and system developers. By using the FIX protocol for communication
within an artificial market service, the programs in our system can be easily
modified to participate in actual financial markets through electrical broking
systems.

2.4 Agents

A virtual dealer that participates in an artificial market is called an “Agent.”
An agent is the computer program that buys and sells virtual stocks in the
artificial market.

Each agent receives such market information as past stock prices, trading
volumes, the results of its own orders, and so on. From this information, the
agent determines an order based on its trading rules. The order is sent to the
artificial market through the agent interface.

2.5 Agent Interface

The agent interface is a wrapper that transforms orders or market information
to FIX messages.

An agent using the FIX protocol can directly connect to the artificial
market. Consequently, an agent interface is not necessary for such an agent.

On the other hand, most automatic trading agents cannot be connected to
the market directly by the FIX protocol. However, agents without the FIX
protocol can still communicate order and market data through a FIX wrapper
in the agent interface. The FIX wrapper then translates the agent’s communi-
cation content into a FIX protocol and vice versa. The agent interface stores
orders received from agents and sends them to the market mechanism module
as a FIX message.

3 Market-Participant Estimation Using Inverse
Simulation

3.1 Inverse Simulation

The aim of this simulation is to clarify the parameters (e.g. combination of
agents) of an artificial market that is sufficiently similar to a real market.
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Since there are so many parameters applicable to simulation, it is difficult
to analyze all patterns of parameters comprehensively. To estimate optimal
parameters, we adopted Inverse Simulation using the Genetic Algorithm. In-
verse simulation is one of the techniques used for parametric estimation that
have been adopted in agent-based social simulations.

Estimation by inverse simulation uses the following procedure. First, the
artificial society model is designed from the mass parameters representing
real society. An evaluation function is established to estimate the similarity
of the artificial society to real society. Next, a set of artificial societies having
different parameters is generated. Each artificial society is simulated and
evaluated for its similarity to the real society. Then, the artificial societies
are updated by using a genetic algorithm.

In this simulation, we assume that a market is a society and that agents
are parameters. The flow of one step of the estimation simulation proceeds
as follows (Figure 2).

1. Select an individual from the population.
2. Generate an artificial market from the individual.
3. Start the simulation.
4. Evaluate the artificial market.
5. Repeat 1-4 until all individuals are simulated.
6. Update the population by selection, crossover and mutation.

3.2 Artificial Market Parameters

Parameters of the artificial market include the type of participating agents.
Each length of eight chromosomes defines an agent’s parameters (Figure 3).

Fig. 2 Flow of Inverse Simulation using GA
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Fig. 3 Generating Agents from Gene

For example, “Active”, “Buy”, “Fundamentalist”, “Trade each minutes”,
“Order 5 stocks for each trade” agent is represent to genotype “11000000”.
Thus, the length of a gene is 8 × N (N : number of agents).

The details of the agents are described in Section 4.

3.3 Evaluation Function

To evaluate the similarity between the artificial market and the real market,
we use the similarity of price movement between the real prices and the prices
generated by the artificial market.

Let the real price be P = p1, p2, · · · , pT , and the price generated by ar-
tificial markets be P̂ = p̂1, p̂2, · · · , p̂T . The evaluation function of artificial
markets is given as follows:

e =
∑T

t=1(pt − p̂t)2

T
(1)

Evaluation value e shows the similarity of the price movement. When e =
0, this means that the price movements between the real market and the
artificial market are completely consistent. In this simulation, we attempted
trades five times for each parameter and used the median of evaluation values
as the artificial market’s evaluation value.

4 Trader Agents

In this simulation, we used two types of agents: Fundamentalists and Chartists.
Each type of agent has different parameters and trade strategies. The details
of each agent are described in this section.
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4.1 Fundamentalist Agents

Fundamentalist agents are modeled as institutional investors. Fundamental-
ists have a decided target price for each stock. This may be a fundamental
price or a target price for a VWAP trade. In any case, fundamentalists trade
with the aim of matching a target price.

Fundamentalists trade on only one pre-determined side throughout a day.
That is, buyer agents only buy and seller agents only sell stocks the whole
day. Generally, institutional investors have long-term strategies, and thus
they rarely change trading sides in the course of a day. The trade algorithm
of fundamentalist agents is shown in Appendix 6.

4.2 Chartist Agents

Chartist agents use only charts to decide on trade matters. Chartists always
take account of the daily price trends. There are two types of chartists: the
Follower and the Contrarian. The follower agents trade by following the trend.
If there is an upward trend, this agent places a buying order, since it forecasts
that the trend will continue. The contrarian agents trade against the trend.
If there is an upward trend, this agent places a selling order, since it forecasts
that the trend will change.

In this simulation, the following four types of agents use different al-
gorithms to judge the trend. Each trend-judgement algorithm is shown in
Appendix 6.

1. GoldenCross Strategy
2. HLBand Strategy
3. RSI Strategy
4. BollingerBand Strategy

The trade algorithm of chartists is shown in Appendix 6.

4.3 Agent Parameters

Each agent type has different parameters. This section describes the details
of each parameter.

4.3.1 Trade Frequency

Trade frequency tf is a parameter that defines the step interval of trades.
Each agent orders in tf steps. Fundamentalist agents and Chartist agents
have this parameter.
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4.3.2 Activeness

Activeness A is a parameter that defines the activeness of the agents. When
an active agent estimates the upper trend, the agent orders with a higher
price limit than the current price.

The parameter Activeness takes one of two values, “active” or “passive.”
An active agent orders at a higher price than the current price for a buying
order and at a lower price than the current price for a selling order. On the
other hand, a passive agent orders at the current price for both buying and
selling orders.

4.3.3 Trade Type

Trade type TT defines the trading side of agents, i.e. buyer or seller. Funda-
mentalist agents do not changes their side within a day. In other words, they
only make either buy or sell orders through one simulation episode.

The parameter trade type takes one of two values, “buy” or “sell.” We call
agents that have the “buy” trade-type parameter “buy-side,” and those that
have the “sell” trade-type parameter “sell-side.”

4.3.4 Target Quantity

Target quantity Q is a parameter that defines the target number of stocks.
Fundamentalists try to buy/sell stocks until the held stocks satisfy target
quantity Q as a limit. In the case where the number of held stocks exceeds
this limit, the agent stops the trade to avoid holding more than the limit.

4.3.5 Trend Behavior

Generally, there are two types of chartists, “Followers” and “Contrarians.”
Followers trade by following the trend, and contrarians trade by oppos-
ing the trend. Trend behavior TB takes one of two values, “Followers” or
“Contrarians.”

4.3.6 Measure Span

Measure span mt is a length of price data used to estimate the trend on a
chart for Chartist agents. Each Chartist agent estimates the trend of stock
prices from its trend estimation algorithm by using the given length of price
data.

Table 1 shows each parameter and the values that each agent can take. Fun-
damentalist agents use the parameters Trade Frequency, Belief, Trade Type,
Trade Quantity, and Chartist agents use the parameters Trade Frequency,
Belief, TrendBehavior, Measure Span.
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Table 1 Agent Parameters

Fundamentalist Chartists
Trade Frequency 1,5,10,30
Activeness Active,Passive
Trade Type Buy,Sell -
Target Quantity 5,30,60,200 -
Trend Behavior - Followers/Contrarians
Measure Span - 10,60

5 Simulation for Estimating Market Participants

5.1 Simulation Settings

5.1.1 Target Market

In this simulation, we use a GA-based inverse simulation to estimate market
participants.

The target market is the “Nikkei 225 Futures” of October 2008 to June
2009, for data taken from certain days in every other month. The “Nikkei
225 Futures” is a stock price index for futures trading in the Osaka Securities
Exchange. We selected the “Nikkei 225 Futures” for the target market because
it has a sufficiently high volume of trades.

The markets in the Osaka Securities Exchange are closed from 11:00 to
12:30. Consequently, a discontinuity occurs in the sequential price data. In
order to eliminate the influence of this discontinuous trading, only the data
sets of tick data in the early session are used for analysis.

The target days, in the range from October 2008 to June 2009, are just
after the the worldwide recession caused by the subprime financial meltdown.
Figure 4 shows the price movement of the “Nikkei 225 Futures” during this
period.

5.1.2 Genetic Algorithm

In this simulation, the genetic algorithm is used to estimate optimal param-
eters. The settings of the genetic algorithm are shown in Table 2.

5.2 Results of Simulation

First, we show the change in fitness of each generation in Figure 5. Note that
fitness is defined as the distance between simulation results and real market
data. Thus, a smaller fitness value means that simulation results are more
similar to the real market data.

From the figure, the evaluation values of all markets are small enough to
assume that the artificial markets follow the real market.
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Fig. 4 Prices on Nikkei 225 Futures

Table 2 Settings of genetic algorithm

Population Size 50
Generations 100
Length of gene 400
Selection Leave the highest-fitness individual

Select 5% by roulette selection
Crossover One-point crossover
Mutation rate 10%

Figure 6 shows the sample of price movement of the artificial market and
the real market on April 1, 2009. From the figure, the simulation price rises
after once dropping down, which also happened in the real market. As indi-
cated above, the simulation prices follow the rough shape of the real price
movement.

5.3 Analysis of Market Participants

First, let’s consider the number of fundamentalist agents and chartist agents.
Figure 7 shows the estimated rate of buy-side fundamentalist agents, sell-
side fundamentalist agents, follower chartist agents, and contrarian chartists
agents in each market. From the simulation results, it is estimated that there
are few Followers and many Fundamentalists in the October 2008 market,
and after the price volatility becomes lower, the rate of followers become
larger. In September 2008, market prices collapsed due to the bankruptcy of
Lehman Brothers. In the market just after such a special circumstance, it is
highly likely that many ordinary investors will stop their trades to avoid the
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Fig. 5 Convergence of evolved societies

Fig. 6 Price movements in real market and in artificial market(April 2009)

risk of bankruptcy. It is possible that the simulation results express such a
situation.

Next, Figure 8 shows the estimated rate of active agents and passive agents
in each market. There are many passive agents but few active agents in the
market in October 2008. In other markets, the rates of active agents and
passive agents are roughly balanced. From these results, this simulation shows
the particularity of the market in October 2008.
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Fig. 7 Rate of Agent Types

Fig. 8 Rate of Activeness in Agents

Furthermore, the active agents make more orders at a price that has a
higher chance of trades being executed. Therefore, a low rate of active agents
causes a smaller amount of trading volume in the market. In fact, there was
actually a small amount of trading volume in the real market on the simulated
day. This fact also backs up the validity of the simulation results.

From the above results, it is estimated that the types of agents in the
artificial market that simulates a market under special circumstances are
different from those in other markets. This observation suggests that it is
possible to estimate the market participants by using the proposed method.
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6 Conclusion

In this paper, we proposed a method to estimate market participants by
inverse simulation. We applied the proposed method to markets after the
worldwide recession caused by the subprime financial meltdown. The simula-
tion results indicate that the types of agents in the market under such special
circumstances are different from those in other markets.

However, there are several points that merit further consideration in this
simulation. The first is the sufficiency of the agent types. We used three types
of agents in the simulation; however, it has not been verified whether these
agent types cover all types of traders. There might be traders who trades
using completely different algorithms. To ability to generate enough types of
agents to fully represent a real market is one of the future works of this study.

A second point is the adequacy of the evaluation function. In this paper,
we use the similarity of price movements as the evaluation function. However,
price movement does not reflect all characteristics of a market. For example,
the standard deviation, ARCH coefficient, Skewness and Kurtosis have been
used to evaluate the price movement of stocks, and a board is also expected to
evaluate the market. Developing an evaluation function that can more fully
express market characteristics is also a future work of this study.
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A Fundamental Agents’ Trade Algorithm

1: Type := BUYER or SELLER
2: if Type = BUYER then
3: buy()
4: else if Type = SELLER then
5: sell()
6: end if

B Trend Trader Agents’ Trade Algorithm

1: Type := Follower or Contrarian
2: Trend := Upward or Downward
3: if Type = Follower then
4: if Trend = Upward then
5: buy()
6: else if Trend = Downward then
7: sell()
8: end if
9: else if Type = Contrarian then

10: if Trend = Upward then
11: sell()
12: else if Trend = Downward then
13: buy()
14: end if
15: end if

C Trend Estimation Algorithms

1. GoldenCross Strategy
n := 6, 30, 60
MAl(t) := Moving Average from t − n to t − 1
MAs(t) := Moving Average from t − m/2 to t − 1
if MAs(t − 1) < MAl(t − 1) and MAl(t) > MAs(t) then

Trend := Upward
else if MAs(t − 1) > MAl(t − 1) and MAl(t) < MAs(t) then

Trend := Downward
end if

2. HLBand Strategy
n := 6, 30, 60
HB := max(p(t − 1), ..., p(t − n))
LB := min(p(t − 1), ..., p(t − n))
if p(t) >HB then
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Trend := Upward
else if p(t) <LB then

Trend := Downward
end if

3. RSI Strategy
n := 6, 30, 60
gain := 0
loss := 0
i := 0
while i < n do

dp := p(t − i) − p(t − (i + 1))
if dp > 0 then

gain := gain + |dp|
else if dp < 0 then

loss := loss + |dp|
end if
i := i + 1

end while
if gain/(gain + loss) > 0.75 then

Trend := Upward
else if gain/(gain + loss) < 0.25 then

Trend := Downward
end if

4. BollingerBand Strategy
n := 6, 30, 60
MA(t) := Moving Average from t − n to t − 1
V (t) := Standard Deviation from t − n to t − 1
if p(t) > MA(t) + V (t) then

Trend := Upward
else if p(t) < MA(t) − V (t) then

Trend := Downward
end if
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Abstract. Since the subprime mortgage crisis in the United Sates, stock
markets around the world have crashed, revealing their instability. To stem
the decline in stock prices, short-selling regulations have been implemented
in many markets. However, their effectiveness remains unclear. In this paper,
we discuss the effectiveness of short-selling regulation using artificial markets.
An artificial market is an agent-based model of financial markets. We con-
structed an artificial market that allows short-selling and an artificial market
with short-selling regulation and have observed the stock prices in both of
these markets. We found that the market in which short-selling was allowed
was more stable than the market with short-selling regulation, and a bub-
ble emerged in the regulated market. We evaluated the values of assets of
agents who used three trading strategies, specifically, these agents were fun-
damentalists, chartists, and noise traders. The fundamentalists had the best
performance among the three types of agents. Finally, we observe the price
variations when the market price affects the theoretical price.

Isao Yagi
Interdisciplinary Graduate School of Science and Engineering,
Tokyo Institute of Technology, J2-52, 4259, Nagatsuda-Cho, Midori-ku,
Yokohama 226-8502, Japan
e-mail: iyagi2005@gmail.com

Takanobu Mizuta
SPARX Asset Management Co., Ltd., Gate City Ohsaki,
East Tower 16F 1-11-2 Ohsaki, Shinagawa-ku, Tokyo 141-0032, Japan
e-mail: takanobu.mizuta@sparxgroup.com

Kiyoshi Izumi
Digital Human Research Center, National Institute of Advanced Industrial Science
and Technology, 2-3-26, Aomi, Koto-ku, Tokyo 135-0064, Japan
e-mail: kiyoshi@ni.mints.ne.jp

Q. Bai and N. Fukuta (Eds.): Advances in Practical Multi-Agent Systems, SCI 325, pp. 217–231.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010

iyagi2005@gmail.com
takanobu.mizuta@sparxgroup.com
kiyoshi@ni.mints.ne.jp


218 I. Yagi, T. Mizuta, and K. Izumi

1 Introduction

As a consequence of the subprime mortgage crisis and the Lehman Brothers
shock in the United States, stock markets around the world have crashed,
revealing their instability. To stem the decline in stock price, short-selling
regulations were implemented in a number of markets. Generally, these reg-
ulations are thought to inhibit the decline of stock prices. The effectiveness
of such regulations has been evaluated in previous studies [2, 9]. A report on
short-selling regulation in the United Kingdom, United States, and so on did
not consider the market mechanisms for the case in which short selling is
restricted [8].

An artificial market that is an agent-based model of financial markets
is useful to observe the market mechanism. That is, it is effective for ana-
lyzing causal relationship between the behaviors of market participants and
the transition of market price. The behavior of an artificial market can be
observed when useful models of actual market participants are introduced
to the market. Moreover, when institution models to stem market declines,
such as short-selling regulation, are introduced to the market, we can observe
the behavior of the market participants. In addition, we can observe market
phenomena on which the above participant behaviors have a great effect. A
number of studies have investigated phenomena in financial markets using
artificial markets [1, 3, 4, 6, 7].

In this paper, we discuss the effectiveness of short-selling regulation us-
ing an artificial market. For simplicity, in Sect. 2, we constructed an artifi-
cial market with short-selling regulation and an artificial market that allows
short-selling. We hereinafter refer to the market with short-selling regulation
as the regulated market and to the market that allows short-selling as the un-
regulated market. The trading strategy models of these market participants
(agents) are defined in Sect. 2.1 and Sect. 2.2. In Sect. 3, we analyze the
market mechanisms based on the results of the artificial markets simulations.
First, in Sect. 3.1, we observe the stock price variations of two markets. The
unregulated market was found to be more stable than the regulated market,
and a stock market bubble emerged in the regulated market. By comparing
our proposed market to past actual market data (TOPIX), we demonstrate
that our artificial market has some properties of actual markets. Next, we
observe agent transactions in Sect. 3.2. We analyze how agent transactions
influence our two markets and why a bubble emerges in the regulated mar-
ket. Then, we discuss the performances of agents in our two markets. The
proposed market considers agents with three trading strategies: fundamen-
talists, chartists and noise traders. We demonstrate that fundamentalist have
the best performance among the three agent types. The theoretical price in
above market model does not depend on the market price. In Sect. 3.3, we
observe price variations under the market model in which the market price
affects the theoretical price.
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2 Construction of Artificial Markets

The proposed artificial markets consist of one hundred agents who each have
one million yen and 10 shares as initial assets. All agents sell or buy only
one company. Each of the agents is assigned a fundamentalist, chartist, or
noise trader trading strategy. In the simulation, the ratio of fundamentalists,
chartists, and noise traders is 45:45:101. The maximum number of shares
that each agent can hold is Smax(= 1, 000). In the unregulated market, the
maximum number of short-sold shares is -Smin(Smin = -1, 000), that is, each
agent can hold the number of shares S that satisfies -1, 000 ≤ S ≤ 1, 000.
However, agents are not allowed to straddle, but they can short-sell if they do
not hold any shares. On the other hand, each agent in the regulated market
can hold S that satisfies 0 ≤ S ≤ 1, 000.

2.1 Agent Models

In this section, the trading rules for the three trading strategies are presented.

2.1.1 Fundamentalist

In our markets, fundamentalists predict current market price based on the-
oretical price and control the number of shares that they hold in order to
maximize their asset values. Theoretical price is a given value and is read-
justed periodically. The initial theoretical price is set to 300 and readjusted
according to a normal distribution N(1, 0.12) every 1,000 periods.

Let the expected stock price of agent i at period t be P̃i,t, and
let the theoretical price be Pt. Then, P̃i,t is decided according to
N(Pt + εi,t, (α(Pt + εi,t))2) and readjusted every 100 periods, where εi,t de-
notes the degree of bullishness2 of i at t, and α is a coefficient that describes
the degree of spread of expected prices, which is decided by each agent, and
is set to 0.1. Qi,t−1 denotes the amount of cash that i holds before a transac-
tion at t. qi,t−1 denotes the amount of shares that i holds before a transaction
at t. Pt−1 denotes the market price at t − 1. The assets of agent i before a
transaction at t are as follows:

Wi,t−1 = Qi,t−1 + Pt−1 · qi,t−1. (1)

1 The selected ratio is based on the intuitions of institutional investors that was
further confirmed after getting properties of artificial markets similar to that of
actual markets when the simulation was executed with the selected ratio (in Sect.
3.1). The values for other parameters used in this paper are selected on the basis
of same criterion.

2 Since a bullish agent expects a higher price than the theoretical price, this value
is positive for a bullish agent. On the other hand, for a bearish agent, who expects
a lower price than the theoretical price, this value is decided negative.
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Let the amount of shares held by i at t that maximizes the subjective expected
utility under condition (1) be q̃i,t. Then, q̃i,t is as follows:

q̃i,t =
Pt + εi,t − Pt−1

a(α(Pt + εi,t))2
.

Note that a constant a(> 0) is a coefficient of risk aversion and the larger
the value of a is, the smaller the number of shares that fundamentalists hold
to averse risk. Fundamentalists attempt to decide their trading rules based
on q̃i,t. If q̃i,t > qi,t−1, i places an order to buy q̃i,t − qi,t−1 shares at P̃i,t,
where the maximum number of shares that can be bought is Smax − qi,t−1.
If q̃i,t < qi,t−1, i places an order to sell qi,t−1 − q̃i,t shares at P̃i,t, where the
maximum number of shares that can be sold in the unregulated market is
qi,t−1 − Smin, and the maximum number of shares that can be sold in the
regulated market is qi,t−1. If q̃i,t = qi,t−1, i does not trade at period t.

2.1.2 Chartists

In our markets, chartists trade based on the moving averages of stock prices.
Chartists consist of market followers and contrarians. Let ni,t be a number
that satisfies 1 ≤ ni,t ≤ 25. Let the ni,t period moving average at t used by
agent i be

MAt,ni,t =
1

ni,t

ni,t∑

j=1

Pt−j ,

and let ΔMAt,ni,t = MAt,ni,t − MAt−1,ni,t . Market followers place orders
based on the following rules.

• If ΔMAt,ni,t > 0, then i places an order to buy qT
i,t shares at price

(1 + αt)Pt−1.
• If ΔMAt,ni,t < 0, then i places an order to sell q

′T
i,t shares at (1+αt)Pt−1.

• If ΔMAt,ni,t = 0, then i does not trade.

Contrarians place orders based on the following rules.

• If ΔMAt,ni,t > 0, then i places an order to sell q
′T
i,t shares at (1+αt)Pt−1.

• If ΔMAt,ni,t < 0, then i places an order to buy qT
i,t shares at (1+αt)Pt−1.

• If ΔMAt,ni,t = 0, then i does not trade.

Let the initial ni,t be a random number that satisfies 1 ≤ ni,t ≤ 25, and
let αt be a random number according to N(Pt−1, 0.12). Let qT

i,t be a random
number according to N(10, 0.12), where 0 < qT

i,t ≤ Smax−qi,t−1 when i places
an order to buy. Let q

′T
i,t be a random number according to N(10, 0.12), where

0 < q
′T
i,t ≤ qi,t−1 − Smin when i places an order to sell in the unregulated

market and 0 < q
′T
i,t ≤ qi,t−1 when i places an order to sell in the regulated

market.



A Study on the Market Impact of Short-Selling Regulation 221

2.1.3 Noise Traders

Noise traders place orders to buy, sell, and wait with equal probabilities. At t,
agent i places an order to buy qN

i,t shares at price (1+αt)Pt−1, where qN
i,t is a

random number according to N(10, 0.12) and satisfies 0 < qN
i,t ≤ Smax−qi,t−1.

At t, i places an order to sell q
′N
i,t shares at (1+αt)Pt−1, where q

′N
i,t is a random

number according to N(10, 0.12) and satisfies 0 < q
′N
i,t ≤ qi,t−1 − Smin in the

unregulated market and 0 < q
′N
i,t ≤ qi,t−1 in the regulated market.

2.2 Modeling of an Agent Influenced by the Trading
Rules of High-Performance Agents

After a transaction at period t, all agents evaluate their performances. Each
agent whose performance is lower than that of any other agent attempts
to learn the trading rules of the high-performance agents. Moreover, high-
performance agents who would like to improve their performance also learn
trading rules.

However, agents cannot change their trading strategies to other strategies,
because the ratio of the three strategies in our markets is fixed. For exam-
ple, a low-performance fundamentalist attempts to learn a trading rule of a
high-performance fundamentalist, and not a high-performance chartist. Noise
traders do not evaluate their performance or learn the trading rules of other
agents.

2.2.1 Fundamentalists

Let the ratio of change of the assets of fundamentalist agent i from period
t−1 to t be Ri,t = Wi,t/Wi,t−1. When the mean ratio of change of the assets
of i in the past N(= 5) periods

Ri,t =
1
N

N∑

j=1

Ri,t−(j−1)

ranks in the bottom NL(= 20)% of all fundamentalists, εi,t is changed with
probability

pi =
Rank of performance of agent i

Total number of fundamentalists
.

That is, i′, whose Ri′,t ranks in the top NH(= 20)% of all fundamentalists,
is chosen at random, and εi,t+1 = εi′,N is set, where

εi′,N =
1
N

N∑

j=0

εi′,t−j .
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To implement a change of trading rules of agents who would like to improve
their performance, for agents whose Ri,t does not rank in the top NH%, their
degree of bullishness is changed with probability 5% at random.

2.2.2 Chartists

When the mean ratio of change of the assets of chartist agent i in the past
N(= 5) periods Ri,t ranks in the bottom NL(= 20)% of all chartists, the
moving average period ni,t is changed with the following probability.

pi =
Rank of performance of agent i

Total number of chartists
.

That is, i′, whose Ri′,t ranks in the top NH(= 20)% of all chartists, is chosen
at random, and ni,t+1 = ni′,t is set.

To implement a change of trading rules of agents who would like to improve
their performance, for agents whose Ri,t does not rank in the top NH%, their
trading rules (market followers and contrarians) and/or their moving average
periods are changed with probability 5% at random, where moving average
periods satisfy [1, 25].

2.3 Equilibrium Price

Each agent determines the price and quantity of an order based on his trading
strategy and places the order. The market price at period t is determined
when the sell order prices and buy order prices of each of agent agree at t.

3 Discussion

3.1 Price Variation in the Markets

We observed market price variation in the unregulated and regulated markets
(refer to Fig. 1 and Fig. 2). These figures reveal that prices in the unregulated
market did not diverge significantly from the theoretical price. On the other
hand, prices in the regulated market diverged greatly from the theoretical
price and showed repeated sharp increases and decreases. In the regulated
market, once the price rose sharply, it never returned to the theoretical price.
These indicate that the short-selling regulation has the property that it not
only stems the decline in the prices but also increases the prices excessively.

However, if our market models do not reflect the actual markets, the result
is meaningless. Thus, we discuss whether our market models reflect the actual
markets. The price variation statistics of our markets were first compared
with those of past market data to analyze the problem. We used the Tokyo
stock price index (TOPIX) from 16th May 1949 to 16th June 2009 (14,926
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Fig. 1 Price variation in
the unregulated market
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Fig. 2 Price variation in
the regulated market
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days) as past market data. Table 1 shows the parameters of the rate of return
in these markets. Fig. 3, Fig. 4, and Fig. 5 show histograms of the rate of
return in the unregulated market, the rate of return in the regulated market,
and the rate of return of the TOPIX, respectively. The distribution of the
rate of return of actual data is fat-tailed. (The kurtosis of the rate of return
distribution of the TOPIX is 11.673.) Since the kurtosis of the rate of return
distribution of the unregulated market is 128.65 and that of the regulated
market is 0.50732, the distributions of the rates of return of our markets
are also fat-tailed. The kurtosis of the unregulated market is larger than
that of the regulated market, as the standard deviation (SD) of the rate of
return in the unregulated market is smaller than that in the regulated market.
Therefore, we can consider that the price variation in the unregulated market
is more stable than that in the regulated market.

Since short-selling is seldom regulated in actual markets, a histogram of
the rate of return in the unregulated market is more similar to that in the
TOPIX than that in the regulated market. This indicates that our market
models reflect the actual markets.
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Table 1 Parameters of rate of return

Unregulated Regulated TOPIX
market market

Mean 0.00045 0.00317 0.00031
Standard 0.03098 0.07745 0.01064
deviation
Kurtosis 128.65 0.50732 11.673
Skewness 3.8347 0.10937 -0.13232

Fig. 3 Histogram of
the rate of return in the
unregulated market
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We compare the autocorrelation of the rates of return of our markets
with the TOPIX. The autocorrelation coefficient of the rates of return of
the TOPIX converges to 0, and the autocorrelation coefficient of the squared
rates of return the TOPIX is large and is not attenuated quickly (refer to
Fig. 6 and Fig. 7). The autocorrelation coefficient of the rates of return in the
unregulated market converges to 0, and the autocorrelation coefficient of the
squared rates of return in the unregulated market converges to 0 faster than
that of the TOPIX. However, the autocorrelation coefficient of the squared
rates of return in the unregulated market converge to 0 slower than that of
rates of return in it. The above properties are consistent with the properties
of actual markets. The autocorrelation coefficient of the rates of return in the
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Fig. 4 Histogram of
the rate of return in the
regulated market
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Fig. 5 Histogram of
the rate of return of the
TOPIX
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Fig. 6 Autocorrelation
of rates of return
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Fig. 7 Autocorrelation
of squared rates of return
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regulated market decreases slowly, which indicates that the rates of return
depend on past rates of return. Therefore, the volatility of returns in the
regulated market is considered to increase.

3.2 Agent Transactions

In this section, we discuss agent transactions in our markets. We analyze how
agent transactions affect the markets and the difference in agent performance
between the unregulated market and the regulated market.

3.2.1 Trends of Agent Transactions

Fig. 8 shows the transitions of the positions of agents in the unregulated
market. The position rate of fundamentalists correlates inversely with the
position rate of chartists (-0.902). Chartists can be considered as trend fol-
lowers, because fundamentalists basically trade against the trend.
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Fig. 8 Transitions of
position rate of agents in
the unregulated market
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On the other hand, the positions of chartists correlate directly with market
price (0.839) in the regulated market. In addition, in the regulated market,
fundamentalists seldom trade is found. Fundamentalists sell all of their shares
upon the emergence of a bubble. However, the price is seldom lower than the
theoretical price, even if the bubble collapses. Therefore, they cannot buy
shares after the first bubble. The reason for this is not analyzed in this paper.

3.2.2 Bubble in the Regulated Market

The mechanism of the emergence and collapse of a bubble in the regulated
market can be considered as follows.

Generally, when price begin to rise, most chartists tend to place buy orders
with the upward trend, because the trade rule of high-performance chartists
is to place orders to buy with the upward trend. As stated above, in the un-
regulated market, the positions of fundamentalists is inversely correlated with
the positions of chartists. Thus, price is prevented from increasing sharply,
because many sell orders (including short-selling orders) placed by funda-
mentalists 3 match the buy orders of chartists, which may cause the price
to increase sharply. However, in the regulated market, as the price begins to
rise, fundamentalists sell all of their shares and do not trade, because they
cannot place short-sell orders. Therefore, the price increases sharply, because
the large number of buy orders from chartists causes the equilibrium price to
increase.

As price increases, an increasing number of agents cannot place buy orders
because of a shortage of cash. As a result, the number of buy orders decreases,
buy orders with comparatively low prices match sell orders, and price begins
to decrease (refer to Fig. 9).

As price begins to decrease, some chartists place orders to sell as the
downward trend begin to increase their assets. Thus, most chartists begin
3 Since fundamentalists basically trade against the trend, they tend to place sell

orders if the price rises.
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Fig. 9 Transitions of
buy-sell ratio of agents
in the regulated market
from period 2,301 to
period 2,500
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Fig. 10 Transitions of
agent position in the
regulated market from
period 2,301 to period
2,500
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to place sell orders as the trend and price decrease. When the price has fallen
sufficiently, agents who were unable to place buy orders due to a cash shortage
become able to buy some shares and price ceases to decrease (refer to Fig. 9).
Fig. 10 indicates that noise traders place orders to buy and their positions
begin to increase around the time prices cease to decrease.

Regarding the mechanism of the bubble emergence, in the theory of fi-
nance, there is reported to be a high possibility of bubble emergence if short-
term investors or noise traders exist in markets [5, 10] and prices affect fun-
damental values [11].

3.2.3 Agent Performance

Table 2 shows performance of each agent type in the markets. These values
are the arithmetic means of various values of SD obtained from 10 simula-
tions in each market. In the unregulated market, fundamentalists and noise
traders make profits, whereas chartists report losses. In the regulated market,
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Table 2 Performance of each type of agent

Unregulated Regulated
market market

Fundamentalists 14.670% 0.03906%
Chartists -15.077% 187.54%

Noise traders 1.1808% -99.752%

Table 3 Return ranking of chartists and noise traders in the regulated market

Chartists Noise traders
Top Bottom Top Bottom

1 1604.8% -99.238% -99.602% -99.921%
2 492.37% -98.742% -99.718% -99.915%
3 389.51% -98.524% -99.789% -99.889%
4 378.98% -97.864% -99.806% -99.873%
5 264.84% -96.644% -99.830% -99.832%

fundamentalists make slight profits, chartists make large profits, and noise
traders lose most of their assets. Table 3 shows the five highest and five lowest
returns of chartists and noise traders, respectively, in the regulated market.
Not all chartists make large profits, and all noise traders lose most of their
assets. The strategies of chartists in the regulated market can be considered
to be high-risk-high-return strategies.

Therefore, in both markets, the strategies of fundamentalists have the most
stable performance among three agent types.

3.3 The Market Model in Which the Market Price
Affects the Theoretical Price

In the above market model, the market price does not affect the theoretical
price. Fundamentalists in actual markets decide orders’ price and the number
of shares based on theoretical price that depend not only on fundamental
elements but also on the relation of supply and demand of stocks, when the
price diverges greatly from the theoretical price. In this section, we consider
the market model in which the market price affects the theoretical price and
observe price variances in both artificial markets. Let αp be a coefficient to
describe link between the theoretical price and the market price. The new
theoretical price is decided using the following rule.

Pt+1 = Pt + αp(Pt − Pt)
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Fig. 11 The SD of rates of return in the unregulated market under the new theo-
retical price model

where Pt is more than three times of Pt or less than one third of Pt. Fig. 11
shows the SD of rates of return in the unregulated market when αp ranges
from 0 to 1.0 at intervals of 0.1. These values are the arithmetic means of
various values of SD obtained from the execution of 10 simulations in the
unregulated market. The SD of the rates of return increases with increas-
ing value of αp. This means that the more market prices affect theoretical
prices, the more instable markets are. Therefore, this property bears out
Soros’ prospect [11].

In addition, we do not have the scenario in which the market price is more
than three times of the theoretical price in the unregulated market.

In the regulated market, we do not have any features under the new the-
oretical price model.

4 Conclusion

In this paper, we discussed the effectiveness of short-selling regulation using
an artificial market. We first constructed regulated and unregulated markets.
We found that the unregulated market was more stable than the regulated
market, and that a bubble emerged in the regulated market. This indicates
that the short-selling regulation has the property that it not only stems the
decline in the prices but also increases the prices excessively. To confirm the
adequacy of our market models, we compared the price variation statistics
of our markets with those of past market data (TOPIX) and found that
our market models reflected the actual markets. Next, we discussed agent
performance in the two markets and showed that the performance of funda-
mentalists was the best among the three agent types. Moreover, we discussed
the reason why a bubble emerges in our market models. Finally, we discussed
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the price variations under the market model in which the market price affects
the theoretical price. In the future, we intend to clarify the reason why mar-
ket price diverges from theoretical price in the unregulated market, prospect
the price transition for the case in which the ratio of the three strategies
(fundamentalists, chartists, and noise traders) in our markets change flexi-
bly, identify whether properties of the artificial markets using other values for
each parameter (e.g., the maximum number of shares) satisfy that of the ac-
tual markets, and discuss the effectiveness of other regulations (e.g., leverage
regulation) using our market models.
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Learning a Pension Investment in
Consideration of Liability through
Business Game

Yasuo Yamashita, Hiroshi Takahashi, and Takao Terano

Abstract. While the importance of financial education is recognized in re-
cent years, the technique for deepening an understanding to pension invest-
ment management is needed. In this research, we analyze learning method
of the pension investment management in consideration of liability using the
business game technique. As a result of analysis, interesting phenomena –
the participant understood the learning method of the pension investment
management in consideration of liability – were seen. This shows the effec-
tiveness of the business game technique to learning the pension investment
management.

1 Introduction

The company has introduced the pension system from the character of the
complement of social security and the mitigation of the burden of individ-
ual security which retirement benefits1 mean, or a personnel policy. In the
pension system, although the organization which became independent of cor-
porate management is usually performing investment and management, the
sponsoring company takes the final risk of management. In Japan, it became
clear that the shortfall to projected benefit obligation2 comes to be added up
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by the balance sheet of a sponsoring company as a debt, and the sponsor-
ing company takes the risk of pension-assets investment by the Retirement-
benefits accounting standards introduced from the 2000 fiscal year. Under
the present accounting system, the measure called delay recognition is taken.

It eases the influence on an earning statement in which what is necessary
is just to refund the unfunded liabilities by reduction in pension assets in a
fixed period (about ten to 15 years) after a following term. However, it is
in the tendency for the method that unfunded liabilities are appropriated
for a generating fiscal year the total amount in the future to be adopted,
and a possibility is increasing, that change of pension assets will affect the
achievements of a sponsoring company.

In such a situation, the pension-assets investment persons concerned3 think
that they need the pension-assets investment technique in which the influence
to the achievements of a sponsoring company is also taken into consideration.
As opposed to the problem how to maintain the balance of pension assets and
a pension liability regarding pensionary risk management in finance theory,
it has tackled as the problem of pension-assets liability management (ALM),
or a problem of pension surplus management [4]. By old research, it has
been thought that the asset allocation method that a high return, a low risk,
and the risk of pension liability is hedged, is important for a pension-assets
investment. Therefore, the risk of pension liability was hedged by duration
management4 of pension assets, and the technique of considering realization
of a high return and a low risk as an asset allocation problem in traditional
pension assets has been chosen.

However, by this technique, the influence of the achievements on a spon-
soring company is not taken into consideration. What is necessary is just to,
lessen change of a surplus (difference of pension assets and pension liability) if
possible, in order to lessen influence of the achievements on a sponsoring com-
pany as much as possible. For that purpose, it is required to choose the asset
allocation method which minimizes the tracking error to the pension liability
return of a pension-assets return. Since this asset allocation method differs
from the conventional asset allocation method in business, an understand-
ing is difficult for it for practitioners. The importance of different education
from the learning method by classroom lecture regarding the pension asset
management in consideration of liability is increasing.

Meanwhile, in the research through the business game which is one field
of a gaming simulation [2], although research on management or marketing
is done briskly [6] [7] [9], it is in the situation which is hard to be referred to

3 They are not only the corporate pension fund which maneges pension system and
the institutional investor to whom the pension-assets investment is entrusted, but
the financial department of a sponsoring company and so on.

4 There are simulation analyses as the technique of treating the risk of pension
liability in detail [3] [8]. There is a fault which is going to express the structure of a
complicated pension delicately of becoming complicated too much and becoming
rather unclear.
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as that research on a finance is done enough [1]. So far, some researches are
made regarding learning through business game as the technique of the finan-
cial education in the finance field [10] [11]. However, it cannot say that the
quantity of research is still enough, and research on learning of the pension
asset management in consideration of liability is not done, either. Therefore,
the approach of this research in consideration of liability on learning of pen-
sion asset management can be called meaningful thing. In this research, it is
shown clearly by experiencing a business game that practitioners learn the
difficult asset allocation method effectively.

In this research, in order to aim at showing the technique of learning the
pension-assets investment in consideration of liability using the framework of
business game, first, the model of a business game is built, next it experiments
by using an actual human being as a player. After explaining the model used
for analysis in the following chapter, results are shown in chapter 3. Chapter 4
is Conclusion.

2 Method

2.1 System of Business Game

The environment required for development of the system in this research,
and execution of an experiment is constituted by business model descrip-
tive language (BMDL) and business model development system (BMDS) [5].
BMDL is the programming descriptive language of a short form. HTML files,
CGI files, and so on can be created in BMDS by describing BMDL for game
managers (facilitator) and for game users (player). A business model writ-
ten in BMDL is first translated into corresponding CGI scripts and C pro-
grams by BMDL translator. The programs are then run on a host computer
with a WWW server and the model variable data in the form of spread-
sheets. Finally, players execute the business game through browsers on the
WWW environment. Fig.1 shows development and execution environment of
an experiment. Players input decision-making in each round through WWW
browsers, and a facilitator also advances a game through a WWW browser.

2.2 Business Game Model

In this research, business game regarding asset management in consideration
of pension liability is performed. Fig.2 shows the outline of the business game
in this research. A player was going to be a portfolio manager of a pension
fund. He or she decides the asset allocation5 of 5 assets of domestic long-term
5 Asset allocation is determined that the ratio sum total of the assets will be

100%. The ratio of each asset is 0% or more of 100% or less. Short selling is an
impossible.
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Fig. 1 Conceptual diagram of development and execution environment for the
experiment

bond, domestic short-term bond, foreign bond, domestic stock, and foreign
stock at the beginning of every term6, and inputs into a model as “Input
information”.

A player refers to “Reference information” and decides asset allocation.
“Reference information” is offered every term. The expected return of asset,
the risk, the covariance, the duration, and so on are displayed on “Refer-
ence information”. “Reference information” is provided also with the example
(suppose that it is called a reference portfolio in this paper) of the portfolio
used as reference which maximizes the expected return of a surplus and so
forth.

As a reference portfolio, the case where the “expected return / risk” of a
surplus7 is maximized, the case where an expected return is maximized, and
the case where a risk is minimized are raised according to the kind to optimize.
The reference portfolio of a short period (the past one year), the middle (the
past three years), and a long period of time (all the available data, in general
five years or more) is raised regarding the period of the past return used for
expected return estimation. The examples of the target duration regarding
6 One term is set to one round, and the period of one term is considered as the

period of three months.
7 A surplus here is the difference of pension assets and a pension liability. In plus,

a surplus means the savings surplus of pension assets, and in minus, it means
the unfunded liabilities of pension assets.
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Fig. 2 Business game model

pension asset are given as for the cases where the percentage to the duration
of pension liability is 80%, 100%, and 120%8.

As a person in charge of a pension fund, the reservation of pension assets
which provides pension liability is given to a player as a target. Although a
savings ratio should just always change into not less than 100% of state (state
of plus surplus), when a risk is taken too much in order to raise a return,
sometimes, a reserve ratio may fall. When a reserve ratio falls, a sponsoring
company compensates funds as retirement benefit costs, and a sponsoring
company receives a loss by this costs donation. Therefore, a player must de-
cide the asset allocation of pension assets, after also taking into consideration
the influence which it has on the profit and loss of a sponsoring company.
When a savings ratio becomes not less than 100%, it is a setup by which pen-
sion assets are balanced to pension liability by reducing the contribution of
the pension which is inflow to pension assets, and a reserve ratio is adjusted
to 100% at the time of every term and a start.
8 Furthermore, in a Excel file which offers “Reference information”, a program is

able to calculate a portfolio by specifying the percentage of duration and expected
returns (the short period, the middle, long period of time).
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That is, when a reserve ratio is less than 100%, the insufficiency of pension
assets is added up as a loss of a sponsoring company. When a reserve ratio is
not less than 100%, it is adjusted so that an exceeded part of pension assets
may become the same amount of pension liability, and there is not reduc-
tion to a sponsoring company9. It is explaining to a player being exposed to
the situation of competing with the pension fund staff (other players in an
experiment) of the other companies of a same sector at the time of an ex-
periment start. It is explaining that the result of a pension-assets investment
of a player may inflict a loss on a sponsoring company, and may make it the
disadvantageous situation for competition with the other company.

The performance evaluation of a player is measured from the impact (track-
ing error of retirement benefit costs) given to the profit and loss of a sponsor-
ing company. Ranking of the management capabilities of a player is carried
out by this evaluation. In addition to the impact given to the profit and loss
of a sponsoring company, players are provided also with information ratio
(which is the average of excess return of pension assets to pension liability
divided by the tracking error), the average of excess return of pension as-
sets, and the average of excess return for every round to pension liability as
“Output information” after the end of each round.

Messages are given to a player when every round finishes. The ranking
based on the impact given to the profit and loss of the sponsoring company
of a player is displayed on a message. Moreover, the links for acquiring the
information for deciding the strategy of the next round are displayed. If
equity ratio falls greatly, warning is emitted. As for a slight warning, a yellow
card will be displayed, and, as for a serious warning, a red card will be
displayed. Such a message is a device for giving the incentive which makes
a player a competitive spirit. A sponsoring company may go bankrupt when
defamation of pension assets continues and the loss done to a sponsoring
company exceeds capital. Even when it goes bankrupt, a player can be made
decisions succeedingly.

Experiments are two cases. One is a case where a player is a student,
and the other is a case where a player is an institutional investor affiliation
member. The experiment which uses a student as a player was conducted as a
representative of the beginner who there is no knowledge not much regarding
finance theory, and have not received professional training. Students are five
Tokyo Institute of Technology graduate students (three first-year graduate
students, two two-year graduate students). All five persons can be regarded

9 Although adjustment by change of a premium and so on is performed only once
in about five years, in this experiment, it shall be carried out every term. More-
over, it is assumed that a capital structure change by funding of a sponsoring
company is not made every term, either. Since the pension premium increase
for insufficiency stopgap of pension assets cannot be done by subscriber’s strong
opposition, either, it is assumed that there is only donation from a sponsoring
company.
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as beginners mostly regarding finance theory. On the other hand, the exper-
iment which uses the three affiliation members in an institutional investor’s
investment section as a player, as a representative of those who it is knowl-
edgeable regarding finance theory and have received professional training was
conducted.

All three institutional investor affiliation members are financial analyst
qualification holders. They hold the knowledge regarding finance theory, and
since they have also experienced the training as a fund manager, it can be
considered that they received professional training. The experiment was con-
ducted 3 times10 regarding each case where a player is a student, or an
institutional investor affiliation member. One experiment took 10 rounds. It
took about 1 hour. In order to avoid the end effect to a player, a player has
not been told the end time beforehand.

The rational asset allocation method based on the finance theory in the
experiment of this research is asset allocation which minimizes a prior risk11.
Asset allocation which minimizes impact (tracking error of retirement benefit
costs) given to the profit and loss of a sponsoring company ex post may
occur besides the asset allocation which minimizes a prior risk. However, the
rational asset allocation which can be made decisions in advance is asset
allocation which minimizes a prior risk. Therefore, in the experiment of this
research, it is judged that there is learning effect with the asset allocation of
a player approaching prior risk minimization asset allocation.

3 Result

This chapter explains the result of having conducted the experiment regard-
ing the pension-assets investment in consideration of liability , in order to find
a difference between the case where professional training has been done and
the case where professional training has not been done regarding finance the-
ory. First, it explains that it was insufficient for bringing regarding learning
effect as for the pension-assets investment which took liability into considera-
tion in the case of the student, where the player has not received professional
training. Subsequently, it explains that there was learning effect through this
experiment regarding the pension-assets investment in consideration of lia-
bility in the case of the institutional investor affiliation member, where the
player has received professional training.
10 The 1st, the 2nd, and the 3rd experiment used respectively the actual market

data from December 2001 to March 2004, from June 2004 to September 2006,
from December 2006 to March 2009.

11 “TE =
√

r2 + σ2” defines the prior risk. TE : Prior risk. r: The expected return
presumed from a past return. σ: The standard deviation presumed from a past
return.
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3.1 Case Where Player Has Not Received
Professional Training (Student)

This section explains that there was not much learning effect regarding the
pension-assets investment in consideration of liability, when a player is a
student. Fig.3 to Fig.8 shows transition of minimal risk asset allocation and
the asset allocation of a player p3 in experiment A3 from experiment A112.
In the experiment A1, although the difference of the asset allocation of player
p3 and minimal risk asset allocation is large, by the experiment A2 and A3
which are the 2nd and the 3rd experiment, the asset allocation of p3 is quite
near minimal risk asset allocation. While there were those who come to do
decision-making near minimal risk asset allocation when a student was used
as a player, like a player p3, other players resulted in not coming to carry out
decision-making not much near minimal risk asset allocation.

Fig. 3 Minimal risk asset allocation in experiment A1

Fig.9 to Fig.11 shows transition of the rate of deviation of the prior risk
based on the asset allocation for which each player in experiment A3 from
the experiment A1 in case a player is a student. The rate of deviation of a
prior risk13 is the difference of the prior risk of a player and the prior risk of
minimal risk asset allocation divided by the prior risk of minimal risk asset
allocation. It is shown that the rate of deviation of a prior risk is carrying
out good decision-making, so that it is close to zero. The label of “p1” in a
figure is a notation for distinguishing five players.

Even if it carries out comparison with Fig.9 and Fig.10, or comparison with
Fig.9 and Fig.11, it is hard to find out the tendency for the rate of deviation
of the prior risk of a player to decrease as it passes through an experiment.
On the contrary, the round in which the rate of deviation of a prior risk is
increasing can also be seen at a player p2 or a player p4.
12 In this paper, the 1st experiment in case a player is a student, the 2nd experi-

ment, and the 3rd experiment are called as experiment A1, experiment A2, and
experiment A3, respectively. It is supposed that a player is called as a player p1
and so forth in order to distinguish five student players.

13 A prior risk is measured as a presumed tracking error.
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Fig. 4 Minimal risk asset allocation in experiment A2

Fig. 5 Minimal risk asset allocation in experiment A3

Fig. 6 Asset allocation of the player p3 in experiment A1

Fig. 7 Asset allocation of the player p3 in experiment A2
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Fig. 8 Asset allocation of the player p3 in experiment A3

Fig. 9 The rate of deviation of the prior risk in experiment A1

Fig. 10 The rate of deviation of the prior risk in experiment A2
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Fig. 11 The rate of deviation of the prior risk in experiment A3

Table 1 The average of the rate of deviation of a prior risk (student) (Unit:%)

Experiment p1 p2 p3 p4 p5
A1 39 32 108 35 61
A2 40 115 37 99 90
A3 66 126 15 32 76

Table 2 The rate of the number of having thought as important on the decision-
making (student) (Unit:%)

A1 A2 A3
Reference portfolio(return/risk:max) 21 17 13

Reference portfolio(return:max) 2 1 1
Reference portfolio(risk:min) 2 1 7

Expected return and risk 17 20 19
Graph 15 14 10
Others 43 47 50
Total 100 100 100

Table 1 is the average of the rate of deviation of the prior risk in each
experiment of each player. In the 2nd or the 3rd experiment, as for any
players other than player p3, the rate-of-deviation average of a prior risk
is not decreasing. As this reason, there is no notice that it must carry out
decision-making that a player minimizes a risk in the asset allocation in
consideration of pension liability.

Table 2 is a rate for every experiment which totaled the number of times of
a reply of the item thought as important on the occasion of decision-making of
a player. When a student is used as a player, the rates to which it is supposed
that the reference portfolio which maximizes the return/risk of the 1st line
was thought as important are 21% and a high value in experiment A1. Also in
experiment A3, it has a high rate as compared with 1% of return maximum
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reference portfolios, and 7% of risk minimum reference portfolios. This shows
not having recognized the importance of risk minimization, even if a player
passes through an experiment. A reason which has not noticed that a player
minimizes a risk is too much concern of player to change of an asset return.
The reason has been presented in the high rate of thinking as important the
transition graph of each asset current price for latest three years in the 5th
line of Table 2. Because a player looks at a transition graph when deciding
asset allocation, it is thought that decision-making of the player received
influence by change of the latest asset price.

Fig. 12 Transition of the foreign stock weight (p1 - p5) and of the foreign stock
return (right axis) in experiment A2

Fig.12 shows the transition of the foreign stock weight of each player, and
the foreign stock return of a pre-round in experiment A2. Especially after
round 6, when a return is high, it is shown that the player decide the raising
the weight of the asset. Also from this, a player is considered to become
difficult to notice better decision-making of minimizing a risk, by thinking an
asset return as important.

As mentioned above, from this experiment, when a student is used as a
player, it has checked that there is not much learning effect.

3.2 Case Where Player Has Received Professional
Training (Institutional Investor Affiliation
Member)

In this section, when a player is institutional investor affiliation member, it
explains that there was learning effect through this experiment regarding the
pension-assets investment in consideration of liability.
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Fig. 13 Asset allocation of the player q1 in experiment B1

Fig. 14 Asset allocation of the player q1 in experiment B2

Fig. 15 Asset allocation of the player q1 in experiment B3

Fig.13 to Fig.15 shows transition of the asset allocation of the player q1
in the experiment B3 from experiment B114. In the experiment B1, although
the difference of the asset allocation of a player q1 and minimal risk asset
allocation is large, by experiment B2 and B3 which are the 2nd time and the
14 In this paper, the 1st experiment in case a player is an institutional investor

affiliation member, the 2nd, and the 3rd experiment are called as experiment B1,
experiment B2, and experiment B3, respectively. In order to distinguish three
players, it is supposed that a player is called as player q1 and so on.
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Fig. 16 The rate of deviation of the prior risk in experiment B1

Fig. 17 The rate of deviation of the prior risk in experiment B2

Fig. 18 The rate of deviation of the prior risk in experiment B3

3rd experiment, the asset allocation of player q1 is quite near minimal risk
asset allocation.

Fig.16 to Fig.18 is transition of the rate of deviation of the prior risk
based on the asset allocation as which each player in the experiment B3 from
experiment B1 in case a player is an institutional investor affiliation member.
With comparison of Fig.16 and Fig.17 or comparison of Fig.16 and Fig.18,
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Table 3 The average of the rate of deviation of a prior risk (institutional investor
affiliation member) (Unit:%)

Experiment q1 q2 q3 p-value
B1 102 116 73 —
B2 6 60 18 0.036
B3 2 19 5 0.013

P-value of exp.B2 is calculated by paired t-test with exp.B1 and exp.B2.
P-value of exp.B3 is calculated by paired t-test with exp.B1 and exp.B3.

Table 4 The rate of the number of having thought as important on the decision-
making (institutional investor affiliation member) (Unit:%)

B1 B2 B3
Reference portfolio(return/risk:max) 31 6 0

Reference portfolio(return:max) 0 0 0
Reference portfolio(risk:min) 2 18 22

Expected return and risk 23 17 0
Graph 7 4 11
Others 37 55 67
Total 100 100 100

the tendency for the rate of deviation of the prior risk of a player to decrease
will be seen as it passes through an experiment.

Table 3 is the average of the rate of deviation of the prior risk in each
experiment of each player. In the rightmost column of experiment B2, p-
value is tested for the difference of the average by paired t-test regarding
the average of the prior risk of experiment B1 and experiment B2. In the
rightmost column of experiment B3, p-value is tested for the difference of the
average by paired t-test regarding the average of the prior risk of experiment
B1 and experiment B3. All are significant at 5% of a level of significance.
Through a player’s experience of experiments, a player learns that a minimal
risk strategy is better decision-making.

Table 4 is a rate for each experiment which totaled the number of times of a
reply of the item thought as important on the occasion of decision-making of
a player. When a player is an institutional investor affiliation member, it can
check at the 3rd line that the rate to which it is supposed that the reference
portfolio which minimizes the risk was thought as important is increasing as
it passes through an experiment. By experiencing experiments, this shows
that a player recognized the importance of risk minimization gradually. Also
from this, when a player is an institutional investor affiliation member, it is
shown that there is learning effect by experiencing an experiment.
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3.3 Consideration

As a result of the experiment, between those who received the professional
training regarding asset management, and those who have not received pro-
fessional training, even if it experienced business game, the difference was
found by the learning effect. In the case of the institutional investor affilia-
tion member which is the representation of those who received training, bet-
ter decision-making has been able to be done regarding the pension-assets
investment in consideration of liability by experiencing business game. On
the other hand, in the case of the student who is the representation of those
who have not received training, it was the result of the ability to seldom say
that there is learning effect even if it experiences business game.

As a reason of this difference, the existence of the professional training
regarding asset management is raised. It is thought that the institutional in-
vestor affiliation member can apply now the rational view based on finance
theory by having received professional training. From the experimental result
of this research, the meaningful result that for those who received professional
training it was effective for learning the decision-making method regarding
the pension-assets investment in consideration of liability experiencing busi-
ness game has been checked . On the other hand, since the student had not
received professional training, it has checked that it was not enough just to
have experienced business game to learn the decision-making method regard-
ing the pension-assets investment in consideration of liability. In order to
also make those who have not received professional training learn effectively
the decision-making method regarding the pension-assets investment which
took liability into consideration by experiencing business game, using a case
method together can be considered. But I would like to consider it as a future
subject regarding it.

4 Conclusion

In this research, through the business game technique, analysis aiming at
learning of the pension-assets investment technique in which pension liabil-
ity was taken into consideration was carried out. Regarding the participant
who received professional training, interesting phenomena – an understand-
ing progresses regarding the asset allocation technique at the time of taking
pension liability into consideration – were seen as a result of analysis. This
result shows the effectiveness of the business game technique to learning of
the pension-assets investment technique. On the other hand, in the partici-
pant who has not received professional training, it has checked that learning
effect was seldom acquired. Although the method which used the case method
together can be considered to learning more effectively by experiencing busi-
ness game to the beginner who have not received training, I would like to
consider it as a future subject regarding it.
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An Agent-Based Implementation of
the Todaro Model

Nadjia El Saadi, Alassane Bah, and Yacine Belarbi

Abstract. The problem of internal migration and its effect on urban un-
employment and underemployment has been the subject of an abundant
theoretical literature on economic development. However, most discussions
have been largely qualitative and have not provided enough rigorous frame-
works with which to analyze the mechanism of labor migration and urban
unemployment. In this paper, we build up an economic behavioral model of
rural-urban migration which is an agent-based version of the analytical To-
daro model described by deterministic ordinary differential equations. The
agent-based model allows to explore the rural-urban labor migration process
and give quantitative results on the equilibrium proportion of the labor force
that is not absorbed by the modern industrial economy.

1 Introduction

Economic development generates significant structural transformations such
as changes in the demographic condition and in the production structure.
The most important structural feature of developing economies is the dis-
tinction between rural and urban sectors and particularly, economic develop-
ment is often defined in terms of the transfer of a large proportion of workers
from agricultural to industrial activities [8]. The study of rural-urban labor
migration has for long been an important area of research in development
economics and a large body of literature has grown up in recent year around
this topic in particular for less developed countries (see [1] for a survey on
the theoretical literature).
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Economic historians agreed that a considerable part of the urban growth
was due to rural-urban migration (see for example [11]). The towns offered
new forms of employment opportunities and it was mainly the landless and
the rural artisan who left and not the farmers [1]. When in the early 1950s
economists turned their attention to the problems of population growth and
economic development in the developing countries, it was natural to think
that policies which emphasized industrialization would not only increase
national incomes, but also relieve the overpopulation of the rural areas.
However, during the 1960s, this view has led to a new orthodoxy in which
rural-urban migration in less developed countries is viewed as “a symptom
of and a contributing factor to underdevelopment”. This orthodoxy is due
to Todaro [10] and Harris-Todaro [6] whose models have provided a widely
accepted theoretical framework for explaining the urban unemployment in
less developed countries. The Todaro article [10] on urban unemployment in
less-developed countries is an important advance in the study of this problem
and although there has been some controversy on specific points, it has been
widely applied to investigate various development issues. The key hypothesis
of Todaro are that migrants react to economic incentives, earnings differen-
tials and the probability of getting a job at the destination have influence on
the migration decision. From these assumptions is deduced that the migra-
tory dynamics in certain parametric ranges lead the economic system towards
an equilibrium with urban concentration and high urban unemployment (the
Todaro Paradox). The paradox is due to the assumptions that in choosing
between labor markets, rural workers consider expected rather than current
income differential . The expected income in the urban area is the fixed wage
in the urban modern sector (formal sector) times the probability of obtaining
a permanent job in this sector. This probability is defined as the number of
opened jobs in the formal sector divided by the number of job seekers in the
urban area. Since expected urban income is defined in terms of both wage and
employment probability, in this model, it is possible to have continued migra-
tion in spite of the existence of sizeable rates of urban unemployment. Now
assuming rural migrants respond to the employment probability, the Todaro
model then demonstrates that an increase in urban employment may result
in higher levels of urban unemployment. The repercussion of this simple set
of assumptions is that contrary to received wisdom, the migration response
which is factored in several policies aimed at reducing urban unemployment
will raise urban unemployment rather than reduce it.

Todaro works have generated considerable discussions [2,4,5,7,9,12] from
which it has been accepted in the literature that Todaro model (1969) predicts
too high an unemployment rate in developing countries compared to observed
rates and accordingly additional features have been incorporated to the basic
model with a view to generate lower predictions.

In this paper, we propose to revisit the Todaro dynamic model from an
agent-based approach. The migration agent-based model we conceive is the
simplest version derived from the basic analytic model of Todaro [10]. It is
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formulated too close to the analytic model so that comparisons between the
two approaches results can be made. The aim of such a formulation is to
reproduce explicitly the migratory dynamics at individuals scale and analyze
and visualize migration process. By simulating the agent based model, we
explore the behavior of the model and hence check if from an agent-based
approach the Todaro paradox holds or not.

The paper is organized as follows: in section 2, we recall the theoretical
Todaro model. Section 3 is devoted to the agent-based model constructed
from the Todaro model. We first present the simulator model and then de-
scribe the structure of the simulator. Section 4 presents the scenarios tests
and the simulations results followed by a discussion. A conclusion is presented
in section 5.

2 The Todaro Model

In the Todaro model [10], migration is viewed as a two-stage phenomenon:
the first stage finds the unskilled rural worker migrating to an urban area and
joining a large pool of unemployed and underemployed workers who arrived
in town earlier and still are waiting for a modern sector job. This pool is the
so-called “urban traditional sector” or “informal sector”. It is modelled as
an unproductive and stagnant sector serving as a refuge for the urban unem-
ployed and as a receiving station for newly arriving rural migrants on their
way to the formal sector jobs. The second stage is reached with attainment
of a permanent job in the so-called “modern sector” or “formal sector”. The
decision to migrate from rural to urban areas will be functionally related to
two principal variables: (1) the urban-rural real income differential and (2)
the probability of obtaining a permanent urban job. Hence, the equation for
growth of aggregate labor supply in the urban area is:

dS(t)
S(t)

= {βu + π(t)F (Δ(t))} dt (1)

with

Δ(t) =
Yu(t) − Yr(t)

Yr(t)

where S(t) is the size of the total urban labor force in period t, βu the natural
rate of increase in the urban labor force and π(t) the probability of obtaining
a job in the “formal sector” in period t. Yr(t) is the net rural real income
in period t while Yu(t) is the net urban real income in period t. F (Δ(t))
is a function such that dF/dΔ > 0. Δ(t) is the percentage urban-rural real
income differential and the product π(t)F (Δ(t)) represents the rate of urban
labor force increase as a result of migration.

As mentioned earlier, the probability π(t) of obtaining a job in the “formal
sector” is defined as being equal to the ratio of new employment openings in



254 N. El Saadi, A. Bah, and Y. Belarbi

the “formal sector” relative to the number of accumulated job seekers in the
urban informal sector at date t, that is:

π(t) =
γN(t)

S(t) − N(t)
(2)

with N(t) the total employment in the urban sector in period t and γ the
rate of job creation in this sector. The difference S(t) − N(t) measures the
size of the “informal sector”.

The model considers that the number of new jobs created increases at a
constant exponential rate over time, specifically

dN(t)
N(t)

= γ dt. (3)

The proportion of the urban labor force employed in the formal sector at
time t (the employment rate) is denoted by E(t), where

E(t) =
N(t)
S(t)

. (4)

and the proportionate size of the urban informal sector (unemployment rate)
is denoted by T (t):

T (t) = 1 − E(t). (5)

Todaro [10] solves for the equilibrium rate of employment E∗ in the simple
case that the income differential D(t) remains constant over time ie D(t) = D
and F (D) = D. He solves for:

dE

E
(t) =

dN

N
(t) − dS

S
(t) = 0. (6)

The solution for E∗ is:
E∗ =

γ − β

γΔ + γ − β
(7)

and alternatively, the equilibrium rate of unemployment in the urban sector
is simply:

T ∗ = 1 − γ − β

γΔ + γ − β
. (8)

Todaro claims that this equilibrium is stable. His intuition behind the equa-
tions above can be explained as follows:
for a developing country in the very early stages of industrialization such
that almost the entire population resides in rural areas, when the urbaniza-
tion process is just beginning, the pool of the urban unemployed is relatively
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small so that the probability of obtaining a job is high. Therefore, for a sig-
nificantly positive Δ and a positive rate of urban job creation exceeding the
natural rate of urban population growth (ie γ > β), the resulting urban ex-
pected real income induces rural-urban migration such that the urban labor
force grows at a faster rate than that of job creation, that is, β + π(t)Δ > γ.
This more rapid growth of labor supply results in an increase in the size of
the urban traditional sector with the result that the probability of a rural
migrant finding a job in the next period is lower (π(t + 1) < π(t)). Assum-
ing Δ and γ remain constant, this lower probability should slow down the
rate of urban labor force growth although dS(t)/S(t) may continue to exceed
dN(t)/N(t). Eventually, π(t) stabilizes the urban unemployment rate at some
level 1 − E∗ depending upon the values of Δ, β and γ. If the unemployment
rate falls below 1−E∗, equilibrating forces in the form of rising π will be set
in motion to restore the equilibrium.

3 The Migration Agent-Based Model

3.1 The Simulator Model

In this section, we formulate an agent-based version of the Todaro model
presented above. For this purpose, we consider an economic system formed
by two sectors: a rural sector with a labor force of size Nr and an urban sector
with a labor force of size Nu. In turn, the urban sector is divided into a formal
sector of size Nf and an informal sector of size Ni so that Nu = Nf + Ni. As
argued in Todaro [10], individuals in the rural sector take their decisions of
migrating or not by considering the differential of their real income between
their present sector and the sector they intend to go (the urban formal sector),
and their probability of obtaining a job in the latter. So in our agent-based
formulation, each individual i in the rural sector (1 ≤ i ≤ Nr) will evaluate at
date t his percentage urban-rural real income differential Δi(t) = Y i

u(t)−Y i
r (t)

Y i
r (t)

and his probability πi(t) of obtaining an urban job in period t. If both Δi(t)
and πi(t) are strictly positive, the rural worker i will migrate with probability
Pi(t) = Δi(t)πi(t), elsewhere, he will remain in his sector.

Similarly to Todaro, we consider the simplifying assumptions that the per-
centages urban-rural real income differentials for rural individuals are as-
sumed to be constant over time and probabilities of urban employment are
not individualized, namely, Δi(t) = Δ and πi(t) = π(t) for 1 ≤ i ≤ Nr. This
is for being able to make a comparison between Todaro and our simulations
conclusions. Nevertheless, a richer agent-based model which generalizes this
version will be presented in a future work.

Based on the Todaro assumption that a rural migrant might spend a
certain period of time in the urban informal sector before reaching the ur-
ban formal sector, in our model we consider no direct move from rural to
the formal urban sector. The dynamics of individuals between sectors are:
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migration from rural sector to informal sector, transition from informal sec-
tor to formal sector or inversely from formal sector to informal sector. From
this, π(t) can be regarded as the probability of transition from informal sector
to the formal one. Using our notations, formula for π(t) given in (2) becomes

π(t) =
γNf(t)
Ni(t)

(9)

with γ the rate of job creation considered constant along a period of sim-
ulation. Employment and unemployment rates defined in (4 ) and (5) are
given by:

E(t) = Nf (t)
Nf (t)+Ni(t)

and T (t) = 1 − E(t).

To carry out the simulation of this economic system, workers are placed in the
3 different sectors according initial chosen values for Nr, Nf and Ni. Given
the values of parameters Δ , βu (rate of natural growth) and γ , the first step
in the simulation is to add to urban informal sector the new seekers for jobs
as a result of natural urban labor force growth at the rate βu. Then, the prob-
ability of finding a job π(t) is calculated using (9). If π(t) is strictly positive,
a fraction of individuals in the urban informal sector are selected randomly
to join the formal urban sector, each with probability π(t). If π(t) < 0 (due
to a negative value of γ expressing jobs suppression), a fraction of individuals
in the urban formal sector would be ejected to the informal sector with prob-
ability −π(t) . When π(t) = 0, no change takes place. Then, if both Δ and
π(t) are strictly positive, every individual i in the rural sector is a potential
migrant with probability P (t) = Δπ(t). Otherwise, individual i in the rural
sector does not migrate. To conclude the transition process from one sector
to another one, a random number is generated from an uniform distribution
on ]0,1[. If this number is less than the transition probability assessed for an
individual, than the transition of the corresponding individual holds, other-
wise, no change takes place. Hence, a new sectorial configuration is obtained.
Knowledge of the new populations allows the system to be reset. Therefore,
the state variables of the sectors have to be calculated again and the whole
procedure will be repeated as many times as we set in the simulation.

3.2 Internal Structure

The simulator proposed is a tool of experiment intended to represent virtually
rural-urban migration by three sectors (rural sector, urban formal sector,
urban informal sector) and their interactions. We use the platform Cormas for
its implementation [3]. Generally, Cormas describes models by: spatial entities
to represent the geographic space, social entities to describe the actors and
passive entities for the rest of the models elements. For our migration model,
the classes Space and Sector are spatial entities while classes Individual
and Group are social entities. Migration class is the model class that is used
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Fig. 1 Class diagram

Fig. 2 The dynamic of Individuals

to manage the sequences of individual actions and the space (Fig. 1). The
dynamic of individuals transitions between the three sectors is summarized
in Fig. 2.

Our migration individual-based model is implemented in the Object-
Oriented language Smalltalk using Visual Works Environment.Time evolves
in a discrete way by steps �t.

3.3 Interface

The simulator is provided with a three windows-interface:

(i) the first window allows to initialize, run and visualize evolution of
the sectors and different indicators of migration (Fig. 3),
(ii) the second window allows the user the set up of the global variables and
parameters (Fig. 4),
(iii) the third window is the simulation space, it shows the situation of the
different sectors in time (Fig. 5).
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Fig. 3 The simulator interface: window 1

Fig. 4 The simulator interface: window 2
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Fig. 5 The simulator interface: window 3. The rural sector is in green (its inhab-
itants are colored in blue), the urban informal sector is in yellow (its inhabitants
are colored in yellow) and the urban formal sector is in red (its inhabitants are in
black).

The simulator permits to undertake simulations for a large range of pa-
rameters. It has also been performed in order to visualize and quantify the
evolution of some migration indicators (rural sector size, formal sector size,
informal sector size, employment rate, unemployment rate).

4 The Simulations

4.1 The Scenarios Tested

The migration agent-based model has been conceived to perform simulations
for a large parametric range. Here in this paper, we focus on the more inter-
esting case from the economic point of view: the case of a significative positive
percentage urban-rural real income differential (Δ > 0) and a positive rate of
urban job creation that exceeds the natural rate of urban population growth
(γ > βu). Our aim in simulating this case is double goal: first, we attempt
to quantify the effects of the two factors Δ and γ on the migration process and
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unemployment and, second, we explore the behavior of the model to check if
the Todaro Paradox is emergent property of our model. For these purposes,
we perform simulations for different magnitudes of the parameters Δ and γ:
Δ = 0.5 that is Yu = 1.5Yr, Δ = 1 (Yu = 2Yr) and Δ = 2 (Yu = 3Yr),
γ = 0.1 illustrating a high rate of urban job creation, γ = 0.05 illustrating
an average urban job creation rate and γ = 0.03 an urban job creation rate
proche to the natural urban labor growth βu. These scenarios are tested for
the following fixed initial condition Nr = 5000, Ni = 500, Nf = 100 and
βu = 0.02 a realistic value for labor natural growth rate in less developed
countries. We point out that 10 runs of the simulation have been performed
for each scenario to damp out randomness embodied in the simulator. Hence,
each simulation result presented in the next subsection is an average of 10
repetitions.

4.2 Simulations Results

Simulations in Fig. 7 and Fig. 8 show the decrease of the initial unemploy-
ment rate and its convergence to 0. They also show the higher the rate of
urban job creation, the faster the convergence. For instance, when γ = 0.1,
unemployment rate reaches the equilibrium 0 after only 50 simulation steps
while for γ = 0.05, the value 0 is reached after 100 simulation steps and later
when γ = 0.03. Fig. 6 shows the final sectors situation when Δ = 1 and
γ = 0.05, it illustrates the fact that for the combination (Δ > 0 and γ > β),
the formal sector, in long run, absorbs all the labor force surplus in the eco-
nomic system. Fig. 8 shows clearly the effects of the urban-rural real income

Fig. 6 Initial situation in the three sectors when Δ = 1, γ = 0.05 and Ni = 1000
(on the left). The three sectors situation after T = 200Δt (on the right).
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Fig. 7 Unemployment rate evolution in time for different values of γ: γ = 0.1 (solid
line); γ = 0.05 (dashed line) and γ = 0.03 (dotted line).

differential Δ on the migration process, namely, an increase in Δ increases
unemployment rate before converging to 0 and slows the convergence process
towards equilibrium. These effects are better observed when Δ is significative
and γ small. Fig. 9 shows the transitional dynamics and the long run equilib-
rium of the system through the three sectors evolution. Indeed, graphics in
Fig. 9 show that for a positive urban-real income differential and a positive
rate of urban job creation exceeding natural urban growth rate, there is a net
migration towards urban sector. This migration is represented by a decline in
the rural sector population and an increase in the informal sector population.
It is clearly shown that the rate of decrease (respectively increase) of the rural
sector size (respectively the informal sector size) is directly related to both
Δ and γ. Graphics in Fig. 9 also show that in a first stage the formal sector
grows but slower than the informal sector, this is due to migration which
makes the urban labor force growing faster than job creation. This results in
lower probabilities of migration and hence a decrease of the migration rate in
the next stage. Indeed, we can observe after a certain time, the equalization
of the formal and informal sectors sizes followed by a decrease in the size
of the informal sector till extinction and a continuous growth of the formal
sector size until it stabilizes. It is also observed that the formal sector size at
equilibrium reaches a higher value and takes more time for such outcome for
a higher urban-rural income and a smaller rate of urban job creation. Fig. 10
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Fig. 8 Unemployment rate evolution in time for different values of Δ: Δ = 0.5
(solid line), Δ = 1 (dashed line) and Δ = 2 (dotted line).

illustrates the case of a positive percentage urban-rural real income differ-
ential Δ with an urban job creation rate positive but less than the natural
rate of growth in the urban labor force (γ < βu). It is shown in this case
that the unemployment rate increases progressively to converge to 1 (see (a)
in Fig. 10). The graphic of the rural population size evolution shows at first
a decrease in the population due to the rural-urban migration but after a
certain time, migration stops and the rural population size stabilizes. Notice
the large size of the informal sector in this case and the inability of the formal
sector in absorbing the large labor force accumulated in the informal sector.

4.3 Discussion

The simulation of the migration agent-based model shows that a positive
percentage urban-rural real income differential (Δ > 0) and a rate of
urban job creation exceeding the natural rate of urban population growth
(γ > βu) lead the economic system to an equilibrium characterized by a
null unemployment rate (full employment). Indeed, simulations show that in
the first stage of the urban development, the combination (Δ > 0 and γ > βu)
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Fig. 9 Sectors evolution in time: urban formal sector (solid line); urban informal
sector (dashed line) and rural urban sector (dotted line).

induces rural-urban migration such that the urban labor force grows at a
faster rate than that of job creation, that is βu + Δ

γNf (t)
Ni(t)

> γ. This growth
of labor supply results in an increase in the size of the informal sector with
the consequence that the probability of finding a job in the next period is
lower. Till now, our simulations results agree with the intuitive explanation of
Todaro presented in section 2. But differently to Todaro intuition, simulations
show clearly that the lower probability of obtaining an urban job slows down
the migration rate and hence the rate of urban labor force such that from a
certain threshold, the rate of urban job creation will irreversibly exceed the
urban labor force (γ > βu + D

γNf (t)
Ni(t)

) leading at long run to an equilibrium
in which the formal sector absorbs all the urban labor force of the informal
sector. But as soon as γ < βu, the resulting equilibrium is unemployment 1.

On another hand, simulations have permitted to test implications of accel-
erated industrial growth and alternative rural-urban real income differentials.
It has been shown that a high urban job creation rate has the effect of ac-
celerating the convergence of the system to the full employment equilibrium
while a high percentage urban-rural real income differential, through inciting
to migration, has the opposite effect.
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Fig. 10 (a) Employment (solid line) and unemployment (dashed line) rates evo-
lution in time for Δ = 1, γ = 0.01, βu = 0.02, Nr = 500, Nf = 20, Ni = 20, (b)
the rural sector evolution, (c) the urban informal sector evolution, (d) the urban
formal sector evolution.

5 Conclusion

In this paper, we have conceived and implemented an agent-based model
to study rural-urban labor migration in developing countries. This agent-
based model has been derived from the analytic model of Todaro described
by ordinary differential equations representing the links between rural-urban
migration and urban unemployment. The agent-based model permits the
analysis and visualization of the migration process for a large parametric
range. It is also performed in order to give many quantitative results on
equilibrium sectors sizes, equilibrium employment and unemployment rates.

Our main result in this paper is that the Todaro Paradox does not hold
in the long run. Indeed, simulations results stemmed from our agent-based
model show that as long as the urban job creation rate exceeds the natural
urban labor force growth, the economic system converges to an equilibrium
characterized by an unemployment rate 0 although the urban-rural real in-
come differential is high and induces too much migration. Even if this finding
is in contrast with the classical result of Todaro where inter-labor market
(rural-urban) equilibrium mandates urban unemployment, it sustains many
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works (see for instance [7], [12]) reporting that Todaro model predicts too
high an employment rate in less developed countries.
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New Types of Metrics for Urban Road
Networks Explored with S3: An
Agent-Based Simulation Platform

Cyrille Genre-Grandpierre and Arnaud Banos

Abstract. The metric of the current road networks tends intrinsically to
favour the efficacy of the routes which have the longer range, what leads to
promote urban sprawl and automobile dependence. Indeed this metric en-
sures to individuals the possibility to travel even further, without necessarily
increasing their transportation time in the same proportions. According to
this assessment, we introduce a new kind of metric, the “slow metric”, which
amounts to invert the current ratios of efficacy between the different types of
automobile travels, i.e. to favour the efficacy of the short range travels. This
metric is reached thanks to traffic lights, under constraints regarding their
location and duration. The calibration of the slow metric (number, duration
and location of the traffic lights for different networks structures), its impact
on traffic (fluidity versus congestion) and conversely the impact of traffic in-
teractions on the slow metric, are simulated and evaluated with S3 which is
an agent-based simulation platform.

1 Why Trying to Change the Current Road Networks
“Metric”?

1.1 The Farther You Go the More Efficient Is the
Road Network

From a planning perspective, road networks do not play fair game: the farther
you go, the more efficient is your travel. Indeed, as road networks are highly
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Fig. 1 Variations of the automobile efficacy with the range of the travels

hierarchised by speed, the farther you go, the more you stay on roads which
allows you to drive faster when you are looking for a shortest path in time.
This fact is rarely noticed because the performances of the road networks
are almost always evaluated through global index (such mean speed) without
making any differentiation according to the range of the travel.

Comparing the performances provided by several road networks for differ-
ent range of travels in terms of efficacy, which is an average speed defined as
the Euclidean distance between origin and destination of a trip divided by
the duration of the trip [7], shows evidence of this phenomenon. If we plot the
index of efficacy against the distance travelled (Fig. 1), we can notice that,
on average, the level of performance increases non linearly with the distance
travelled.

1.2 The Indirect Effects of the Current Metric

This “speed metric” ensures travellers the possibility to drive farther without
necessarily increasing their transportation time in the same proportion. In
other words, according to the ratio between the number of opportunities that
can be reached and the duration of the travel, the speed metric encourages
people to stay on the network with their car, as every additional second
spent on the network provides a higher gain in terms of accessibility than
the previous one. Moreover, this speed metric merely concerns cars, as public
transportation modes (bus, tramway) are restrained by the frequent stops
they have to make along their route. As a consequence, the structure of
road networks intrinsically favours the use of car, especially for the longest
distances.
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So, this metric goes against the objectives of urban planning, as it allows
and even encourages car use, separation between the various places of life
(as home and work) and finally urban sprawl. As all the networks tested are
more or less characterized by the speed metric, we can wonder if another type
of metric is possible, in order to avoid the bad effects of the current one.

1.3 Traffic Lights for a “Slow Metric”

In previous work [4], it has been shown that it is possible to generate a dif-
ferent metric, which inverts the current ratio of efficacy between the different
types of automobile travels, that is to say favouring the efficacy of short-range
trips and therefore promoting higher densities and functional proximities in
urban design, according to the hypothesis of the rational locator [9].

We call this metric the “slow metric”. Our simulations with GIS show
that imposing stops (traffic lights) on a network under certain constraints re-
garding their locations and durations which follow a stochastic distributions,
produces the desirable effect (Fig. 2).

Fig. 2 An example of slow metric for the network 40km around the town of
Carpentras

Traffic lights appears to be the only mean to change radically the logic
of the current metric. Indeed, changing the topology of the network or the
distribution of speeds (even if we homogenize circulation speeds) allows just
to reduce the increasing of the performances of the trips according to their
range, but not to invert the ratio of efficacy between short and long-range
trips.

By modifying the number and duration of stops, we thus obtain various
efficacy curves, favouring short-distance trips. These first encouraging results
encouraged us exploring more dynamic and microscopic models, in order to
address some keys issues identified so far such as: (a) the number, duration
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and location of stops, (b) the possible structural effect induced by networks
topology and (c) the possible impact on traffic, including congestion and
traffic jams and conversely the impact of the nature of traffic (density, types
of interactions) on the slow metric. For this last point agent-based simulations
seams to be the only way of exploration.

2 Smart Slow Speed (S3): An Agent-Based Simulation
Platform

S3 has been designed as an interactive platform, allowing to explore with
reactive agents the complex issues underlined previously. Therefore, the ob-
jective of S3 is not to develop a sophisticated traffic simulator as Aim-
sun (http://www.aimsun.com/site/) or Paramics (http://www.paramics-
online.com/), but rather to have a relatively simple and robust tool available
in order to understand under which conditions a slow metric can be obtained,
to know how to calibrate it and how to analyse its effects in terms of traffic.
To this aim, the model has to use a few input parameters for its output to
remain under control. The model must also provide the adequate descriptors
(i.e. efficacy of trips, percentage of vehicles stopped) in order to understand
the emergence of the slow metric. In addition to problems of access to soft-
ware, previous conditions are not met for true traffic simulators available on
the market. Indeed, those aims at replicating real traffic conditions as closely
as possible and thus use a lot of data and parameters. That is the reason why
we have not developed S3 as an additional traffic simulator, but as a specific
application which allows for the analysis of the slow metric and its induced
effects.

S3 is composed of two interacting modules: the first one concerns both the
creation of a road network differentiated by speed and the location of traffic
lights, while the second one implements an agent-based traffic simulation
model.

2.1 Traffic Lights: Choosing Location and Time
Duration

The first module (network builder, Fig. 3) allows constructing regular (rect-
angular or octagonal), networks. Once the graph is generated, road links can
be removed by hand or randomly, in order to test the impact of structural
modifications on the global behaviour of the system. The graph generated is
non-oriented but weighted by speed. Edges are indeed valued with a given
speed v, such as v ∈ {30, 50, 70, 90, 110}, expressed in kilometers per hour. On
that base, shortest paths are computed between any two distinct nodes, using
Floyd-Warshall algorithm. As the graph is non-oriented, the total number of
pairs is (m ∗ (m − 1)/2), with m the number of nodes.
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Fig. 3 The network builder of the S3 platform, developed in NetLogo

Then, a population of agents of size P is created, each agent being defined
by an origin node, a destination node, and therefore the shortest path between
these two end nodes. The P paths created are then used to create the traffic
lights, in a four steps process (Fig. 4).

The main issue concerns the efficient localisation of a limited number of
traffic lights. Let us assume two simplifications to begin. Firstly, let’s assume
there is no capacity constraint, which means that the flow on every edge of
the network may overpass the edge’s capacity: for all edges e, Fe ≥ Ue with
Fe the flow on e and Ue its capacity. Secondly, let’s assume our agents have
no adaptation capacities, that is they strictly follow their allocated shortest
path, whatever the context is.

Then, impacting the maximum number of agent with a limited number of
traffic lights involves identifying target edges, that will be crossed by a large
number of agents (Fig. 4, a): basically, the probability Π for a given edge e to
host a traffic light L will be a function of the flow on e, Π(Le) = f(Fe) . We
can think about this process as a preferential attachment one [11]. What is
more, given the assumptions previously formulated (no capacity constraints
and no adaptation behaviour), it is evident that the flow Fe on a given edge
e is the number of times that edge belongs to a shortest path between two
given nodes. Therefore, the flow Fe of edge e can also be interpreted as a
proxy of its “edge betweenness” [5], which is a generalisation of Freeman’s
betweenness centrality [2] to edges. However, introducing slow speed metrics
in a network does imply targeting also the longest trips, as they benefit the
most from the standard “speed metric” (Fig. 4, b). Therefore, we reduce
the candidates to edges characterised by a flow superior or equal to a given
threshold value γ:
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Π(Le) = f(Fe)∀Fe ≥ γ

Once traffic lights are localised (Fig. 4, c), we have to define their duration
D. A power law is assumed, such that Π(Dt) ∝ D−α

t . Increasing values of
parameter α provide various distributions of traffic lights durations, once
minimum and maximum durations are defined (Fig. 5).

Fig. 4 Location and duration of traffic lights, a four steps process

Therefore, we assume that stopping probability at a certain stop is random,
even we know that traffic lights are controlled in a systematic pattern by
which a car can follow the pattern with rare stopping. Indeed, let us remember
that our objective is to gain knowledge of the conditions necessary for the
emergence of a metric different from the current one, rather than to copy the
existing one.

Moreover, locating traffic lights with a random duration makes impossible
the possible learning process of the agents which will allows them to avoid
traffic lights with a long duration.

Lastly, this approach converges with Lämmer and Helbing’s research which
has shown that it was possible to contemplate a local self-regulation of traffic
lights [8]. Indeed, that self-regulation provides outcomes as good as the ones
resulting from a global regulation, which is increasingly more difficult to
optimise due to a growing and more irregular traffic.

However, the possibility to define systematic pattern regarding the coor-
dination of traffic lights is a possible evolution for S3.
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(a) α = 1 (b) α = 2

(c) α = 3 (d) α = 4

Fig. 5 Examples of distributions of traffic lights’ durations obtained for various
values of α

2.2 A Microscopic Traffic Model

The second module handles a microscopic traffic model, aimed at testing the
efficiency of the network designed, as well as its impact on traffic fluidity.
Before each simulation, n agents are created and localised at random on
the nodes of the network, their destination being also chosen at random.
During a simulation, each agent will have to reach its destination, following
the shortest route computed previously, and taking into account speed links
but also the presence of other agents in front, as well as the presence of red
lights at intersection.

In order to do so, we use an underlying grid covering the 1 km * 1 km
wide area, composed of a large number of small cells (length 4 m). Agents
are then localised on cells underlying the network. They can occupy one and
one cell at a time and only one agent can occupy each cell at the same time.
On that base and following [1] [6], we then extended the NaSch model1 [10],
in order to introduce traffic lights. According to the prescription of the NaSch
model, we allow the speed V of each vehicle to take one of the integer values
V = 0, 1, 2, ...V max, V max corresponding to the speed of the current link.
At each discrete time step t → t + 1, the arrangement of the n agents is then
updated in parallel according to the following driving rules:
1 A “probabilistic cellular automata able to reproduce many of the basic features

of traffic flow” [13].
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• Step 1: Acceleration
If Vn < V max, V n → min(V n+1, V max), i.e. the speed of the nth vehicle
is increased by one.

• Step 2: Deceleration (due to other vehicles/traffic signal)
Suppose Dn is the gap in between the nth vehicle and the vehicle in front
of it, and Dtn is the gap between the car under consideration and the red
light in front of it on the road, then:
if dn ≤ V n or dtn ≤ V n, then V n → min(V n, Dn − 1, Dtn − 1)

• Step 3: Randomisation
If V n > 0, the speed of the car under consideration is decreased randomly
by unity (i.e., V n → V n − 1) with probability p(0 ≤ p ≤ 1). This ran-
dom deceleration probability p is identical for all the vehicles, and does not
change during updating. Three different behavioural patterns are then em-
bedded in that single computational rule: fluctuations at maximum speed,
retarded acceleration and over-reaction at braking.

• Step 4: Movement
Each vehicle moves forward with the given speed i.e. Xn → Xn + V n,
where Xn denotes the position of the nth vehicle at any time t.

Figure 6 illustrates the kind of traffic patterns generated by this simple thus
powerful model.

(a) A global view of the traffic (b) Spontaneous formation of traffic
jams

Fig. 6 Examples of traffic patterns obtained from the extended NaSch model

Once a specific hierarchised network is fixed, this traffic model allows
exploring its efficiency as well as the impact of various strategies of speed
reduction.

This quite simple but powerful model allows us to explore in what condi-
tions we obtain a slow metric (number, duration, location of the traffic lights,
effect of the network structure) and its potential effects on traffic regarding
the number of agents and the parameters of the simulations. Exploring in
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depth these various issues in a systematic way is a challenge in itself be-
cause the combination of parameters remains huge. So in this paper we will
present examples of results we obtained mainly related to the way a slow
metric occurs and its effects on congestion, but without exhausting all the
possibilities of analyzes, especially concerning the evaluation of the level of
global accessibility provided by the different situations.

3 First Results

3.1 The Metric of the Road Network Depends on ...

3.1.1 ... the Number and the Duration of the Traffic Lights

Imagine a hierarchised star network, defined by high speed corridors converg-
ing towards a center. On that basis, we explore the influence of number and
duration of traffic lights (determined in section 2.1) on network efficacy. As
expected, the “speed metric” occurs in the absence of traffic lights. Intro-
ducing such equipments allows reducing the discrepancy between short and
long trips, by penalising the long ones. However, the number of lights seems
to play a secondary role compared to their duration, as expressed by the
clustering of curves. This graph even suggests that a small number of traffic
lights may do the job quite well, if we calibrate their duration, and location,
correctly.

Fig. 7 Impact of number and duration of traffic lights on efficacy for a hierarchised
star network

Beyond this particular case, it appears that the slow metric does not occur
systematically when traffic lights are introduced. Indeed, traffic lights must
have a sufficient density, which must be higher when the network is homo-
geneous in terms of speed. However, this density should not exceed a given
threshold (of one traffic light / 2,5 edges in mean, this threshold varies ac-
cording to the structure of the networks), since in this case we just decrease
the level of efficacy of the network but without reaching a slow metric (the
network becomes homogeneous again).
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We also note that the slow metric is particularly obvious when the distribu-
tion of the traffic lights duration has high maximum and standard deviation,
but with a high variability in the individual level of efficacy as a consequence.

3.1.2 ... the Structure of the Road Networks

Simulations on the effects of the structure of the road networks on their metric
tend to separate two basic types: the connective and homogeneous networks
in terms of speed on the one hand, and the less connective and hierarchised
networks on the other hand.

Generally, under free flow conditions (no traffic interaction and no traffic
light), the efficacy of the second type appears higher, in particular when the
range of the trips increases. This is due to the fast lines which are used by

(a) A hierarchised network
W1

(b) A homogeneous network
with a speed of 50 km/h:
homo50

Fig. 8 Difference of efficacy for W1 (a) and homo50 (b) without and with 100
traffic lights.
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Fig. 9 Patterns of the flows (number of shortest paths per edge represents pro-
portionnaly to the thickness of the edges) for 2000 random trips for a hierarchised
network (W1) and a homogeneous network (homo50) without traffic lights.

many shortest paths when the range of the trips increases (cf. 1.1.). However,
they appear on the other hand very sensitive to the introduction of traffic
lights. For example we can see in the Fig. 8 that the difference of efficacy
in the situations with or without traffic lights is higher for hierarchised net-
works (blue curve) than for homogeneous networks (red curve). Thus, for
hierarchised networks, a limited number of traffic lights are enough to obtain
a slow metric, especially if the networks are less connectives.

The sensitivity of the hierarchised networks can be explain by the fact that
their “betweenness centrality” (2.1) is very concentrated on the edges with
the higher speed, which belongs to a lot of shortest paths between origins and
destinations. Thus, few edges participate actively to the routing of the traffic
flows, which are very concentrated on particular roads (here the pattern of
the flows depends strongly of the structure of the network as shown by Penn
et al. [12] and Genre-Grandpierre [3]. Thus, if a traffic light is located on
these edges, it will deeply impact the efficacy. Remember that agents do not
adapt their shortest paths to the location of the traffic lights. Conversely,
the homogeneous networks are intrinsically less effective, but they are less
sensitive too to the traffic lights because the betweenness is more distributed
on the whole network (Fig. 9).

3.1.3 ... the Connectivity of the Networks

If the pattern of the flows depends on the hierarchisation of the network, it
depends on its connectivity too (connectivity expresses if the network is more
or less complete, i.e. if there are a lot of edges for a given set of nodes). Indeed,
the higher the connectivity, the less concentrated are the flow, because the
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Fig. 10 Star network with 40% of the edges randomly deleted and square network
with 30% of the edges randomly deleted.

shortest paths are more direct. In this case making a detour in order to drive
on speed ways becomes irrelevant.

In order to test the effect of connectivity, we have successively and ran-
domly deleted 10%, 20%, 30%, 40% and 50% of the edges of star and rect-
angular networks more or less hierarchised by speed (Fig. 10).

On this basis, we perform analyses of efficacy with and without traffic
lights. The results shows that it is possible to delete numerous arcs with little
impact on efficacity when connectivity is high. Indeed, in this case, there are
a lot of alternative shortest paths which are very similar. For example, for
a star network with homogeneous speed, it is possible to delete 40% of the
edges with a very limited impact on efficacy.

However, for a less connective network or for a speed-based hierachised
network, if strategic edges are deleted, good solutions of shortest paths which
does not have any alternatives no longer exist. In this case the efficacy is much
lower. For example for a connective and hierarchised network without traffic
lights, we found that the efficacy decreases by 64% if we delete randomly
40% of the edges, but, if the deleted edges with low value of beetweeness
centrality, the efficacy decreases by only 3%!

3.1.4 ... the Location of the Traffic Lights

Thus, if traffic lights are located regarding the betweeness centrality of the
edges, it improves greatly their efficacy. We can even go further and target
long trips thanks to the threshold γ which allows to locate the traffic lights
on edges which are mainly involved in shortest paths concerning trips with
long range. In this case, with the same number of traffic lights, the impact on
efficacy is more important and it focuses mainly on long range trips (Fig. 11).
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Fig. 11 Influence of parameter γ on network efficacy (network W1)

Here, for the same number of traffic lights, homogeneous networks can quickly
become more efficient than hierarchised networks!

3.2 Exploration of the Traffic Model

S3 has been over all designed to explore the possible effect of a slow metric on
the traffic and inversely the effect of the interactions between reactive agents
on the slow metric, what is impossible with a GIS.

3.2.1 The Effects of Traffic Interactions on Efficacy

Introducing traffic interactions thanks to the NaSch model significantly low-
ers the efficacy. This decrease may be strong, in particular for hierarchised
networks. For example, for the network W1 Fig. 8, we can see that the curve of
efficacy taking into account the traffic interactions but without traffic lights
is very close to the curve without interactions but with a hundred traffic
lights of 60 seconds, in particular for short range trips (for long trips with a
range superior to 500 m, we can see once again in Fig. 12 the impact of the
γ parameter here equal to 500 meters).

Thus, taking traffic interactions into account translates the curves of effi-
cacy at the bottom of the graph. This is particularly obvious when flows are
concentrated as for hierarchised networks, i.e. when the probability to inter-
act for agents is high. Here we can see that theoretical performances are very
far from real performances when traffic interactions are taken into account...

The fluctuation of the value of the parameter p (2.2), which allows the
simultaneous integration of fluctuations around maximum speed, retarded
acceleration and over-reaction when braking, reinforces the previous findings.
High values of p lower the efficacy, in particular for short range trips and if the
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Fig. 12 Influence of traffic interactions on efficacy with and without traffic lights
(network W1 Fig. 8)

interactions between agents are numerous (which is the case for hierarchised
network with a lot of vehicles). In Fig. 13 we can see that it is even possible
to reach a slow metric without traffic lights, for simulations with numerous
agents (1,500) characterised by unhomogeneous behaviour (p = 0.9), but it
remains an extreme simulation case.

Currently we are collecting data with GPS on efficacy of vehicles in traffic
jam situations, in order to refine the calibration of the model and to see if
the slow metric already exists in such situations.

This analyse focuses on the importance of driving habits on the global
efficacy of the roads system. Thus, promoting homogeneous behaviours may
be as important as investing in speed ways in order to improve accessibility.
Concerning the impact of the number of agents in interactions on efficacy, it
differs according to the type of networks. For homogeneous and connective

Fig. 13 Influence of parameter p on network efficacy (W2)
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Fig. 14 Influence of the number of agents on network efficacy with and without
traffic interactions for the network W2 Fig. 13

networks with 100 traffic lights, more than a thousand agents are required
to really impact efficacy. For example for the network W1 in Fig. 8 efficacy
decreases in mean of 0.8 m/s when the number of agents goes from 1,000
to 2,000 agents and the decrease of efficacy is of 1 m/s when the number
of agents goes from 2,000 to 3,000. However, for hierarchised networks the
impact of the number of agents is much more important, even if the number
of agents is limited, since in this case the probability of interaction is very
high (Fig. 14).

Here we can conclude that hierarchised networks are very efficient under
free flow conditions, but that they are unable to assume an increase in traffic
flows. At last, we can notice that the greater the number of agents, the higher
the variance of the value of efficacy at the individual level. The convergence
of individual situations seems to be reached in the case of free flow conditions
or generalised congestion.

3.2.2 Efficacy versus Fluidity

However, equilibrating the efficacy for a given network between long and short
trips, may not be an end in itself. Indeed, even if the goal of the slow metric is
to lower the efficacy, especially for long range trips, the global system should
remain overall efficient, i.e. it should provide quite a good accessibility and
not lead to global congestion.

The decrease of efficacy and the congestion implied by any given solution
have been respectively evaluated through the “fluidity index” and through
the proportion of vehicles stopped during the simulations.
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The fluidity index
The fluidity index compares a given state, characterised by some constraints
(eg. traffic lights) with a previous one, free from such constraints. Let us
define ti as the duration of a simulated trip, under given traffic conditions.
Let us define also τi the theoretical duration for that same trip, under free
flow conditions (no traffic interaction and no traffic light). This theoretical
indicator may be defined in a simple manner, for each trip, as:

τi =
n∑

k=1

lk
vk

with lk the length of edge k and vk its speed. Given step 1 (acceleration) of
the NaSch model, it is obvious that ti > τi. For each trip (and therefore each
agent i), we can then define its loss in fluidity fi as:

fi =
ti − τi

ti
, (0 ≤ fi ≤ 1)

which varies between 0 and 1. From that point, we can then define an average
indicator of fluidity loss F, which will also varies between 0 (no loss) and 1
(maximum loss):

F =
1
n

n∑

i=1

ti − τi

ti

Under free flow conditions, fluidity loss is null, as ti = τi, and it tends to-
wards high values when traffic interactions (NaSch rules) and traffic lights
are introduced. In extreme cases, F can go over 0.7. In these cases it may
seem unacceptable to support such a decrease in the efficacy of the system.
However, let us remember that F is a mean index whose value is lower for
short range trips as the slow metric impacts long range trips above all. More-
over, for simulations taking into account the real frequency of the range of
trips, which is very unsymmetrical (in urban areas trips lower than 3 kilo-
meters represent more than 50% of the total), and if in the same time we
improve the connectivity of the network for short range trips, we can reach a
slow metric but with a global accessibility very close to the situation without
traffic lights.

Here the question is, who should be encouraged through a high level of
efficacy: people who made short range trips, or people making long range
trips that urban policies try to restrain!

The proportion of vehicles stopped
As the fluidity index represents the loss of time due to news metrics compared
to the theoretical situation of free flow conditions, it is highly correlated to
the efficacy index and then it does not allows to really test the impact of
the metrics on traffic jams. That is why we have added a graph to S3 which
represents the number of vehicles stopped in real time during the simulation.
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Fig. 15 Percentage of car stopped during a simulation

The more or less periodic shape of the graph is due to the traffic model
and the traffic lights. The data shows that the percentage of vehicles stopped
varies in mean from 5 to 40%. The values are once again higher for simulations
involving hierarchised networks. For example, for the simulation in figure 13,
for the hierarchised network W2 less than 30% of vehicles have come to a
halt for only 13% of the duration of the simulation, whereas this value is of
45% in the case of a homogeneous network.

Theses values may seem very high, but one should not forget that the
simulated traffic patterns are very important (a simulation with 500 agents
represents one vehicle every 50 meters), and that vehicles stopped is not
synonymous with congestion. Indeed, the vehicles stopped are not always the
same. Thus, the simulations shows that congestion appears when the density
of traffic reaches one vehicle every 8-10 meters. Until this extreme value the
performance of the network decreases but without massive congestion.

Here we have a lack of reference data relative to real traffic conditions in
order to know for example if a value of 30% of vehicles stopped represents a
normal or unacceptable situation.

4 Conclusion

These first results are very positive as they suggest that slow speed metric
could be reached with limited and well-targeted efforts, and this is particu-
larly true for hierarchised networks as current networks are. However, several
questions remain unanswered so far. The first one concerns the calibration of
the slow metric which is very complex as it depends on the number, duration
and location of the traffic lights, the structure of the network, the intensity
of the traffic and the nature of the interactions. In order to optimize this
calibration, we have to know more about what people will accept in terms of
maximum duration of the traffic lights, fluidity and accessibility.

Concerning the simulation model, a second issue pertains to the assump-
tion of non-adapting travelling behaviours: by imposing traffic lights with
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randomly chosen and ever-changing durations, we assume that no driver can
predict a better solution to the shortest path (in distance) and therefore has
no interest in modifying his route, thus reaching quite naturally an equilib-
rium. This very strong assumption needs further explorations, even before
we imagine possible sources of heterogeneity introduced for example by real
time traffic information.

Another issue concerns the regulation of the traffic jam. In the case of a
traffic jam due to a long traffic light, we can imagine that the traffic lights
automatically turn green when the charge on the edge is too important even
if it has not reached its theoretical duration. Such a system of auto-regulation
has been tested with very good results in terms of fluidity by Lämmer,
Helbing [8].

The last issue concerns the social acceptance of such policy constraints.
This issue raises a great variety of debates that we cannot cover here. For
example, can the slow metric give more economic value to physical prox-
imity in order to modify the current strategies of localization of households
and firms. Such new strategies would be in line with sustainable develop-
ment objectives. But what we can show from our simulations is that the “do
nothing” policies that are usually adopted, i.e. letting traffic jams occur and
“regulate” the system, lead to non-managed slow speed metrics. Indeed, we
saw that increasing the number of agents in the systems without introducing
traffic lights leads to the same kind of curves. Despite the complexity of the
problem and its highly political dimension, our claim is that we can achieve
better outcomes with a proactive and well-targeted strategy.
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Impact of Tenacity upon the Behaviors
of Social Actors

Joseph El-Gemayel, Christophe Sibertin-Blanc, and Paul Chapron

Abstract. The Sociology of the Organized Actions is a well-established the-
ory that focuses upon the actual behaviors of the members of social organi-
zations, and reveals the (to a large extent implicit) motives of social actors.
The formalization of this theory leads to model the structure of an organi-
zation as a social game, including the Prisoners’ Dilemma as a specific case.
In order to perform simulations of social organizations modeled in this way,
the SocLab environment contains an algorithm allowing the model’s actors
to play the social game and so to determine how they could cooperate with
each other. This algorithm includes several parameters, and we study the
influence of one of them, the Tenacity.

1 Introduction

In collaboration with sociologists, we have formalized the Sociology of the
Organized Action (SOA) of M. Crozier and E. Friedberg [10]. This theory
[3] [4] [5] is well experienced and it is the foundation of the methodologies
applied by most consultants when they are called to analyze the very origin
of dysfunctions within social organizations.

This formalization has led to the development of the environment SocLab1

that allows the user to describe the structure of an organization, to explore
its state space and properties, and to find, by simulating the rationality of
social actors, how they could adapt their behaviors to each other [7].

This simulation algorithm, which is based on reinforcement self-learning
rules [12], implements a model of rational actors as they are considered by the
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SOA: every one cooperates with others while trying to obtain the means to
achieve his goals. This algorithm includes a set of parameters (ability to dis-
criminate situations, memory, ...) that correspond to cognitive or behavioral
properties of actors and have an impact on the expected simulation results: a
fast convergence of simulations and a good cooperation between the actors.

Among these parameters, the tenacity of an actor determines his persis-
tence, how hard he tries to get from others the capacity to reach his goals;
tenacity is the inverse of resignation. Tenacity seems to be the most influential
parameter, and this paper studies the influence of its value upon the obtained
results, by means of a sensitivity analysis applied to different organizations.
It appears that the more the actors are tenacious, the more the simulations
last and the more the actors cooperate. Thus, the appropriate value of actors’
tenacities in the simulation of an organization is a compromise between the
cost of simulations and the quality of the cooperation. It also appears that
this value depends on structural properties of organizations that are related
to the difficulty, for every actor, to find how to cooperate. These results are
useful for the study of organizations in the framework of the SOA, are they
actual organizations or organizations envisioned in the context of organiza-
tional changes. They are also significant outside the SAO theory, since the
social game may be applied in other domains, for example as a coordination
model for societies of autonomous software agents [9].

The rest of this paper is organized into six parts. After a brief presentation
of the SOA theory in Section 2, we present the main elements of the meta-
model in Section 3 and the cases used in the experimentations Section 4.
After a brief explanation of the actors’ behaviors, Section 5 introduces the
algorithm modeling this behavior and describes its various parameters. Then,
we study its results on two social games by varying the value of the tenacity
parameter in Section 6. Finally, we interpret these results in Section 7 before
to conclude.

2 The Sociology of Organized Action

The French school of sociology of organizations has developed a research
program whose fertility is well established and which attempts to discover the
actual functioning of an organization beyond the formal rules that codifies it
[3] [4] [5]. Organizations are “social constructs” binding the actors’ behaviors,
actors who are the heart of the organization. The actors of an organization
have a strategic behavior framed by a bounded rationality [11]: they intend
to achieve some goals (their own goals and also those of the organization),
and each actor aims at having enough power to get from others the capacity
of action he needs to achieve his goals. This power arises from controlling
the access to one or more uncertainty zones needed as resources by other
actors for their actions (each actor, at the same time, controls and depends
on others through the resources they share). The controller of a resource sets
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the “terms of exchanges” for this resources: he makes his behavior more or
less unpredictable for the actors that depend on this resource and so urge
them to account for his own needs.

Therefore, the power relations structure the configurations of social or-
ganizations. These configurations feature a relative stability in a balance of
social relationships, resulting from the fact that each actor both controls some
resources and depends on others.

Describing an organization as a system of related Actors and Resources
produces a context of interaction rather precisely delimited; this context
structures the cooperation of the actors which, however, keep some level of
autonomy, their room for manoeuvre.

3 The Meta-model of Organizations

The formalization of the SOA starts with the definition of a language for
drawing formal models of organizations that is a meta-model of the structure
of organizations as they are analyzed by sociologists.

Fig. 1 The UML meta-model of an organisation

Fig. 1 is a UML representation of a simplified meta-model [10]. It contains
the relevant Actors, and Resources, and various actors are related to each
resource: one who controls it with some autonomy, and others who depend on
it. Actors are the active entities, and Resources are both the means necessary
for the actors to reach their goals and the supports of their interactions. As
Friedberg wrote: “no power without relations, no relations without exchange”
[5]. Therefore, the power supposes relations, which involves exchange, which
itself requires objects of exchange: the Resources.
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An organization can be modeled as a social game composed of:

• A = {a1, · · · , an}, the set of the actors.
• R = {r1, · · · , rm}, the set of the resources of the organization.

Each resource has an attribute state, whose value is set by its controller inside
a space of choice. This space of choice (chosen to be [−1; 1]) characterizes the
behaviors range of the controller: negative values correspond to uncooperative
behaviors (-1 being the most uncooperative behaviors), positive values to
cooperative behavior, and the close to zero values to neutral behaviors that
may be assessed neither as cooperative or uncooperative. The state of the
organization is thus the vector of every resource state.

• controlledBy : R → A, a function that determines which actor controls
each resource. Let’s denote as control : A → φ(R), the reciprocal function
that determines the set of relations controlled by each actor.

• stake : A × R → [0; 10] a function that determines the stakes each actor
puts on the resources he depends on. An actor makes this distribution ac-
cording to the importance of the related resource towards the achievement
of his goal; a null stake means that the actor does not depends on the
resource. Each actor distributes a fixed quantity of 10 stakes units.

• effectr : A× [−1; 1] → [−10; 10] , the effect function associated with each
resource; it determines, for every actor that depends on this resource and
according to the state of this resource, how well this actor can access the
resource. Negative values correspond to difficulties to use the resources as
whished by the actor, positive value to facilities, and the zero value as the
normal, neither criticizable nor favorable cases.

The model of an organization may also include constraints between resources
(the value of one resource state restricts the range of the space of choice of
another resource), and solidarities between the actors. They introduce much
more complexity into social games and are not considered here, to keep the
paper concise and because they are not useful to analyze the impact of the
tenacity parameter.

In order to assess the actors’ situations at a state of the game, we consider,
for each actor, the sum, over all the resources he depends on, of the product
of his stake by the effect of the resource on him. This quantity, called the
satisfaction of an actor, evaluates his possibility to access the resources he
needs to achieve his goals, weighted by his need of these resources, and thus
his global capacity of action.

Satis : A × [−1; 1]m → [−100; 100]

(a, sr1, · · · , srm) �→
∑

r∈R

stake(a, r) × effectr(a, sr)

Since the SOA requires that each actor controls resources, another significant
quantity to be taken in consideration is the ability of an actor to influence the
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behavior of others depending on the resources he controls by his contribution
to their satisfaction. This quantity, the power, is essential in SOA, and can
be quantified as follows:

Power : A × A × [−1; 1]m → [−100; 100]

(a, b, sr1, · · · , srm) �→
∑

r∈R;a controls r

stake(b, r) × effectr(b, sr)

In the social game, each actor seeks to obtain from others a high level of
satisfaction and, to this end, he adjusts the state of the resources he controls.
More precisely, at each step, every actor chooses moves of the values of the
states of the resources he controls, and this change of the game state modifies
the satisfaction of all actors. Let (sr1, ..., srm) be a state of the organization
and (cr)r∈control(a) be the moves chosen by actor a such that (cr + sr) ∈
[−1; 1]. Once each actor has chosen such an action, the game goes to a new
state defined by

Transition : [−1; 1]m × [−1; 1]m → [−1; 1]m

((sr1, · · · , srm), (cr1, · · · , crm)) �→ (sr1 + cr1, · · · , srm + crm)

where cr is chosen by the actor controlledBy(r). The game ends when a
stationary state is reached: actors no longer change the state of the resource
they control, because they accept the level of satisfaction that the current
state of the game provides to them.

4 Illustrations

As an illustration, we present two types of organizations: a very simple ex-
ample functioning as a Prisoners’ Dilemma, and the Bolet case as the model
of a complex social organization.

4.1 The Prisonner Dilemma

The Prisoner’s dilemma [1] is a simple case consisting of two actors: A1 which
controls the resource R1 and A2 which controls R2. Each actor put 1 stake
unit on the resource he controls and 9 units on the resource controlled by
the other actor. The effect functions of the actors are linear and symmetric,
with a slope of -1 on the resource controlled by himself and 1 on the other,
as shown in Fig. 2.

Table 1 shows the respective satisfactions of the two actors for typical
values of the resources. If we consider the Global satisfaction, that is the sum
of the satisfactions of the actors, the best case is when both cooperate -they
give up the capacity of action they could get from the resource they control
to give the other full satisfaction-, while the worst case (which is the Nash
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(a) (b)

Fig. 2 The stakes of the actors upon the resources (boxes with black borders show
the controller) and the effect of the resources on the actors (x axis is the space of
choice of the resource, y axis is the resulting capacity of action for the actor).

equilibrium) is when they do not. When one actor cooperates and the other
does not, the former get -100 as satisfaction and the latter +100. (Due to the
symmetry of the game, satis(A1) = - satis(A2) when R1.state = - R2.state).

Although this case is the model of no social organization, it fulfills an
essential property of real social games: they are not zero-sum games, and high
global scores first require the actors’ cooperation and second are compatible
with high individual scores [2].

Table 1 Satisfaction(A1) / satisfaction(A2) in characteristic states of the Prison-
ers’ Dilemma

Value of R1
-1 0 +1

Value -1 -80/-80 -90/10 -100/100
of 0 10/-90 0/0 -10/90
R2 +1 100/-100 90/-10 80/80

4.2 The Bolet Case

The Bolet case is the model of a small familial firm. It contains four actors
- the head shop (HS), Jean and the Bureau of Studies (Jean-BE), Andrew
the chief of the production, and the father, founder of the enterprise - and
six resources - the decision to purchase a new machine, the nature of the
prescription given by Jean to the head shop, the supervising of the nature of
the prescription, the application of the prescription, the supervising the ap-
plication of the prescription, and the investment in the production. A careful
analysis of the functioning of the firm leads to define the controls, stakes and
effect function as shown in Fig. 3 and 4.

Since an organization state is the vector of every resource state that de-
scribes the behavior of every actor, each organization state corresponds to a
way it can work. Since we are interested in understanding the actual behav-
iors of the actors of the organization, we can explore in an analytic way the
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Fig. 3 The stakes of the actors upon the resources (boxes with black borders show
the controller of the resource).

Fig. 4 The Effect functions of the Bolet case (x axis is the space of choice of the
state of the resource, y axis is the resulting capacity of action for the actor)

whole set of all the possible states of the organization. Among them, some
are of a high interest in that they maximize a given criterion, e.g. the Nash
equilibriums, the Pareto optima or the extreme value of the satisfaction of a
particular actor or the sum of their satisfactions. This analysis is global (the
state space is sorted according to the criterion) and it is a good starting point
when an organization has to be studied. The SocLab environment allows the
user to see these particular states and to interactively get details upon all
states.

As an example, Table 2 shows the states of the organization that maximize
or minimize the satisfactions of every actor (in row), and the satisfactions
that this state provides to every actor (in column). For example, the max-
imum satisfaction that the HS could get is 100, and in this case the global
satisfaction is 87 while the Father’s satisfaction is 42.
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Table 2 Satisfaction values in particular states of the Bolet case that maximize or
minimize the actors or global satisfactions

HS Father Andrew Jean Global
HS max satisfaction 100 42.0 -13.9 -41.1 87.0

Father max satisfaction -20.5 65.8 75.8 51.4 172.5
Andrew max satisfaction 17.3 63.5 80.4 14.9 176.1

Jean max satisfaction -60.0 -49.5 -52.6 81.1 -81.0
Global max satisfaction 63.3 62.9 74.8 2.2 203.2

HS min satisfaction -100 -49.5 -44.2 81.1 -112.6
Father min satisfaction 60.0 -57.5 -73.6 -41.1 112.2
Andrew min satisfaction 60.0 -57.5 -73.6 -41.1 -112.2

Jean min satisfaction 60.0 -57.5 -58.6 -81.1 -137.2
Global min satisfaction -55.4 -55.1 -46.8 -32.1 -189.4

5 Simulation

Among the states of an organization, the question is to determine the ones
that are socially feasible. If we consider a hypothetical organization where
two persons regularly interact according to the pattern of the Prisoners’
Dilemma, it is highly improbable that the one accepts to cooperate while
the other does not! More generally, the analytic approach does not take into
account the capacity of the actors to actually reach a specific state, for cog-
nitive, psychological or social acceptability reasons. To get insights into the
behaviors that the actors of an organization could adopt one to another, we
can make them to learn how to behave, and thus make simulation of these
join self-learning processes.

The design of the algorithm that gives rise to these self-learning processes
can be grounded upon four principles of the SOA regarding the actors’ be-
haviors. According to the SOA [3] [4] [5], the behavior of actors is strategic:
each actor tries to protect and increase his action capacity and to this end,
he handles the resources he controls. As a consequence, that behavior is quite
stable, and a constitutive property of organizations is the regularization of
the actors’ behaviors. However, actors only have a bounded rationality, due
to social relationship opaqueness, and to cognitive skills limitations [11], and
they seek to obtain a satisfactory situation that is not necessary an optimum.
Finally, this behavior is cooperative; indeed, cooperation is required for the
organization to work in a proper way, and every actor recognizes his interest
in this proper working.

5.1 A Bounded Rationality Algorithm for Actors’
Cooperation

The assumption of rationality of social actors leads to base their behaviors
on the basic cycle in which each player chooses an action according to his
own objectives:
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1. collect information about the state of the system,
2. select what action to undertake,
3. perform that action (i.e. modify the states of the resources he controls),

until the game is stationary, i.e. all actors are satisfied, everyone no longer
wants to change the state of his controlled resources.

Our model of the actors’ rationality [8] is a self-learning process by trial and
error [12], where rules are expressed as (situation, action, strength, age):

• situation: the situation of the actor at the time of the creation of the rule,
in the form of a list of the capacities of action he gets from each resource
he depends on.

• action: a list of changes on the state of each resource controlled by the
actor, chosen at random.

• strength: a numerical evaluation of the effectiveness of the rule, initial-
ized at 0, reinforced according to the increase or decrease of satisfaction
provided by the applications of the rule.

• age: the age of the rule initialized at 0 and incremented at each step.

Initializing the state of resources in an arbitrary manner, e.g. the value 0
corresponding to a neutral behavior, each player selects an action and updates
his rule base at every step of the simulation as follows (see Table 3):

• He compares his current satisfaction with his satisfaction at the previous
step. According to this assessment, the learning rate α and the respective
reward pr of the last and penultimate rules, the strength of the previously
and penultimate applied rules are increased or decreased proportionately
to the improvement of the satisfaction. Then the ambition, the action-
range, the age and the learning rate of the rules are updated.

• He selects rules, whose situation component is close to his current situation
(inside a ball of a scope radius, according to a Euclidean distance), and
chooses the rule with the greatest positive strength.

• If the set of selected rules is empty (at the beginning of simulation or
because no rule is close to the current situation), a new rule is created,
with the current situation, an action chosen at random (but smaller than
the action-range parameter) and a strength and age initialized at 0.

• Finally, once every player has chosen an action, each player performs that
action so that the resource state values are modified.

Any learning process requires an adjustment between the rates of exploration
and exploitation of the state space [9]. If the exploration is excessive, the
process will never reach a stable state because still another solution is tested,
while if the exploitation is excessive, the process will retain the first acceptable
solution and ignore possibly better alternatives.

In our model, each player has an ambition initialized to the maximum
value of satisfaction he can reach, and this ambition will come closer to his
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current satisfaction in the course of the simulation. The bigger the gap be-
tween his current satisfaction and ambition, the more the actor explores, that
is undertake vigorous actions (that is important changes of resource states),
quickly forgets learned rules and rewards rules which increase widely his sat-
isfaction. When each player gets a satisfaction greater than his ambition, the
algorithm stops and then we consider that a regularized state is reached: ev-
ery actor thinks that he has the best level of satisfaction to achieve his goals
that he can obtain.

This algorithm requires very little knowledge about the state and the struc-
ture of the organization, as actors only perceive resources states and the sat-
isfaction level they get from. That makes this learning process socially and
cognitively likely, and it does not require any communication or deliberation
skills.

5.2 The Main Parameters of the Algorithm

This section explains the role of the specific parameters of this algorithm.
They correspond to psychological, cognitive, psychosocial or social capabili-
ties of human beings that we do not discuss here.

5.2.1 Tenacity

This parameter determines the rate at which the ambition of the actor comes
close to his satisfaction; it may vary from 0 to 999. The higher the tenacity,
the slower the ambition decreases, and the longer the actor explores and
has a chance to reach a higher satisfaction. As a consequence of a deeper
exploration, the simulation is likely to last longer before a stationary state is
reached. The value of this parameter is initialized according to the complexity
of the organization to simulate, i.e. depending on the number of actors and
resources and the distribution of the stakes of the actors: the more complex
the organization is, the longer it will take to an actor to find how to cooperate
with others, as there are more rules and more various situations to learn and
to test.

5.2.2 Action Range

An action of an actor is a change in the state of every resource he controls,
and the actionRange parameter defines the maximum amplitude of these
changes in a new action. The value of actionRange can vary from 0 to 1.5.
The more the current satisfaction is far from the actors’ ambition, the higher
is his action range in order to effectively operate the rate of exploration and
exploitation. It can’t be zero in order to maintain a minimum exploratory
capacity.
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Table 3 The actors’ learning algorithm

/* pr is the respective reward of the last and penultimate rules, α is the learning rate,
SRt is the Selected Rule at time t, M is the set of rules that are applicable at the
current step, minSatis is the minimum satisfaction of the actor, e.g. as in Table 2.*/

While there is an actor such that satis < ambition
For each actor a:

updating assessment
assessment = satist - satist−1

updating strength of last and penultimate selected rules
SRt−1.strength=
SRt−1.α×SRt−1.strength +(1-SRt−1.α)×pr×assessment

SRt−2.strength=
SRt−2.α×SRt−2.strength +(1-SRt−2.α)×(1-pr)×assessment

updating ambition
ambitiont =
ambitiont−1 + (satist-ambitiont−1)×(1000 - tenacity)/105

updating the age and learning rate of each rule
For each rule R in RuleBase

R.age += 1
R.α = R.age / nbSteps

updating Action-Range
if (satist<ambitiont−1) then

actionRange=

initialActionRange+0.5× (ambitiont−1−satist)

(ambitiont−1−minSatis)

else
actionRange = initialActionRange

forgetting bad rules
For each rule R in RuleBase

if (R.strength < 0 and R �= SRt−1)
then RuleBase.remove(R)

selecting the set of matching rules M
M.clear()
For each rule R in RuleBase

if(distance(R.situation , CurrentSituation())<scope)
then M.add(R)

selecting an action
if (M.isEmpty()) then

SRt= (CurrentSituation(),(atRandom()*actionRange),0,0)
RuleBase.add( SRt)

else
SRt= maximumStrengthRuleFrom(M)
a.action = SRt.action

performing the actions
For each actor a:

performAction(a.action)
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5.2.3 Scope

This parameter stands for the actor cognitive ability to discriminate the
situations. A situation is a vector of the capacity of acting perceived from
every resource the actor depends on. If the Euclidean distance (weighted
by the stakes) between two situations exceeds the scope threshold, the two
situations are considered as different. At each step, the applicable rules are the
ones whose situation component is close to the current situation of the actor.
A small value of scope (near 0), means that the actor makes a clear distinction
between situations, so that rules have a small domain of application and the
actor creates many specific rules. Whereas an actor with a very large value
of scope (e. g. the amplitude of the range of the actor’s satisfaction) is not
able to distinguish the situations and all rules may be applied at every step.

5.2.4 Percentage of Distribution of Reward

This parameter determines the reward distribution on the last and penul-
timate rules. When a player applies a rule, he will be able to perceive its
whole effect only two steps ahead, once the other actors have reacted to this
state change, and consequently have modified the states of the resources they
control. If only the last rule is rewarded, rules will be applied and rewarded
that don’t deserve to be rewarded because it is good for the actor himself,
but bad for the others, implying a harmful reaction.

6 Sensitivity Analysis

As tenacity impacts the exploration / exploitation ratio of the social actors
behaviors, we are looking for the values that provide actors with a good
satisfaction level, without spending too many simulation steps to stabilize
the social game.

To study the influence of the tenacity on the number of steps needed for
convergence and the level of satisfaction gained by the actors, we analyze
the results of the simulation algorithm on two types of organization mod-
els (the classical prisoners’ dilemma, and the model of the Bolet case), and
for each model, we carry out several simulations by varying the value of
tenacity.

Each experiment was conducted with 50 simulation runs. The parameters
of the algorithm were set to values (tested in previous simulations) needed
for good convergence (scope = 16, InitialActionRange = 1.0, and percentage
of distribution of reward = 30% for the last rule and 70% for the penultimate
rule). For the tenacity values below than 900, the number of steps and the
actors’ satisfactions grow linearly, while significant variations appear beyond
900.
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6.1 Prisoner’s Dilemma

Fig. 5 and 6 show results from a sensitivity analysis of the PD model, in-
cluding 100 experiences where the tenacity of both actors varies at random
between 900 and 999.

Fig. 5 The variation of the average number of steps needed for the convergence,
depending on the variation of the tenacity of both actors.

Fig. 6 The variation of the average satisfaction of each actor, depending on the
variation of the tenacity of both actors.

The number of simulation steps varies from about 800 to 28000, with an
intermediate value of 2000 for a tenacity of 980 (Fig. 5).The satisfactions of
the two actors are quite similar, due to the symmetry of the game (Fig. 6)
and they vary from 55 (that is 84%2 of the maximum value) to 76 (97% of
the maximum value), with an intermediate value of 70 (94% of the maximum
value) for a 980 tenacity.

2 This proportion of the maximum satisfaction is given by (value -
min value)/(max value - min value) = 55+ 80/(80 + 80).
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It appears that for this game, making the tenacity parameter having a
value about 975 is a good compromise between the quality of the cooper-
ation and the length of the simulation, since a huge additional cost of the
computation gives a very little improvement of the actors’ satisfactions.

We can consider a variant of the standard PD consisting of four actors
that depend the one on another in a circular way: A2 depends on A1 that
depends on A4 that depends on A3 that depends on A2. In this case, it is
much more difficult for the actors to discover how they could cooperate, since
all of them must do simultaneously. The number of simulation steps varies
from about 2000 to 30000, with a value of 10000 for a tenacity of 990, while
the satisfactions of the four actors vary from 30 to 62, with a value of 50
for a tenacity of 990. These results are comparable to the ones of the two
prisoners case, but the improvement of tenacity is not enough to produce a
good cooperation.

6.2 The Bolet Case

For this organization, we ran two sets of experiments: in the first one, the
sensitivity analysis is performed by varying every actor’s tenacity, whereas in
the second one, only the HS’s tenacity varies.

6.2.1 Variation of All Actors’ Tenacity

Figures 7 and 8 show results from a sensitivity analysis of the Bolet model,
including 100 experiences where the tenacity of all actors varies at random
between 700 and 999.

On Fig. 8, curve 1 represents Jean-BE’s satisfaction, curve 2 represents
Andrew’s, curve 3 represents HS’s, and the satisfaction of the Father is rep-
resented by curve 4.

Fig. 7 The variation of the average number of steps needed for the convergence,
depending on the variation of tenacity for all actors.
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Fig. 8 The variation of actors’ average satisfaction depending on their tenacity.

The number of steps of simulation varies from about 1500 to 265000. Up
to a tenacity value of 960, the number of steps remains under 10000 (Fig. 7.).
For a tenacity greater than 980, the number of steps explodes.

There is no stochastic variation in the (mean) global satisfaction that is
stable at 38, that is 90% of its maximum value. The satisfactions of the
Father (59), of Andrew (from 52 to 56) and Jean-BE (from 43 to 41) are also
quite stable, while the HS’s one slightly increases from -5 to 3. In this case,
the improvement of tenacity is useless: it brings no satisfaction improvement.
Compared with the states given in table 2, this situation is closer to the
Father’s maximum satisfaction than to the global maximum.

It is noticeable that the HS actor has a very low satisfaction with regard
to others. Thus, it is of interest to proceed to a second experiment, where we
plot the actors’ satisfaction variations when only the HS’s tenacity varies.

6.2.2 Variation of HS’s Tenacity

The curves in Fig. 9 and 10 show results from a sensitivity analysis of the
Bolet model, including 100 experiences. The HS’s tenacity varies from 700 to
999 while the tenacity of other actors is fixed to 750.

An increase in the number of steps, beyond the tenacity value of 980,
still occurs, but much less than in the previous case. The global (mean)
satisfaction is stable until 900 tenacity, from 37 to 38, and then slightly
increases to 43. The Father’s satisfaction is very stable (57) as the Andrew’s
one (from 51 to 54). The HS’s one grows from -5 to 45 while the Jean-BE’s
one decreases from 45 to 20.

The improvement of HS’s tenacity reveals his conflict with Jean-BE that
can be seen by examining the Table 2 (compare the states where they obtain
their min and max satisfactions). In additions, they are the more sensitive
actors to the behaviors of others (they have the larger amplitude of their
ranges of satisfactions) and their best satisfactions are farer from the maxi-
mum global satisfaction.
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Fig. 9 Variation of the average number of steps needed for convergence depending
on the variation of HS’s tenacity.

Fig. 10 Variation of the average actors satisfaction depending on the HS’s tenacity.

To understand what happens, let us have a look at the detail of simulation
results in both cases. First of all, the most relevant resources are the decision
to purchase and the investment in the production that bear 10 stake units (see
Fig. 3). At the 750 tenacity of all actors, the HS’s investment is very high with
a small standard deviation, he does not hesitate, while the Father’s decision
is to purchase, but with an important standard deviation: he hesitates. When
HS is provided with a high tenacity, he still features a high investment, but
he tests very often the inverse possibility. The decision of the Father to not
purchase in this case (that produces the main part of the inversion of HS’s and
Jean-BE’s satisfactions) is his reaction to the threat of the non-investment
of HS.

7 Interpretation

For any organization, the level of the actors’ satisfactions and the number of
steps of simulations increase with the value of the tenacity parameter in a
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Fig. 11 The variation of the mean satisfaction divided by the number of steps,
depending on the variation of the actors’ tenacity in the Bolet case.

quite linear way until the 900 threshold, and they increase in an exponential
way beyond this value. This is the reason to explore the influence of this
parameter within the 900 -999 range.

The tenacity parameter has been introduced in the simulation algorithm
to determine the level of exploration with regard to the level of exploitation:
the more the current satisfaction of an actor is below his ambition, the more
he explores, and his level of ambition decreases as the inverse of the tenacity.
The increase in tenacity produces an increase in exploration which in turn
produces an increase in the duration of simulations, and this increase is more
and more important beyond a threshold which is about 960 - 980: this fact
has been observed in the two cases presented in this paper and also in other
organizations.

Regarding the influence of the tenacity upon the level of cooperation of
actors, and their resulting individual levels of satisfaction, the two examples
figure different situations: an effective linear improvement in both the two and
four actors PD cases due to a better exploration and, in the Bolet case, no
change when all actors have the same tenacity and an important inversion,
surprising at first glance, of the HS’s and Jean-BE satisfactions when HS
improves his tenacity. To contrast the cases, the PD game is sensible to a
characteristic of the actors, i.e. their tenacity, and the sparsity of cooperative
states (in the four actors PD) requires a higher tenacity, while the Bolet game
is not when all actors feature the same tenacity. The Bolet organization is
strongly regulated and firmly constraints the behaviors of actors that are
engaged in numerous relations. However, a singular actor, HS, can escape
these constraints to obtain a much better situation to the detriment of a
vulnerable actor.

In any case, a relevant value of the tenacity parameter has to be found,
that is a compromise between the two effects of a high tenacity: a costlier
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simulation and a better cooperation. To this end we can consider the following
function:

Tenacity Influence(tenacity) =
Global Satisfaction(tenacity)

number steps(tenacity)

that compares the respective increases in the global satisfaction and the dura-
tion of the simulation (see Fig. 11). This function has a negative slope for any
simulation: the number of steps increases more quickly than the global satis-
faction while the tenacity is improved. A good value for the tenacity is when
this function comes under some threshold that is determined by the relative
importance of the cost of simulations and the quality of actors’ cooperation.

8 Conclusion

This SAO-based model of coordination is relevant in cases where the cooper-
ation of the actors is of first importance, notably in the contexts of Command
and Control [6] or of crisis management [13]. On the one hand, the success of
the operation requires the full cooperation of each member of the Headquar-
ter; on the other hand, each member has to promote the own interests of his
department, to protect the people acting on the ground, handle carefully the
resources or in the perspective of further operations. The cooperation is not
always so easy to achieve [14], [7], and a rigorous model of such interaction
contexts can highlight structural drawback of the organization. Moreover, the
tenacity directly refers to a psychological feature of the actors, and simula-
tions could help to select the most appropriate representative of a department
that is in a difficult position.

The distinctive feature of the algorithm presented in this paper is to al-
low the emergence of states featuring a high level of cooperation between
the actors, a global property, while it is very parsimonious of the cognitive
capacities of the actors and of their the knowledge of both the structure and
the current state of the organization they belong to. It is a distributed op-
timization algorithm that provides good results while it demands very few
information.

In this paper, we investigate the influence of the tenacity parameter on the
quality of results of this simulation algorithm, that is the number of steps
required for convergence and the actors’ capacities to achieve their goals.
It appears that the value of this parameter has a great influence on the
simulation results. If some principle have been highlighted, a deeper study is
necessary to relate the effects of this parameter with structural properties of
games.

Since our model focuses on the behavior of autonomous actors and the
value of tenacity influences the kind of regularization that is achieved, we have
also to study how each actor could compute his own level of tenacity according
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to his satisfaction target, the best global satisfaction of the organization and
of given maximum cost of the simulation.

The behavior of the algorithm is constrained by several other parameters,
hence it will be necessary to study and analyze their influence on the al-
gorithm’s results (especially the Action Range’s parameter that matters in
exploration) and the effect of the join variation of several parameters.
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cophones sur les Systèmes Multi-Agents, Annecy, 18/10/2006-20/10/2006, pp.
95–99 (2006), Hermès, http://www.editions-hermes.fr/

9. Sibertin-Blanc, C., Adreit, F., Chapron, P., Roggero, P.: A Model for the Social
Regularization of Autonomous Agents (2009) (submitted to publication)

10. Sibertin-Blanc, C., Amblard, F., Mailliard, M.: A coordination framework based
on the Sociology of Organized Action. In: Boissier, O., Padget, J., Dignum, V.,
Lindemann, G., Matson, E., Ossowski, S., Sichman, J.S., Vázquez-Salceda, J.
(eds.) ANIREM 2005 and OOOP 2005. LNCS (LNAI), vol. 3913, pp. 3–17.
Springer, Heidelberg (2006), http://www.springerlink.com

11. Simon, H.A.: The sciences of the artificial, 3rd edn. MIT Press, Cambridge
(1996)

12. Sutton, R.S., Barto, A.G.: Introduction to Reinforcement Learning. MIT Press,
Cambridge (1998)

http://www.worldcat.org/oclc/249400076
http://www.editions-hermes.fr/
http://www.springerlink.com


306 J. El-Gemayel, C. Sibertin-Blanc, and P. Chapron

13. Tahir, O., Andonoff, E., Hanachi, C., Sibertin-Blanc, C., Benaben, F.: A Col-
laborative Information System Architecture for Process-based Crisis Manage-
ment. In: Lovrek, I., Howlett, R.J., Jain, L.C. (eds.) KES 2008, Part III. LNCS
(LNAI), vol. 5179, pp. 630–641. Springer, Heidelberg (2008)

14. Van Doren, P.H.: Decision making and cognitive analysis: Track a historic fail-
ure in the social domain. In: 10th Int. Command and Control Research and
Technology Symposium, Virginia Beach, VA (2005)



Part III
Agent Technology for Environmental

Monitoring and Disaster Management



308 Agent Technology for Environmental Monitoring and Disaster Management

Recent advances in wireless communications and artificial intelligence have
transformed the way people interact, trade, and entertain themselves. How-
ever, in spite of the current drive for sustainable development, the use of such
technologies in critical domains such as disaster management and environ-
mental monitoring has been limited, if not non-existent. To fill this gap, the
scientific community has reacted by initiating a number of workshops dealing
with the application of information technology to such important domains.
In particular, these workshops have focused on the application of multi-agent
systems technologies for the coordination of emergency responders and to
manage sensor networks.

In particular, disaster management requires that a number of distinct ac-
tors and agencies, each with their own aims, objectives, and resources, be
able to coordinate their efforts in a flexible way in order to prevent further
problems or effectively manage the aftermath of a disaster. The techniques in-
volved may necessitate both centralized and decentralized coordination mech-
anisms, which need to operate in large-scale environments, which are prone to
uncertainty, ambiguity and incompleteness given the dynamic and evolving
nature of disasters.

Against this background, and following from the success of the first edition,
we organised the second edition of the International workshop on Agent Tech-
nology for Disaster Management (ATDM). Its aim is to help build the com-
munity of researchers working on applying multi-agent systems to disaster
management, through either designing, modeling, implementing, or simulat-
ing agent-based disaster management systems. In this context, this collection
consists of the papers accepted at the ATDM 2009 workshop and spans a
number of topics including, but not limited to: (i) the design of coordination
mechanisms for large disaster management organisations, (ii) the design and
evaluation of simulation platforms involving software agents or virtual robots,
and (iii) the design of intelligent emergency response strategies. Altogether,
we believe these contributions represent an important step towards building
better tools for emergency responders to prepare and respond to disasters in
all shapes and form.

Turning to environmental monitoring, we note that advances in wireless
sensor networks now enable real-time information retrieval from various envi-
ronments with minimal human intervention. Since the need of the information
varies from user to user, querying, analysing and publishing relevant infor-
mation from heterogeneous sensor networks across various spatio-temporal
scales is a challenging task. This is one of the hindrances for macro-scale
sensing and monitoring.

Sensor Web is a concept that supports macro-scale sensing with web-
enabled heterogeneous sensors. The agent paradigm may play a key role to
scale the localised wireless sensor network to the sensor web and add much
needed intelligence. It also helps to manage large-scale sensor networks, how-
ever, there are several challenges that need to be addressed from both the
wireless sensor networks and agents perspective to make it a reality. The
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First International Intelligent Agents in Sensor Networks and Sensor Web
(IASNW) looks at the application of agent technologies in enhancing the ca-
pabilities of sensor web. The later chapters of part III describes: (i) the sensor
network architecture based on web and agent technologies, where data gath-
ering is managed by “pull-based” agents, (ii) agent-based autonomous data
management system, and (iii) conceptual similarities between mulit-agent
systems (MAS) and Open Geospatial Consortium - Sensor Web Enablement
(OGC-SWE), this would give an opportunity to adopt MAS-based techniques
to address some of the problems in OGC-SWE. The chapters will give an in-
sight into the capabilities of sensor web concepts and also some of the limita-
tions. We believe the chapters will stimulate more cross-disciplinary research
to find effective and efficient way of monitoring our environment.

Sarvapali D. Ramchurn
Serge Stinckwich

ATDM Workshop Chairs

Siddeswara Guru
IASNW Workshop Chair



Dynamic Role Assignment for
Large-Scale Multi-Agent Robotic
Systems

Van Tuan Le, Serge Stinckwich, Bouraqadi Noury, and Arnaud Doniec

Abstract. In this paper, we introduce an approach for designing and deploy-
ing organizations on large scale Multi-Agent Robotic Systems. Lying on the
well-known organizational meta-model AGR, we propose a role assignment
protocol for automatically distributing the roles over the robots. We have run
a series of simulations to validate the approach’s feasibility. The simulations
show that the protocol is well scalable as well.

1 Introduction

Traditional disaster relief operations involve a huge human resources, includ-
ing different on-site rescue teams, and remote coordinators. On-site rescue
teams are sent to explore the disaster area to find victims. Having located
victims, they send victims situation to remote coordinators informing about
the needs of medical cares or of any assistance else. Based on global infor-
mation received, coordinators should give instructions to rescuers, who have
usually a limited partial view. Hence, the most efficient cooperations between
on-site teams is achieved. Moreover, as the rate of victims survivability drops
drastically after 72 hours (thus called 72-golden-hours), and locating victims
within three first hours is desirable the most, the rescuers have to find vic-
tims in very strict timely manner. Therefore, it is ideally required to have
numerous teams in parallel and cooperatively exploring the disaster site.

In this context, the AROUND [3] project (Autonomous Robots for Ob-
servation of Urban Networks after a Disaster) aims at building a complete
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real-time deci- sion support system for natural disaster management in ur-
ban areas. The system is composed of 2 subsystems: (i) a local level with
the deployment of autonomous mobile robots able to collect information in
impacted urban sites and to dynamically maintain the communication links
between rescuers, (ii) a global level based on a Spatial Decision Support Sys-
tem (SDSS).

The rescue operations impose a very quick exploration over disaster zone,
yet the environment in this context is extremely complex and dynamic. There-
fore, the number of the fleet of robots being deployed to assist the rescue oper-
ations is potentially very large, and a priori non-determined. We expect that
the robotic system should be able to be re-organize for different rescue tasks.
The proposed solution therefore should meet the following requirements:

• Scalability: we expect the solution to deal with a very large number of
robots and this without performance degradation,

• Robustness: if there is one robot that can not function anymore, the
others take over its task and the system can continue without any impact,

• Openness: system operators might easily add new robots to the system
on-the-fly,

• Flexibility and Reusability: we expect to reuse as much as possible
some parts of the solution for similar missions. Also, the set of robots
might vary in technology, or individual capabilities.

In this paper, we consider a robotic system as a social organization [7,11,2].
The organizational approach of multi-agent systems has a long history since
the 90s, when the term “agent society” was coined [7]. Organization is defined
as a supra-agent pattern of emergent cooperation or predefined cooperation
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of the agents in a system, that could be defined by the designer or by the
agents themselves, for a purpose [2]. To build such organizations, there are
two possible points of view: an agent-centered approach and an organization-
centered one.

While in the first case, the organization emerges from interactions between
agents and in the second, rules of organization that must comply with agent
to conduct a mission are determined a priori in the design phase of the
system. The agent-centered point of view may cause many difficulties to en-
sure the overall coherence of a system composed of autonomous agents. The
organization-centered point of view approach circumvents these problems by
proposing a pre-defined setup which says nothing about the mental states of
agents, but only on their ability to collaborate with other agents of the orga-
nization. The design of organizations still remains a difficult art. J. Hübner
et al. [9] show that you can obtain a design where the organization is too
flexible (the organization does not help achieve the overall objective) or too
rigid (the organization prevents the expression of agents autonomy).

We propose in this paper an organizational approach applied to the multi-
robot systems domain that guarantees the autonomy of agents. On one hand,
system designers should specify the organization constraints that robots in
the system have to follow (section 2). On the other hand, at the run-time the
agents by themselves make decision (agents side, i.e. the robots) to whether
take part in the organization while respecting the constraints of the organi-
zation or not (section 3). The decision process is totally distributed on the
robots. We have run many simulations to validate the approach’s feasibility
(section 4). The simulations confirm also the good scalability of the approach.
In section 5, we discuss the open issues and future work. Section 6 gives a
overview over the work on role assignment in the literature.

2 Organizational Approach for Multi-Robot Systems
Overview

Our proposal is based on the organizational model AGR [7] where we have
made several changes and introduce the concept of organization description.
This allows us to specify the target organization that can then be used by
robots to build the effective deployed organization.

2.1 The AGR Model

The AGR model introduces three atomic concepts: Agent, Group, and Role.

• An agent is an autonomous, communicating entity playing roles in
groups. An agent might play many roles and thus becoming member of
many groups. At this level, no detail and constraints are imposed on the
agent’s mental capabilities.
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• A group is defined as a set of agents. Groups are means to partition
the system. They set up the boundaries between different sets of agents
in system by imposing that only agents in the same group could commu-
nicate, and hence collaborate. As a result, they provide better security
mechanism.

• A role is an abstract representation of an agent’s functionalities. Defining
a role is to indicate the services, identification within a group: the role
encapsulates the way an agent should act within a group. Roles are local
to a group. To play a role within a specific group, an agent must gain
permission to do so. Once the required role has been assigned to it, an
agent determines itself to continue playing role, or to resign the role and
leave the group. The number of roles that an agent can play is determined
only by its capability. Therefore, provided that it meets the constraints
required by role’s specification, an agent is free to take part in any groups,
to play any roles.

2.2 Adapting AGR

In the context of multi-robot systems, there are some modification needed
due to the physical constraints. In addition, the AGR model provides only the
abstract concepts easing the design of a multi-agent system. The methodology
stays purely at the systems modeling phase. Designers make use of the model
to partition the system into roles, and groups in a comprehensive fashion.
However, when and how the roles and agents should match together are all
left open. In most of the cases1, ones build the organization and the agents all
from scratch. Agents then are told to play a role within the organization at
specific run-point. The manners by which agents are assigned a role therefore
vary from a system to the others. We argue that systems built in this style are
quite closed, and do not suite very well with design of multi-robot systems,
a truly open, distributed system.

This proposal requires that agents can reason about the organization when
making their decisions about roles to endorse and groups to join. For this
purpose, we introduce the concept of organization description that enable
agents to know and manipulate the structure of the system. This extension
of the AGR meta-model is depicted in figure 2.

The organization model serves as a tool for the system design phase. How-
ever, for implementation and deployment phases, the model need to be reified
(i.e concepts should be defined explicitely) so that it can be deployed auto-
matically over a real multi-robot system. Descriptions act as “blueprints” for
systems, exposing their structures to agents who would like to dynamically
join an organization. This meta-model is then used by the automatic role
assignment process.
1 Particularly in the MadKid platform, which is the reference implementation of

the AGR model.
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We added to the AGR meta-model a description of organization, group
and role:

• Organization description: an organization description structurally
specifies an organization; it consists of a set of group descriptions, inter-
group constraints, and inter-group coordination protocols. An example of
inter-group constraint is that an agent from a group G1 should not par-
ticipate to a group G2.

• Group description: a group description is a structural specification of an
effective group containing all descriptions of all roles in the group, group
constraints (e.g. number of effective group of this kind) and an interaction
protocol for the collaboration between groups entities.

• Role description: representing the constraints that a robot has to satisfy
in order to play some role in a particular group. The constraints may be
functional responsibilities and/or non-functional requirements imposed on
the robot.

3 Dynamic Role Assignment

Thanks to the organization description, we can design a dynamic role assign-
ment to support deployment of organizations inside a multi-robot system.

3.1 Concepts

• Neighbors : is a distance function whose goal is to compute which robots
are neighbors of a given robot. This function can be built in an ad hoc
way, that varies from an application to the other. In its simplest form, two
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robots are neighbors if there is a communication link connecting them. The
term neighbor in this paper refers to robots determined by this function.

• Group Manager: The manager of the group controls the groups member-
ship. This one does know all the robots within its group. For each group,
there is one and only one member holding this role. All robots of the
group are neighbors of the Group Manager. In order to insure that there
is a single manager in each group, the system designers have to specify this
constraint in the role of group manager. In fact, expressing correctly the
conditions for playing a role is a key point for the role assignment process.
In the section 3.3, we give an example of role constraints.

• Organization Manager: for the role assignment process, there is at least
one starting point where we put the organization description. The robot
holding the description organization then becomes the unique Manager for
the organization. In an organization, the Organization Manager knows at
least all the Group Managers. To facilitate coordination between man-
agers, they are gathered in a group led by the manager of organization.

3.2 Role Assignment Protocol

The protocol we present here is inspired by the Distributed and Mobility-
Adaptive Clustering (DMAC) algorithm proposed by S. Basagni [1]. DMAC
is an algorithm used to partition a Mobile Ad Hoc Network (MANET) into
clusters. A cluster is made up from nodes of two kinds: a cluster head and
some ordinary members attaching to the head. A robot will be a cluster head
if it has the biggest number of “one-hop”2 neighbors than any its neighbor
does; otherwise, it will affiliate to a cluster head. In the protocol, we generalize
the conditions to take a role in form of constraints. The constraints are then
locally checked by a robot to determine its own role. With the same intention,
the neighbors function has been introduced so that the formation of group can
take place beyond the limit of one-hop neighbors. It is worth noting that, the
original algorithm was designed with the presence of network nodes’ mobility
taken into account, the protocol is therefore adaptive to the robots’ mobility
as well.

Similarly to DMAC, we make the following assumption for the role assign-
ment process:

• Messages sent by a robot will be correctly received within a determined
period by all its neighbors.

• The lower layer provides infrastructural services so that robots are able
to detect their neighbors, new coming neighbors, or the disappearance of
“old” neighbors. Robots know their neighbors role.

• We assume that each robot has a unique ID.
2 We use the term “one-hope” neighbor as its meaning in Mobile Ad hoc Networks,

i.e. to specify that two robots are neighbors if there is a direct communicating
link connecting each other.
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Right after having started up, robots are in an initial state and try to join
an organization. However, there should be at least one starting point : the
robot which initialize the organization by assigning it the first role of the
organization, along with the organization description.

• Init: every robot broadcasts the OrgDescRequest message to all its
neighbors; the broadcast procedure is repeated for some interval of time,
until they receive a response from an organization member.

• Role selection: received the OrgDescResponse, robot extracts the
organization description to rebuild the organization’s image. The next step
is to verify role constraints to find an appropriate role. According to this,
robot will broadcast NewGroup or Join message.

• Disappearance of a neighbor: whenever made aware of the disap-
pearance of one of its neighbor, if the robot is a group manager and the
newly disappeared robot is in its group, it removes the latter’s ID from
its group member list. If a robot is an ordinary member, and its group
manager has disappeared, it needs to re-execute the Role selection
procedure to adapt to the organization’s changes.

In the implementation, the Role selection procedure can be re-executed
on new events. For example, when robot detects that it is out of its group or
when it finished its task attached to the role.

As long as robots have not joined the organization yet, they could com-
municate merely with their neighbors by sending these organizational setup
messages. There are four messages; and all necessary information are sup-
posed to be encoded in the message. Here are the messages and the procedure
that robots will execute depending on the message received and on its own
role:

• OrgDescResquest: sent out by the robots that are not yet members of
the organization to their neighbors, and would like to join the organization.
They send this message to ask for the description of the organization (so
that it can select a role to play). A member, whatever its own role is, will
answer with the OrgDescResponse, otherwise, nothing to do.

• OrgDescResponse: contains the organization description, with all group
and role descriptions.This message is the response of the previous one. Re-
ceiving this message, robots do not thing if they have been organization
members already. Otherwise, they execute the role selection proce-
dure. This is the only message that a robot with non-determined role reacts
upon.

• NewGroup: used to inform the creation of a new group. This message is
created by a robot that decides to take the role of the manager of a new
group. Because this message indicates changes in the organization, the
robots that receive the messages need to check again the constraints of its
current roles, if the constraints are violated; they need to re-execute the
role selection procedure.
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• Join: coming at the decision of taking a role in a group, a robot sends
this message to the group manager making aware of its membership. In
case the sender is already a group manager and decides to affiliate itself
to another group, it broadcasts this message to all its members in the old
group. Upon receiving this message, if robot is a group manager, it checks
if the Group Managers ID in the message is its own, then it adds the sender
into its member list. If the receiver robot is an ordinary member, it checks
if the sender is its Group Manager, and only in this case, it will try to join
to new group by sending out the message OrgDescRequest.

3.3 Example of Role Assignment

To illustrate the process of allocating roles, take the example of robots
equipped with wireless network interface, which must conduct a rescue mis-
sion on unknown terrain.

Neighbors: two robots are said to be neighbors if both of them are in
one-hop communication coverage zone of each other.

Constraints: we use another utility function other than the neighbor
function. The weight function is to determine the number of robots neighbors.
A robot will be the cluster head if none of its neighbors is a cluster head, and
it has the biggest number of neighbors than any neighbor. Otherwise, it will
join to a cluster head with the biggest weight. For the group of the manager,
the constraint for the member role in this group is that a robot must be a
cluster head in some cluster. There are only local constraints.

Now let us consider the group formation for system of robots deployed
on the terrain as depicted in figure 3(a). Without loss of generality and for
the simplicity, we illustrate the algorithm for static robots. The organization
starts with the first member - the starting point (figure 3(a)).

At time step 1, all robots execute the init procedure to broadcast the
OrgDescRequest message. After this step, only two neighbors of the
starting-organization robot, robots A and B receive the OrgDescResponse
with the encoded organization description. The robot A extracts the descrip-
tion from the received message, finding out that it has bigger neighbors count
than the starting point, the only member of the organization so far, then
robot A will take the role of the group manager and broadcast NewGroup
message. On receiving this message, the first organization member react by
re-executing the Role selection procedure, it finally take the ordinary
member role, and affiliates to robot A’s group. In the same time step, robot B
follows the same procedure, and it might first of all join the group of the first
robot, but when the robot A decides to create a new group and announces
the group’s creation, robot B re-executes the Role selection procedure,
and then joins to the robot A’s group. After three steps, the organization is
formed as shown in figure 3(b).
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Fig. 3 Example of organization formation

4 Validation

In this section, we sum up and analyze the results of different simulations we
have made to validate our proposal.

4.1 Validation Scenarios Design and Setup

In the simulations, robots are randomly dropped on the terrain before the
simulations run. The infrastructure services help robots to detect their neigh-
bors. At the beginning of each simulation, we randomly take a robot and
initialize it as the first member of the organization. This robot then be-
comes the manager of the organization, and hold the organization description
as well.

In the simulations, all messages sent by robots will be correctly received
within a finite period of time. Therefore, an organization formation step refers
to the amount of time required to have all robots at one-hop to at least one
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Table 1 Number of step to finish a simulation

Number of steps 10 11 12 13 14 15 16 17 18
Frequencies over 1000 simulations 33 170 111 180 163 153 122 65 3

organization member, join to the organization. This amount of time includes
the duration required to perform a change in the organization due to the
presence of these new comers. This assumption was made without loss of
generality thanks to the parallel computation in each robot. We have run a
series of 1000 simulation with 1000 robots, randomly dropped on terrain of
1300x900m. The radio coverage range was set to 100m.

Number of steps: as shown in the table 1, the minimum number of steps
to finish such a simulation is 10 with the frequency of 33 times, while there
are only 3 times the simulations finished after 18 time steps. The number of
steps required to finish an organization deployment ranges –most frequently–
from 11 to 16 steps.

Role changes: so far, we have not yet implemented any exploration strat-
egy so the robots are all motionless. However, at each step, there are new
members added to the organization causing changes in roles. Thus the re-
organization implicitly takes place at each step. This effect is similar to that
caused by the robots’ mobility, or robots’ failures, etc. The chart in the
figure 4 shows the relationship between the number of new members, and
the corresponding number of role changes due to these modifications of the

Fig. 4 Number of members, new members, role changes and messages sent in each
step.
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organization. In average of 1,000 simulations, each robot has changed its role
from 2 to 3 times.

Number of messages sent: the average rate of number of messages sent
in the simulations is around 18 times higher than the number of the robots.
There are totally from 15,000 to 20,000 messages sent with 1,000 robots in
the simulation.

The graph in figure 4 shows the relationship between the number of the
robots who have just join the organization, the number of role changes, and
the number of the messages of all kinds issued at each step. We might notice
that the variations of the number of role changes and the number of messages
sent are relatively close. This observation can be explained by the fact that, a
new “comer” to the organization will send one OrgDescRequestmessage, it
then decides to take part in the organization, and this might cause the changes
for the organization member close to it. For this, they have to exchange the
messages, mainly of kind NewGroup or Join.

4.2 Push vs. Pull and Optimizations

The propagation of the organization description we have just described follow
the pull principle, where the non-member agents take the initiative to join the
organization by broadcasting the OrgDescRequest message (the Init pro-
cedure). We have realized through the simulations that this naive tactic flood
much the network with useless message when robots are far from the organi-
zation. As an alternative, we can use the push approach: if an organization
member finds a neighbor that is not the organization’s member, it sends the
description to this one. In the simulation, we choose to minimize the number
of messages to send by making the robots aware of an organization member
among their neighbors, and only when this is the case, it send a request to the
member. The non-member then sends the OrgDescRequestmessage to this
member. The simulation then shows that the total number of sent messages
are reduced, on average, by 6 times. We end up with a nice factor of only 3,
i.e. the number of sent messages is only 3 times the number of robots. This
significant reduction do not come from sending OrgDescRequestmessages,
but from “saving” the number of response to this messages.

4.3 Impacts of Robots’ Density

The density of the robots has a big impact on the formation process of the
organization. We have varied the robots’ density by changing the distance
of the radio coverage. Each time, the same configuration (set of robots and
their positions on the terrain; and the starting point of the organization) was
used in 5 simulations with different radio range of 70m, 170m, 270m, 400m,
and 500m on the area of 1300x900m, with 1,000 robots. By changing the
radio range, the robots’ density has been varied as well. The simulations are
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Fig. 5 Impacts of robots’ radio range on number of messages sent and number of
role changes

optimized as discussed in section 4.2. We have run 5,000 simulations in total,
and the results we got lead to some interesting remarks. Figure 5 represents
the correlation between these variations of radio range.

• Messages sent: the number of messages OrgDescRequest and
OrgDescResponse is similar for all cases, as each robot sends out ex-
actly one of these messages. However, the number of messages NewGroup
and Join varied case by case. Note that we run optimized solution and
on the graph shows the total messages of each kind in the simulation.

• Changes of role: the number of messages sent and the role changes are
quite close. At radio range of 70m, we find this qualification is close to
that of the simulation with the radio range of 500m. The number of role
changes peaked when the radio range was set to 270m.

• Steps: the wider the radio zone, the fewer the simulation steps: around 20
steps with 70m, whereas the simulations finished after around 2 steps with
robots’ radio range of 500m.

From the graph, we can draw the conclusion that a good radio range setting
can make significant optimization.

5 Discussion and Open Issues

5.1 Toward a Generic Solution

We call the presented approach optimistic strategy, as each robot is ex-
pected to be responsible for selecting an appropriate role while respecting the
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imposed constraints. Provided that the constraints can be locally correctly
expressed, we have not to worry about the global integrity. However, this
solution is inappropriate for applications where security is a critical issue.

Considering now a soccer team in the context of an organizational system,
it is easy to identify several global constraints, including: no more than four
groups: defend, attack, mid-field, and coach. Depending on the strategy, e.g.
a team formation of 3-5-2 or 4-4-2 that the team employs, each group has a
specific number of members. In such a case, the optimistic approach is not
very appropriate as the global constraints are difficult to be ensured. In fact,
there is no unique solution for all cases. Therefore, we propose two other
strategies, namely pessimistic and hybrid ones providing to system designer
as alternatives.

• Pessimistic strategy: each robot sends out a request to be assigned a role.
The process of role assignment is totally controlled by the system.

• Hybrid strategy: staying between two extremes above, the third strategy
might be a harmonized solution where all the local constraints will be
validated by the robot itself, whereas the global constraints are controlled
by some specialized robots in the system.

The optimistic strategy offers the advantage of being distributed and open,
whilst the security and integrity of global constraint are difficult to solve. On
the contrary, security and global constraints will be more easily to ensure with
the pessimistic strategy, while this one suffers many hassles from centralized
approach in physically distributed systems.

The key point in the role assignment process is how to correctly express the
role constraints so that each robot can check these constraints based on its
view over the whole system. Depending on the nature of system to build, one
needs to carefully find out and express the constraints and use the suitable
approach. In term of perspectives, we will focus on the hybrid strategy so
that this approach becomes a really generic solution.

5.2 System Re-organization

Considering a rescue robot system again, there are many heterogeneous
robots with differents capabilities deployed on the disaster area. Among other,
some robots are more appropriate for assisting victims, whereas others are
more suitable for locating victim positions. However, before a victim found,
we should organize all robots to search around in the damaged area. Once a
victim has been located, the most appropriate robot switches itself to take
the role of supporter. In this case, a dynamic role assignment schema helps
the organization to adapt to surrounding changes in optimized way.

All that the system designers should deal with is to take into account
such stimulus, then the role selection procedure will be triggered in
responding to these events. Furthermore, the dynamic role assignment is not
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only triggered by the external changes, but also by the internal changes of
robots themselves.

6 Related Work

In the literature, the role assignment in the domain of multi-robot systems is
a well-known problem already investigated in several works. Role assignment
is also known as task allocation [10] where the roles in the system is identified
as a set of (related) tasks. The most popular approach for task allocation lies
on a market-like protocol, namely the ContractNet Protocol [12]. Whenever
there is the task to be solved, a corresponding task proposal is generated and
submitted to all available robots. Robots, based on the information provided
along with the proposal, evaluate their appropriateness for the task to refuse
or accept it. In the latter case, robots submit their bid, and the one whose
bid value is the highest will be assigned for the task. This market-based
task allocation is implemented in [12], and particularly in the domain of
RoboCup [10, 6]. C. Candea et al. [4] have implemented the role assignment
mechanism to coordinate the RoboCup soccer team. The process consists
of two steps: (1) formation selection; and (2) role assignment. In the first
step, all robots vote for the best team formation. Then passing to the second
step, all roles are sorted in their order of importance. Using a greedy market-
based task allocation algorithm, the role is then assigned for each robot in
the fixed, total order. This is to insure that in case of robots’ failure, the
remaining member(s) will be always assigned the most “important” roles.

This market-based approach is useful to deal with task allocation where
the ordering of tasks, the availability of robots, and the suitability of a robot
for a particular task are not know. However, it does not scale well as the
space to search for robots includes all the robots in the system. To address
this shortcoming, C. McMillen and M. Veloso [10] implemented in their soc-
cer robots team a mechanism to limit the search space by introducing the
region-based task allocation: each robot is assigned to a region of the field.
A robot is primarily responsible for going after the ball whenever the ball is
in that robot’s region. In our approach, we view a role from the higher level
of abstraction than that of a task [11]. A role is not only a set of (related)
tasks, but also represents the relationship between different system entities.
We expect that robot enacting a role in an organization knows how to ful-
fill the task associated to that role (robot’s autonomy) in cooperating with
other robots in the system (thanks to the organization constraints, and role
relationship).

Chaimowicz et al. [5], proposed an architecture for tightly coupled multi-
robot cooperation - a system in which always exist a leader, and the others
follow this one. The role of leader and that of the followers are not fixed,
but might be changed on-the-fly. This work can be seen as a particular
case in our approach, where the organization is composed of a single group.
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Similarly to the approach presented in this paper, the role assignment and the
coordination between robots are guaranteed by the communication protocol
and control algorithms.

Automatic allocation of role is also largely investigated in pervasive com-
puting systems such as sensor networks. C. Frank et al [8], proposed a generic
algorithm to assign role to a node in a sensor network. They have developed
a framework allowing the system designers to specify the role specification
- a list of role-rule pairs in form of predicates. For each possible role, the
associated rule specifies the condition for assigning this role. These specifi-
cations are then used by node in the network to determine its proper role.
However, their solution is optimized for sensor networks, thus the mobility
is not taken into account. Furthermore, whilst the evolution of the organi-
zation might take place during its execution if we change the organization
description with our approach, it is not applicable for their algorithm.

7 Conclusion

We presented in this paper an organization-based approach for structuring
large-scale robotic system. This can be used to design systems that need to
be self-organized through the dynamic process role assignment.

Our proposal is built as an extension of the AGR meta-model. It unifies
the design process and deployment of multi-agent robotics systems. We call
our proposed approach “optimistic” because each agent immediately endorses
roles he choose. Potential conflicts are handled when they are encountered
(e.g., choosing the best robot to play the role of manager of a group). Another
possible strategy, known as “pessimistic”, is to anticipate potential conflicts.
Assigning a role to an agent is subject to validation by an another agent.
Another alternative strategy is to combine the “optimistic” and “pessimistic”
approaches. A future perspective for our work is to study these different
strategies and classes of problems they are best appropriate for.
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Multi-agent System for Blackout
Prevention by Means of Computer
Simulations∗

Miroslav Prýmek, Aleš Horák, and Adam Rambousek

Abstract. The paper presents a dynamic simulation model of power flows in
a power distribution network using communication in multi-agent systems.
The model is based on local interchange of knowledge between autonomous
agents representing the network elements. The agents use KQML as an inter-
agent knowledge interchange language. The main purpose of the work is to
develop a scalable distributed simulation model, flexible enough for incor-
poration of intelligent control and condition-based management of a power
distribution network. This model is designed to optimize the electric dis-
tribution networks and prevent failures in the power grid (blackout). The
network’s reliability is affected by the parameters of connected power sources
(both traditional and renewable sources), but also by the unexpected failures.
The simulation is using the parameters calculated from the real database of
electric distribution network failures.

1 Introduction

Multi-agent systems bring new possibilities into many research areas. The
main idea of decomposing the given problem into separated independent
task is not new and is already used in many other software design areas.
But multi-agent paradigm moves such an approach even further. In the clas-
sic software design paradigms (e.g. object-oriented programming, OOP), the
decomposition into separated units mainly helps the designer to decrease the
(logical) complexity of the problem but usually does not automatically make
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the (physical, real) solution decomposed, modular and scalable. Even if the
designer uses the OOP approach well and extensively, the final software sys-
tem remains monolithic unless the explicit element borders and interfaces are
designed and implemented.

On the other hand, the multi-agent systems force the designer to think
about the software system units as really independent, self-contained and
autonomous entities. The overall system is then viewed as a community of
autonomous “organisms” rather than one complex with many subsystems.

In OOP, the main principle constituting the software system is (usually
synchronous) message sending or method calling. We can consider it to be
an instruction: you [the object] should do this [the message] and give me the
result of the action. The object is not instructed on how the action should be
taken but is supposed to perform the action. If the action is not performed,
the whole system will probably get broken.

The multi-agent approach is a little bit different. The “organisms” (agents)
constituting the “community” (system) are regarded as self-controlled au-
tonomous entities with a knowledge about their surrounding world and a
decision-making algorithm which controls the actions of the agent. The prob-
lem of the system design is then a problem of the appropriate agent design
and configuration. The binding between the agents should remain as loose
as possible – it is based mainly on the interchange of the particular agents’
knowledge about the surrounding world. A typical communication between
agents will be not an instruction but rather a question-answer pair followed
by the decision-making process:

Agent A: What is your current condition?
Agent B: Pre-failure. Probability of the failure in the near future is high.
Agent A decision-making: prepare for taking over the B’s functions

The capability to predict electric power network failure is an important
research topic since the first power networks delivered electricity to wide
public [5]. Before 1980s, control and prediction systems utilized global com-
putational techniques [4, 10], which are not scalable enough to support large
networks. Systems with the architecture of intelligent agents [9] and their
applications for power networks simulation [8,1] are able to react flexibly on
changing network conditions.

In this paper we will try to illustrate how to use autonomous agents for
modelling electric power network processes and for constituting a dynamic
simulator of the power distribution network.

2 The Rice Power Distribution Network Simulator

The multi-agent simulation system called Rice is a result of research of the
NLP Centre at Masaryk University in Brno, Czech republic, in cooperation
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with the Technical University of Ostrava, Czech republic. The main aim of the
research is to develop a simulation tool for the explorations in the field of a
condition-based maintenance of the power distribution network facilities. The
multi-agent approach is suitable for highly flexible, modular and distributed
simulations. The flexibility of the system makes it possible to implement
simulations of the highly dynamic processes involving intelligent decision-
making.

The Rice simulator is based on autonomous agents implemented as inde-
pendent programs or processes [6]. The inter-agent communication is based
on the CORBA standard (Common Object Request Broker Architecture [3])
which enables the agents to communicate through local or even wide-area
network. Thus it is possible to deploy the system as highly distributed.

The meaning-layer of the communication is based on the KQML (Knowl-
edge Query and Manipulation Language [2]) in cooperation with two possible
content languages: python as a highly-expressive but expensive language and
a simple one-purpose declarative language as a standard communication in-
strument. For details about the communication languages see [7].

2.1 Event-Driven Agents

The Rice basic agents are strictly reactive ones1 which means that the behav-
ior of the agents is composed of the reactions to the events of internal (e.g.
knowledge change or timer alarm) or external (e.g. message arrival) origin.

The main behavior components are centered on the knowledge manipula-
tion and communication:

• Subscription – mechanism used for subscribing to some piece of knowledge
of another agent. When the piece of knowledge changes, the subscriber is
informed. E.g. agent B subscribes for the knowledge about the status of
power output of agent A. This means that agent B will be automatically
informed about every change of characteristics of the output voltage of
the agent A. When outage comes to the agent A, agent B can decide to
propagate the outage or to switch to another input. Unsubscription of
the knowledge means that agent is no more interested in its value and
its propagation is stopped. Such an action can be done e.g. if the net-
work topology is to be changed and agent A is no more the input of the
agent B.

• Message handlers – these functions are triggered when selected messages
arrive at the agent.

• In-reply-to handlers – used for filtering the arriving messages, preferably
for reacting to answers to the previously sent questions and subscriptions

• Missing value generators – function used for generating values which are
not present in the agent knowledge base

1 For the detailed description of the distinct agents architectures, see e.g. [11].
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• Knowledge generators – function generating a particular knowledge value.
It is triggered each time the knowledge is accessed.

• Knowledge change handlers – function triggered whenever the value of the
associated knowledge changes.

• Timer event – single or recurring time-based events
• Event database – the handlers can use built-in event database methods to

save knowledge values for off-line data post-processing (statistical analy-
sis, chart generations, etc.) The gathered data can then be exported to
standard formats.

These behavioral components are designed to be implemented as independent
pieces of code and thus the overall agent behavior is composed of the set of
features assigned to the particular agent. The usual event-reaction code of
such a feature is a small primitive consisting of a few lines in the Python
language code.

The simulation is then implemented by combinations of these knowledge
and interface primitives that are assigned to agents implementing particu-
lar power network nodes and elements. An illustration of such simulation
implementation will be given further in the paper.

Uin
Uout

R1

I1 I2

R2

P2

P1

P3

I3

Agent A Agent B

Agent C
Agent G

Agent F

R2

Agent D

Agent E

Fig. 1 Overview of the watched indicators

3 Model Situation Implementation

Our illustrative simulation will be based on the direct-current circuit model.
The indicators involved in the simulation are displayed in Figure 1. There
are four types of agents: the source node (agent A in Figure), the power
line (agents B, D and F), the distribution node (agent C) and the consumer
nodes (agents E and G). Using these network elements, there are two pro-
cesses/network features demonstrated: the energy flow and its characteristics
and the network topology.

The main knowledge interchange messages which build up the simulation
are concluded in the sequence diagram Table 1.



Multi-agent System for Blackout Prevention 331

Table 1 Agent communication

Source (S) Line (L) Consumer (C)
Initial state

output voltage U=10kV line resistance R=1Ω power demand=0W
output current I=0A input node=S

output node=C
Network set-up

L → S: add me as output
L → C: add me as input

S → L: inform me about
power demands

C → L: inform me about
power available

Energy flow

power demand = 500kW
current demand = 50A
C → L: demand I=50A

L → S: current demand = 50A
S → L: I=50A

I = 50A
U output = U-R*I = 9950V
L → C: I=50A
L → C: U=9950V

P = U*I = 497500W

3.1 The Network Topology

As mentioned above, the multi-agent approach motivates to implement re-
ally independent software components. The central-controlled functionalities
are kept to the necessary minimum. Even the topology of the network is
implemented as an agreement between agents. The main advantage of this
approach is that the network topology can be changed dynamically according
to the observations and decisions of the agents.

The agents which make the first step to establish the topology, are the ones
representing the power lines. For each agent there are two pieces of knowledge
pieces inserted into their knowledge base: the name of the agent representing
the line’s input and the name of the output agent.

Immediately after the launch of the simulator, a line will send these agents
a message telling “I am your input” and “I am your output.” All the actions
related to establishing a power flow channel will be taken as a reaction to the
arrival of these messages as will be illustrated further.

3.2 The Source Node

The source node is a source of electricity with voltage Uin. The immediate
overall consumption of the network connected to this source is:

P = U · I (1)
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There is also the maximal amount of electric power the agent can deliver to
the network as a pre-set value. When this amount is exceeded, the special
event is triggered.

The agents knowledge base will contain these items:

1. U – voltage (volts)
2. I – current (amperes)
3. P – load (watts) – computed according to the relation (1)
4. P max – maximal allowed load
5. overloaded – true/false, meaning that the source is actually overloaded

To make all the knowledge pieces correct and make the agent cooperate
with other agents in the network, we must define these behavioral reactive
primitives:

1. an agent tells me that it is connecting to my output −→ subscribe for its
I demand knowledge

2. subscribed I demand changes −→ change the current I accordingly
3. the current I changes −→ recalculate the value of the load P
4. the voltage U changes −→ recalculate the value of the load P
5. if the load P > P max −→ put true into overloaded
6. if the load P ≤ P max −→ put false into overloaded

Note that the rule 3 if separated from the rule 5. If the classic functional
paradigm were used, this behavior would be implemented in a function
changeI(i) which takes I, computes P and triggers an alarm if P ex-
ceeds P max. But with the behavior-primitives approach, each of these steps
is a distinct behavioral component. This approach allows to implement nodes
which do not monitor their overloading with just removing this specific rule 5
from the set of their attached behavioral primitives.

Let us now present the details of implementing the model behavior using
the functionalities of the Rice simulator (section 2.1).

The electric line which is going to be connected to the source node sends
a message

{tell
:sender <line-agent id>
:receiver <source-agent id>
:content output=<line-agent id>

}

which changes the value of the knowledge output in the agent represent-
ing the source. The rule 1 is then implemented as a change handler of this
knowledge. The Rice’s XML definition of this behavior looks like this:

<handler valueName="output" name="subscribe-I_demand">
<action type="sendKqmlMessage">

<kqml performative="subscribe" language="Kqml">
<kqml performative="ask" language="Trivial"
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reply-with="I_demand of output">
I_demand=?
</kqml>

</kqml>
</action>

</handler>

Whenever an agent connects to the source output, the source will send him
the subscription for the I demand knowledge. Whenever the I demand value
changes in the output, it will inform the source with the message:

{tell
:sender <line-agent id>
:receiver <source-agent id>
:in-reply-to "I_demand of output"
:content I_demand =<value>

}

When this message arrives to the source, the appropriate message handler is
triggered and will set the source’s I (rule 2).

The meaning of this messages passing chain can be interpreted as: “When-
ever an agent becomes my output, I will be interested in its power current
demands. I will saturate this need.” Note that the source node will not send
the message about changed I automatically. If the output agents need this
piece of knowledge, they must subscribe for it.

All the other rules are implemented as the change handlers defined by
the Python code. They ensure that the values of all the knowledge about
the power flow in the node remain consistent to the given relation (1). For
instance, the code of the rule 3 will look like this:

<handler valueName="I" name="I-handler">
<action type="python">
def action(data):
agent = data[’agent’]
agent[’P’] = agent[’U’] * data[’newValue’]
return True
</action>
</handler>

3.3 The Power Line

The power line agents initialize the network topology establishment. Each
such agent automatically sends the only two unsolicited messages in the sys-
tem thus interconnecting and starting the whole simulation.

A power line agent has some features common with the source node, so we
will describe only the different ones. The power line has one specific knowledge
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R which is the resistance of the line, and two voltage indicators: the input
voltage U and the output voltage Uout.

The line resistance causes the power loss on the line. The loss is:

ΔU = R · I (2)

The output voltage is reduced by the loss:

Uout = U − ΔU (3)

The behavior primitives of the line are as follows:

1. simulation start −→ send notifications to your input and output
2. simulation start −→ subscribe for the voltage U and the current I of the

input
3. simulation start −→ subscribe for I demand of the output
4. the voltage U has changed −→ recalculate the output voltage Uout ac-

cording to the relation (3)
5. the current I has changed −→ recalculate the output voltage Uout accord-

ing to the relation (3)

All these primitives can be implemented by the same means as it was de-
scribed in the case of the source agent – message sending, change handlers
and subscriptions.

The distribution node (agent C in Figure 1) is a special case of the line with
no resistance, thus copying the input voltage to its input. Its main purpose
is to split the incoming current according to the demands of its outputs.
All the outputs subscribe for the value of the knowledge of the current. The
distribution node uses the knowledge generator for replying with the value
corresponding to the particular output.

3.4 The Consumer Node

The consumer agent represents one of the endpoints in the power distribution
network. It initializes the flow of the electric power according to its current
power consumption demands. This is implemented by setting the I demand
knowledge (which is automatically subscribed when line connects as an input
to this agent) according to the P demand knowledge and the relation (1).

The pieces of knowledge of the agent are:

1. I – the input current
2. U – the input voltage
3. P demand – the actual power consumption requested
4. P – the actual power delivered by input
5. P threshold – the desired accuracy of the computation
6. I demand – the current corresponding to the P demand
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Fig. 2 Rice network viewer

The consumer agent’s behavioral primitives are:

1. generate P demand according to the time of the day and the given con-
sumption table

2. the power consumption P demand has changed −→ change the corre-
sponding current I demand according to the relation (1)

3. I has changed −→ consider if the power demand is saturated
4. the consumption is not saturated −→ increase I demand
5. the predefined consumption table/function

As can be seen in Table 1, the consumer node uses the network with estab-
lished topology to initiate the actual energy flow throughout the network.
When P demand is set to non-zero value, I demand is computed and dis-
patched to the subscriber (input line). The request then propagates through
the whole network to the power source which decides if the request can be
satisfied. If yes, it sets the I knowledge which then propagates through the
network back to the consumer. All power losses on lines and the current split-
ting is computed automatically by the agents representing the appropriate
network elements.

The power flow granted to the consumer is diminished by the losses.
The agent then increases the I demand and the whole process repeats until
the difference between demanded and granted power flow reaches the given
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threshold which effectively defines the desired accuracy of the energy flow
computation.

Throughout the whole process, the consumer agent simulates the power
demand variation in time. The Rice system contains the timer routines which
trigger the event in the pre-set time periods. As an reaction to this event
the agent computes (or retrieves from a table) a power consumption value
corresponding to the actual time of the day and sets the requested actual
power consumption P demand. All the power flow indicators get recomputed
automatically.

4 Conclusions

We have presented the network power flow model implementation in the
Rice multi-agent simulation environment. The system is based completely
on local interactions between autonomous agents and on-demand knowledge
propagation. No information is communicated without being requested.

Since each part of the simulation process is based on changes of agents’
knowledge and the reactive nature of the agents, it is possible to manually
change any of the involved indicators interactively during the simulation,
including the network topology.

The Rice system also offers tools to visualise the network,2 and to store
the computed values in any moment for off-line post-processing or statisti-
cal analysis. The concept of freely-combinable little pieces of code defining
the reactive behavior of the agents is suitable for machine generation of the
simulation definitions.

In the time of exploitation of electric appliances in all kinds of human
activity, any larger power outage, or blackout, may have a significant so-
cial and economical effects. Although it is impossible to prevent the black-
out completely or to predict it for a certainty, a computer simulation may
help to detect weak parts of the power network which should be replaced or
back-uped.

The future work will be focused on the implementation of complex models
involving intelligent decision making agents in highly dynamical environment.
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Asking for Help through Adaptable
Autonomy in Robotic Search and
Rescue

Breelyn Kane, Prasanna Velagapudi, and Paul Scerri

Abstract. Robotic search and rescue teams of the future will consist of both
robots and human operators. Operators are utilized for identifying victims,
by means of camera feeds from the robot, and for helping with navigation
when autonomy is insufficient. As the size of these robot teams increases, the
mental workload on operators increases, and robots find themselves in pre-
carious situations with no assistance for resolution. This paper presents an
approach that utilizes multiple levels of autonomy to allow a robot to consider
a range of options, including asking for operator assistance, for dealing with
problematic situations to maximize efficient use of the operator’s time. Indi-
vidual robots use self monitoring to determine failures in task progression, a
form of local autonomy. Upon this trigger, the robot evaluates decisions to
properly route asking for help, consensus autonomy. A Call Center alerts the
operator(s) to incoming requests for assistance. This results in a better use of
operator time by focusing attention where it is needed. Experiments explore
the effectiveness of agents’ decisions, both local and team-level, with multiple
simulators. A high fidelity simulator and user interface further evaluate how
effective robot information is relayed to the operator, through human trials.

1 Introduction

Applications for multirobot systems (MrS) such as interplanetary con-
struction [10], search and rescue [6], or cooperating aerial vehicles [1] will
require close coordination and control between human operator(s) and teams
of robots in uncertain environments. Some functions of a MrS, such as iden-
tifying victims among rubble, depend on human input. In general, humans
are needed for situations where robotic sensing is inadequate or reasoning is
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insufficient. Robot autonomy is needed because the aggregate demands of de-
cision making and control of a MrS continually exceed the cognitive workload
of a human operator.

As the size of the robot team becomes large, it is prohibitively difficult for
an operator to constantly monitor and preempt or solve any difficulties the
robots get into. Adding extra operators allows some scale up, but this can
be inefficient if the robots are simply divided between the operators because
there are times when some operators are overloaded while others are idle.
Somewhat paradoxically, the more reliable robots become the more ineffi-
ciently an operator’s time is used resulting in operators spending more time
monitoring and less time doing useful work. Previous work has addressed this
problem by giving an agent team the ability to proactively ask for input, in-
cluding Schurr et al’s team-level adjustable autonomy [9]. However, previous
work has typically focused on team level problems and not looked carefully
at balancing the value of getting operator input versus operator availability
and the value of continuing to act autonomously in robot teams.

Previous papers [5] present ideas on the importance of robots knowing the
context of the situation they are in and adapting their autonomy to make
more informed decisions. Adaptable autonomy describes how robots may need
to wear multiple hats depending on their current condition. This can happen
if a robot is originally labelled with rank of a boss, then must transition to
an underling that takes order as its levels of awareness become less clear.
The ability to adjust autonomy allows the robot to be adaptable depending
on the situation. This is important in applications where the environment
changes dynamically.

This paper presents a new approach to the problem of operator interaction
with a large team of autonomous robots. The approach relies on individual
robots having some capability for understanding that they are in a situation
where operator input or teleoperation can be helpful. This self-awareness can
be very conservative, flagging more situations that require operator input
than are actually difficult for the robot. For example, in this work, robots
consider getting operator input when their pitch changes unexpectedly or
when they are making no progress toward their goal for some period of time.
If a robot decides it needs operator assistance, a request is sent to a queue
system which can pass the request for assistance on to an available operator.
The queue system prioritizes tasks according to the relative value of the
task associated with the robot requesting help. If the wait for an operator’s
attention is too long, the robot can reason about other courses of action that
may resolve its problem. The combination of self-reflection by the agents and
the call center to route requests maximizes the efficient use of the operator’s
time, and improves the overall team utility.

When a robot decides that operator input may be useful, it has a range of
possible options, some of which require it to collect information from other
agents or from the call center to decide what action to take. For example,
before choosing to wait for operator input, the robot needs to know the
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length of the queue of requests at the call center. The robot also attempts
to estimate the length of time the operator will need to help it out of the
current situation. Options for the robot include simply giving up its task,
getting another robot to take over its task, or getting another robot to provide
context to the current situation leading to a decrease in the amount of time
the operator will take to resolve the robot’s problem. The outcomes of all
these actions are uncertain and the aim is to maximize overall performance,
hence Markov Decision Processes are a natural choice for representing the
reasoning.

This approach was extensively evaluated in two ways. First, the approach
was evaluated in a series of pilot tests with real operators in a high fidelity
robot simulation1. This determined a baseline for the need of human inter-
vention in searching highly cluttered environments versus robots searching
completely autonomously. Second, to understand the properties of the ap-
proach under a more diverse set of circumstances, a simple simulation of the
approach was implemented and tested under a range of parameters. This
included varying the probability of robots getting stuck, the number of op-
erators, and the number of robots.

2 Problem

We intend to address the following questions: What is the best way to go
about providing an operator with more information, and focusing their efforts
to where they can be utilized most effectively? Additionally, how can robots
in teams simultaneously make smart decisions, based on current resources,
to autonomously search zones while continuing to progress in their task?

Defining the problem more abstractly, consider a team consisting of a set of
robots R = {r1, r2, r3, . . .} and operators O = {o1, o2, o3, . . .}. The team ob-
jective is to maximize the number of identified victims and total area searched
with respect to time. This objective can be represented as the completion of
a discrete set of exploration and discovery tasks G = {g1, g2, g3, . . .} over the
map. These tasks are of varying importance to the team goal, as determined
by the joint reward function u(g).

Robots operate in one of several states, depending on model fidelity, but
they are primarily fixed, stuck, or dead. In order to complete a task g and
gain reward u(g), a robot must spend some number of timesteps in the fixed
state. However, environmental circumstances can cause robots to transition
to the stuck or dead states at each timestep. Operators have the ability to
allocate a number of their time steps to restoring robots in the stuck state
to the fixed state. However, they can only do this for one robot at a time.
For time t, this is represented by the assignment At

or of operator o to robot

1 While future evaluation will involve real robots, it is not feasible at this time
to conduct extensive user evaluation with sixteen autonomous robots in a large,
complex environment.
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r at time t. Over a given time horizon T , the team must allocate operator
attention in a way that maximizes completed tasks:

Uteam = arg max
A0

or ,...,AT
or

n∑

i=1

u(gi)

It is important for an operator to not just be useful in assisting robots in
need, but also to assist robots that generate a higher utility. The following
illustrates a concrete example of the problem. Two operators are controlling
twenty four robots. They must assist robots as necessary to maximize cov-
erage of the search area, while watching live camera feeds in order to mark
the location of potential victims. Each operator must constantly switch con-
text between surveying the environment for victims, assisting robots that
look like they are not being useful, and communicating with the other op-
erator. Robots may often get stuck and stop searching, but with so many
robots to control, this may go unseen to an operator. In another case, an

(a) robot view table (b) real view table

(c) robot view flip (d) real view flip

Fig. 1 Various stuck positions are displayed: The views on the left, (a) and (c),
show what the operator sees from the robot camera vs. the actual position of the
robot in the real world, corresponding views (b) and (d).
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operator might try to assist a robot that is stuck, and spend an arbitrarily
long time concentrating on how to get it out of a small, completely mapped
room rather than marking victims. Or, the operator may not realize that get-
ting this particular robot unstuck, instead of a different robot that is stuck
in an area that is not yet mapped, hurts their ability to search a larger en-
vironment. Furthermore, the degree to which a robot is stuck may also vary.
All of these instances present challenges in how the operator must go about
balancing their current tasks with knowing which robot is critical and the
time it may take to free the robot. Illustrating this point, Figure 1 shows a
side by side display where a robot is stuck, and what an operator sees through
the robot’s forward camera versus an exocentric view of the current state of
the robot. In robotic search and rescue domains, robots are often stuck in
situations where even the most skilled operators have trouble understand-
ing the severity or simplicity of the situation. This is because, provided only
with egocentric camera displays, human operators have difficulty establishing
complete situation awareness [12]. This leaves an opening for potential con-
tributions from individual robots to provide more context to the user. The
robot can assist the operator by autonomously making decisions, both indi-
vidually and through the team, to accomplish the overall goal. Robots can
delegate focused requests to the operator with a sort of scalable adjustable
autonomy. Thus, the degree to which a robot should make decisions for the
operator on where to concentrate is also an important question.

Figure 1 shows side by side displays illustrating the differences between
what an operator sees through the robot’s forward camera, versus the exo-
centric view of the current state of the robot.

3 Concept

Having self-awareness at the robot level can be beneficial to operators in
multi-robot domains in dealing with these issues. The ability for robots to
internally initiate decisions and act as a low pass filter over noisy information
allows operators to focus on assisting higher priority robots, allowing the con-
trol of larger teams with less operators. In this work, we propose a multiagent
approach that divides the problem of managing operator assistance into sev-
eral subtasks that are simultaneously processed both on the robot and at the
operator interface level. An additional actor, the queue meta-level manager,
is introduced as a coordinator for interaction between operators and robots.

The motivation for this architecture comes from the structure of a call
center. A call center is a system that allows multiple operators to service
many requests and is robust to varying call loads. In this domain, robots
would represent customers, and human tele-operators their servers. Rather
than providing advice the operator is responsible for assisting robots in need.
Robots, operators, and the queue meta-level manager all act as indepen-
dent agents. Each agent is a separate process. This modularity allows for
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Fig. 2 Communication between multiple processes

independent interaction. For example, robots assess their situation and make
informed decisions, while operators service requests, and a queue manager
acts as a switching board for incoming requests.

As robots travel through the environment the evaluation of their stuck
state triggers the creation of an internal reasoning proxy. This occurs when
the percentage that a robot is stuck exceeds some threshold ω. The reasoner
proxy acts as a self-contained piece of software that combines team level
information to reason about its next action. This reasoning produces a pol-
icy, Π , which returns the optimal matching action u of the current state x.
The series of possible actions are described in the MDP formulation given in
4.2. As described in Algorithm 1, if the robot decides to place a request for
the operators help, it sends the request to the queue manager. This manager

Algorithm 1
1: if Pr(stuck) > ω then
2: Π = generateReasoner(RobotID)
3: u = Π(x)
4: if u == ask operator for help then
5: sendMessage(QMessage, RobotID)
6: waitForUpdates()
7: ut+1 = getNextAction()
8: else
9: execute alternate u

10: end if
11: else
12: executeTask()
13: end if
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extracts the incoming request message, and places it on a literal queue. Statis-
tic information is flagged for this request, and calculated as necessary. The
queue manager can also send updated changes for values such as predicted
service times, and the varying length of the queue as they change dynami-
cally. The queue is upper bounded by the number of robot agents multiplied
by their number of request types. It is useful for the robot to take updated
queue statistics into account when deciding whether or not to get additional
help from a team member, or try other behaviors while waiting for help from
the operator. The communication between these entities is illustrated in the
system level diagram, Figure 2.

4 Algorithm

The approach has two major components that we will describe in detail in the
following sections. In one piece, the robot locally decides through monitoring
if it is unable to progress in its current task. This can be thought of as the
classification of a full or partial failure. Another section gives an analysis of
how the robot takes information from itself, the team, and properties of the
call center queue to decide how to go about resolving its current situation.

4.1 Self-monitoring

There are many instances where something unexpected occurs and prevents
a robot from progression or even completion within their prescribed task.
As has been stated above, if robots could provide feedback on their current
state through a sense of self monitoring, it is easier to anticipate when things
are not going as planned. If a seemingly naive robot is able to determine a
fail or partial fail scenario this can act as a trigger for making decisions to
help resolve the current situation. The current implementation is the begin-
ning steps towards robot introspection. As described in [2] full introspection
incorporates both a monitoring phase and a meta-reasoning phase. In this
model, sensor level information is processed and then sent to a metareasoner
which in turn ‘thinks about thinking’. Control algorithms are replayed back
to be translated into actions for the robot to execute. It is stated that the
current implementation emulates the beginning steps, because our approach
incorporates just the monitoring phase. Even though the metareasoning is
employed at a team level, the individual agent does not really evaluate if an
action is good or bad in determining its initial stuck state.

The robot determines if it’s ‘stuck’ with different sensory information ob-
tained while obstacle avoiding. The z-axis of the root reference frame is par-
allel to gravity but points up. The y-axis of the root reference frame points
laterally and is chosen according to the right hand rule. The x-axis of the
root reference frame points behind the robot. The rotation matrix is utilized
to know if a robot is flipped completely over, facing the ceiling, or facing the
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ground. This is explicitly determined by looking at the z-axis, represented
as the last row in the rotation matrix. If it is positive for the forward vector
then the robot is flipped facing the ceiling, if it is negative for the forward
vector the robot is flipped facing the floor, and if it is negative for the up
vector the robot is flipped over. Laser scan readings reveal if the robot is
detecting an obstacle. If progression is not achieved over a large threshold of
time > β, even after trying to turn in obstacle-free directions, the robot is
labelled as stuck in a corner. When a robot has not moved or turned any dis-
tance in a large number of iterations > δ it can also be said that it’s wedged
or blocked in some manner. The robot continues to explore unknown areas
and keeps track of sensor information, pre-empting when it thinks it can’t
continue. Upon this realization the robot will stop and begin evaluating its
next action.

(a) Driven up a wall (b) High-centered on a
step

(c) Trapped by victim
and wall

(d) Completely flipped

Fig. 3 Robots can become stuck in a variety of ways, with different amounts of
effort required to extricate them.
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4.2 Decision Model

The ability of a robot to identify that it may be stuck, use this information
and that of the team to decide what to do to proceed, and either directly or
indirectly assist the operator is important for accomplishing the goals of the
team.

Once the robot has determined it is in need of assistance, a Markov De-
cision Process is used to optimally evaluate the next best action. The deci-
sion model uses internal robot states, and evaluates how the robot should
proceed in requesting help. A Markov Decision Process is a way of math-
ematically formulating a problem that can be described in a four-tuple
{S, A, C(S, A), T (S, A)} The common general mathematical formulation for
MDPs is described below:

• a set of actions A = {a1, a2, a3...an}
• a representation of states S = {s1, s2, s3...sn}
• the one step cost of each associated action state pairing C(S, A)
• a transition function that denotes the next state given a state and action

T (S, A)

The Markovian property is exploited where an action state pair relies only on
the current state and does not account for all previous states. The system is
fully observable as all states resulting from current actions are known. This
MDP is inherently stochastic as the probability of many states are returned
through the transition function rather than one discrete state for each state
action pair. The value and optimal policies emerge when the algorithm con-
verges by the value iteration form of dynamic programming. Here a policy is
the mapping Π : S → A of optimal state and action pairings which minimizes
the value V : S → C , or total accumulated cost, for being in a state S, with
discount factor γ. This is also known as the Bellman equation.

V (s) = arg min
a∈A

C(s, a) + γV (T (s, a)) (1)

In this case, the MDP has four thousand states, choosing from five possible
actions. It converges in approximately fifty iterations. Each state of our MDP
has five dimensions represented with a variable for queue time, stuck state,
distance of helping robot, distance of a robot providing more information,
and a boolean indicator of whether or not this robot is currently waiting
on the queue. The stuck states were determined after experimentation with
P2AT robots in the USARSim domain, USARSim is described in 5.1. See
Table 1 for the explicit state listings.

There are five possible actions a robot can take in each state: {AskHelp,
HelpSelf, AskSelf, AskRForInfo, AskRForHelp}. Each of these corresponds
to a potential action the robot can take in response to its current stuck state.
The robot can ask for operator help, which places a request on the queue. The
robot can try and help itself, meaning that it will attempt to move on its own
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Table 1 The possible states of the MDP model.

States

Queue
Length

Stuck State Distance
Helper Robot

Distance
Robot provid-
ing info

On
Queue

Secshort facedown there there on
SecMedium faceup short short off
SeLong wedged medium medium
MinOne goingoverobj long long
MineTwo cornerstuck unknown unknown
MinFour flippeddead
MinSix notstuck
MinEight unknownstuck
MinTen
MinLong

to unstick itself. The robot can reassess its current state. This means that
the robot takes movements to help clarify its stuck state if it is uncertain of
this state previously. Also, another robot can be called in to help the current
robot, this is with the intention of the helper robot getting the calling robot
unstuck. Lastly, the robot may ask another teammate to provide information.
This is where another robot can come and provide camera imagery for the
current robot, to help give the operator more situational awareness for better
assisting the robot.

Transition probabilities are generated by doing trials in the physics sim-
ulation USARSim, described below, to gauge an accurate approximation of
how the environment affects the dynamics of a robot’s stuck state. These
probabilities are static heuristics, but as the state and action space increases
these transition probabilities could be learned through an algorithm such as
linear regression which will help maintain weights on the feature space.

Getting in a terminal stuck state of flipped over, or a not stuck state, act
as the absorbing states for this model. The single step cost for a given state
is dependent on the current action. For example, robots that ask for operator
help incur a higher cost when helper robots are near. This happens because
close robots may act as additional obstacles for getting stuck. Robots that
decide to ask for other robots to assist them have a lower cost when the
queue length is less and a helper robot is near, this is because helper robots
are better at providing a different viewpoint for the operator and assisting
the robot in need. It is not assumed that once assistance is employed to
a stuck robot that it will become unstuck. The model tries to account for
the percentages of times when the robot actually may get more stuck. The
amount of assistance a helper, operator, or the current robot can provide at
a given time is a direct result of the current state and action.
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Trends emerge based on how the robot chooses actions from an optimal
policy. When queue lengths are short, and the robot is not on the queue, the
optimal action for the majority of states is to ask the operator for help. Also,
when the queue length tends to be long, and the robot is on the queue, the
best action is for the robot to help itself. If the distance of a helper robot
is right near the current stuck robot, the robot tends to ask for robot help
more often when the queue is of a higher length. A condensed version of this
MDP is compared to other policies in the Simple Sim described below in 5.2.

5 Results

In order to explore the complex potential interactions between robots and
operators as well as the gross effects of various system parameters, experi-
ments were conducted in both a high-fidelity simulation environment with
human participants and a low-fidelity discrete event simulation with simu-
lated human operators.

5.1 USARSim

Pilot experiments were conducted in a high fidelity robotic environment de-
veloped as a simulation of urban search and rescue (USAR) robots and envi-
ronments, and intended as a research tool for the study of human-robot in-
teraction (HRI) and multi-robot coordination. USARSim is open source and
freely available2. It uses Epic Games’ UnrealEngine2 to provide a high fidelity
simulator at low cost. USARSim supports HRI by accurately rendering user
interface elements (particularly camera video), accurately representing robot
automation and behavior, and accurately representing the remote environ-
ment that links the operator’s awareness with the robot’s behaviors. MrCS
(Multi-robot Control System), a multirobot communications and control in-
frastructure with accompanying user interface developed for experiments in
multirobot control and RoboCup competition [11] was used with appropriate
modifications in both experimental conditions. MrCS provides facilities for
starting and controlling robots in the simulation, displaying camera and laser
output, and supporting inter-robot communication through Machinetta [8],
a distributed multiagent system. This distributed control enables us to scale
robot teams from small to large. The operator interface for this experiment
can be seen in Figure 4.

Initial experiments comparing robots autonomously searching with the as-
sistance of a human operator did not provide conclusive evidence of needing
operator assistance. The cubicle map was then customized to include many
more obstacles including desks, ramps, and chairs. This increased the diffi-
culty of the task. In this environment we ran a series of ten experiments for
2 http://www.sourceforge.net/projects/usarsim
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Fig. 4 Setup and user interface for USARSim experiments. Users are presented
with streaming video feeds from each robot (left), a global map panel (lower right),
teleoperation controls (middle right), and notification queue (upper right).

eight different single operators controlling sixteen robots in a highly cluttered
cubicle environment. Two trials were run for each variant. The performance
metric was the total area searched by the robot team. The first variant in-
volved sixteen robots searching autonomously; using their laser scans to prob-
abilistically map uncertain terrain populating an occupancy grid. Unexplored
areas contained more entropy or uncertainty so robots tended to branch into
unmapped regions automatically by maximizing their information gain. The
second variant included the addition of a supervisory operator. The operator
was told the goal was to maximize search space and could teleoperate robots
of their choosing to explore areas of the map or assist as necessary. The third
variant included the use of a queue system. In this experiment robots still
traverse autonomously while an operator supervises. The difference is that
now the robot can detect it is in need of assistance, pre-emptively stop, gen-
erate a request to the operator, and wait indefinitely for help. The underlying
queue is a priority queue sorted based on the robot’s priority. The robot’s
task priority is assigned based on how much utility they can generate by
searching the environment, or the amount of information gain when search-
ing a particular area. The queue system user interface employs a standard
alarm scheme to alert the user to new help requests. The video feed of the
respective robot needing help blinks until user acknowledgement at which
point the queue message is displayed to the operator. The operator is given
the option of clicking next to the message to mark the request resolved, dead,
or ignore the request. Marking the request dead results in marking the robot
as unusable. This symbolizes that an operator has done all they can to free
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Table 2 Results of USARSim simulation trials. Fully autonomous robots are com-
pared to robots being assisted by human operations in a direct supervisory and call
center role.

Round Area (m2)

Autonomously Searching Robots 1 482.42
Autonomous Searching Robots 2 504.13

Operator Assistance / Autonomous Search 1 583.99
Operator Assistance / Autonomous Search 2 665.92

All Above plus Call Center Interface 1 626.96
All Above plus Call Center Interface 2 645.56

the requesting robot, but is unable to do so. The ignore button allows the user
to multi-task and not address current request when they may be overloaded
with other tasks.The results are displayed in Table 2.

The total search area achieved in conditions in which an operator assisted
the robots showed an increase in more than 25% over robots simply searching
autonomously with no assistance at all, proving that operator assistance is
helpful. The results between the call center and operator conditions did not
yield signficant differences in performance.

The results from the USARSim experiments do not conclusively show that
the call center approach improves performance over that of an operator which
decides what robots to assist independently. There may be several reasons for
this result. The current experiments had the robots functioning very unintel-
ligently. Once the robot determined it was stuck it waited for the operator’s
help possibly indefinitely, a naive policy. This significantly decreases the ef-
ficiency of the robots and may not be the optimal thing to do when the
operator is not available to address a particular request. The reason robots
are left idle in their down time is to allow an incremental approach to ex-
periments. Bringing in too many additional variables may skew results. The
results also did not take into account metrics that may be specific to the
operator. For example, operators that take a very long time to address each
robot request will tend to have other requests queue up in the meantime. Also
operators that may not be very good at un-sticking robots could possibly not
benefit from a call center scheme, as all of the operators used in these pilot
experiments were inexperienced. It does seem that with more operators and
robots, where an operator can not possibly address every situation in an op-
timal way, the call center setup is beneficial. Since a good baseline has been
established without negative results, the next logical step is to test varia-
tions among human subjects which include varying the operators, number of
robots, and the complexity of decision autonomy the robots can employ. To
gain insight into how these variants effect the system a simpler simulator was
designed that allowed for exploring all these variations to provide validity for
future wide-scale human experiments.
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5.2 SimpleSim

A simple discrete event simulation was used to explore a large number of
parameters when evaluating the policies generated by the MDP, as well as
different dynamics related to how a call center functions. The simple simulator
is made up of Unmanned Ground Vehicles (UGVs), and Unmanned Aerial
Vehicles(UAVs) that travel the span of a grid world at each timestep. All
robots create paths to goals through an A* planner. The UGVs travel around
planning a path to a goal marked with a ‘T’. The ability of the UGV to travel
to that ‘T’, without getting stuck, is a completion of their task. UAVs also
travel through the environment and generate paths, but they do not get stuck,
they are purely used as helper robots in the context of these experiments.
Squares in the grid environment are marked with different colors to represent
different stuck states such as the robot being terminally stuck versus stuck
and needing help. An underlying queue collects incoming help requests for
the operator. A simple operator model based on a Gaussian distribution is
used for varying queue resolution times.

In generating our results, the MDP model is constrained to the state
space of the simple simulator. An example of how initial states might tran-
sition is shown in Figure 5. There are only six hundred states with three
possible actions. All state values remain the same accept for the stuck
state and distance of a helper robot. The stuck state changes to include
{dead, stuck, unstuck}, and the distance of helper robots no longer is im-
portant, using only {long, unknown} states. The actions now only allow the
robot to ask an operator for help, ask itself for help, or call in an additional
robot to provide more information. The optimal policy gets fed into the sim-
ulator that maps states and actions.

Fig. 5 An example of a partial MDP sequence.
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This MDP policy is compared over varying parameters to two other simple
policies. These policies are, a policy that puts every stuck robot on the queue
(Is it good to always ask an operator for help?), and a policy where the robot
always tries to help itself before placing itself on the queue. The ’operator
policy’, where every stuck robot places itself on the queue, was chosen as it
is similar to the policy used in the human trials that were described in 5.1.

A series of experiments studied the effects of varying the number of oper-
ators, the number of robots, the proportion of dangerous map cells (affecting
how often robots were stuck), and the average time for an operator to help a
robot. In each experiment, one parameter was varied, while the others were
held at the nominal values given in Table 3.

Table 3 Nominal values for SimpleSim experiments.

Parameter Value

# of robots 256
# of operators 2
% dangerous cells 4
Average assist time 30

At each setting 100 simulation runs were executed, each lasting 1000 time
steps. Robots and tasks were initialized uniformly random for each run, with
tasks varying randomly in value. The performance of each run was measured
by a sum of complete task value, additionally recording average queue length
over the run. More specifically, as a task is completed the value for that task
was accumulated in the total utility. The results of the experiments can be
seen in Figure 6.

Queue length increases and value decreases as conditions become adverse
for the robots, as the number of dangerous cells increases in Figures 6(e)
and 6(f).

The behavior of the MDP is apparent in its effect on queue length across
all conditions. While other policies show an increase in the queue length as
conditions become increasingly adverse, the MDP policy becomes increasingly
frugal with operator requests, efficiently keeping the operator workload down
as the queue length plateaus to a constant length, as operators take longer
to assist 6(b), and when the number of operators are low 6(d), and when
amount of dangerous cells increase 6(f), and as the number of robots increase
while operators are held constant 6(h). This is a good result and supports
the need for autonomous robot decision making using the environment’s state
information.

Since the MDP is additionally aware of task utility, it is also capable of
prioritizing requests to improve performance, yielding higher overall value
than the other policies. Figure 6(c) shows an interesting trend where the
MDP policy’s value decreases over time but still finishes at a higher value
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Fig. 6 Results of the simple simulator experiments over a range of parameters.

than the other policies. This may occur because increasing the number of
operators does not necessarily lead to the assistance of more robots, especially
when the MDP does not always ask for operator help. Also interesting is the
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trend as operators take longer to assist in Figures 6(a), this shows that the
accumulation of task value increases without the need of an operator, for the
optimal policy.

6 Related Work

For human robot teams in uncertain environments, it is necessary to balance
between robot autonomy and the use of teleoperation for robot assistance.
Others [4] explore the effectiveness of a robot that navigates through the en-
vironment by teleoperation and asks an operator for input. This is referred to
as collaborative control. While the framework described above also employs a
line of communication between the operator and robot agents, it additionally
utilizes team autonomy information to make more informed decisions. Also,
the robots proactively take actions when an operator may be busy. This al-
lows an efficient use of an operator’s time by balancing when it is necessary for
an operator to interact with a robot versus the robot acting autonomously.
This balance is illustrated in models between neglect time and interaction
time [3]. The model describes a point in robot autonomy that reaches degra-
dation caused by neglect tolerance. This suggests that overall tasks would
improve with an operator causing the operator to devote interaction time to
the robot. The architecture just presented addresses this balance without the
need for dedicated operators.

To be clear the focus of this work was not to evaluate the graphical user
interface between the operator and the system. Many previous work addresses
interface design. Some of this work [7] touches on how questions should be
relayed with the support of robot state information to users to help their
understanding. The work presented here does provide context to the user,
but focuses more on the underlying intelligent decision making of the system.
Additionally, previous work [13] conducted tests for interface designs specific
to the task of robotic search and rescue. Users often felt more comfortable
with interfaces that provide more information about the robot’s orientation.
A preference for fixed windows was noted based on user feedback explaining
how this allowed them to better judge the current situation. Although, an
evaluation of the interface design is not the purpose of this work, the system
architecture supports the need for presenting more situational awareness to
the user, thus increasing their comfort level, and improving their ability to
complete the task.

7 Conclusion and Future Work

This paper presents a new way to assist a multi human robot team in accom-
plishing its goal through a local autonomy trigger, and reason provided the
context of a team. The analysis of algorithm presented shows the importance
of the concept of robots sharing responsibility in making smarter decisions.
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This represents a baseline for future experiments and directions in teams with
higher scale and more dynamic environments.

The major contributions of this work include the presentation of a sys-
tem architecture that addresses neglect and interaction time profiles. Also, a
robots adaptable autonomy in this architecture efficiently allocates operator
time, provides situational awareness to the operator, improves team perfor-
mance, and is robust to partial system failure.

Future work includes extending experimentation to real robot platforms,
and delving deeper into investigating each subset of the problem. Extensions
on self monitoring might incorporate the ability of a robot to evaluate how
good their decisions are, and if they can learn, or set up a prediction of areas
they may want to avoid based on knowing histories of getting stuck. The
robot’s current decision model can be expanded with additional states and
actions. This may include the use of heterogeneous agents, and the ability for
an agent to give help in addition to asking for help. A call center formulation
does not have to be constrained to just agents requesting help. The queue
can also be utilized in other applications such as UAVs for holding important
video playback data that the operator may need for better completing their
task.
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Conceptual Framework for Design of
Service Negotiation in Disaster
Management Applications

Costin Bădică and Mihnea Scafeş

Abstract. Interactions between stakeholders providing their services in dis-
aster management might involve negotiations for optimal selection of service
providers. In this paper we propose a conceptual framework for designing
cooperative multi-issue one-to-many service negotiations. The framework al-
lows us to define: negotiation protocols, negotiation subject, properties of
negotiation subject issues, deal spaces, and utility functions of participant
agents. We also consider a simple example of how this framework can be
instantiated to particular negotiation in a disaster management information
system.

1 Introduction

The increased complexity of socio-economic systems in combination with nat-
ural hazards might create conditions that can evolve into dangerous chem-
ical incidents in or nearby urban areas. These are complex processes that
face involved stakeholders with handling of chemical substances threatening
themselves, the population, as well as the natural environment. Moreover,
as we deal with increasingly complex chemical substances, the risks of using
them in a wrong way are higher. Places such as harbors, as well as indus-
trial areas (e.g. the port of Rotterdam) are constantly at risk because many
companies are using, transporting and/or processing dangerous substances in
those areas. Agencies specialized in environmental protection and emergency
management are continuously monitoring the situation with the goal of tak-
ing corrective actions when things tend to go wrong. For example, DCMR1 in
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360 C. Bădică and M. Scafeş

the Netherlands and DEMA2 in Denmark are two organizations that protect
the people and the environment against chemical hazards. Their goal is to
monitor the situation and, when needed, to discover the source of the disas-
ter, handle the chemical substances, secure the dangerous area and eventually
decide to evacuate the population or take other protection measures.

However, in responding to a threat caused by an incident, these agencies
cannot and usually do not act in isolation. Efficient response to a chemical
incident requires collaborative effort by exchange of information and expertise
between several stakeholders that can belong to different organizations. For
example, information from the Police (the traffic volume, congestions that
might be present near the incident location) and the City Hall (what is the
population in the area of the incident and how is it distributed?) help agencies
to take decisions whether to evacuate or shelter affected people. Additionally,
the agencies might also use volunteers that are present in the incident area
and are able and willing to give precious information about the source of the
incident (do they smell something unusual? do they see weird smoke in the
area?) apart from their own specially trained staff.

Among the difficult challenges that environmental and emergency organi-
zations have to face during their responses to incidents, we mention:

• Difficulty in finding the source of an incident, or at least obtaining a list
of potential sources.

• Inability to get an accurate on-site situational overview.
• Difficulty in finding useful resources and experts and in establishing com-

munication lines between them for information exchange.
• Inability to log the incident handling.
• Inability to try “What if” scenarios that help the decision makers.

See [3] for other problems and typical scenarios that are faced by these
organizations.

In order to tackle these kinds of problems faced by organizations such as
DEMA and DCMR, the DIADEM project3 has been started. DIADEM aims
to develop a distributed information system that supports experts from var-
ious geographically distributed organizations (e.g. environmental agencies,
police, fire fighters) with heterogeneous techniques from various domains in-
cluding software engineering, decision making, human-computer interaction,
chemical engineering, environmental management, and crisis management.

The core platform of the DIADEM distributed information system – the
DIADEM Framework – is modeled using multi-agent systems techniques [17].
Software agents support human experts to achieve their tasks. They can
provide user interfaces to various tools that run on different devices that
experts might utilize or carry with them (e.g. PCs, laptops, PDAs, mobile
phones, etc.).

2 Danish Emergency Management Agency.
3 DIADEM: Distributed information acquisition and decision-making for environ-

mental management. See project website at http://www.ist-diadem.eu/

http://www.ist-diadem.eu/
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An important feature of DIADEM is the communication system. Soft-
ware agents help to automatically route and exchange information between
experts. Experts’ tasks are wrapped in agent processes. Thus, agents run
processes that contribute to the global goal of the system: mitigation of a
chemical disaster. This wrapping of tasks into agent processes helps the sys-
tem to connect the experts through agents’ reasoning and interaction. Agents
advertise their processing capabilities as services by using a simple Yellow
Pages mechanism. Each time an agent is not able to fulfill his task (for exam-
ple because of lack of knowledge to gather or derive necessary data or of the
incapacity of the expert to move from his current location), he asks another
agent for help, that is, he asks another agent to provide him with a certain
service. This is the basic mechanism that enables connection of the agents in
the system (for more details about the DIADEM Framework, see [12,11]). In
this context, agents are faced with the problem of selecting the optimal ser-
vice provider taking into account a set of parameters specific to each service.
Optimal selection of service providers is accomplished using service negoti-
ation, which is the subject of our work and of this paper. Note that results
presented in this paper are also a continuation of our preliminary work on
service negotiation mechanisms for disaster management reported in [14].

For better understanding, in what follows we will consider a simple example
of service negotiation in the system. The example was adapted from [3] and
it is also described in [14] (for more complex examples, see also [3]).

Assuming that an incident emerged and that the fire brigade already ar-
rived at the location of the incident, it is necessary that the Fire Fighter
Commander (FFC) agent marks a safety distance to keep people away from
the incident (we assume that: a spill of a chemical substance has leaked from
a tank; the substance has already been identified; the substance turns into a
gas). The FFC agent cannot compute the safety distance by himself because
there are parameters that he doesn’t know: (i) how does this gas react to the
atmosphere?; (ii) in what measure is this gas harmful to people?; (iii) what
are the atmospheric conditions at the location of the incident? Therefore,
the FFC agent requires the Safety distance service and therefore he starts a
negotiation for this service with all the agents that are able to provide it.

The location of the incident is important to the negotiation as the safety
distance should be computed taking into account the weather and envi-
ronmental conditions that are obviously location dependent. In many cases
weather conditions (for example wind speed and direction) can only be gath-
ered for a place or area that is close to the required location. The FFC agent
must carefully filter the proposals from weather provider agents taking into
account the location parameter. Another important aspect of this negotia-
tion is the precision of the data that will be provided. The FFC agent will
surely take this aspect into account when selecting the service provider agent.
Therefore, the FFC agent negotiates about the group of items (service name,
location, precision), that is known as negotiation subject. Note that other
important negotiable parameters that take into account the context of the
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incident and of the service providers, like for example up-to-dateness or com-
pleteness of data, can be included in the negotiation subject. See [9] for a list
of quality of context parameters and methods to compute them.

This paper is structured as follows. In Section 2 we give an introduction
to negotiation in multi-agent systems, with a focus on service negotiation.
Section 3 follows with a discussion about the framework we propose, including
examples of utility functions, and worked out example. In section 4 we briefly
compare our framework with other existing negotiation frameworks. Finally,
in Section 5 we draw some conclusions and point to future work.

2 Service Negotiation

Negotiation is a process that describes the interaction between one or more
participants that want to agree on a subject by exchanging deals or proposals
about this subject. Negotiation about a service that one or more participants
agrees to provide to other participants is called service negotiation.

There are at least two interpretations for services in software systems:
Software as a service and Service as a software. In the context of the DI-
ADEM system, we assume both interpretations. The first interpretation is
more suited as a software delivery model by application service providers for
component-based distributed applications. In DIADEM, we develop special-
ized components that are wrapped by agents and have their functionalities
provided as software services. Some examples are decision making compo-
nents and prognosis components. They can provide an overview of the situ-
ation, predict how the situation will evolve, rank the predictions according
to certain criteria, etc. These capabilities of software data processing are
provided to requester agents (representing humans as well as other software
components) as software services.

We use the second interpretation by viewing a service performed by hu-
mans or organizational entities as being delivered through software and IT
infrastructure, i.e. software agents in our particular situation. For example,
human experts or entire organizations can advertise their physical capabilities
as services. Therefore, they can provide their services by agreeing to perform
physical tasks included in their set of capabilities and returning results via
software agents assigned to them. Additionally, on-site experts and trained
staff can use computing devices (mobile phones, laptops, etc.) to interact
with their personal software agents that act as an external interface of the
DIADEM system.

There are three important aspects that need to be addressed in the defini-
tion of a negotiation problem: negotiation protocols, negotiation subject and
negotiation strategies [8].

The protocol describes the public rules of the agents’ interaction process.
Agents must comply to the protocol of the negotiation in order to be able to
communicate. The protocol specifies the steps of negotiations, the types of
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messages that can be exchanged as well as when messages can be send and/or
received. Among well known negotiation protocols, we mention Contract Net
(CNET) [15], Monotonic Concession Protocol (MCP) [2], and different types
of auctions [17].

A negotiation subject describes what is being negotiated between the part-
ners. In service negotiation, the negotiation subject is the provided service
with its associated parameters. One of the preliminary steps of designing a ne-
gotiation for a specific problem is to identify the type of the subject: whether
it is single-issue (e.g. only the service name) or multi-issue (e.g. service name,
time, quality measures, etc). The operations that can be performed over the
range of issues must be also identified: whether the set of issues can be modi-
fied or not (e.g. participants can add or remove issues) and whether the values
of issues can be changed or not and in what way.

An agent’s strategy represents the private decisions that the agent makes
during the negotiation in order to reach the desired agreement that maximizes
some form of welfare. The chosen strategy must be defined in accordance with
the negotiation protocol.

An initial evaluation of different negotiation mechanisms with respect to
their usefulness for the DIADEM system is presented in [14] and [2].

3 Conceptual Framework

Negotiations in DIADEM are managed by a specialized software component
– negotiation engine that is instantiated inside each agent. The negotiation
engine supports the addition of new negotiation protocols by offering an
interface with support for negotiation demands in DIADEM. The negotiation
engine is generic, i.e. it can run negotiations described by various negotiation
protocols that were adapted for the DIADEM domain.

Negotiations in DIADEM are one-to-many and multi-issue. In a one-to-
many negotiation, a single agent is negotiating simultaneously with a group
of one or more agents. Therefore, one-to-many negotiations assume a special
agent that has a different role than his opponents. For example, in CNET,
there is one manager and possibly multiple contractors. The manager part
of CNET protocol is different from the contractor part. The manager sends
and eventually re-sends calls for proposals, selects the winner(s) and waits for
task results, while the contractor(s) make proposals or refusals and provide
task results.

Another important characteristic of service negotiations in DIADEM is
that they are cooperative. Cooperativity stems from the fact that the overall
goal of negotiation participants is the optimization of the response to the
chemical incident. Basically this means that during a negotiation: (i) the
manager is the leading decision factor that will try to optimize the assignment
of the negotiation task to the best available contractor; (ii) the contractor will
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try to make the best proposal for serving the manager, taking into account
his current duties and availability.

In DIADEM, a typical situation occurs when one agent requests some data
that can be made available through services provided by other agents in the
system. We found useful to describe such situations by borrowing the role
names from CNET. So in DIADEM there are only two negotiation roles:
(i) manager associated to the requester agent and (ii) contractor associated
to the provider agents. Protocol descriptions will be divided into multiple
sections to describe each role, in particular manager and contractor roles in
DIADEM. Agents should be able to identify their roles from the protocol
description and the context where the negotiation is applied.

3.1 Negotiation Steps

Negotiations in DIADEM share a common set of generic steps (see table 1).
All implementations of negotiation protocols in DIADEM are supposed to
follow this set of steps. These steps are generic in the sense that:

i) Each step must be specialized for a given type of negotiation by indi-
cating the information exchanged between agents about proposals, accep-
tance/rejection and agreements made.

ii) The control flow of executing these steps must be specialized for a given
type of negotiation. Mainly, the flow should follow the sequence in table
1. Note however that some steps are optional, while other steps can be
iterated, as it is for example the step of proposal submission.

3.2 Negotiation Subject

In our service-oriented application, agents provide services taking various
input parameters that are needed to produce their outputs. Some service pa-
rameters can be important decision factors during negotiation, i.e. they are
taken into consideration during the process of selecting the proper service
providers (e.g. time to start the service, estimated time to provide the ser-
vice, distance to incident location etc). Therefore, such service parameters are
in fact negotiation issues. Then, after the negotiation has taken place, all the
service parameters become inputs to the service and are used or consumed
during service invocation to compute their output. In conclusion, during ne-
gotiation some of the service parameters, i.e. those that designers consider
useful for the selection of the service providers, will become negotiation is-
sues. These issues together with the service description form the negotiation
subject. Moreover, each issue has a set of properties.

The description of a multi-issue protocol introduces the subject issues
and their associated properties. The issues can then be referred in the
protocol description, both on the manager and contractor sides. Addition-
ally, the negotiation engine supports querying of the issue properties to
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Table 1 Common steps of DIADEM negotiations

Step
No.

Step Name Description

1 Identification of subject,
role

Setting up the subject and taking roles. Usually
only the manager takes this step into account,
as he needs a certain provided service.

2 Start negotiation At this point, the negotiation starts. Depending
on implementation, this step might include reg-
istering the negotiation at a negotiation server.

3 Registering to negotia-
tion

Whoever is interested in negotiation, is regis-
tering to it. Sometimes this step might not be
taken into account.

4 Proposals Receiving and sending proposals. The utility
functions and deal space are used in this step.

5 Agreement/Conflict Deciding whether an agreement or a conflict is
reached, selecting the service provider. This step
also uses utility functions.

6 Termination The negotiation process really ends in this step,
but an extra step might be necessary to receive
the results. A data connection between the man-
ager and the contractor is created.

7 Service provision/results
(Cleanup)

The results are sent/received in this step. The
connection between the agents is broken after
this step.

determine their values. A subject issue that can be negotiated has the fol-
lowing properties:

• Name: a sequence of characters that uniquely identifies an issue of a given
subject.

• Data type: the type of the value the issue is allowed to take. For example,
possible values of this property are: NUMBER that describes an integer
or real number and STRING that describes a sequence of characters.

• Value type: specifies if the issue can be modified in proposals or it should
keep its original value set by the manager. Possible values are: FIXED (this
describes a non-negotiable issue, i.e. and agents cannot propose values for
this issue) and DYNAMIC (agents can propose values for this issue).

• Value: in case of a fixed issue, the manager sets this property when he
defines the subject.

Depending on their role – manager or contractor, participant agents can
privately configure the negotiation issues using additional properties:

• Monotony (for both manager and contractor): specifies whether the man-
ager or contractor prefers high values or low values of this issue. Possible
values are: INCREASING (the agent prefers high utility values of the is-
sue) and DECREASING (the agent prefers low utility values of this issue).
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For example, in many negotiations the manager agent usually prefers to
get some result in shorter rather that longer time. In this case time is a
decreasing issue. On the other side, the contractor would have to spent
more effort by allocating additional computational or other resources in
order to provide the result in shorter, rather than longer time. So for the
contractor time is an increasing issue.

• Reference value (for manager): represents the ideal value of the issue from
the point of view of the manager. The manager compares the actual issue
value from a proposed deal with this value in order to take a decision about
how to proceed in the negotiation. Usually a distance-like function is ap-
plied to the actual issue value and the reference value in order to estimate
its contribution to the overall utility of the proposal for the manager. For
example, 0, meaning “a very short time duration”, might be the reference
value of the time issue discussed above.

• Weight (for manager): represents the relative importance of the issue in
the subject, compared to the other issues.

During a negotiation, agents propose deals from their private deal spaces.
Only deals that match the negotiation subject are valid for proposals. A deal
issue has the same properties as the corresponding subject issue, with the
requirement that its value is always set (i.e. it cannot be unknown or left
blank). We assume that issues are independent. That is, a change in the
value of an issue does not have any influence on the other issues. In other
words, an issue does not compensate other issue. We are aware that this is a
restriction and we plan to address it in the future (for example using ideas
inspired by [7], [6]).

Monotony of subject issues is useful for agents to make concessions to their
opponents during negotiation. For example, if an agent proposal is refused
during a negotiation round then the agent will know based on the opponent’s
monotonicity of the subject issues how to update its proposal during the next
round.

3.3 Agent Preferences

Negotiation participants – either managers or contractors, use utility func-
tions to measure their preferences over deals. Therefore in multi-agent sys-
tems, agent preferences are expressed by utility functions. The utility function
of agent a can be defined as:

ua : X → [0, 1]

where X is the set of potential deals of agent a. An agent’s utility function is
a mapping from his set of potential deals to a real number between 0 and 1.

In what follows we show how utilities of manager and contractor agents
can be specified in our proposed framework.
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3.3.1 Manager Preferences

Taking into account multi-issue negotiations, let I be the set of issues parti-
tioned into sets I↑ and I↓ of monotonically increasing and decreasing issues.
Let xi be the value of an issue i ∈ I of a deal x ∈ X . Each issue i ∈ I has
a weight wi ∈ [0, 1] and a partial utility function fi. Note that weights are
normalized i.e.

∑
i∈I wi = 1. Intuitively, the weight of an issue represents

the relative importance for the manager of that issue in the set of all issues
associated to a negotiation subject.

The manager uses a weighted additive utility function to evaluate proposals
and to select the service provider. Therefore his utility function takes the
following form:

um(x) =
∑

i∈I↑
wi ∗ fi(xi) +

∑

i∈I↓
wi ∗ (1 − fi(xi))

In other words, the utility of a proposal (i.e. a deal proposed by a contractor
agent) is evaluated as a weighted sum of issue utilities. Depending on the
issue monotonicity, the term (1 − fi(xi)) for monotonically decreasing issues
or the term fi(xi) for monotonically increasing issues is used for evaluating
the contribution of a single negotiation issue to the utility of the proposal.
The partial utility of an issue maps the issue domain to a value in the interval
[0, 1]:

fi : Di → [0, 1]

where Di is the value domain for issue i. An issue utility represents the
manager’s preference over an issue value as a real number between 0 and 1.

The definition of function fi depends on the domain of the issue. For
example, a possibility to define the partial utility function of a real valued
issue when Di = [xmin

i , xmax
i ] is as follows:

fi(xi) =
|xi − x∗

i |
xmax

i − xmin
i

where x∗
i is the reference value assigned by the manager to the issue i.

For text valued issues, the partial utility function might measure the se-
mantic difference between two texts or simply their lexical difference.

As issue utilities have values in the interval [0, 1] and the issues weights
are normalized, the utility function of the manager evaluates a proposal to
a real number in the interval [0, 1]. Value 0 means that the proposal is the
worst for the manager, while value 1 means the ideal proposal, i.e. the best
for the manager.

3.3.2 Contractor Preferences

Typically in bargaining problems agents use tactics to make proposals [5]. In
our task allocation problem, the contractor agent uses his utility function to
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select the deals that he will propose to the manager. The utility function of
the contractor agent is a mapping from his deal space to a real number in
the interval [0, 1] as follows:

uc : X → [0, 1]

The utility function of the contractor agent can be defined as shown below:

uc(x) = 1 − effort(x)

Here effort(x) represents the total effort that needs to be deployed by con-
tractor agent c to be able to provide the terms and conditions specified by
proposal x of the manager. The contractor will obviously choose to propose a
deal that maximizes his utility, i.e. minimizes the required effort for achieving
the task required by the manager.

In practice function effort(x) can take into account several factors, in-
cluding for example the cost of providing service x (i.e. cost(x)), the existing
commitments of agent c that were previously contracted and are not yet
finalized, and/or the amount of resources that are required to provide the
service.

Obviously, a higher number of commitments not finalized yet of agent c
or a higher cost of providing x will result in a higher value of effort(x)
and consequently to a lower value of the utility function uc(x) of contractor
agent. The effort function can be defined in a similar way to the optimizer
in [13]. For example, the agent might require a smaller effort if the task he
is negotiating depends on another task that the agent is currently working
on. For example, an agent located in the port of Rotterdam working on a
previous task would have to invest a smaller effort for a new task requiring
measurements of gas concentrations in the port of Rotterdam than for a
new task requiring the same type of measurements but in another location,
because in order to accomplish the former task the agent would not need to
move to another location.

Moreover, in the domain of disaster management, participation of contrac-
tor agents in negotiations might be constrained by the availability of required
resources. For example, an agent should not be able to carry out in parallel
two tasks that both require the associated expert to be in two different places
at the same time. Additionally, agents should not be able to perform in par-
allel too many tasks as they would be overwhelmed. To model such situations
we can endow agents with resources and constrain their participation in ne-
gotiations for service provisioning by the availability of these resources. The
load factor of an agent represents the degree of unavailability of the agent,
i.e. the higher is the agent load factor, the less available is the agent to pro-
vide services. This factor can be estimated by the percent of resources from
the total amount of resources available to the agent that are currently in use
by the agent to provide already contracted services. The agent load factor is
represented by a real number between 0 and 1. Using the load factor, the cost
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for providing the service can be determined as the percent of resources that
will be added to the agent load factor if the agent will agree to provide the
services under the terms and conditions of the deal. If the agent has a load
factor of 0 then all his resources are available (this means he is not performing
any task at the moment), while if the load factor is 1 the agent cannot engage
in new negotiations until he finishes some of the currently performed tasks.
The load factor is very important to define the agent strategy for making
proposals, as the agent cannot propose a deal requiring more resources than
the available resources.

3.4 Levels in Negotiation Specification

It is important to observe that, with the introduction of our conceptual ne-
gotiation framework, there are actually two levels of specifying negotiations
that we support in DIADEM.

i) Negotiation type level. This corresponds to the definition of a negotiation
protocol by specifying negotiation steps and their control flow. Usually at
this level negotiation subjects, associated issues and some of their proper-
ties need also to be specified. Specifically, at this level the following items
will be configured:

– the negotiation protocol.
– the subset of the service parameters that will be considered negotiation

issues and default values for their associated properties, as defined in
Section 3.2.

– a local utility function for each issue.

A negotiation type is created by humans at design time using the concep-
tual artifacts provided by the negotiation framework.

ii) Negotiation instance level. This corresponds to the definition of a partic-
ular negotiation by setting custom values for properties of the negotiation
issues. A negotiation instance is created by agents at run time by instan-
tiating and configuring a given negotiation type.

Note that if we supported only the first configuration level then an expert
would have no possibility to tune the issue properties for a certain situation.
If we supported only the second configuration level then an expert would
probably be overwhelmed by the set of properties he would have to check
(because the properties would not have appropriate default values). This is
the reason for having two levels of configuration. A set of default parameter
values will be configured at the first level and the expert will be able to tune
the properties at the second level, before the start of each negotiation. For
example, an expert may want to set the ideal value for issue “location” to
his current location each time a negotiation starts. Note that this process
of negotiation configuration is linked to the description and configuration of
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DIADEM services. However, a discussion of service description and configu-
ration in DIADEM are outside the scope of this paper.

3.5 Example

In this section we consider a simple practical example of how the framework
supports negotiation in a disaster management scenario. Let us suppose that
a manager agent needs to find a provider for the service “Measure gas con-
centration”. For simplicity, we will not take into account the precision or
location of the measurement, so time is the only negotiable parameter of the
service. In this context, time means the time duration in which the mea-
surement of the gas concentration will be available. Therefore, the manager
agent starts a negotiation concerning the negotiation subject (service: “Mea-
sure gas concentration”, time). service is a fixed issue with the meaning that
agents cannot propose deals in which this issue has a value different than the
initial value specified by the manager. time is a dynamic issue and agents can
propose any value from their deal space for this issue. Let’s suppose there are
three other contractor agents in the system, as described in table 2.

Table 2 Possible contractor agents in the system

Agent
name

Deal space Load
factor

C1 (service: “Measure gas concentration”, time: 1) with cost = 1 0
C2 (service: “Measure gas concentration”, time: 1) with cost = 0.7 0.4

(service: “Measure gas concentration”, time: 5) with cost = 0.5
C3 (service: “Get weather data”, time: 2) with cost = 0.3 0

The entire negotiation process structured according to the negotiation
states in Table 1 is depicted in Table 3.

The manager agent sends calls for proposals to all contractor agents in
the system. Agent C1 can propose the deal in his deal space, as this deal
matches the subject (the value for service issue matches the value of the
fixed issue service set by the manager and the deal also contains an issue
named time). Additionally agent C1 can afford spending the associated effort
(we assume the effort is simply computed by adding the values of the cost
and the load factor, which is 1 in this particular case). Agent C2 has two
options in his deal space and both match the negotiation subject. However,
he proposes the second option as he cannot handle the effort for providing
the first option. Agent C3 does not have deals matching the subject and
consequently he refuses to send a proposal. After the manager had received
the proposed deals from all the participants, he computes the utility of each
deal. Resulted utility values are shown in table 4.
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Table 3 Negotiation process

Neg.
step

Manager C1 C2 C3

1 Define subject (service:
Measure gas concen-
tration, time) and role
(manager)

- - -

2 send CFP to C1, C2, C3 receive CFP receive CFP receive CFP
3 - search the deal

space and decide
search the deal
space and decide

search the deal
space and decide

4 receive proposals from
C1, C2, C3

propose deal 1 propose deal 2 refuse

5 Compute utilities, send
agreement to C1, conflict
to C2 and C3

Agreement Conflict Conflict

6 End negotiation, wait for
results

Start processing End End

7 Receive task information
from C1, End

Send task infor-
mation, End

- -

Table 4 Utilities of the deals received by the manager. As agent C3 did not send
a proposal, it is not mentioned in the table

Sender Utility

C1 0.5 + 0.5 * 0.99 = 0.995
C2 0.5 + 0.5 * 0.95 = 0.975

When computing the utilities in table 4 the manager takes into account
the following:

• the service issue takes text values;
• the time issue takes number values;
• the domain of the time issue is [0, 100];
• the time issue is descending;
• the reference value of the time issue is 0;
• all issues have equal weights of value 0.5.

Note that the issues (service and time) as well as the default values of their
properties (reference values, weights, monotony, data types, value types) are
defined at the first level of negotiation configuration.

The manager selects the sender of the deal with the highest utility as the
service provider. According to table 4, it is not difficult to observe that the
manager agent would pick the option proposed by agent C1.

Note that in this example we have included among the possible contractors
agents that are not able to provide the required service – agent C3 in our
example. However, in practice the manager will send the call for proposal
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only to agents that are (at least in theory) able to provide the required ser-
vice by first querying a Yellow Pages server. Note that this does not mean
that contractors receiving the call for proposal will necessary propose some-
thing, because they might be too busy or they would not be able to propose
an appropriate deal that matches the negotiation subject (for example, the
manager might add to subject an extra issue that some agents might not be
aware of).

4 Related Work

Recently, a service negotiation framework has been proposed in paper [10].
That framework was applied to model Web service negotiations between in-
surance companies and car repair companies. The negotiation is implemented
as an interaction between web services and the participants’ preferences are
represented using an ontology. The framework is utilizing the CNET protocol
for negotiation, implemented as Web service method invocations. Note that
in our proposal we do not constrain the negotiation protocols to a particu-
lar interaction protocol. Rather, we define a set of generic negotiation steps
that are likely to be followed by many negotiation protocols. Our framework
is generic in the sense that it allows creation and integration of different
negotiation protocols. The approach of combining generic negotiation with
components for representation of negotiation participants’ deal space, util-
ities, and resources allows us to design and evaluate different negotiation
protocols useful for service negotiation in disaster management. Also, differ-
ent from [10] where the authors utilize a fixed set of subject issues specially
tailored for their scenario, in our approach we give the possibility to define
new subject issues with their properties that suit best the application in
hand. Additionally, contractor utilities have a different semantics inspired by
task allocation problems ( [13]) that is more appropriate for the collaborative
rather than competitive context for which our system is designed. However,
similarly to [10], we use additive weighted utility functions for managers that
take into account partial utility functions defined for each negotiation issue.

In [1] the authors discuss SAMIN – System for Analysis of Multi-Issue
Negotiation. SAMIN is an advanced Prolog-based software for analysis of
one-to-one, multi-issue, both automated and human negotiations. In our sys-
tem we are dealing with one-to-many service negotiations. We would like to
develop a formalization of negotiation processes similar to the work in [1], by
generalizing the results to one-to-many and many-to-many negotiations.

In [16] the authors discuss applications and improvements of the max-
sum algorithm for the coordination of mobile sensors acting in crisis situa-
tions. Our negotiation system differs from the coordination system in [16].
While the agents in our systems also need to coordinate, they are doing it
by establishing workflows of services. Agents that require services negotiate
with agents that are capable of providing those services using one-to-many



Conceptual Framework for Design of Service Negotiation 373

negotiation protocols, meaning that one of the agents participating in a ne-
gotiation has a special role and specifies the subject of the negotiation. In
our problem agents can negotiate without being neighbors; agents present at
the location of incidents can negotiate with agents located at the headquar-
ters of environmental organizations (here location can be a negotiable issue).
Moreover, as the problem domain can be very complex, human experts play
an important role in our system. They can be involved in negotiations (e.g.
propose conditions for service provisioning, select optimal service providers).
Moreover, in our system, human agents can negotiate with fully automated
agents (e.g. sensors) for configuring their services.

In [4] it is proposed a generic framework for auctions in electronic com-
merce. The main difference from our approach is the centralized way in which
auction services are thought to be provided in an electronic commerce envi-
ronment. Rather than encapsulating auction capabilities in each agent, au-
thors of [4] propose to factor out and in some sense standardize the auction
services such that each agent will be able to use them for buying and/or
selling goods whenever they decide to do so.

5 Conclusions and Future Work

In this paper we have proposed and discussed a generic framework for defin-
ing service negotiations in agent-based collaborative processes for disaster
management. The framework addresses negotiation protocols, negotiation
subject, properties of negotiation subject issues, deal spaces, and utility func-
tions of participant agents. Examples covering utility functions and sample
negotiations were discussed. The framework is currently under development
and will be incorporated into the DIADEM framework. We plan to address
the following issues in the near future:

• We have made the assumption that all agents define the same issue over
the same domain. However, this is a non-realistic constraint because agents
usually have different knowledge about the world. The domain of the same
issue of different agents can be different. We must study this in more detail
and see how it can incorporated into our conceptual framework.

• Our utility functions are currently linear and do not take into account
inter-dependent issues. While currently this is not a problem, we might
encounter situations where more complex utility functions with inter-
dependent issues must be used to better model agents’ preferences for
more complex disaster management scenarios.

• We plan to develop methods and tools for experimental evaluation of ne-
gotiation processes defined using our framework. These methods will be
applied on negotiation scenarios derived from the DIADEM project. We
are currently building a negotiation workbench that will be used to test
and evaluate service negotiations in DIADEM.
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• We plan to develop principled approaches for integrating service negoti-
ations developed and validated using the proposed framework, into the
DIADEM multi-agent framework.
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An Optimized Solution for Multi-agent
Coordination Using Integrated
GA-Fuzzy Approach in Rescue
Simulation Environment

Mohammad Goodarzi, Ashkan Radmand, and Eslam Nazemi

Abstract. Agents’ coordination, communication and information sharing
have been always open problems in multi-agent research fields. In complex
rescue simulation environment, each agent observes a large amount of data
which exponentially increases through the time while the capacity of mes-
sages in which agents’ information is shared with others and also the time
needed to process the data is limited. Apparently, having a suitable coordina-
tion strategy and data sharing system will lead to better overall performance.
Therefore, agents should select and spread out the most useful data among
their observed information in order to achieve better coordination. In this
paper, we propose an unique method based on integration of Genetic Algo-
rithms and Fuzzy Logic theory to decide which part of data is more important
to share in different situations. We also advise a new iterative method in order
to obtain admissible experimental results in rescue simulation environment
which is a good measurement for our research.

1 Introduction

The main objective in rescue simulation environment is to decrease the
amount of damages imposed to civilians and city by rescuing buried and
injured civilians and extinguishing the burning buildings as much as possi-
ble while a simulated earthquake happens. Three types of agents including
Fire brigades, Ambulances and Police forces act in this environment. In or-
der to reach high-performance coordination, agents should effectively share
a large amount of information which they percept from observed objects in
surrounding environment. Due to lack of time to process and limited capacity
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of messages used to send mentioned information, agents need to optimally
manage these messages.

Information observed by agents in rescue simulation environment are so
various that messages carrying them are needed to be divided into a through
set of message types [9]. Therefore, we propose a method to produce set of
message types which covers all the data in the environment. Afterwards, con-
sidering introduced message types, we describe some parameters by which in-
finite possible situations of disaster space are categorized to a limited range of
parameters. Then, using a GA-based method, we approximate some optimum
solutions for specific training situations. Each solution is an array of values
which shows the weight of different message types to send. The adequate
amount of these specific solutions is obtained from an iterative procedure
which explained in section 5. Finally, since possible situations in rescue simu-
lation environment are not limited to training ones, a generalization method
is required to obtain solutions for all situations. A fuzzy inference system
based on Takagi-Sugeno modeling [10] is proposed that generalizes gained
solutions to all situations.

In section 2, the environment categorizing method and definition of pa-
rameters which classify the situations are presented. Section 3 describes the
GA-based method used to obtain solutions for training situations. The gen-
eralization fuzzy system is explained in section 4. In section 5, experimental
results of presented method are given. Finally, the conclusion and future
works are presented in sections 6 and 7 respectively.

2 Environment Categorizing

2.1 Data Categorizing

Figure 1 demonstrates a categorization of entities in rescue simulation envi-
ronment [7].

According to figure 1, each entity has a set of states that describes its
condition and agents can do some limited actions based on their type. At the
other hand, every change in rescue environment is the result of state-changing
or agents’ actions. Therefore, the set of all message types can be defined as
follows:

{MessageTypes} = ∪m
i=1 ∪n

j=1 State(i, j) + ∪o
k=1 ∪p

l=1 Action(i, j) (1)

Where,
State(i, j) is jth state of the ith entity,
Action(k, l) is lth action of the kth agent,
m is number of the entities,
n is number of the ith entity’s states,
o is number of the actions
and p is number of the kth agent’s actions.
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Fig. 1 Categorization of RoboCup rescue simulation environment entities.

The above equation covers all the events in the environment according
to the entities and agents’ actions. Therefore, by using equation (1) for the
entities which demonstrated in figure 1 and compounding the messages which
express similar information, we can obtain the entire message types. Table 1
shows the most important message types generated through (1).

Table 1 Important message types in RoboCup rescue simulation environment

Message Name Related Entity Action/State

Civilian Dead Message Civilian State
Civilian Critical Message Civilian State
Civilian Average Message Civilian State
Civilian Healthy Message Civilian State

Buried Civilian/Agent Message Civilian/Agent State
Building Burning Message Building State
Building Burned Message Building State

Building Semi Burned Message Building State
Road Blocked Message Road State

Position Message All Entities State
Agent Buried Message Agent State
Road Clear Message Police Force Agent Action
Extinguish Message Fire Brigade Agent Action

Rescue Message Ambulance Agent Action
Victim Find Message Agent Action

Move To Refuge Message Ambulance Agent Action
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2.2 Parameters Definition

Since the RoboCup rescue simulation is a highly stochastic multi-agent en-
vironment, it is almost impossible to define all situations in a discrete set.
However, as we focus on agents’ coordination and their communication man-
agement in this paper, it is reasonable to define some parameters to classify
the situations.

It should be considered that these parameters must completely cover all
the imaginable situations. In addition, they should be measurable parame-
ters in order to be beneficial for our purpose. Based on our experience in
RoboCup rescue simulation league, we consider the most important param-
eters to classify the simulations as follows:

• Number of the burning buildings
• Number of the blocked roads
• Number of not rescued victims (unseen or buried civilians or agents)

Although these parameters are not capable of classifying all the scenarios in
rescue simulation system, but combination of the mentioned parameters can
describe all the possible communication-based scenarios occur in RoboCup
rescue simulation.

3 Extracting Solutions to Defined Situations

In section 2 we defined some parameters which covers all the situations con-
cerned in this paper. Using these parameters and utilizing a Genetic Algo-
rithmic [2,4,5] method, we are able to extract solutions to certain training sit-
uations. To determine the adequate number of training situations, we should
first specify possible ranges of parameters and then calculate an initial num-
ber of needed solutions based on these ranges. Calculating the initial number
situations will be explained in section 5. The minimum and maximum value
of each parameter is shown in table 2. This information is obtained from the
RoboCup rescue simulation league rules in 2008 competitions.

Table 2 Minimum and Maximum value of proposed parameters

Parameter Minimum Maximum

Number of Burning Buildings 0 1100
Number of Blocked Roads 0 1480

Number of Not Rescued Civilians/Agents 0 195

Based on ranges above, a definite number of training situations are gen-
erated and using our GA method, an optimum solution to each of them is
obtained in an iterative procedure. This iteration continues until the solution
becomes admissible.



An Optimized Solution for Multi-agent Coordination 381

Fig. 2 GA system iterative procedure

To initialize the first generation of the GA system, we use approximate
data based on our experience in rescue simulation environment which results
to finding the optimal chromosome faster. Figure 2 depicts block diagram of
GA training section.

Chromosome structure is defined in section 3.1; creating generations and
its algorithms including crossover and mutation operators and selection algo-
rithms are explained in sections 3.2 and 3.4 and fitness function calculation
for each chromosome is explained in section 3.3.

3.1 Chromosome Structure

The structure of chromosomes is an array of values that indicates message
types weights in the sending packet. The chromosome size is equal to the
number of message types. For example, if we have a chromosome like the one
in figure 3, 21% of the whole sending packet should be assigned to message
type 1, 12% should be occupied by message type 2, 7% by message type 3
and so on.

Each chromosome has a constraint that the accumulative value of a its
genes must be equal to one.

n∑

i=1

gene(i) = 1 (2)
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Fig. 3 An example of a chromosome structure

3.2 Fitness Function

As our experiment environment is very complex and the elements which affect
the final result are in a wide range, finding a fitness function that can exactly
measure the effectiveness of communication in agents’ performance is infeasi-
ble [8]. However, We use the new scoring system developed for RoboCup
Rescue Simulation league, called Score Vector [9] as our fitness function
which has a dynamic and well defined structure that allow us to add or re-
move parameters and exactly measure the chromosome’s fitness value for each
situation.

3.3 Crossover and Mutation

In proposed GA method, there are limitations in both crossover and mu-
tation caused by satisfying the constraint explained through equation 2 in
section 3.1.

While our chromosome structure is an array of values, it is a simple struc-
ture and does not need any complex crossover algorithms. Two parents are
selected and two new children are generated from them. Break points in each
parent chromosome are selected randomly and segments between these break
points are substituted by parents to generate new individual children. In or-
der to satisfy the mentioned constraint a proportional value should be added
or subtracted to or from all genes.

For the mutation process, a parameter called mutation constant defined
which is the maximum valid value of mutation for each gene. In every muta-
tion process, one random gene is selected and its value changes according to
the mutation constant. Afterward, a method similar to the one in crossover
operation is used to satisfy the mentioned constraint.

3.4 Selection Algorithm

The method’s selection algorithm is based on the fitness values of each chro-
mosome. Roulette wheel method [1] is used for the selection part of the
algorithm. The main idea of this model is to select individuals stochastically
from one generation to create the next generation. In this process, the more
appropriate individuals have more chance to survive and go forward to the
next generation. However, the weaker individuals will also have a probability
to select.
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Some chromosomes that have the most fitness value will be selected to
make the next generation automatically. Rest of the needed chromosomes
will be extracted from the crossover and mutation operations.

4 Generalizing Using Fuzzy Logic

By finding some solutions to the whole rescue system using proposed GA
method in section 3, a set of message types weights gained which are proper
in specific learned situations. In order to evaluate the answer in the case of
unknown situations, generalizing the extracted solutions is inevitable. The
generalization method in this paper is based on Fuzzy Logic theory [3,6,12].
The procedure of using fuzzy logic system is shown in figure 4.

Fig. 4 Procedure of using fuzzy logic system

As it is shown above, the fuzzy system gets a set of environment param-
eters and training data as the input. The parameters are which described
in section 2 and the training data is the output of GA system. Our method
uses Takagi-Sugeno fuzzy modeling system [10] to obtain each parameter’s
membership functions which are used to generate fuzzy rules. Obtained fuzzy
rules are used in FIS (Fuzzy Inference System) to evaluate the generalized
solution for each unknown condition.

4.1 Fuzzy Sets and Membership Functions

One of the outputs of fuzzy modeling system is fuzzy sets on mentioned clas-
sifier parameters and each one has different membership functions. Figure 5
shows achieved fuzzy sets and membership functions of parameters consider-
ing their valid definition range after the system is trained.
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Fig. 5 (a) Burning buildings parameter, (b) Blocked roads parameter, (c) Not
rescued civilians/agents parameter Membership Functions

Fig. 6 Defuzzification procedure
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4.2 Fuzzy If-Then Rules

By extracting fuzzy sets and membership functions, fuzzy If-Then rules are
generated. Fuzzy If-Then rules have just AND connector and rules’ paramet-
ric structure is as follows:

IF (x1 is A1 and x2 is A2 . . . and xk is Ak) THEN {R} is {r1,r2,. . . ,rn}
Where x1, x2, . . . , xk are environment’s parameter, A1, A2, . . . , Ak are mem-
bers of fuzzy sets with linear membership functions, r1, r2, . . . , rn are weights
of message types and R is a set which contains r1, r2, . . . , rn.

4.3 Defuzzification

With defining fuzzy sets, membership functions and fuzzy if-then rules, the
system is ready to evaluate weight of message types for any given condition.
Figure 6 indicates the fuzzy system’s behaviour.

In defuzzification step, to achieve final weights for the given situation,
then parts of all rules should be combined considering their trigger value.
The method used for defuzzification step in this paper is Weighted Average
method.

5 Experimental Results

The performance of proposed method is directly related to GA’s output. An
iterative procedure is devised in order to reach the desirable performance.
The iteration is based on extracting training situations, trying to generalize
them and evaluate the final result and it continues until the given result
reaches the expected performance and become admissible.

Table 3 Detailed average scores on tested maps

Number of Trained Data Average Score on 20 selected maps

64 1.75869
84 1.75993
104 1.80003
124 1.84353
144 1.87980
164 1.90342
184 2.00001
204 2.00123
224 2.00987
244 2.00991
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Fig. 7 Average scores on 20 selected maps while training data is increasing

Our goal in this paper is to reach the top score of about 20 maps which had
been used as communication-based maps in China2008 and IranOpen2009
RoboCup Rescue Agent Simulation competitions.

Based on our experience in RoboCup rescue simulation system, we assume
four partitions for each parameter in the fuzzy logic system as a start point
(by partition we mean the definition of partition introduced by Takagi-Sugeno
fuzzy modeling system). Thus, the first iteration of obtaining results has 43 =
64 training situations. Table 3 and figure 7 show the detailed average scores
and the final score progression respectively while the amount of training data

Fig. 8 Difference of agents’ performance before and after implementation of the
method on IranOpen2009 VC-6 (final day) map, Left: Before (score:1.4708), Right:
After (score:1.6576)
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is increasing. The GA part of the described method is very time demanding,
Therefore because of time limitations and supervision on the detailed results
we added 20 new training situations to our training data in each iteration.
This number is just matched with our time and devices constraints and it
directly affects the number of iterations to reach the desired performance.

Figure 8 shows the difference between agents’ performance before and after
implementation of the proposed method on SBCe Saviour team source code
which released after IranOpen2009 competitions.

6 Conclusion

In this paper, we proposed an integrated solution based on GA and Fuzzy
logic in order to improve the agents’ coordination in multi-agent environ-
ments specifically in RoboCup rescue simulation system. We categorized all
the observed data in the environment to a set called Message Types. Using
these types, we produced a set of parameters that can fully describe the
environment on any possible communication-based situation. Afterward, we
utilized a GA-Fuzzy method to first generate a set of specific solutions to
some certain scenarios and then generalize them to the entire simulation sys-
tem. In an iterative procedure, we reached a satisfiable result that improved
agents’ coordination in any unknown scenarios.

7 Future Works

In all multi-agent environments with large number of effective parameters
finding an approximate optimal answer for a specific situation is a serious
problem. We used a method based on Genetic Algorithms in this paper and
obtained desirable results. However, Long time of execution for evaluating
the fitness values in RoboCup rescue simulation system can not be ignored.
We are looking to devise new faster method that can obtain suitable result
in much less time. We have also looking to improve the proposed method in
order to handle the scenarios which does not have any radio communications
between agents.

One of the research topics in information sharing methods is to select
a subset from the entire agents whom to send the messages according to
data characteristics [11]. We are also looking to research in this aspect of
information sharing methods and algorithms.
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A Study of Map Data Influence on
Disaster and Rescue Simulation’s
Results

Kei Sato and Tomoichi Takahashi

Abstract. Applying the agent-based simulation system to real cases requires
the fidelity of the simulations. It is desired to simulate disasters situations un-
der environments that are close to real ones qualitatively and quantitatively.
Maps are a key component of the disaster and rescue simulation system. We
propose a method to create more real maps using open GIS data and discuss
the simulation results between two maps. Buildings data of one map is gen-
erated by programs and the other is created from real data. The experiments
show clear difference between the simulation results, and the causes of the
difference are discussed.

1 Introduction

In disasters, human behaviors range from rescue operations to evacuation ac-
tivities. We cannot do experiments on human evacuation or rescue behaviors
physically at the level of real scale. Agent-based simulation makes possible to
simulate the human behaviors and interactions between their rescue opera-
tions and disasters. The simulation results can be used to predict damages to
civil life, and to make plans to decrease the damages. The RoboCup Rescue
Simulation (RCRS) is an agent based simulation system and was designed
to simulate the rescue measures taken during the Hanshin-Awaji earthquake
disaster [5].

RCRS has been used in RoboCup competition since 2000, and has been
used in various situations [8]. Most of the usages come from the require-
ment to decrease the damage of disasters. Applying the simulation systems
to practical usage requires that the results of simulation are explainable to
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users from viewpoint of theories, experiments in laboratories, or past experi-
ence. Simulation using real parameters or data is one of ways to increase the
fidelity of simulations.

Simulation using real size requires a huge number of computer resources.
For example, Takeuchi et al, simulated evacuation behavior of thousands of
agents at 4 × 4km2 on distributed computing system [11]. The simulation
takes a lot of time and the simulation clock is slower than wall time clock.
The slow simulation becomes a serious problem when the simulation is used
during disaster. Lightweight simulations are alternative when the results are
qualitatively guaranteed.

In this paper, we propose a method to create maps with road networks and
buildings from open GIS data, and check how the reality of maps influences
the simulation results. Section 2 describes of agent based disaster and rescue
simulation in practical usages. Section 3 discussed creation of maps from
open sources. Experiments using RCRS and the summary are presented in
Section 4, Section 5 respectively.

2 Agent Based Disaster and Rescue Simulation for
Practical Usage

2.1 Role of Disaster and Rescue Simulation

When a disaster occurs, rescue agents rush to the disaster sites and the
local government will play a role of rescue headquarters [13]. They will make
plans that will decrease damages for civil lives, or estimate the effect of plans.
Figure 1 shows an image of the disaster-rescue simulation that will be used by
local governments. Before disaster, they estimate damages of their town and
make disaster prevention plans to expected the damages. During disasters,
emergency center will use them to evacuate people, deliver relief goods, etc
effectively.

The following scheme is assumed to make effective plans.

plan → compute damages → compare past cases
︸ ︷︷ ︸

as a estimation of models

→ estimate plans

︸ ︷︷ ︸
usage as disaster management tool

In order to use simulation results as one of disaster management tools, it is
important to make followings clear,

1. what targets of the simulations are,
2. under what conditions the simulations are done,
3. what computational models of simulations are employed,
4. what criteria are used to assure the simulation results.
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Fig. 1 An image of a disaster management system used by local governments. The
system and data used for day-to-day operation will be utilized at rescue headquar-
ters. The left part shows the day-to-day operations of the local governments. Agent
based social simulations are used for their planning at ordinary times such as traffic
flow estimations.

2.2 RoboCup Rescue Simulation System

The RoboCup Rescue simulation is an agent based system and is assumed
to play a role of a component of compute damages in the above scheme. The
RCRS is built with a number of modules [10]. Figure 2 shows the architecture
of the RCRS and following are brief explanations of the modules.

Agent: Civilians and fire fighters are examples of agents. These individuals
are virtual entities in the simulated world. Their decision processes or
action-selection rules are programmed in the corresponding agents, and
their intentions are sent as commands to the kernel.

Component simulators: Disaster simulators compute how disasters affect
the world. These correspond to disasters such as building collapses and
fires. A traffic simulator changes the positions of the agents according to
their intentions. It resolves conflicts of the intentions, for example, many
people want to go the same place.

GIS: This module provides the configuration of the world defining where
roads and buildings are, and their properties such as width of street, floor
area, number of stories, fire-resistant building or not. The roads are rep-
resented in the form of network and the data buildings are presented as
polygons.1

1 The numbers of agents and fires, and their positions are also specified as param-
eters of the simulation. The parameters are set in a file, gisini, in Table 4.
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Fig. 2 Architecture overview of RCRS. Components are plugged into kernel via
specified protocol.

Viewers: Viewers visualize the disaster situations and agent activities on a
2D or 3D viewer and display predefined matrices that are obtained from
the simulation results.

Kernel: The kernel works as a server program to the clients and controls the
simulation process and facilitates information sharing among the modules.
The kernel exchanges protocols among agents and simulations, and checks
the actions whether they are valid or not.

3 Map Generation from Public GIS Data

3.1 Open Source Maps

It is desirable to simulate disasters and rescue operations under environments
as realistic as possible at any places where disaster occurs. Maps are key
components to satisfy the above requirement. GIS data are available from
commercial mapping agencies. They are expensive and the copyrighted data
are restricted to use them.2

Recently, GIS data can be obtained in a form of GML from governmen-
tal institutions and volunteer organizations. Academic institutions may use
the GIS data provided from their governmental institutions. Table 1 shows
features of these maps.

Geographical Survey Institute (GSI): Japanese GSI has provided digital
geospatial information of road network data in a form of Japanese

2 Maps available at the Internet such as Google Maps are sourced from the mapping
agencies.
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Standards for Geographic Information (JSGI) 2.0 since 2002 [2]. From
2007, they have updated the JSGI as ISO 19100 compatible one and have
started GSI data available from the Internet [3]3 .

Ordnance Survey(OS): Ordnance Survey is Great Britain’s national map-
ping agency. It has provided digital data of OS Master Map. The digital
data are sold to business and individuals [6].

Open Street Map(OSM): OpenStreetMap creates and provides free geo-
graphic data. As the data are input by volunteer, the data do not cover
all area. But they can be used without legal or technical restrictions [7].

Table 1 Features of geographical data provided by governmental institutions and
volunteer organizations.

data start year coordinate system road network road property building data

OSM 2004 WGS84 ◦ ◦
OS Topo 2001 British National Grid

√ √
OS ITN 2001 British National Grid

√
GSI 2002 Tokyo Datum

√ √
GSI 2007 WGS84 ◦ ◦

◦ indicates the dates are available free.
OS ITN:OS Integrate Transport Network Layer [4].
OS Topo:OS Topography Layer [12].

3.2 Creation Simulation Map from Open Source GIS
Data

RCRS simulations can simulate disasters and human behaviors with rescue
operations at any places by replacing GIS data. Road network and building
data of the area are components of the GIS data. Takahashi et al. proposed
approaches to generate realistic maps from free GIS data that are used with-
out any restriction [9]. Moritz et al. presented a tool using OpenStreetMap [1].
OpenStreetMap contains data of roads, landmark buildings and their rele-
vant data. All buildings of the area are not contained in OpenStreetMap, so
they generate the data of buildings when there are no building data.

As Table 1 shows, OSM and GSI2007 are available free from viewpoints
of money and copyright. We create real GIS data from OSM and GSI2007.
Followings are processes of creating simulation maps (Figure 3).

1. Figure 3 (a) and (b) show the network from OSM and building from GSI
of Tokorozawa, a neighboring town of Tokyo. OSM has road network data,
the nodes and edges of network correspond to crossing points and roads,
respectively. The middle figure shows the outlines of buildings, parks and
other areas.4

3 GIS(2007) does not contain the road network data. GIS has provided the road
network data in a format of SGI2.0 as commercial goods since 2007.

4 We can recognize roads from Figure 3 (b), however, GSI has no data on roads.
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(a) road network(OSM) (b) building area(GSI) (c) composite map

Fig. 3 Road network map from OSM (left), building data from GSI (middle) and
composite map (right) of Tokorozawa, Japan

2. Figure 3 (c) shows a composite map created by our method.

a. Imports road network from OSM map, and building data from GSI
map.

b. Inserts building entrance roads and connect them to the buildings.

The connections are edges between nodes of road network and entry points
of buildings. They serve ways to buildings from outside and agents use
them to enter or move out the house.

Figure 4 shows maps generated by Moritz’s program and our program.
Möritz’s method generates one big house at the left upper block, where
there are ten houses at real maps. Dots on the roads are nodes of the road
network. They involve entrance nodes of buildings, so the map created by
our method contains more nodes than Moritz’s map.

Fig. 4 Generated map by Moritz program(left) and by our program(right). Light
gray parts are roads, and dark gray parts are buildings. Dots on the roads are
entrance points to buildings.
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4 Simulation Sensitivity of Environments to
Simulations

It is conceivable that simulation with more realistic GIS data outputs better
results, while the simulation with more realistic environments needs more
computation resources. Simulations with simplified environments are one of
ways to do with less resource under the conditions that the results are qual-
itatively guaranteed. We check whether results of simulation dependent on
GIS data by comparing the correlation the results of simulation.

4.1 Created Maps from Open Source Data

Tokorozawa is one neighboring town of Tokyo and one of areas that maps are
available. And Tokorozawa is the area where OSM and GSI(2007) provide
data.5 Three maps of Tokorozawa are created, Tokorozawa1, Tokorozawa2,
and Tokorozawa3 from the smallest to the biggest one.(Figure 5) Followings
are the features of three areas.

Torokozawa1. A railway track runs diagonally and only one road crosses
the railway track.

Tokorozawa2. One railway track runs diagonally and two roads cross the
railway track. There are more open areas where no buildings are than
Torokozawa1.

Fig. 5 Tokorozawa area displayed at Google Earth.

5 OSM and GSI(2007) do not cover the whole of Japan.
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Table 2 The futures of created maps

area Tokorozawa1 Tokorozawa2 Tokorozawa3
size (m × m) 483×599 755×937 838×1052

program Moritz our Moritz our Moritz our

network node 150 228 278 461 400 563
road 177 255 314 497 449 612

building number 104 638 134 1146 321 1604
floor area(m × m) 23,401 21,319 41,171 38,089 89,444 42,941
average of area 225 33 307 34 279 27
standard deviation 101 66 195 63 185 43

Simulation Time S1 362.2 382.0 347.5 348.0 372.3 374.7
(CPU, second)* S2 355.3 361.9 343.0 355.9 374.5 382.0

S3 - 374.9 - 372.9 - 413.4
S4 - 369.3 - 404.1 - 426.0

*: The simulations are done one computer. (CPU Intel 2Quad 3Ghz, Memory 3GB).
*: The time is the average of five runs.

Tokorozawa3. A big road diagonally runs instead of a railway track. There
is a big open area in the center.

Table 2 shows the properties of Tokorozawa maps. Moritz program generates
building data by dividing open areas first and placing houses sizes of that
are almost equal to the size of the divided areas. So the sizes of buildings
are larger and the number of building is smaller than the buildings created
by our program. Figure 6, Figure 7, and Figure 8 show snapshots of rescue
simulation every 100 step, at Tokorozawa1, Tokorozawa2, and Tokorozawa3,
respectively. The features are shown in them.

Time Step 1 Time Step 100 Time Step 200 Time Step 300

Fig. 6 Fire simulations at Tokorozawa1 map. Up figures are maps created by
Moritz program and down ones are created by our program.
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Time Step 1 Time Step 100 Time Step 200 Time Step 300

Fig. 7 Fire simulations at Tokorozawa2 map. Up figures are maps created by
Moritz program and down ones are created by our program.

Time Step 1 Time Step 100 Time Step 200 Time Step 300

Fig. 8 Fire simulations at Tokorozawa3 map. Up figures are maps created by
Moritz program and down ones are created by our program.

4.2 Sensitivity Analysis of Maps to Simulations

Fire simulation is one of disasters simulation that is influenced to the proper-
ties of maps.The down four rows in Table 2 show the run times of simulation
using each map.The simulation time is the average of five runs for four disaster
situations, S1, S2, S3 and S4; the situations are described in subsection 4.3.
It takes longer time to simulate using the maps created by our program than
maps created by Moritz program.

Table 3 shows the spread of fires and correlations between maps created by
two programs. For Tokorozawa1 and 3, the correlations among the unburned
building ratio from start to 300 steps are lower than Tokorozawa2. Figure 6,7
and 8 show fire spreads at maps created by Moritz method and our method.
From the figures, it can be seen that fires do not spread after 100 and 200
time step at simulation the maps created by our program. Actually, from time
step 100 and 160 for Tokorozawa1 and 3, respectively, the fire spread stopped.
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Table 3 Spread of fire and correlation between two maps created by Moritz pro-
gram and ours.

Tokorozawa1 Tokorozawa2 Tokorozawa3
elapsed time step \ map Moritz our Moritz our Moritz our

number of ignition point 2 6 6
spread of fire 100 96.1 98.0 92.7 90.5 95.7 98.5

by 200 92.6 98.0 83.4 77.8 88.7 96.4
rate of unburned buildings(%) 300 80.7 98.0 77.9 71.4 80.1 96.4

correlation 0-100 0.978 0.863 0.905
between 0-200 0.837 0.977 0.935
maps 0-300 0.560 0.987 0.834

Correlation factors are calculated using the ratio of unburned area of every step.

Table 4 Parameters of four scenarios

Tokorozawa1 Tokorozawa2 Tokorozawa3
scenario S1 S3 S2 S4 S1 S3 S2 S4 S1 S3 S2 S4

the number civilian 70 80 80 90 90 100
of rescue fire fighter 10 15 10 15 10 15
agent police 10 15 10 15 10 15

amblance 10 15 10 15 10 15
the number of ignition points 5 35 5 35 8 72 8 72 10 100 10 100

The correlation of Tokorozawa1 is 0.56. The rates of unburned building are
the same for Tokorozawa1 at our map. The fire doesn’t spread in this case,
and this causes the low correlation.

Followings are thought to cause the differences between simulations.

• Size of building: it takes longer time to burn a big building than a small
one.

• Space between buildings: the space prevents fire from spreading.

4.3 Sensitivity Analysis of Rescue Agents to
Simulation Results

Rescue agents extinguish fires. The agents and the initial condition of disaster
the number of fire ignition points and their locations change the simulation
results. The parameter setting of rescue agents and fires defines rescue sce-
narios of simulation.Table 4 shows four scenarios that are set by changing
the number of rescue agents and the number of ignition points:

• The number of agents is different between (S1, S2) and (S3, S4),
• The number of ignition points is different between (S1, S3) and (S2, S4).

The difference of ignition points comes from the size of generated buildings.
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Table 5 Correlation between simulations under different environments

Tokorozawa1 Tokorozawa2 Tokorozawa3
time step \
scenarios

S1:S1 S2:S2 S1:S3 S2:S4 S1:S1 S2:S2 S1:S3 S2:S4 S1:S1 S2:S2 S1:S3 S2:S4

living 0-100 0.959 0.797 0.975 0.874 0.994 0.895 0.980 0.924 0.983 0.991 0.977 0.954
persons 0-200 0.997 0.990 0.989 0.982 0.997 0.984 0.998 0.993 0.992 0.996 0.996 0.981

0-300 0.997 0.993 0.990 0.986 0.998 0.989 0.998 0.995 0.994 0.997 0.997 0.987

unburn- 0-100 0.966 0.965 0.970 0.970 0.951 0.933 0.971 0.931 0.955 0.960 0.946 0.964
ed area 0-200 0.879 0.955 0.894 0.942 0.703 0.927 0.948 0.968 0.939 0.945 0.928 0.872

0-300 0.879 0.901 0.900 0.849 0.561 0.794 0.852 0.945 0.937 0.826 0.886 0.677

Fig. 9 Chronological change of unburned building area rate for map Tokorozawa1.

While the same numbers of ignition points are allocated in cases of S1 and
S2, more ignition points are allocated to bigger houses in cases S3 and S4 on
assumption that there are many origins of fire in a big building.

At Figure 6, 7 and 8, the ignition points are set within some area. Table 5
shows correlations between the simulations using maps created by Moritz and
our programs. For example,

• Column S1:S1 shows the correlation between the result of scenario1 at
Moritz map and ones of scenario1 at our program map.

• Column S2:S4 shows the correlation between the result of scenario2 at
Moritz map and ones of scenario4 at our program map.

The values are different from ones in Table 3 because the disaster situations
are different and rescue agents are included in the simulations.
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Fig. 10 Chronological change of unburned building area rate for map Tokorozawa2.

Fig. 11 Chronological change of unburned building area rate for map Tokorozawa3.

1. The values in Table 5 are strongly positive, except the correlation of un-
burned building between S1:S1 in Tokorozawa2 and S2:S4 in Tokorozawa3.
Followings are thought to cause the two low values.

a. low correlation for S1:S1 in Tokorozawa2
Figure 9-11 show the chronological changes of unburned building area
rate for three maps. Fire spread stops from 90 time step in a case of S1
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using our program map in Tokorozawa2. (Figure 10) The fire spread is
affected by size of building as described in subsection 4.2.

b. low correlation for S2:S4 in Tokorozawa3
Fire spread stops from 200 time step in a case of S2 using our program
map in Tokorozawa3. (Figure 11) On the other hand, fire spreads wider
from 200 time step in a case of S4 using Moritz map in Tokorozawa3,
because of large building begin to burn from about 180 time step.

2. The deviations of simulation results are different among scenarios and
maps. The difference is thought to come from fire fighting by fire brigade.
The deviation of unburned building of S2 using our program in Toko-
rozawa1 (Figure 9)) is the biggest. The fire spread stopped until 300 time
step for 3 cases.

3. The chronological change using our program maps looks like inverse pro-
portion. While fire spreads within a block, it seems difficult that fire
spreads over roads. This becomes noticeable when the sizes of buildings
are small and it is thought to cause the unburned rate looks like inversely
in our maps.

5 Discussion and Summary

Agent-based disaster and rescue simulations make possible to simulate situ-
ations that we cannot do experiments physically on real scale. Applying the
agent-based simulation system to practical cases requires the fidelity of the
simulations to satisfy the user’s demands. It is desirable to simulate disasters
and rescue operations under environments where they are close qualitatively
and quantitatively to real one.

Maps are a key component of the disaster and rescue simulation system.
Real maps contain a huge number of objects. Simulations using the real size
map require computation resources and preparing related properties of the
buildings. Simplifying environments is one way to reduce the computational
resources under the conditions that the simulations results are qualitatively
equal to the results with realistic environments.

In this paper, we propose a method to create maps with road networks
and buildings from open GIS data and compare the results of simulations,
one is simulated using the building data generated by programs and the
other is created from the real data. The experiments show different aspects
in correlations between simulations using two maps. The differences come
from not only the properties of map but also the rescue agent actions.

Acknowledgements. Authors appreciate RoboCup Rescue community, GSI, OS
and OSM. Without their software and GIS data, we cannot do this work in a short
time and with reasonable resources.
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Evaluation of Time Delay of Coping
Behaviors with Evacuation Simulator

Tomohisa Yamashita, Shunsuke Soeda, and Itsuki Noda

Abstract. As described in this paper, we analyzed the influence of the time
necessary to begin coping behaviors on the damage caused by chemical terror-
ism. To calculate the damage of a chemical attack in a major rail station, our
network model-based pedestrian simulator was applied with systems designed
to predict hazards of indoor gas diffusion. Our network model is designed to
conduct simulations much faster, taking less than few minutes for simulation
with ten thousands of evacuators. With our evacuation planning assist sys-
tem, we investigated a simulated chemical attack on a major rail station. In
our simulation, we showed a relation between the time necessary to begin
coping behaviors of the managers and the damage to passengers. Results of
our analyses were used for the instruction of rail station managers in a table-
top exercise held by the Kitakyushu City Fire and Disaster Management
Department.

1 Introduction

Terrorist acts using chemical and biological agents and radioactive (CBR)
mate-rials have typically been nonselective attacks on crowds in urban areas.
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These ha-zardous materials might be sprinkled, vaporized, or spread by an
explosion. First responders to these accidents, such as fire protection and
police agencies of muni-cipalities must prepare practical plans of coping be-
haviors against CBR terrorism, but they typically have insufficient experience
and knowledge of CBR terrorism. Therefore, useful tools supporting planning
and preparation are necessary to esti-mate and illustrate the damage done
by CBR attacks. To meet those needs, the Ministry of Education, Culture,
Sports, Science and Technology of Japan (MEXT) ordered a research con-
sortium of Tokyo University, Advanced Industrial Science and Technology
(AIST), Mitsubishi Heavy Industries (MHI), and Advancesoft to develop a
new evacuation planning assistance system for use before CBR attacks.

With our evacuation planning assist system, a user can estimate the dam-
age caused by CBR terrorism. These disasters, which are most likely to occur
in urban areas, have numerous characteristics that differ from those of nat-
ural disasters. These disasters are caused intentionally, which means that
responsible persons must prepare for the worst. There are still few cases in
which CBR terrorism has actually been conducted, which means that we still
know little about what damage might result from such terrorism.

As described in this paper, we have built a network model-based pedestrian
simu-lator as a part of the evacuation planning assist system. Compared to
previous grid-based and continuous space-based models that required hours
to conduct si-mulations with fewer than thousands of evacuees, our network
model is designed to conduct simulations much more rapidly, taking less than
few minutes for simu-lations with tens of thousands of evacuees. Our pedes-
trian simulator is designed to function with hazard prediction systems of
outdoor and indoor gas diffusion, which calculate how rapidly and at what
concentrations harmful gases spread. Using data provided by hazard pre-
diction systems, our pedestrian simulator is useful to estimate how much
damage will be incurred under various evacuation scenarios. These results
are expected to be useful to produce and evaluate evacuation plans as coun-
termeasures against CBR terrorism.

As described in this paper, we explain our evacuation planning assist sys-
tem, and share an example of practical use of our system. We dealt with cop-
ing behaviors against chemical attacks at a major rail station at the request
of the Fire and Disaster Management Department of Kitakyushu City. In our
simulation, we showed a relation between the time necessary to begin coping
behaviors of the managers and the damage to passengers. Our analysis was
used for enlightening the managers of the rail station in a tabletop exercise
held by the Fire and Disaster Management Department of Kitakyushu City.

2 Evacuation Planning Assist System

Our evacuation planning assist system consists of three components: a
pedestrian simulator constructed by AIST, a prediction system of outdoor
gas diffusion by MHI, and a prediction system of indoor gas diffusion by
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Fig. 1 Outline of dataflow of the evacuation planning assist system

Advancesoft. First, the prediction systems of indoor and outdoor gas dif-
fusion calculate the concentration of hazardous gases. The output of these
systems is a time series of gas concentration in designated areas. Then, the
pedestrian simulator calculates the evacuation time of all evacuees and the
cumulative exposure of each evacuee using a time series of gas concentration.
An dataflow of our system is presented in Fig. 1.

2.1 Pedestrian Simulator

Pedestrian simulators of various kinds have been developed for various pur-
poses. Pan roughly classified them into three categories: fluid and particle
systems, ma-trix-based systems, and emergent systems [5]. However, all of

Fig. 2 Example of 2D model and network model
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these systems are two-dimensional systems, which allow pedestrians to move
around two-dimensionally. Unlike other pedestrian simulators, our simulator
simplifies traffic lines by representing it with a graph model: a model with
links and nodes (Fig. 2). The paths where the pedestrians move around are
represented as links.

These links are connected at nodes. Because the pedestrians were able
to move only along the links, our model is more one-dimensional than two-
dimensional. This approach has often been used in traffic simulators [1], but
not for pedestrian simulators. We chose a network based-model for our sim-
ulator because we need a high-speed simulator to examine the evacuation
behaviors of many evacuees on the macroscopic side. A network based-model
is unsuitable for simulating many pedestrians evacuating a large space pre-
cisely, but it might be useful to reveal bot-tlenecks and evacuation times
quickly and thereby enable the comparison of many evacuation plans. The
appearance of a network-based pedestrian simulator is shown in Fig. 2.

2.1.1 Pseudo-lane Model

The speed of a pedestrian is calculated using a model we call “pseudo-lane
model”. We assume that each path is made up of several pseudo-lanes, based
on the width of the path. The speed of each pedestrian is calculated from the
free flow speed (the speed of the pedestrian without any other pedestrians),
and from the pedestrians immediately front of the pedestrian in the same
pseudo-lane.

2.1.2 Speed of a Pedestrian

The speed of a pedestrian is calculated from the density of the crowd on the
link. Each link has a width and a length, which is used to calculate the area
of the link. Then, the density of the crowd on the link could be calculated
from the number of the pedestrians on the link. Speed Vi of the pedestrian
on link i is calculated from the following formula;

Vi =

⎧
⎪⎨

⎪⎩

Vf , di < 1

d−0.7945
i Vf , 1 ≤ di ≤ 4

0, di > 4
(1)

where Vf represents free flow speed of the pedestrians, which is the speed
of the pedestrian when not in a crowd, and di represents the density of the
pedestrians on link i.

Fig. 4 shows the relationship the speed of pedestrian and the density of
the link. The exception to this formula is the pedestrian on the head of a
crowd on the link. For this pedestrian, Vf is used regardless of how the link
is crowded. Note that when the density of a link exceeds 4 pedestrians/m2,
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(a)High-rise building

(b)Commercial complex

Fig. 3 3D view of our network-based model pedestrian simulator

all the pedestrian on the link cannot move except for the one who is on the
head of the crowd.

2.1.3 Confluence

Confluences - where two or more paths meet together - slow down the speed of
pedestrian. To illustrate slow-down by confluence, we used a simple model of
limiting the number of the pedestrian who could enter a link. The maximum
number of the pedestrian entering link lout shown in Fig. 5 is determined
from the width of the link. When there are pedestrians on lout already, the
number of the pedestrians that could enter lout is decreased at some ratio.
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Fig. 4 Coefficient of the speed and the density of the pedestrians

Fig. 5 Modeling confluence

When there are more than two links where the pedestrians are trying to enter
lout, this number is divided among the links depending on the number of the
pedestrians trying to enter lout. Also, in this case, the total number of the
pedestrians able to enter lout is also reduced.

2.2 Prediction System of Indoor Gas Diffusion

Recently, more subways, shopping malls, and high-rise buildings have large-
scaled and intricate passages. Accordingly, the casualties on CBR attacks or
fires there increase more disastrously. For prevention or reduction of these
disasters, a hazard prediction systems of indoor gas diffusion “EVE SAYFA”
(Enhanced Virtual Environment Simulator for Aimed and Yielded Fatal Ac-
cident) has been developed to aid their anticipation and the evaluation of
the safety [2,7]. EVE SAYFA has two simulation models; one is EVE SAYFA
3D with highly accurate 3-dimensional model. The other is EVE SAYFA 1D
with high-speed calculating 1-dimensional network model.

Using EVE SAYFA 3D, the simulation of diffusion of hazardous and
noxious substances is carried out by Computational Fluid Dynamics (CFD)
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software based on Large eddy simulation (LES), which is a numerical tech-
nique used to solve the partial differential equations governing turbulent
fluid flow.

Using EVE SAYFA 1D, the macro-model is expressed in differential equa-
tions or algebraic equations in the whole of the large-scaled structures which
consist of some elements corresponding to, e.g., rooms, corridors, stairs, walls,
windows, etc. The total computing time can be reduced by saving the result
of air movement simulation in database and reusing for diffusion simulation.

2.3 Prediction System of Outdoor Gas Diffusion

A hazard prediction system has been developed for CBR attacks in urban
areas with the use of the mesoscale meteorological model, RAMS and its
dispersion model HYPACT.

RAMS is equipped with an optional scheme to simulate airflow around
buildings based on the volume fraction of the buildings within each grid
cell. The HYPACT (HYbrid PArticle and Concentration Transport) code
is an atmospheric diffusion code that can be coupled to RAMS. This code
is based on a Lagrangian particle model that satisfies mass conservation in
complex airflow and can adopt the finite difference method at large distances
downwind to reduce computational time.

The developed simulation system, called MEASURES, consists of HY-
PACT, RAMS and an airflow database [3, 4]. Meteorological data can be
loaded onto the system by the user directly or through the Internet. A time
series of airflow is generated for the location of interest. In this procedure,
the 3-dimensional wind data from the database of 48 atmospheric conditions
are interpolated at each time step for the wind direction and the atmospheric
stability observed at the location at that time step.

3 Simulation

With our evacuation planning assist system, we investigated a simulated
chemical attack on a major rail station because of a request from the Fire
and Disaster Management Department of Kitakyushu City. In our simula-
tion, for enlightening the managers of the rail station, we showed a relation
between the time necessary to begin coping behaviors of the managers and
the damage to passengers.

3.1 Simulation Settings

In our simulations, a chemical attack with chloropicrin is set to take place in
the station yard of a conventional line. Gas diffusion in the station yard is
calculated using the systems to predict indoor gas diffusion. The movements
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Table 1 The influence of exposure of chloropicrin

amount of exposure
(mg · min/m3) 1 200 1,000 2,000 20,000
Influence in behavior Pain in the Nausea & Breathing Lethal dose Lethal dose

eye & throat headache trouble 50% 100%
Implementation in Decrease in Decrease in
pedestrian simulation speed (-40%) speed (-90%) Stop Stop Stop
Damage level Mild Moderate Severe Severe Severe

Table 2 Coping behaviors of the managers and the times required for them

Time required
to begin(min)

Manager Coping behavior quick slow
Conventional line 1 Detecting chemical attack 5 10

Reporting to the fire department
2 and the other managers 3 6
3 Shutting down the trains 3 6
4 Ordering an evacuation to the passengers 3 6

New bullet train line 5 Ordering an evacuation to the passengers 3 6
6 Shutting down the trains 3 6

Monorail station 7 Ordering an evacuation to the passengers 5 6
8 Shutting down the trains 3 6

Hotel 9 Ordering an evacuation to the guests 3 6
Fire and Disaster
Management Department 10 Rescuing insured passengers 20 30

and damage to about 9000 passengers are calculated using our pedestrian
simulator. The amount of exposure to chloropicrin of the passengers is cal-
culated as the product of the chloropicrin concentration and the time spent
in the area. The influence of chloro-picrin exposure [6, 8] on the passenger’s
behavior is described in the table. 1.

This rail station is a complex facility. It has facilities of four kinds: a con-
ventional line, a new bullet train line, a monorail, and a hotel. Each facility
has a manager. We assume the following 10 coping behaviors of the man-
agers and the times required to begin these coping behaviors described in
the table 2. The times required to begin these coping behaviors influence
the damage because the damage to passengers increases the beginning of
these coping behaviors are delayed. The sequence of the coping behaviors is
portrayed in Fig. 6.

For example, the manager of the conventional line has four coping behav-
iors: (1) detecting the chemical attack, (2) reporting to the fire station and
the other managers of the new bullet train line, monorail, and the hotel,
(3) shutting down conventional trains, and (4) ordering an evacuation of the
passengers of the conventional line. Each coping behavior is set to have the
time of two kinds. For example, if coping behavior 4 is begun quickly, the
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Fig. 6 Sequence of the coping behaviors

time necessary to begin is 3 min. Otherwise (begun slowly), the time required
is 6 min.

The evacuation scenarios are 1,024 because the number of combinations of
the times required to begin 10 coping behaviors is 210 (=1,024). We calculate
damage to approximately 9000 passengers in 1024 evacuation scenarios. In
our pedestrian simulation, each passenger walks around normally, from and
to outside areas of the station and from and to platforms, until the attack is
detected and an alarm is given. After ordering an evacuation of the passen-
gers, the passengers evacuate using a route directed by the station staff.

To assign a sequential serial number to each scenario according to whether
10 coping behaviors are begun quickly or slowly, we use a ten-digit number
in the binary system. For example, if coping behavior 1 (detecting chemical
attack) is begun quickly, then the first bit of the ten-digit number is set
as 0. This scenario is represented as 0000000000 in the binary system if all
coping behaviors are begun quickly. Then, the 10-digit number in the binary
system is transferred to a serial number in the decimal system. The scenario
represented as 0000000000 in the bi-nary system is assigned serial number
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0 in the decimal system; the scenario represented as 1111111111 is assigned
serial number 1023.

3.2 Simulation Result

The results of our simulation are shown in Figs. 7∼9.
In Fig. 7, the graph shows the number of the severely injured victims in

1,024 scenarios. Based on the number of severely injured victims, five charac-
teristic clusters can be inferred. In each clus-ter, the scenarios have the same
tendencies of coping behaviors 1 and 4. In scena-rios of cluster 1-1, both (1)
detecting chemical attack and (4) ordering evacuation of passengers of the
conventional line are begun quickly. In scenarios of cluster 1-2, (1) detection
is begun quickly, and (4) ordering an evacuation is begun slowly. In scenarios
of cluster 1-3a and 1-3b, (1) detection is begun slowly, and (4) order-ing an
evacuation is begun quickly. The difference between cluster 1-3a and 1-3b is
coping behavior 10. In the scenarios in cluster 1-3a, (10) rescuing injured pas-
sengers by the Fire and Disaster Management Department is begun slowly.
On the other hand, in scenarios in cluster 1-3b, (10) rescuing is begun quickly.
In scena-rios of clusters 1-4, both (1) detection and (4) ordering an evacu-
ation are begun slowly. Therefore, it is confirmed that both (1) detecting,
(4) ordering an evacua-tion, and (10) rescuing injured passengers are more
important to decrease the number of severely injured victims.

In Fig. 8, the graph shows the number of the moderately injured victims
in 1,024 scenarios. Based on the number of the severely injured victims, 4
characteristic clusters exist. The victims in cluster 2-1 are fewer than in
other clusters. There is no great difference among the number of the victims
of clusters 2-1, 2-2, and 2-3. Therefore, it is confirmed that (1) detection and
(4) ordering an evacuation are more important to decrease the number of
moderately injured victims.

In Fig. 9, the graph shows the number of the mildly injured victims in
each of 1024 scenarios. Based on the number of the severely injured victims,
four clusters can be inferred. The mildly injured victims in cluster 3-1 are
more numerous than in cluster 3-2. However, the number of all victims in
clusters 1-1, 2-1, and 3-1 is equal to that in cluster 1-2, 2-2, and 3-2. There-
fore, it is confirmed that (1) detec-tion is extremely important to decrease
the damage to passengers. Through com-parison of the damage incurred in
each of the 1024 scenarios, we confirm that the most effective coping be-
haviors for decreasing the damage to passengers are i) detection of chemical
attack and ii) ordering the evacuation of passengers of the conventional line.
In a tabletop exercise held by Fire and Disaster Management Department
of Kitakyushu City, our simulation result was shared to enlighten the rail
station managers.
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Fig. 7 Number of severely injured victims

Fig. 8 Number of moderately injured victims

Fig. 9 Number of mildly injured victims

4 Conclusion

As described in this paper, we explained our evacuation planning assist sys-
tem consisting of a pedestrian simulator, a prediction system of indoor gas
diffusion, and a prediction system of outdoor gas diffusion. A chemical attack
at a major rail station in Japan was taken as an example of the practical use
of our system because of a request from the Fire and Disaster Management
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Department of Kitakyushu City. In our simulation, we showed the relation
between the time necessary to begin coping behaviors by managers and the
damage to passengers. Results of comparisons of the damage incurred in 1,024
scenarios confirmed that, to decrease damage to the passengers, it is impor-
tant to begin coping behaviors quickly by i) detecting the chemical attack
and ii) ordering an evacuation of passengers.

Acknowledgements. This work was supported as a national project for urban
safety commenced from 2007 by the Ministry of Education, Culture, Sports, Science
and Technology of Japan (MEXT).
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Web-Based Sensor Network with
Flexible Management by an Agent
System

Tokihiro Fukatsu, Masayuki Hirafuji, and Takuji Kiura

Abstract. This paper presents the architecture and function of an agent
system developed for sensor nodes equipped with a Web server such as Field
Servers to manage a Web-based sensor network. The agent system accesses
flexibly all Web components with a rule-based function and it performs vari-
ous types of monitoring and complicated operations. By accessing useful Web
applications such as image processing, the system also provides versatile data
analysis. Moreover, the agent system has Web interfaces to control itself on
the Web, so we can construct a multi-agent system in which one agent system
controls not only Field Servers but also other agent systems to achieve high
scalability and a robust system.

1 Introduction

To increase agricultural productivity and promote efficient management, it
is important to monitor crop growth, the field environment, and farm opera-
tions at field sites. One of the key technologies in field monitoring is a sensor
network constructed of many sensor nodes made up of small sensor units
with radio data links [2] [10]. A sensor network enables large-scale environ-
mental monitoring with high scalability and robustness, but it is difficult to
perform complicated operations and to treat large amounts of data because
of deficiencies in hardware performance. In the case of agriculture, a flexi-
ble monitoring system is required that collects various types of information,
including image data, changes measurement procedure according to users’
requests, and controls peripheral equipment from a remote site in response
to the situation.
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Fig. 1 System architecture of a Web-based sensor network consisting of Field
Servers and the agent system. The agent system manages the Field Servers via the
Internet at a remote site by using database and Web applications.

To meet such needs, we proposed a Web-based sensor network system in
which useful sensor nodes (Field Servers [6]) equipped with Web servers are
controlled by an autonomous management program (the agent system [7])
at a remote site (Fig. 1). Each Field Server has a wireless LAN to provide
high-speed transmission and long-distance communication, various sensors
including an Internet camera, and a monitoring unit with a Web server,
which can be accessed by using a Web browser via the Internet. This system
does not have intelligent processing on the inside like a conventional sensor
network, but it allows various types of monitoring, complicated operations,
and data analysis to be performed by the agent system. The agent system,
which is an agent-oriented management system [14], is able to control Web
servers flexibly and sophisticatedly with artificial intelligence functions on a
remote computer, and it acts as an intelligent module of the sensor network.
By using Field Servers and the agent system, the Web-based sensor network
satisfies the requirements of an advanced monitoring system. In this paper, we
describe the agent system architecture to realize a Web-based sensor network,
and we evaluate its effectiveness and potential.

2 Architecture and Function of the Agent System

Research on agent systems capable of autonomous action [5] has been at-
tempted in various fields, and there are many kinds of agent systems, such
as search agents [4], conversational agents [13], mobile agents [11], and so
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Fig. 2 System architecture of the agent system, consisting of the agent program,
Profiles, and Web interface. The agent program has an HTTP access function, a
data processing function, a data output function, and an agent control function.

on. In a Web-based sensor network, our agent system, which acts like a user
based on an adaptive agent [12], accesses the Web pages of Field Servers,
extracts sensor data from the Web pages, analyzes the data by using Web
application tools, shows the resulting data on a Web page, and stores all data
in a database. All modules of the Web-based sensor network are accessed via
the Internet. The agent system seamlessly connects and uses them to man-
age Field Servers at a remote site, so users need not manage the system at
a field site except when deploying Field Servers and connecting them to the
Internet.

The agent system is constructed by an agent program written in Java,
program configuration files (“Profiles”) describing parameters of request op-
erations in an XML format, and Web interfaces for easy management of the
agent system (Fig. 2). The agent program can access all types of pages on
the Web and operate them flexibly based on the Profiles. It autonomously
executes the contents of Profiles with multi-thread and distributed functions.
Users can utilize the agent program and manage Field Servers to their satis-
faction by describing suitable Profiles.

The agent program is capable of not only basic functions such as accessing
Web pages, extracting available data, and outputting calculation results, but
also advanced rule-based control functions that enable the performance of
complicated operations. By using Web applications that analyze input data,
this program also provides versatile and easily expansible data processing
activities and makes it possible to distribute calculation tasks. In this section,
we show each function of the agent program.
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Fig. 3 Examples of agent actions with the basic function to obtain target image
data according to a required procedure and to extract useful information from raw
data with automatic calculation.

2.1 Basic Function

The agent program operates Field Servers based on Profiles, which consist of
basic information about the Field Servers, definition of the associated sensors,
and operating instructions combined with some tiny action commands. Each
action command is mainly constructed of a simple operation that emulates
user operations on a Web browser, such as Post, Get, Search, Copy, Save,
and so on. The agent program executes these commands in the Profiles, and
it can perform versatile and complicated operations in response to the user’s
requests. In the setting of sensors, there are important parameters to extract
a desired value from raw html data and to calculate a meaningful value with
calibration formulae. By describing these items based on target Web pages,
the agent program can treat various kinds of Field Servers.

Fig. 3 shows examples of processing flow using the basic function. To obtain
target image data from a certain Field Server, we perform a procedure such
as inputting a password, selecting a camera position and downloading image
data. To obtain measurement data, we also need to extract a target value
and to calculate it with a certain relational expression, because Field Servers
only show raw voltage data of each sensor on their Web pages. The agent
program can perform these actions if adequate Profiles are provided.

The agent program interacts with not only Field Servers but also accessible
Web pages on the Internet, and it stores collected data in a database with
any format based on the Profiles. As the figure shows the agent program also
performs as middleware for Web content data so that it can use any data
with the same format and share various applications without data format
problems.
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2.2 Rule-Based Function

To realize intelligent control, the agent system has a rule-based function con-
sisting of a number of IF-THEN rules [3]. We can establish simple conditional
judgments and complicated rule-based algorithms by providing the Profiles
described with these functions. The agent program evaluates a given rule-base
with monitoring data, Profile parameters, and agent status, and then judges
whether corresponding action commands are executed normally, skipped un-
til conditions change, or executed with exception handling by other threads.

By using the rule-based function, we can design multi-mode applications
according to the situation in a given environment. Fig. 4 shows the exam-
ples of a surveillance operation based on sensor data and a priority control
operation based on battery level. In the case of the surveillance operation,
the agent program periodically monitors the Field Servers in daytime and
during the night. If some sensor data indicates an abnormal value by recog-
nizing a suspicious person, the agent system changes its operation to warning
mode with a gradual approach. The agent program can shift from one step
to the next within the warning mode in response to sensor data based on the
rule-based function.

Fig. 4 Examples of agent action with rule-based function. The left figure shows a
surveillance operation with gradual approach based on sensor and image data. The
right figure shows a priority control of running device and access interval based on
battery level.

In the case of priority control operations, the agent program suitably ac-
cesses Field Servers according to their condition and environmental situation.
If the battery level is low, the agent program adjusts the power consumption
of the Field Servers by switching the camera off and lengthening the access
interval. It can also provide appropriate management based on an expected
battery level from a Web weather forecast. A lot of IF-THEN rules act as
autonomous decision functions, so the agent program deals with complicated
and various requests.
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2.3 Distributed Data Processing

The agent program can access all types of Web pages and Web applications.
By preparing useful Web applications that perform image analysis and signal
processing, the agent program can provide data analysis in combination with
the calculated results from Web applications. It can realize versatile and eas-
ily expandable functions without changing or rebooting the agent program.
This method makes it possible to distribute calculation tasks by means of
Web applications, and it provides a scalable processing by increasing Web
applications according to operation frequency and loading.

For example, the agent program itself does not have an image processing
function, but it can obtain analyzed information by collecting image data
from Field Servers through Web applications. Fig. 5 shows an example of
event detection. By using some Web applications such as image masking
of a target area, image subtraction to extract a difference, and counting
image variations by binarization, the agent program automatically detects
agricultural events from image data.

Fig. 5 Examples of data processing by using Web applications. After collecting
image data from Field Servers, the agent system accesses image analysis Web ap-
plications and judges whether a certain agricultural operation is found based on
the results from Web applications.

Via the distributed data processing, the Web-based sensor network can
be used for various agricultural applications such as event detection in agri-
cultural fields, automatic counting of insects, and monitoring of farming op-
erations [9] [8]. Various types of data processing can be added simply by
developing or finding the appropriate Web applications, and users’ efforts
can be reduced by sharing Web applications. Moreover, dynamic changing
of data processing according to the situation can be realized by cooperating
with the rule-based function.
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3 Multi-Agent System

The agent system has Web interfaces that facilitate the control and moni-
toring of agent information such as checking operation status, creating and
changing Profiles, and searching for and extracting necessary information
from monitoring data. These functions allow the elements of the agent sys-
tem to operate via an http protocol, so the agent system itself can be treated
as just one of the nodes in our system. This also means that the operation of
the agent program can be dynamically changed and modified by accessing the
Web interfaces. By using a number of agent systems with Web interfaces, we
can construct a multi-agent system in which one agent system controls not
only Field Servers but also other agent systems. This structure is designed
to achieve high scalability and a robust system.

Fig. 6 shows two types of multi-agent functions, a backup coordination for
a robust system and task distribution for a scalable system. To establish a
robust system, giving priority to Profiles, in which several agent systems have
charge of several Field Servers redundantly with an access priority, is realized
to provide strongly reliable performance. A subordinate agent system with a
lower-priority Profile does not access the target Field Server, while a superior
agent system with a higher priority works normally. The subordinate agent
system periodically accesses the superior agent system to check its condition,
and it takes over the task only when the superior agent system is down. With
this method, an effective and robust backup function can be realized.

Fig. 6 Standard structure of a multi-agent system with robust and scalable man-
agement. The left figure shows a backup coordination of the system when one agent
system is down. The right figure shows a task distribution of the system to smooth
each task of the agent system.
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To operate numerous Field Servers effectively, the multi-agent system per-
forms task distribution in which each agent system compares its task with
other tasks of the other member agent systems. A task is calculated for each
agent system by considering its processing ability, the number of target Field
Servers, the network condition, and the Profile contents. When a task of a cer-
tain agent system is heavier than other tasks of the other agent systems, the
heavily loaded agent system deals out its excess task to other agent systems
via the Web interfaces. By coordinating the agent systems, the multi-agent
system can provide high scalability and efficient management.

4 Discussion and Future Work

To evaluate the agent system with regard to managing Field Servers effec-
tively, we installed dozens of Field Servers in different locations all over the
world, including severe-condition sites such as the Himalaya and India, and
managed them with this system via the Internet. The agent programs were
executed on PC clusters at a remote site with a VPN connection and on
small computers at some field sites. This system has performed reliably since
2002, and the collected enormous amount of data, which is available on the
Web [1], shows its capabilities and its reliability. Fig. 7 shows an example of
archived data displayed on viewer Web applications.

Through field experiments, we have made improvements and discovered
new requirements for the Web-based sensor network. In some field sites with

Fig. 7 Example of archived data displayed on viewer Web applications. By clicking
a target icon of a Field Server on the main Web page (left figure), we can see the
collected data displayed as graphs and animated images.



Web-Based Sensor Network with Flexible Management 423

unstable network environments, a local agent system installed in a small
computer is important to monitor Field Servers under the system. By coor-
dinating the local agent system with a remote agent system while maintaining
an Internet connection, we can manage the system successfully. In the project
known as Geo-ICT and Sensor Network-based Decision Support Systems in
Agriculture and Environment Assessment, we are trying to use modified Field
Servers with a GPRS connection as another solution. In this project, we are
also developing a hybrid sensor network system with Web-based sensor nodes
such as Field Servers and conventional sensor nodes such as ZigBee units to
realize an extensive and dense monitoring system.

The agent system with various functions can be used effectively in differ-
ent situations. In this paper, we have described the fundamental application
of the system, but the system can provide more intelligent agent algorithms
by describing them in the Profiles. To develop the system more conveniently,
there are tasks that need to be accomplished, such as the development of an
easy operating procedure to treat enormous numbers of Field Servers, intel-
ligent sensors that can perform automatic calibration, and effective manage-
ment with advanced rule-based algorithms. By realizing a dynamical moni-
toring and analysis in response to users’ requests regarding our agent system,
we can construct an active database system to provide useful information for
users autonomously. The agent system also has the potential to realize a
more functional monitoring system by controlling mobile Field Servers and
actuator units, and to realize a smart support system by providing suitable
information and assistant operation to users in real-time.
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Sensor Network Architecture Based on
Web and Agent for Long-Term
Sustainable Observation in Open
Fields

Masayuki Hirafuji, Tokihiro Fukatsu, Takuji Kiura, Haoming Hu,
Hideo Yoichi, Kei Tanaka, Yugo Miki, and Seishi Ninomiya

Abstract. Architecture of sustainable, robust and scalable sensor networks
is proposed. To monitor environmental condition and ecosystems for many
years in open fields, Web-based Sensor network can be employed. Agents
control them by using purely HTTP. Functions of the sensor nodes can be
reduced as much as the agent can assist the sensor nodes. Applications for
the sensor networks are distributed Web services. All devices in the sensor
nodes are Web servers such as data acquisition Web-server card and IP cam-
era, and they are connected by Ethernet. That is, all devices are only Web
servers. Power supplies for all devices in the sensor nodes are controlled by the
agent, which can restart the freezing devices automatically. The Web-based
sensor networks were tested at many sites, and rationality of the proposed
architecture was examined.

1 Introduction

Long term observation data in open fields is very valuable for environmental
science, agriculture and so on. Observation in the fields should be continued
as long as possible, and data should be archived permanently. However life-
time of digital devices and data formats which depend on applications is not
long, since digital technologies are rapidly advancing. For example, digital in-
terfaces such as RS-232 had been popular, but currently RS-232C is treated
as “legacy devices” and we are using USB instead. Data recorded, 30 years
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ago, on 8-inch floppy diskettes were unreadable by recent PCs. Moreover data
files for legacy software such as VISICALC (the first spread sheet program)
also became to legacy.

Sustainable sensor network architecture as a kind of sustainable informa-
tion systems is indispensable to monitor natural phenomena. Here we propose
a sensor network architecture which can be maintained sustainably for long
term.

2 Architecture

Objectives of data collection in agronomy, ecology, meteorology, environmen-
tal science and so on are to analyze complex phenomena of nature based on
accumulated data for long term. A sustainable architecture for data format,
protocol, hardware and software were chosen as followings:

Data format: text(XML)
Protocol: TCP/IP
Hardware:

Wired network: Ethernet
Wireless network: WLAN(IEEE802.11b/g/n)
Data storage: NAS
User interface: Web

Services:
Protocol: HTTP
Control: agent
Integration: agent
Application: servlet, applet

Here we predicted Ethernet, TCP/IP and HTTP will be sustainable for
several decades. Standards for WLAN such as IEEE802.11a/b/g/n have been
evolving rapidly so far, and lower performance WLAN devices were replaced
into new one. Nevertheless, Ethernet and TCP/IP have been common fea-
tures to all WLAN routers.

Sensor nodes based on above architecture must be Web servers, and also
inside devices of the sensor nodes should be Web servers: at least all functions
of the sensor nodes must be operable by using HTTP.

3 Web Devices for Pure Web

Operating systems such as MS Windows prohibit direct access to devices
in PCs; device drivers are required to access its hardware, so programmers
must develop device drivers. However it is not easy for ordinal programmers.
On the contrary handling of TCP/IP and HTTP is quite easy, since there
are rich APIs and class libraries concerning to TCP/IP and HTTP. Many
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Fig. 1 iPic web-server (http://www-ccs.cs.umass.edu/∼shri/iPic.html/). The one-
chip CPU in the left picture worked as a Web server as shown in the right picture.
This site is currently closed.

Fig. 2 Field Server Engine Ver. 3.1b.

ordinal programmers can develop easily applications for the Web-based sensor
networks, and this advantage can sustain the Web-based sensor networks.

On 2001, the smallest Web server was a one-chip CPU (PIC microproces-
sor), which worked actually as ordinal Web servers (Fig. 1) [4]. This demon-
stration implied that all devices and appliances can be Web devices in low-cost,
and Web devices will be more functional using advanced technologies such as
more sensors and reconfigurable devices. We concluded, therefore, sensor net-
works should be constituted logically only by Web servers and we started a
project to develop desirable functions and devices to realize the web-based sen-
sor networks based on the proposed architecture (i.e. pure web).

The Web devices for Web-based sensor networks should be composed by:
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1. A One-chip CPU for Web server,
2. A/D converters for sensors,
3. Solid state relays/Power photo MOS relays to control external devices,
4. DDS (Direct Digital Synthesizer) to make advanced low-cost sensors,
5. FPAA (Field Programmable Analog Array) for reconfigurable analog cir-

cuits,
6. Analog multipliers for frequency conversion and signal processing.

As a first step, we developed a simplified Web server card, Field Server Engine
Ver.1 (FSE Ver.1), which was equipped with only 1-3 above. FSE Ver.3 was
equipped with 1-4 (Fig. 2). The next version, FSE Ver.5, is equipped with all
(1-6).

Hardware troubles may be caused under extreme environments, and we as-
sume bugs such as memory leek and buffer overflow in firmware are unavoid-
able; sometime external IP devices may freeze by unknown bugs. So power
supplies for all devices in the sensor nodes must be controlled manually or
automatically by agents, which can restart the freezing devices automatically.

The digital parts above (1-3) can be integrated on FPGA (Field Pro-
grammable Gate Array) and the analog parts above (4-6) can be integrated
on FPAA. After all, the Web device can be integrated on a set of FPGA
and FPAA, and moreover this chip has many other advanced functions such
as arbitrary function generator, encryption and neural networks [2]. We aim
that this chip, in future, will take the place of current prototyping devices
(FSE Ver.1-5) constructed by using discrete parts.

4 Experiments Using Field Server

A Field Server is composed of a main board (i.e. Field Server Engine),
a rugged case, multiple sensors, and WLAN card. The sensors in a Field

(a) Prototype
(2001)

(b) 1st type
(2001)

(c) 2nd type
(2003)

(d) 3rd type
(2008)

Fig. 3 Field Servers
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Fig. 4 High-level architecture of the Field Server network

Fig. 5 Experiment sites

Server are a type of Asmann psychrometer which can accurately measure
air-temperature and humidity. The air-temperature sensor and the humidity
sensor are in air-flow as ventilated Asmann type psychrometer. Simultane-
ously, the air-flow cools the circuit boards in the case.

Other equipped functions of Field Servers can be added as PC clones. The
first Field Server was equipped with four sensors, a one-board Web-server,
an LED lighting system, and a wireless LAN access-point card. A network
camera was added to second generation of Field Server (Fig. 3). Field Servers
deployed in an area constitute private network, which are connected through
a gateway using VPN by agents. The agents fetch data from the Field servers,
and archive them on the storage server1.

Sustainability of the proposed architecture has been tested actually by
using the Field Servers. So far web-based sensor networks using Field Serves
1 http://model.job.affrc.go.jp/FieldServer/FieldServerEn/Data-Storage.html
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Fig. 6 The sensor network architecture for deployed in Himalaya

Fig. 7 Examples of image collected by the sensor network composed by 5 Field
Servers deployed from Namche Bazaar to Imja glacial lake (totally about 35 kms)

were deployed at many sites in the world for testing of long-term operation
and experiments of durability (Fig. 5) [3]. Recent deployment was Himalaya.
Imja glacial lake and Namche bazaar have been monitored by 5 Field Servers
totally (Fig. 6), which equip cameras (Fig. 7) and sensors (air temperature,
relative humidity, solar radiation, CO2 concentration and water level).

5 Results and Discussions

Sustainability of the proposed architecture was examined trough many acci-
dental troubles. For example, the sensor network composed by Field Servers
deployed in Himalaya is working for two years, although some devices were
disconnected. At a site in Hawaii, a Field Sever was broken by wild pigs,
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and later two Field Servers under coconut trees were crushed by a falling
coconut. The Internet connections to Field Servers were frequently discon-
nected by same reasons, such as human errors, freezing gateway routers and
power failure, as in offices.

We could quickly find out the causes and improved the systems, since we
could obtain rich information on webs of the devices respectively. Sometime
we could restore the troubled sensor networks remotely from Japan only by
accessing webs of the devices. This manner is similar to remote maintenance
for space probes such as Mars surveyors.

Sensor networks which Field Servers constitute are “pull-type” sensor net-
work; contrarily conventional sensor networks such as smart dust [5], Mote2

and devices using ZigBee are “push-type”. “pull-type” is advantageous to:

• Stability
If enormous push-type sensor nodes send data onto a data storage server
all simultaneously, their accesses may damage the network and the storage
server like as DDoS (Distributed Denial of Service). On the contrary, pull-
type sensor nodes (Field Servers) wait for access of the agent. The agent
crawls over sensor nodes to collect data according to capacity of individual
network connection.

• Scalability
Even if too many pull-type sensor nodes are deployed for an agent, the
agent can crawl on them in series up to its maximum capability. Or only by
increasing number of PCs, capability of multiple agents can be reinforced.

• Qualia of connectivity
Qualia is subjective quality of conscious experience [1]. Users can access
pull-type sensor nodes manually using Web browser. Then the users can
sense capacity of connection to a sensor node, and delay of its response as
vivid feeling. Qualia in this sensation are very useful to estimate conditions
such as network capacity to deploy sensor nodes in unknown fields.

These points were useful to deploy sensor networks in short time completely.
Especially in extreme environment such as Himalaya, mission time for deploy-
ment in high altitude was limited for thin air and cold windy environment.
We could check devices and connectivity at once by feeling response from sen-
sor nodes. Later we could set up an agent to collect data from the deployed
Field Servers and optimize data sampling rate in Japan at ease. Moreover we
improved ventilation algorithm on the agent to protect inside devices against
low temperature and condensation.

Qualia of connectivity were indispensible for diagnosis, trouble shooting
and decision making in explorative deployments, where we must pay atten-
tion to enormous potential troubles. For example, only to choose the best an-
tenna we must consider many related factors such as communication range,
direction, antenna gain, tolerance against strong wind, depth of the snow and
2 http://www.xbow.com
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Fig. 8 An example of archived data

so on. Only a failure of these factors causes serious troubles. In a case that a
device in a Field Server was disconnected at a site beside Imja Glacial Lake
in Himalaya, we could estimate causes based on Qualia of connectivity to
other live devices, and we repaired it there only by carrying tools prepared
in advance; kinds of carrying tools and parts are limited.

Currently we are trying to deploy Field Servers at an experimental field in
India, where air temperature is extremely high and almost other conditions
are unknown for us. Only connection using cellular phone (GPRS) is available
there, so agent box (agent installed in a Linux box) was deployed at the field
instead. Currently we have a lot anxiety about operation of the Field Servers,
since we cannot get Qualia of their operation in Japan.

All archived data collected by Field Servers are visualized by an applet
viewer as shown in Fig. 8. However this service and the agent service also are
not sustainable, since these services are only for scientific researches; these
services must terminate after all projects for developing Field Servers are
completed. Ideally such services should be operated in free as semi-permanent
business like as Google and Yahoo! to realize sustainable sensor network.

The agent service may create a new network business; the agents can collect
other numerical data provided on webs in the Internet by same manner as
agents crawl on Field Servers. Users can find hidden relationships between
time series data such as the price index of stocks and temperature in districts,
which are collected by the agent service.

6 Conclusions

We proposed sustainable sensor network architecture based on philosophy
of pure web: all sensor nodes and inside devices are web servers, and agents
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crawl the web servers to collect data. We deployed sensor networks at many
sites for 8 years using Field Servers to examine that the proposed architecture
actually works well for long-term even in extreme environments. The pure web
architecture could work much better than we expected. The oldest prototype
Field Server is still on active service and accessible by the newest browser
such as Firefox and Safari. It will be kept on active services for long years
as hardware; however network services such as the agent service must be
sustainable as network business.
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A Multi-Agent View of the Sensor
Web

Quan Bai, Siddeswara Mayura Guru, Daniel Smith,
Qing Liu, and Andrew Terhorst

Abstract. The rapid growth in sensor and ubiquitous device deployments
has resulted in an explosion in the availability of data. The concept of the
Sensor Web has provided a web-based information sharing platform to allow
different organisations to share their sensor offerings. We compare the Open
Geospatial Consortium - Sensor Web Enablement (OGC-SWE) with Multi-
Agent System (MAS), and identify the similarities between the concepts.
These similarities motivate the adoption of MAS based techniques to ad-
dress related problems in OGC-SWE. Brokerage facilitators commonly used
in MAS, the Yellow Pages Agent and Blackboard Agent, are considered to
address service interaction issues identified within OGC-SWE. Furthermore,
the use of MAS based reputation mechanisms are explored to address poten-
tial trust issues between service providers and consumers in OGC-SWE.

1 Introduction

A large amount of times-series spatio-temporal data is collected from the
physical environment due to increase in the deployment of sensors. The de-
ployment ranges from satellite-based sensors [24] that monitor large scale
environmental and ecological systems, to smart meters [5] that monitor en-
ergy usages.

Meanwhile, there is a need for an open platform to allow users from dif-
ferent geographical location to share data for macro monitoring. The Open
Geospatial Consortium (OGC), an international standards organisation, has
a Sensor Web working group developing Sensor Web Enablement (SWE). The
goal of OGC-SWE is to develop interoperable data models and web service
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Fig. 1 Data and Information Sharing on the Sensor Web

interface standards to discover, exchange and process sensor observations [1].
Fig. 1 shows the high-level vision of the Sensor Web.

The sensor web enables integration of web-enabled sensors and sensor sys-
tems for a global scale collaborative sensing. Following are some of the chal-
lenges to be addressed for the realisation of the Sensor Web [11] [10]:

• develop an open standard distributed computing infrastructure which can
accommodate all the sensor system in the world,

• automatic discovery of heterogeneous resources needed to fulfil the end-
users queries,

• managing data from different sensors with spatio-temporal variability,
• and uniform representation of data from similar sensors.

Sensor Web is not the only field facing the above challenges. Similar challenges
are important and have been investigated in Multi-Agent Systems (MASs). In
MAS, agents with heterogeneous resources and capabilities could be gathered
together toward achieving some tasks [21]. To make such agents work together
smoothly, MASs need to have coordination mechanisms to handle communi-
cation problems, organisational problems and various conflicts among agents.
In this paper, we look at the problems in Sensor Web, specifically OGC-SWE
from a Multi-Agent perspective, and explore the use of some of the solutions
available in the multi-agent community to solve problems in Sensor Web.

The rest of the paper is organised as follows: Section 2 introduces the
concepts of Sensor Web and an overview of OGC-SWE framework data model
and services. It also highlight some of the drawbacks of the OGC-SWE with
the useability example from hydrology domain. In Section 3, we compare
sensor web with MASs, and list some similarities between them. Then, in
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Section 4, we propose the use of some multi-agent coordination techniques to
address some of the problems in sensor web. Finally, the paper is concluded
in Section 5.

2 The Sensor Web

The concept of the Sensor Web has evolved as Internet technologies have
matured. The term, Sensor Web, was first coined in NASA’s Jet Propul-
sion Laboratory and defined as “a system of intra-communicating, spatially
distributed sensor pods that are communicated with each other and can be
deployed to monitor and explore new environments” [4]. It can be argued
that this definition draws many parallels with the concept of a web-enabled
sensor network. However, the dramatic increase in sensor deployments have
led to the Sensor Web concept becoming far more broader and scalable than
NASA’s original definition. Today, the Sensor Web is perceived as a World
Wide Web for sensors.

The Sensor Web consists of sensors and their networks, but just as im-
portantly, Internet technologies. The dominance of the Internet to enable
coordination of different resources (data, computation and intelligence) was
envisioned in the last decade and presented as one of the top 21 ideas for the
21st century [6]. The basic capability of the Sensor Web is its ability to store
and query heterogenous sensor offerings based upon their locations. The out-
put of the queries are then transformed to suit a client’s output device. These
concepts have gained wider adoption due to the popularity of map tools like
Google Maps1 and NASA World Wind2.

OGC-SWE provides an open standard framework to exploit web-enabled
sensors and sensor systems [15]. The framework is based upon the Service
Oriented Architecture (SOA) and enables the discovery, exchange and pro-
cessing of sensor observations. The SWE standards are built primarily on the
following specifications:

1. Observation and Measurement (O&M) [13]: provides a standard
model based upon an XML schema to represent and exchange observa-
tion results.

2. Sensor Model Language(SensorML) [16]: provides information mod-
els and encodings that enable discovery and tasking of Web-enabled sensors
and the exploitation of sensor observations. SensorML defines the models
and XML Schema for describing any process, including measurement by a
sensor system and post-measurement processing.

3. Sensor Observation Service (SOS) [19]: provides a standard web ser-
vice interface to request, filter and retrieve sensor observations. SOS can
also provide metadata information about the associated sensors, platforms

1 http://maps.google.com
2 http://worldwind.arc.nasa.gov

http://maps.google.com
http://worldwind.arc.nasa.gov
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and observations. It is an important component of SWE and acts as a in-
termediary between a user and a sensor system’s observation repository.

4. Sensor Planning Service (SPS) [20]: provides a standard web service
interface to assist in collection of feasibility plans and to process collection
requests for a sensor.

5. Sensor Alert Service (SAS) [17]: provides a standard web service in-
terface to publish and subscribe to alerts from sensors. This service may
be superseded by Sensor Event Services (SES) in the future releases.

6. Web Notification Services (WNS) [14]: provides a standard web ser-
vice interface for asynchronous message delivery. This service can be used
in conjunction with other services like SAS and SPS.

7. Catalog Service for the Web (CSW) [2]: supports the ability to pub-
lish and search collection of descriptive information (metadata) for data,
services, and related information objects.

The advantage of OGC-SWE is its ability to store, query and publish its
offerings based upon the locations, boundaries and relationships amongst
geographic features and phenomenon. It provides a standard framework to
describe phenomenon, measurement types and data types. Conceptually, this
makes automatic data discovery and sharing relatively easy.

There are several drawbacks of the current OGC-SWE services including:

• The user (Services or Client) needs to be knowledgeable about OGC-SWE
and the operation of its services.

• There are no guidelines for the interaction of different services; it is gen-
erally application-specific.

• There has been limited work to address security and trust issues in the
interaction between the services. This will be an important issue to build
the reputation of a service provider in the Sensor Web.

• Interaction between services is passive, for example, a user can only inter-
act with the SOS, and not vice versa.

• The management of a catalog of services can be cumbersome and doesn’t
adequately scale as the number of services and/or sensor offerings in-
creases.

These problems can also exist in various Multi-Agent applications and have
been addressed in [21]. Consequently, we believe adopting these ideas from
MAS could enrich the experience of using OGC-SWE.

Let us consider the useability of OGC-SWE by considering an example of
a typical query that a user may want to execute in a hydrology application
given in [8]. The query could be “Give the rainfall data from time A to
time B in the geographic area X”. Anybody familiar with databases would
expect the query to be executed with relative ease and the results to be
available to the user. However, in the SWE framework, a user needs to select
the SOS instances by invoking the GetRecord of the web-catalog service
(CSW). This can only be possible if the SOSs are registered in the CSW.
The GetCapabilities operation is invoked to identify the capabilities of the



A Multi-Agent View of the Sensor Web 439

SOSs and to get the offeringid (user has to know the offeringid to run any
GetObservation operations), then the GetObservation operation is invoked
to get the observation from the sensors.

These steps can be intimidating and complex to follow for a naive user.
It may be possible that some SOSs that fulfil the query could be missed.
Although there has been some work to develop cascading SOS to aggregate
or fuse the SOSs [9], the SOSs still need to be identified by the CSW. There
is a need for automation in the query execution. Intelligent coordinators
(agents) can interact with the services to pass messages, process requests,
submit requests and coordinate activities between the services. This infuses
intelligence into the framework and enables the introduction of application-
specific services. In the next section, we will outline some of the similarities
between MAS and the Sensor Web.

3 Sensor Webs and Multi-Agent Systems

The emergence of MASs was derived from the demands of solving complex
problems that require diverse expertise and multiple resources. In a MAS,
agents with different goals, heterogeneous resources and different perspectives
of the environment are required to work together to complete a complex prob-
lem (see Fig. 2). To achieve collaboration, agents need to use communication
languages and protocols to exchange information. Traditional agent commu-
nication languages are message-based, however, given the increased adoption

Fig. 2 Multi-Agent System
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Table 1 Comparison of Sensor Webs and Multi-Agent Systems

Sensor Web Systems Multi-Agent Systems

System architec-
ture

Distributed Distributed

Interaction XML-based encoding Agent Communication Lan-
guage (Message-based or
knowledge-based)

Application plat-
form

Web-based Web-based or other plat-
forms

Components loosely coupled services Heterogeneous autonomous
entities

of web-based applications, knowledge-based communication languages have
also been used by MAS applications.

There are several similarities between MASs and the Sensor Web. Firstly,
both are distributed systems that may include a number of heterogeneous
entities. The handling of these knowledge representation heterogeneities is
a common problem to MASs and the Sensor Web. Secondly, they can both
be built with a Service Oriented Architecture (SOA). Thirdly, the Internet
is the major application platform for the Sensor Web and MASs. Table 1
summarises the similarities between the Sensor Web and MASs.

4 Using Multi-Agent Coordination Techniques in
Sensor Web

As introduced in section 3, there are similarities between the MAS and the
Sensor Web. In fact, the Sensor Web may be considered a web-based MAS
from the perspective of the agent community. Both the Sensor Web and web-
based MAS are comprised of heterogenous services that have a limited ability
to understand the environment independently, however, they are capable of
working together to fulfil complex user requests.

Compared with the Sensor Web, MAS is a far more mature research area.
A number of agent coordination techniques have been developed to handle
interaction and heterogeneity problems in MASs. Some of these techniques
could potentially be used to address related problems in the Sensor Web.

4.1 Including Multi-Agent Facilitators in Sensor Web

From the hydrology query example given in section 2, query execution in
OGC-SWE leaves many onerous tasks to the user, and requires the user to
have an ability to search, select and evaluate services on the Sensor Web.
Such requirements are difficult to satisfy in applications with a large num-
ber of services. In addition, the communication between the CSW, service
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providers and service consumers are uni-directional. This creates a large com-
munication gap between the service consumers and providers. To overcome
these limitations, intelligent brokers are required to facilitate interactions and
enable bi-directional communications between the CSW, service consumers
and providers. With bi-directional communications, service consumers can
not only seek the required services from the CSW, but service providers can
have access to the consumer requirements.

There is a set of intelligent facilitators for supporting multi-agent inter-
actions. Two kinds of these multi-agent facilitators, the Yellow Pages Agent
and Blackboard Agent, are considered for use in the Sensor Web (see Fig. 3).

Yellow Pages Agent (YPA) is a multi-agent facilitator that processes
the advertisements of service providers and assists service consumers to find
suitable providers based upon their advertised capabilities [22].

In the Sensor Web, service providers could publish and update their meta-
data descriptions via the YPA to the CSW. The YPA classifies service
providers based upon their capabilities, identifying the offeringid before up-
dating the CSW. For a user executing the example hydrology query, the CSW
could provide an getObservation URI of SOSs directly, saving a couple of op-
erations (the getRecord of the CSW and getCapabilities of the SOS). This
could help to improve the automation of the query execution process and
reduce user involvement.

In some situations, the capabilities of a service provider cannot be fully
published to all the users due to security reasons, conflict goals, etc. In this
situation, we need to have a brokering service between the consumers and
providers to restrict the access of the consumers.

Blackboard Agent (BBA) is a multi-agent facilitator that can collect,
hold and publish requests from service consumers [3]. Service providers can
seek and select tasks that they can handle from the BBA, and interact with
the corresponding service consumers actively. The inclusion of the BBA en-
ables bi-directional interactions between service consumers and providers.
This allows service providers to protect their information.

4.2 Building Trust Based on Reputations

On the Sensor Web, different organisations can publish their data as discov-
erable services. On the other side, consumers can specify their requirements
in queries, and find suitable services with the assistance of agent facilitators
(as introduced in Subsection 4.1). However, in many situations, a consumer
may face a dilemma in making a choice from a bunch of providers which can
all offer satisfactory services. In such situations, a consumer needs to know
not only what a provider can do, but also how trustable a provider is. This
brings the issue of building trust between service consumers and providers. In
this paper, we suggest to include a reputation-based mechanism to facilitate
service consumers to select trustable providers on the Sensor Web.
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Fig. 3 Including a Yellow-Pages Agent and a Black-Board Agent in the Sensor
Web

Reputation refers to the perception that an entity knows another’s inten-
tions and norms [12]. Reputation-based mechanisms have been widely used
in multi-agent applications, such as agent-based auction systems [18]. Most
existing reputation mechanisms are based on simple numerical evaluation
mechanisms in which service consumers provide (numerical) “scores” for ser-
vice providers. These scores will be a reference for other consumers to select
suitable services in the future.

In the Sensor Web, reputation information of service providers could be
stored in the YPA. After a consumer finds a suitable provider (via YPA)
and gets the required sensor offerings, an evaluation of the provider could
be generated with respect to the stability, reliability and quality of these
offerings. The consumer could provide evaluation feedback to the YPA, and
the YPA could update the reputation value of the provider. In environmental
applications, it may also be useful for the service provider to provide an
evaluation of their own sensor offerings to the YPA.

Reputation provides a reference for service consumers to evaluate and se-
lect suitable service providers. It could potentially reduce the impact of poor
quality service offerings upon the Sensor Web.

5 Conclusion and Future Work

The Sensor Web promises an information sharing infrastructure that allows
end users to access sensor offerings on a global scale. In this paper, we
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considered OGC-SWE and identified some limitations in realising the vision
of the Sensor Web on a macro scale. The major challenge is the interaction
between the services to fulfil the user requirement. Based on our observation
there are similarities between the Sensor Web and MAS. We propose the use
of multi-agent facilitators like YPA to make the communication between the
services bi-directional and BBA to make the services more interactive. This
will make the OGC-SWE services less complex to use without making any
changes to the service interfaces. There is not much work in the OGC-SWE
community about developing trust between the service providers and con-
sumers. We have proposed the the use of reputation-based methods to build
and manage trust within the Sensor Web. This will improve the quality and
reputation of services in the Sensor Web.

We would like to implement some of the agent-based methods discussed in
this paper in the hydrological Sensor Web [23]. Our intention is to use agents
as separate services in the OGC-SWE framework.
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