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Preface

The Mexican Conference on Pattern Recognition 2010 (MCPR 2010) was the
second event organized by the Mexican Association for Computer Vision, Neu-
rocomputing and Robotics (MACVNR). These conferences provide a forum for
exchanging scientific results and experiences, sharing new knowledge, and in-
creasing the cooperation between research groups in pattern recognition and
related areas, in Mexico, as well as international cooperation.

MCPR 2010 was held in Puebla, Mexico, it was hosted and sponsored by the
Computer Science Department of the National Institute of Astrophysics, Optics
and Electronics (INAOE), jointly with the Center for Computing Research of
the National Polytechnic Institute (CIC-IPN).

From 89 full papers submitted, 39(43.8%) were accepted for publication in
these proceedings and for presentation at the conference. The contributions orig-
inated from 20 different countries. The review process was carried out by the
Scientific Committee, composed of internationally recognized scientists, all ex-
perts in their respective fields.

The conference benefited from the contributions made by the invited speak-
ers: Edwin Hancock from the Department of Computer Science, University of
York (UK); Guozhu Dong from the Data Mining Research Lab, Department of
Computer Science and Engineering, Wright State University (USA); and Ernesto
Bribiesca Correa from the Department of Computer Science of the Center for
Research in Applied Mathematics and Systems of the National Autonomous
University of Mexico, IIMAS-UNAM (Mexico). We would like to express our
sincere gratitude to the invited speakers.

We would also like to thank the members of the Organizing Committee for
their enormous effort that resulted in these excellent conference proceedings. We
trust that the papers in this volume will provide not only a record of the recent
advances in this rapidly moving field, but will also stimulate future applied and
theoretical research in the different areas of pattern recognition.

We hope this edition of the Mexican Conference on Pattern Recognition
becomes a cornerstone of a series of many future events engaging the Mexican
pattern recognition researchers and practitioners in discourse with the broader
international pattern recognition community.

September 2010 José Francisco Mart́ınez-Trinidad
Jesús Ariel Carrasco-Ochoa

Josef Kittler
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Maŕıa del Pilar Gómez Gil
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Santana, R. University of the Basque Country, Spain
Shengrui, W. University of Sherbrooke, Canada
Shirai, Y. Ritsumeikan University, Japan
Sossa Azuela, J.H. CIC-IPN, Mexico
Sousa-Santos, B. Universidade de Aveiro, Portugal
Sucar, L.E. INAOE, Mexico
Taboada Crispi, A. Universidad Central de Las Villas, Cuba
Torres, M.I. University of the Basque Country, Spain
Valev, V. Prince Mohammad Bin Fahd University,

Saudi Arabia

Additional Reviewers

Altamirano, L. Moreira, J.
Batyrshin, I. Nolazco, J.A.
Carvalho, J. Olvera López, J.A.
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Table of Contents XIII

Cost-Sensitive Neural Networks and Editing Techniques for Imbalance
Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

R. Alejo, J.M. Sotoca, V. Garćıa, and R.M. Valdovinos
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A Hierarchical Recursive Partial Active Basis
Model

Pavel Herrera-Domı́nguez1 and Leopoldo Altamirano-Robles2

1 INAOE, Puebla

pavel13@inaoep.mx
2 INAOE, Puebla

robles@inaoep.mx

Abstract. Recognition of occluded objects in computer vision is a very

hard problem. In this work we propose an algorithm to construct a struc-

ture of a model using learned active basis models, then use it to do

inference over the most probable detected parts of an object, to allow

partial recognition using the standard sum-max-maps algorithm used

for active basis. We tested our method and present some improvements

on occluded face detection using our algorithm, we also present some

experiments with other partially occluded objects.

1 Introduction

The problem of occlusion is a very hard problem in computer vision, because
we need to fit some model to some image but we do not know all the possible
ways the model can appear occluded, therefore we propose an algorithm to split
a global model and then fit it by parts without losing the spatial information.

The objective of this work is to propose an algorithm to construct a model
that gives the chance to detect occluded parts in a natural way, and to construct
it with the less possible user supervision , in the way to avoid the time consuming
labeling. In this work we assume that the object is centered and bounded, this
can be resolved using local templates for active basis [8] or applying similar
algorithms to the proposed by Zhu,L et al. [9].

2 Previous and Related Work

There are several works about the occlusion problem, most of them using dis-
criminative models like Viola-Jones adaboost [4], some other approaches use
grammars in the inference stage, like Wu et al. [6] that give a numerical study
about the importance of each stage on the top-down and button-up inference.
There are also some works for generative models, like the one from Baker et al.
[1] that gives an extension for the AAM models(Cootes et al.[2]) using a more
robust metric on the inference stage.

J.A. Carrasco-Ochoa et al. (Eds.): MCPR 2010, LNCS 6256, pp. 1–10, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 P. Herrera-Domı́nguez and L. Altamirano-Robles

There are also works related to construct a hierarchical model like the pro-
posed by Zhu,l et al [9] that gives an unsupervised algorithm to construct models
using structures formed by edge-lets. Also a recent work for pedestrian detection
that use several part-detectors and merge them to have better detection[5].

The difference of our work with others is that for example we do not try to
detect parts independently like Wu et al.[6] and merge them. The difference with
the original Sum-Max-Maps[8] used for active basis (the representation we are
using) is that we have an intermediate stage merging the parts and deciding if
they are present or not, this way we can have a partial recognition of the object
that could be useful in some applications. In the case of the learning algorithm
applied, the difference and contribution is that we use the algorithm proposed by
Wu et al. [8], learning algorithm also spatial relations that help in the recognition
step.

3 Active Basis

The active basis model is a deformable model which consist of a small number of
Gabor wavelet elements Bx,y,s,θ at selected locations and orientations. Each ele-

ment is given by Bx,y,s,θ(x′, y′) = G(x̂/s, ŷ/s) where G(x, y) = e−
( x

σx
)2+( y

σy
)2

2 eix

and x̂ = (x′ − x)cosα − (y′ − y)sinα, ŷ = (x′ − x)sinα + (y′ − y)cosα, s is the
scale parameter and α is the orientation[7]. Using this elements we can represent
the image as follows.

Im =
n∑

i=0

cm,iBm,i + ε (1)

where ε is the residual image and

Bm,i ≈ Bi

Bi = Bxi,yi,s,αi

Bm,i = Bxm,i,ym,i,s,αm,i

xm,i = xi + dm,i sinαi

ym,i = yi + dm,i cosαi

αm,i = αi + δm,i

dm,i ∈ [−b1, b1], δm,i ∈ [−b2, b2] (2)

This means that Bi is allowed to shift and rotate in the intervals given, al-
lowing small deformation in the object model.

The full details are explained in the original papers by Zhu et al. [7][8], here
we give only a short description of how they are learned and how they are used
in recognition and detection.
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3.1 Learning Active Basis

The active basis model specifies the distribution of the image I as in equation (3).

p(I|B) = q(I)
p(C)
q(C)

= q(I)
p(c1, ..., cn)
qc1, ..., cn

(3)

where q(I) is the reference distribution. Assuming independence between the
Gabor elements we have.

p(I|B) = q(I)
n∏

i=1

p(c1)
q(ci)

(4)

where p(ci) is parametrized as an exponential family model p(ci; λ) =
1

Z(λ)e
λh(ri)q(ci) where ri = | < I, Bi > |2 is the local energy of Gabor filter

response and h(ri) is a sigmoid transformation function, and q(ci) is pooled
from generic background images in an off-line stage. Replacing the parametrized
distribution on equation(4) we have the probability of a single image given the
model in equation (5).

p(I|B) = q(I)
n∏

i=1

1
Z(λ)

eλh(ri) (5)

Now to learn B from a set of training images I = {I1, ..., IM}, we need to
maximize the log-likelihood log

∏M
m=1

p(Im|Bm)
q(Im) over all images

M∑

m=1

log(
p(Im|Bm)

q(Im)
) =

M∑

m=1

log(
p(rm)
q(rm)

), (6)

when M → ∞ we are maximizing the Kullback-Leibler divergence estimator
between p and q. This way we learn B, this is for each Bi we have five pa-
rameters for each element (xi, yi, αi, λi, log Zi), where (xi, yi, αi) the parameters
of the Gabor elements, and (λi, log Zi) the parameters of the images responses
distribution.

3.2 Using the Model

This way of learning Bi also give us a score function to find the model in a new
image and sketch the object in the image. To find the model given by B we
maximize the equation (8) this means to find the correct parameters Θ (center
scale and position of the model, plus the parameters for each element of {Bi})

argmaxΘ
P (Im|B, Θ)

q(Im)
= argmaxΘlog(

P (Im|B, Θ)
q(Im)

) (7)

and

log(
P (Im|B, Θ)

q(Im)
) =

n∑

i=0

(λi ∗ h(ri,m)) − log(Zi) (8)

The full details of how to do this can be found in the original paper [8].
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4 Formulation of the Occlusion Problem

Although in the literature exist very effective algorithms to learn models using
active basis for deformable objects and use these models in recognition tasks,
still there are not many advances in the solution of how to solve the occlusion
problem, there are a solutions for example using grammars[6], using alpha, beta,
gamma processes, but in this case the active basis models are used as simple
detectors in the leaves of the grammar.

In this work we propose a different approach, let us first comment some key
points to be considered.

1. There is no way to learn all possible forms that an object can be occluded.
2. The problem of occlusion seen from the active basis point of view can be

interpreted as follows: there are some Gabor elements (Bi) not present in
the image that contains the object to be recognized, so instead of having all
Bi we will have only a subset of them.

The previous points give us the idea to consider the problem of occlusion as
finding the most probable subset of basis that are present in the image.

5 Recursive Hierarchical Active Basis

In this work we propose an extension of what is proposed by Ying Nian et al.[8]
who proposed to use part-templates to form a recursive model to deal with
articulated objects, they give an inference algorithm named recursive sum-max
maps. What we propose is to construct a hierarchical-graph with the active
basis, having two kind of relations, inter-level that is relations of the active basis
at the same level of detail, and relations intra-level, this is how more detailed
active basis than the original one are related, the figure (1) describes the idea.
Ri are the relations inter-level, and they are given by the indexes of the low
detailed basis corresponding to the higher detail basis. The inter-level relations
are spatial relations given as relative positions of the surrounding squares of each
part.

5.1 Learning

We have already seen that we can learn a model B given a set of images of one
object. Now we will describe how to learn the recursive structure. In algorithm
(1) we can see the pseudo-code of how to learn the structure. The basic idea
is to learn separate detailed parts of the images guiding the learning algorithm
with the basis already learned in a low-detailed more general scale. This way we
can construct a graph that contains the relations between the parts maintaining
which elements correspond to each new detailed part, and at the same time we
have spatial relations between the same level of detail basis. To learn a priori
probabilities, that will be used in the inference algorithm, we use the percentage
of the object represented by that sub-part learned.
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Fig. 1. Illustrative idea of the split model and its parts with the spatial relations to

the global model

Algorithm 1. Learn-recursive-model
Require: Itrain
{Bi} ←learn from Itrain at scale Scale

if level = max level then
output← {B, ∅}

else
Basis parts← Split{Bi} using spatial relations

for part ∈ Basis Parts do
for img ∈ Itrain do

nTrain← {nItrain} ∪ subimage(img,part.subWindow)

end for
{part.Bi} ← Learn-recursive-model using nItrain

{part.P (this|Parts)} ← Probability of this part given that is a subpart

end for
output← {B, Basis parts}

end if

6 Using the Hierarchy

We modify the algorithm proposed by Wu et al. [8] to improve the recognition
even when the object is partially occluded. The idea is based on the following
simple observations.

1. If we need to maximize the log-likelihood, it is clear from the equation (8)
that we should take the values which are greater than some threshold, that
should represent the basis that are present as part of the object.

2. If we take the previous observation as a method to see the presence or not
of and object, we need to merge them, because it is not enough taking them
alone.
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Algorithm 2. Computing SUM2MAP for incomplete basis
for x = 1 to W do

for y = 1 to H do
for t = 1 to NumberOfBasis do

if λt ∗MAX1MAP (x + Bt,x, y + Bt,y, Bt,θ)− log Zt > 0 then
H = H ∪ {t}

end if
end for
SUM2MAP (x, y)← solve(H) this is Algorithm (3)

PresentBasis(x,y)← H
end for

end for

Algorithm 3. Solve the inference problem button up using Dynamic Program-
ming given the Hypothesis

Initialize Table to ε
level← lowest level
for t ∈ H do

Table[level][t]← 1

end for
level← level − 1

while level ≥ 0 do
for part ∈ Parts[level] do

prob← 0

for subpart ∈ part do
prob← prob + Table[level + 1][subpart] ∗ P (subpart|part)

end for
Table[level][part]← prob
if Table[level][part] < εpart then

Retrieve info to H, this is when the part is not present just for sketching

end if
end for
level← level − 1

end while
output← Table[0][0]

With this observations the SUM-MAX-MAPS algorithm [8] can be used to
partially find an object, adding the relations learned in the training gives us an
easy and natural way to merge the sub-parts.

In algorithm (2) it is shown how the algorithm sum-max-maps [8] is modified
in the stage SUM2 to apply the idea proposed in this work. Here what we do is
to take just the elements that are over some threshold and take them as the most
simple hypothesis known, then merge them and compose the object to detect it.

6.1 Merging the Elements

Merging the found elements can be done by computing the probability as in
equation (9).
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P (Obj|θ) =
∑

SubPart∈Obj

P (SubPart|Obj)P (SubParts|θsubPart) (9)

This can be accomplished by using dynamic programming, like is shown in algo-
rithm (3), where each subproblem is to compute P (Obj|SubParts), this means
given the subparts estimate the percentage of the object present, then use Obj
and P (Obj|SubParts) as sub-part of a more general object, the leaves of the
dynamic programming tree are the elements of Active Basis that satisfy the
threshold mentioned in the MAX1 maps [8].

7 Experiments

We carried out some experiments with the inference algorithm and the structure
learned in face detection task, to see its behavior with occlusion. The images
were took from the Caltech 101 data base subcategory Faces[3]. We constructed
several artificial images from this database generating some random occlusions
in the image to know the level of occlusion it supports. The images contain
random objects over all the image. We notice that if we only generate occlusion
over the object of interest, the edges generated by these objects tend to form the
face edges and help the matching score. To generate the occlusions we place the
objects and count the number of pixels in the image that were occluded by the
random objects until they satisfy a threshold that depends on the level assigned.
Table (1) has examples of images under different levels of occlusion. To train
the model we took the faces centered and bounded without any occlusion, the
model had 100 elements for the model used with all the experiments.

The localization accuracy is measured by predicting object bounding boxes.
For detection to be correct the area A(rect) of overlap between a predicted
bounding box Bc and a ground truth bounding box Bgt must be more than half
the union of both areas:

Bc is correct ⇔ A(Bc ∪ Bgt)
A(Bc ∪ Bgt)

≥ 1
2

(10)

Table 1. Examples of the increasing level of occlusion and the sketches in one image

of the data set. The size of all images is around 500 x 350 pixels.
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Fig. 2. Plotting level of occlusion in axis X vs detection rate in axis Y. The red plot

(the curve in the middle) denotes the recognition rates using Sum-max-maps using

the equation (8), the one in black (the curve in the bottom) plot was produced using

the equation (8) but with the elements used in the blue one (the curve on the top).

And finally the blue one is the proposed algorithm. Note how the proposed algorithm

overcomes the original one.

So the localization rate is:

rate =
positives

positives + negatives
(11)

where the positives are the hypothesis or bounding boxes that holds with equa-
tion (10).

The resulted model and the split sub-parts are shown in figure (3). The figure
(2) shows the rates under several levels of occlusion; in the plot level 0 is the
image without any occlusion. The second row of table (1) shows the partial
sketches.

We made another experiment to see the performance on objects with natural
occlusion. Using a set of cat faces we train the model showed in figure (1) and
applied to a cat image taken from the Internet, the result is shown in figure (4).
Also we trained a model for cars and tested on a image with some persons in
the front, the results are presented in figure (4) also.

7.1 Implementation Details

We took the original code for active basis implemented in C++1, then we modify
and added the algorithm we propose. The parameters of deformation mentioned
in equation (2) were the same for all the experiments, for training and testing:
1 http://www.stat.ucla.edu/~ywu/AB/active_basis_cpp.html

http://www.stat.ucla.edu/~ywu/AB/active_basis_cpp.html
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Fig. 3. Learned model and its parts, from a trainig set

Fig. 4. Two diffetent examples to test the algorithm, the left one is a occluded cat an

in the right a car with partial occlusion, the white lines denote the basis founded and

the black ones the predicted ones

number of different orientations 15, angle deformation αi = 3 and the spatial
deformation di = 3.

8 Conclusions

We have shown that is possible to detect and sketch the object even when there
is partial occlusion. We have improved the detection rates compared with sum-
max-maps[8], the detection can be increased even more if we use a better way
to construct the model. We showed that by using the model separated on parts
the detection rates can be increase under partial occlusion conditions.

Right now we are working splitting the model in the recognition stage, this
modification is expected to work better on occlusion scenarios. It is worth to
comment that algorithm behaves poor when the scale of the object changes
considerably. As future work we will use these models to detect other kind of
objects where natural occlusion occurs, like pedestrians, or cars on a parking lot.
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Abstract. In this paper we present a fuzzy reasoning system that can measure 
and recognize the intensity of basic or non-prototypical facial expressions. The 
system inputs are the encoded facial deformations described either in terms of 
Ekman´s Action Units (AUs) or Facial Animation Parameters (FAPs) of 
MPEG-4 standard. The proposed fuzzy system uses a knowledge base 
implemented on knowledge acquisition and ontology editor Protégé. It allows 
the modeling of facial features obtained from geometric parameters coded by 
AUs - FAPs and also the definition of rules required for classification of 
measured expressions. This paper also presents the designed framework for 
fuzzyfication of input variables for fuzzy classifier based on statistical analysis 
of emotions expressed in video records of standard Cohn-Kanade’s and Pantic´s 
MMI face databases. The proposed system has been tested in order to evaluate 
its capability for detection, classifying, and interpretation of facial expressions. 

Keywords: Emotion recognition, facial features, knowledge-based framework, 
rules-based fuzzy classifier. 

1   Introduction 

The fuzzy systems and their combination with neural networks have been successfully 
used for pattern recognition and for image indexing and interpretation [1, 2]. In the 
area of facial expression recognition the application of a fuzzy reasoning remains 
marginal despite that some researchers have successfully used classifying systems 
which emulate the way as humans identify prototypical expression [3, 4, 5]. Usually 
the facial expression recognizing systems are based on two parts: a module for 
generation of feature vector corresponding to emotion expression in analyzed image 
(described by pixel position, colors, shapes, regions, etc.) and a classification module 
that recognize an emotion and describe its intensity. 

There are a lot of techniques that have been used for facial features extraction. 
Some of them are based on Gabor Wavelets [5], Active Appearance and Geometric 
Models [6], Principal Components Analysis and Hierarchical Radial Basis Function 
Network [7], Optical Flow and Deformable Templates [8], Discrete Cosine Transform 
and Neural Networks [9], Multilevel Hidden Markov Models [10], Dynamic Bayesian 
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networks [11], and others. Even though these approaches may extract and interpret 
the facial actions, there are not reports about how they may link standard facial 
actions with particular formal models or rules for automatic facial expression  
recognition.  

In this paper we present the development of a fuzzy reasoning system, which is 
able not only to recognize facial expressions using standard Ekman´s AUs (Action 
Units), FAPs (Facial Animation Parameter) and FDPs (Facial Definition Parameter) 
of MPEG-4 standard, but also to measure their intensity [12]. This proposal permits to 
create novel models for precise facial feature detection as well as recognition and 
interpretation of basic and non-prototypical emotions. The proposed fuzzy system for 
facial expression recognition consists of two principal modules. The first one is a 
knowledge-based framework for modeling facial deformations by FAP and AU action 
units [13] developed according to well-known standards [14, 15]. The second module 
is used for recognizing facial expressions by fuzzy classifier in combination with 
Gaussian functions providing measurement of emotion intensity. To reduce relative 
subjectivity and lack of psychological meaning of emotional intensity levels the 
statistical analysis of facial actions in Cohn-Kanade´s and Pantic´s image databases 
has been implemented [16, 17]. This information has been incorporated into the 
knowledge-based framework enabling to model each facial deformation. The 
proposed approach has not been widely used in emotion classifiers, but we believe 
that this technique permits to develop knowledge-base frameworks for facial 
expression recognition because the analysis of semantics of facial actions may be 
implemented by using the rule-based descriptors and fuzzy reasoning classifier. 

2   Knowledge-Based Framework 

The knowledge-based framework allows measuring facial deformations in terms of 
distances between fiducial points modeled by FAPs and AUs and represented by rule-
based descriptors used then in the process of fuzzyfication and interpretation of 
emotion intensity. The fiducial points represented by FDPs of MPEG-4 standard 
provides the automatic normalization of measured facial deformations making it 
invariant to scale of input images. The framework also allows modeling facial 
deformations defining a set of rules for indexing and quantification of expressions.  

The proposed approach is able to detect and measure any type of facial expression 
however it has been tested using six basic expressions (happiness, sadness, disgust, 
surprise, anger, and fear). Fig. 1 shows the structure of knowledge-based framework 
that supports design of a fuzzy reasoning system. We exploit relationships between 
the measured facial deformations and their mathematical description, by the 
corresponding AUs and FAPs and rules required for identification of expressions. 
This knowledge-based framework has been implemented using ontology editor 
Protégé that provides extensible, flexible, and plug-and-play environment that allows 
fast prototyping and application development [18]. The proposed knowledge-based 
framework consists of two abstract super-classes: the Face_Model and the 
Emotion_Model. The Face_Model class defines different approaches for 
representation of face features. 
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Fig. 1. Structure of emotion knowledge database based on FAPs and AUs 

For the framework four specific classes based on AUs, FAPs, FDPs, and FDPs 
have been created. The Emotion_Model class permits to create the rule-based models 
for emotion indexing using classes of the Face_Model. The instances of the particular 
Face_Model class contain the basic facial actions (AUs, FAPs) that include action 
number, its name, description, direction of motion, involved facial muscles, part of a 
face where action is occurred, etc. Particularly, we propose emotion indexing based 
on measuring standard spatial variations of FDP positions implemented by our 
Distance_Model. The framework may be extended with new non-standard classes and 
models. The advantage of the proposed framework is that the classes and instances 
with attributes represent knowledge about emotions, and parameters of any model 
may be automatically converted to parameters of each other. 

3   The Proposed Facial Model 

In the proposed fuzzy reasoning system the facial model based on analysis of nineteen 
FDPs has been adopted. It describes all necessary facial actions defining either basic 
or non-prototypical emotions [13]. Fig. 2 (left) shows the selected FDPs with 
corresponding number of associated FAPs. Some FDPs are reference points which are 
remained static during facial deformation. Used FDPs define the Distance_Class that 
represent distances between fiducial reference points and particular FDPs (see Fig. 2). 
The facial action parameter FAP represents facial changes of emotional expression 
with respect to the neutral expression. The difference called Dd quantifies facial 
changes in terms of units defined by MPEG-4 standard. Table 1 shows the fifteen 
instances of the DistanceClass chosen for our model, geometric definitions of these 
distances, the measurement units, the relations with FAPs, and the actions, which they 
describe. Some reports of Plutchik [12], Pantic, [5], and Esau [4] suggest a 
geometrical model of face which includes not only distances but also angles between 
the lines connecting the standard FDPs. However this approach does not contribute 
significant precision and makes the processing too complex [13, 17]. 
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Fig. 2. FDPs used for recognizing facial expressions and definition of Distance_Class instances 

Table 1. Description of instances in the DistanceClass  

Dd FDPs Difference Units FDP Action Description 
D1 d{3.11,4.1} ENS 31 raise l i eyebrow 
D2 d{3.8, 4.2} ENS 32 raise r i eyebrow 
D3 d{3.7, 4.3} ENS 33 raise l m eyebrow 
D4 d{3.12, 4.4} ENS 34 raise r m eyebrow 
D5 d{3.7, 4.5} ENS 35 raise l o eyebrow 
D6 d{3.12, 4.6} ENS 36 raise r o eyebrow 
D7 d{4.1, 4.2} ES  squeeze l/r eyebrow 
D8 d{3.3, 3.1} IRISD 21-19 close t/b l eyelid 
D9 d{3.4, 3.2} IRISD 22-20 close t/b r eyelid 

D10 d{8.3, 8.4} MW 53-54 stretch l/r cornerlip 
D11 d{3.11, 8.3} ENS 59 raise l cornerlip o 
D12 d{3.8, 8.4} ENS 60 raise r cornerlip o 
D13 d{9.15, 8.1} MNS  lower t midlip 
D14 d{9.15, 8.2} MNS  raise b midlip 
D15 d{8.1, 8.2} MNS 51-52 raise b/t midlip 

4   Fuzzyfication of Distance Instances 

A fundamental process of fuzzy reasoning is fuzzyficacion of input variables and 
definition of the corresponding membership functions used for indexing facial 
deformations. The input variables are FAPs representing variation of distances 
between fiducial points that compose standard database of indexed facial expressions, 
particularly from Kanade´s and Pantic´s databases [16, 17]. Each database consists of 
approximately 500 records with expression of different emotions by 100 subjects in 
frontal position. Accompanying meta-data include annotation of FAC action units and 
emotion specified expressions. Recorded videos show a series of 23 facial muscle 
motions that are described by combination of action units (e.g. AU1+AU2 means 
inner and outer brows raised). Each record begins from a neutral or nearly neutral 
emotion (neutral face) finishing on a required target emotion. Table 2 shows the 
results of quantification of the distance differences (see Fig. 2) between fiducial 
points describing maximum and minimum values, mean, and standard deviation for  
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Table 2.  AUs parameters determined for Kanade´s database  

FACs Distance Maximum Minimun Mean Deviation 
D1 339.02  120.55 84.52 

AU1 
D2 383.92  123.44 88.42 
D5 190.23  72.16 60.02 

AU2 
D6 172.25  35.08 67.66 
D1  -264.20 -42.54 90.92 
D2  -243.63 -38.47 92.88 
D3  -176.41 -31.23 68.42 
D4  -125.68 -6.20 61.99 
D5  -120.53 -35.26 43.40 
D6  -137.58 -29.92 53.46 

AU4 

D7  -216.24 -67.69 65.20 
D8 429.14  129.51 221.11 

AU5 
D9 474.65  136.61 243.04 
D8  -677.76 -288.97 171.72 

AU7 
D9  -511.21 -318.66 148.63 

AU10 D13  -294.11 -171.46 85.75 
D10 517.28  273.19 147.06 
D11  -267.11 -129.71 103.15 AU12 
D12  -268.58 -140.29 122.95 
D11 438.04  116.17 125.59 

AU15 
D12 526.43  118.10 152.28 

AU16 D14 668.44  306.39 247.81 
D10 345.04  208.07 116.20 

AU20 
D15 528.24  282.48 144.23 

AU25 D15 2248.76  676.64 577.28 
D10  -230.91 -108.40 62.52 

AU27 
D15 2248.76  1440.71 401.93 

each one associated with the particular AU. Recall that the difference in distances is 
measured between a neutral face and one with any action expressing an emotion. The 
similar results have been obtained after analysis of emotion representation by AUs 
using either Kanade´s or Pantic´s database.  

From Table 2 we already have quantitative definition of action units, which may be 
used for continuous interpretation of emotion. For measuring intensity of facial 
expression the Gaussian function has been used applying the following equation (1): 

22

2)cx(

e)c,,x(f σσ
−−

=  
(1) 

The used parameters are determined by mentioned statistical analysis, where c defines 
the position of peak and σ controls the width of the bell shaped Gaussian curve.  

The fuzzyfication process may be explained analyzing a behavior of any action 
unit, for example, AU12. According to the results of statistical analysis made for 
AU12 (see Table 2) the range of its distance variable, for example, D10 is between 0 
and 517.20 MWs (Mouth Width). We have defined for each variable as for all ones  
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a)  

b)  

Fig. 3. Membership function plots and intensity partitions for variable a) D10 and b) D11 

three levels of emotion intensity (low+, medium+, and high+) dividing in the 
corresponding proportion the range of distance variation. These intervals may be 
computed using the data from Table 2 such as center and width of medium section, 
the mean, and deviation of D10. Having already defined the middle section, then we 
compute the Gaussian functions for low and high sections. Additionally, a saturation 
level is included taking into account the maximum possible value of a facial 
deformation. Fig. 3 a) and b) show the final process of fuzzyfication for variables D10 
and D11. The membership functions are obtained for each partition using Gaussian 
functions providing measurement of intensity of action unit in continuous manner.  

4   Fuzzy Inference System 

The proposed model for fuzzyfication of facial features has been tested on designed 
fuzzy inference system. The designed system (see Fig.4) consists of two modules: the 
first module measures value of AUs composing analyzed emotion; the second one 
recognizes and interprets the intensity of facial expressions. A set of rules defined for 
fuzzy logic that recognizes and measures intensity of AUs and corresponding emotion 
is shown in Tables 3 and 4. 
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Fig. 4. Block diagram of fuzzy classifier of prototypical emotions  

Table 3.  Rules and Distance variables for recognizing AUs 

Code Description Distance Diff. Recognition Rules 
AU1 Inner Brow Raiser D1, D2 Both increase in same proportion 
AU2 Outer Brow Raiser D5, D6 Both increase in same proportion 
AU4 Brow Lowerer D3, D4, D7 D3&D4 increase, D7 decrease 
AU5 Upper Lid Raiser D8, D9 Both increase in same proportion 
AU7 Lid Tightener D8, D9 Both decrease in same proportion 

AU10 Upper Lip Raiser D13 D13 decrease 
AU12 Lip Corner Puller D10,D11,D12 D10 increase D11 & D12 decrease 
AU15 Lip Corner Depressor D11, D12 Both increase in same proportion 
AU16 Lower Lip Depressor D14 D14 increase 
AU20 Lip stretcher D10, D11, D12 D10, D11&D12 increase 
AU25 Lips part D15 D15 increase 
AU27 Mouth Stretch D10, D15 D10 decrease, D15 increase 

Table 4. Rules and AUs for recognizing facial expressions 

Emotion AUs Used Recognition Rules 
Sadness AU1, AU4, AU15 Increasing 3 actions increase expression intensity 

Happiness AU12, AU7 
Presence of AU12 & AU7 but not AU7 (blinking). 

Increasing values increase expression intensity 

Fear 
AU1, AU2, AU4, 

AU5, AU20,AU27 
Presence of the 6 actions but not AU7 (blinking). 
Increasing values increase expression intensity 

Surprise 
AU1, AU2 AU5, 

AU27 
Presence of the 4th action but not AU5 (blinking). 

Increasing values increase expression intensity 

Anger AU4, AU7 
Presence of AU4 & AU7 but not AU7 (blinking). 

Increasing values increase expression intensity 
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In Fig. 5 the user interface of designed fuzzy inference system is shown. In the 
right upper corner the reasoning process is visualized with intensity of analyzed 
action unit AU12. The intensity of the input values is tested by classifier applying 
three discrimination levels described by Gaussian functions: 1-st row in Fig. 5 
presents low intensity for all input distances, 2-nd row presents medium and 3-rd - 
high intensity. The shaded areas correspond to magnitude of the membership 
functions that describe the contribution of each distance difference to particular 
emotion.  

In some cases the displacement of symmetrical points on a face is different. Thus, 
it is also measured and shown in 4-th column. The intensity of output variables for the 
particular action unit presented in 5-th column is modeled by three grades described 
by the triangular functions instead of Gaussian. This approach is easy to implement 
and provides fast facial expression recognition without additional errors during 
interpretation. The proposed model of reasoning is flexible enough to allow its 
extension incorporating new features for recognition of non-prototypical emotions. 

 

Fig. 5. Measurement of AU12 Lip Corner Puller representing happiness of high intensity 

4   Obtained Results and Discussion 

The test of system performance and efficiency of fuzzyfication model has been done 
using Kanade´s and Pantic’s databases. Tables 5 and 6 show the confusion matrices 
obtained for five basic prototypical emotions in case of medium and high intensity. 
Finally, with regard to correct evaluation of the expression reported by the system, 
Table 7 shows the comparison between the intensity of expression Surprise given by 
the classifier and reported by evaluation committee of ten persons participated in  
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Table 5.  Confusion Matrix with expression of medium intensity 

Emotion Sadness Surprise Happiness Anger Fear 
Sadness 81% 9.50% 0 0 9.50% 
Surprise 0.30% 96% 0 0 3.70% 

Happiness 0 0.20% 96% 1.90% 1.90% 
Anger 0 4.50% 0.10% 92% 3.40% 
Fear 6% 5.80% 0 0 88.20% 

Table 6.  Confusion Matrix for expressions of high intensity 

Emotion Sadness Surprise Happiness Anger Fear 
Sadness 84% 8% 0 0 8% 
Surprise 0.20% 96.40% 0 0 3.40% 

Happiness 0 0 97.60% 1.20% 1.20% 
Anger 0 1.70% 0 96.70% 1.60% 
Fear 4.70% 5.70% 0 0 89.60% 

Table 7.  Usability test results for Surprise emotion 

 Output Evaluation Status  Output Evaluat. Status 
1 6.814 Low OK 11 51.03 Medium OK 
2 50.33 Medium OK 12 47.7 Medium- OK 
3 51.04 Low FAIL 13 6.678 Low OK 
4 48.59 Medium OK 14 50.2 Medium OK 
5 49.85 Medium OK 15 17.95 Medium FAIL 
6 94.08 High OK 16 95.12 High OK 
7 69.97 High OK 17 94.05 High OK 
8 51.46 Medium OK 18 49.29 Medium OK 
9 93.93 High OK 19 93.21 High OK 

10 94.94 High OK 20 93.41 High OK 
Correct assessment : 90%  

usability tests. The obtained results indicate a correct assessment of the intensity 
about 90% for Surprise emotion. For other expressions such as joy, sadness, anger, 
and fear the percentage of corresponding correct recognition is about 80, 85, 77, and 
75% respectively. Comparing the results of facial expression recognition with other 
well-known systems the proposed approach gives average value about 79% against 
72% of Esau [4]. The high degree of recognition mainly depends on the number of 
AUs or FAPs used for description of emotion. The recognition of non-prototypical 
emotions lies in the range about of 40-60%. This low level of recognition is because 
of complexity in selection of AUs for representation of non-prototypical emotion and 
due to subjectivity of its perception by each person. The proposed framework opens 
new possibility for design of systems for emotion detection and intensity recognition. 
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5   Conclusions 

In this paper we presented a model for fuzzyfication of facial features used for 
recognition of basic or non-prototypical emotions. For quantification of emotions and 
their intensities a statistical analysis of Kanade’s and Pantic’s face database has been 
made. Two-stage fuzzy inference using Gaussian and triangular functions is applied 
providing measurement of facial expression intensity. In the preliminary experiments 
the basic emotion recognition achieves up to 70-90% that depends on complexity in 
selection of AUs for representation of particular emotion and subjectivity of its 
perception by each person. The designed knowledge-base framework is general 
enough to create the diverse instances of emotions, as well as it provides quite exact 
quantitative description of measured facial actions. This permits simple and formal 
definition of relationship between emotions, facial actions, and their descriptors. The 
proposed framework also allows the postulation of rules for prototypical or non-
prototypical facial expression recognition using any type of classifiers. 

 
Acknowledgments. This research is sponsored by Mexican National Council of 
Science and Technology, CONACyT, Projects: #109115 and #109417. 

References 

1. Young-Joong, K., Myo-Taeg, L.: Near-Optimal Fuzzy Systems Using Polar Clustering: 
Application. In: Khosla, R., Howlett, R.J., Jain, L.C. (eds.) KES 2005. LNCS (LNAI), 
vol. 3684, pp. 518–524. Springer, Heidelberg (2005) 

2. Yamakawa, T.: Stabilization of an inverted pendulum by a high-speed fuzzy logic 
controller hardware system, J. Fuzzy Sets and Sys. 32(2), 161–180 (1989) 

3. Mufti, M., Khanam, A.: Fuzzy Rule Based Facial Expression Recognition, Computational 
Intelligence for Modeling, Control and Automation (2006) 

4. Esau, N., Wetzel, E. L.: Real-Time Facial Expression Recognition Using a Fuzzy Emotion 
Model. In: IEEE Fuzzy Systems Conf., pp. 1–6 (2007) 

5. Pantic, M.: An Expert System for Multiple Emotional Classification of Facial Expressions. 
In: 11th IEEE Int. Conf. on Tools with Artif. Intel., p. 113 (1999) 

6. Akamatsu, L.S.: Coding facial expressions with Gabor wavelets. McGraw Hill, N.Y. 
(1998) 

7. Kyoung, S.C., Yong-Guk, K., Yang-Bok, L.: Real-Time Expression Recog. Using Active 
Appearance Model. In: Int. Conf. Comp. Intelligence and Security, China, pp. 1–8 (2006) 

8. Lin, D.T.: Facial Expression Classification Using PCA and Hierarchical Radial Basis 
Function Network. J. Inf. Science and Eng. 22, 1033–1046 (2006) 

9. Black, M.J.: Recognizing Facial Expressions in Image Sequences Using Local 
Parameterized Models of Image Motion. J. of Comp. Vision 25(1), 23–48 (1998) 

10. Kharat, G.U., Dudul, S.V.: Neural Network Classifier for Human Emotion Recognition. 
In: 1-st Int. Conf. on Emerging Trends in Eng. and Techn., Iran, pp. 1–6 (2008) 

11. Cohen, I., Garg, A., Huang, T.S.: Emotion Recognition from Facial Expressions using 
Multilevel HMM. Neural Information Processing Systems, London (2000) 

12. Plutchik, R.: The nature of emotions. J. American Scientist 89, 344 (2001) 
13. Contreras, R., Starostenko, O.: A Knowledge-base Framework for Analysis of Facial 

Expressions. In: 10th Conf. on Pat. Recog. and Inf. Proces., Belarus, pp. 251–256 (2009) 



 Facial Feature Model for Emotion Recognition Using Fuzzy Reasoning 21 

14. Ekman, P., Friesen, W.: Facial Action Coding System (FACS). Consulting Psychologists 
Press, Palo Alto (1978) 

15. ISO/IEC14496-2:2001(E), International Standard, Information technology - Coding of 
audio-visual objects - Part 2, 2nd Ed. (2001) 

16. Kanade T., Cohn J.: Comprehensive database for facial expression analysis. In: 4-th IEEE 
Conf. on Autom. Face and Gesture Recog. France, pp. 46–53 (2000)  

17. Pantic, M., Valstar, M.F., Rademaker, R.: Web-based Database for Facial Expression 
Analysis. In: IEEE Conf. Multmedia and Expo., Netherlands, pp. 1–6 (2005) 

18. Ontology editor Protégé (2009), http://protege.stanford.edu 
 



Face Recognition Using Simplicial Complexes

Chengming Zou1 and Edwin R. Hancock2

1 School of Computer Science, Wuhan University of Technology,

Wuhan, Hubei, 430070, China

zoucm@hotmail.com
2 Department of Computer Science, The University of York, York, YO10 5DD, UK

erh@cs.york.ac.uk

Abstract. The paper presents a novel method for 3D facial shape recog-

nition. Our inputs are 3D facial shapes which are reconstructed from

point clouds, and then filtered using PCA. The resulting data are rep-

resented by simplicial complexes. This representation can capture topo-

logical and geometric information at a specified resolution with a small

number of control points. We calculate the Gromov-Hausdorff distance

between simplicial complexes, and this measures how far each pair of

faces are from being isometric. Finally, we demonstrate our method in

an application to point clouds collected from laser range scanner.

Keywords: Simplicial Complexes, Gromov-Hausdorff Distance, 3D Fa-

cial Shape, Recognition.

1 Introduction

Face recognition is one of the most significant applications of image understand-
ing. Although rapid progress has been made in this area during the last few years,
the general task of recognition remains unsolved. In general, face appearance is
influenced not only by intrinsic factors such as shape and texture (albedo), but
also by extrinsic ones such as illumination and viewpoint. As a result there have
been attempts to compute facial shape invariants that can be used to recognise
a face. It has been shown that statistical models based on the distribution of
surface normals can offer a powerful means of representing and recognising facial
shape. For instance, Smith and Hancock [1] project the surface normals into a
tangent space to construct a statistical model using principal geodesic analysis.
This work has recently been extended to gender recognition [2], but has proved
too cumbersome for expression recognition. Bronstein, Bronstein and Kimmel
[3], on the other hand, develop a spherical embedding, that allows faces to be
represented in a manner that is invariant to expression. Parameterizing the dis-
tribution of surface normals, Kazhdan et al.[4] use the fact that the spherical
harmonics of a given frequency form a subspace which is a rotationally invariant.
This method can be applied to the extended Gaussian image (EGI) to create a
rotationally invariant shape descriptor.

Recently, it has been shown that topological methods provide a robust ap-
proach for shape comparison and 3D object recognition, which can also be used
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for face recognition. Singh, Mmoli and Carlsson[5] use the ”Mapper” system
for extracting simple descriptions of high dimensional data sets in the form of
simplicial complexes. They implement 3D object recognition by comparing the
distance between two simplicial complexes. Mmoli and Sapiro[6] present a theo-
retical and computational framework for isometry invariant recognition of point
cloud data based on Gromov-Hausdorff distances. Our aim in this paper is to ex-
plore whether such topological descriptions can be used for view and expression
invariant face recognition. We commence by converting facial range-data into a
simplicial complex and then use the Gromov-Hausdorff distance as a similarity
measure.

The outline of the paper is as follows. We commence in section 2 by describing
preprocessing the raw data. Section 3 details how to represent the facial shape
via simplicial complexes. In section 4 we describe how to recognise face by cal-
culate the Gromov-Hausdorff distance. Experiments are presented in section 5.
Finally,section 6 concludes the paper and offer directions for future investigation.

2 Preprocessing

Our raw data is in the form of point clouds collected using a Cyberware 3030
laser range scanner, which is capable of digitising the surface of objects with a
resolution of up to 1024 × 1440 points. We use PCA to remove noise from the
point cloud data. Let pi(xi, yi, zi) denote the ith point of a point cloud which
has N points. Let p̄ = 1

N

∑N
i=1 pi denote the mean coordinate. The data matrix

A = [ (p1 − p̄) (p2 − p̄) · · · (pN − p̄) ], is constructed by subtracting the mean
coordinate. Then the covariance matrix of the data is C = AAT , which is a
3 × 3 matrix. Performing an eigen-decomposition on C, yields the eigenvectors
v1, v2, v3 and their corresponding eigenvalues λ1, λ2λ3, where λ1 > λ2 > λ3. The
first eigenvector gives us the leading principal component of the point cloud,
and the last eigenvector the least important variance component, which we con-
sider as noise in the point cloud. We therefore use v3 to remove the noise com-
ponent NoiseComponent = v3 × AT , denoted as P

′
= {p

′

1, p
′

2, · · · , p
′

N}, p
′

i =
(x

′

i, y
′

i, z
′

i), i = 1, 2, · · · , N from the raw data. Then we can find the minimum or
maximum value (extrema) of z

′

i, i = 1, 2, · · · , N and its corresponding location,
denoted as z

′

k and p
′

k respectively. From the extremum location can construct
the neighbourhood NB of p

′

k, which contains points that are both close to p
′

k

and have z coordinates with the same sign as z
′

k. Removing those points in
the neighbourhood NB will implement remove the noisy points from the point
cloud.

3 Facial Shape Representation Using Simplicial
Complexes

An obvious way to convert a point cloud residing in a metric space into a global
object is to use the set of points in the cloud as the vertices of a combinatorial
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graph whose edges are determined by proximity (i.e. whether vertices are within
some specified distance of one-another) [7]. Such a graph, while capturing con-
nectivity information, ignores a wealth of higher order relational features which
go beyond defining clusters. We can interpret these features by thinking of the
graph as a scaffold for a higher-dimensional object. So to go from a point cloud
to a simplicial complex is to embed the point cloud in a piecewise space con-
structed from simplicies identified (combinatorially) with the faces of the graph.
The freedom of choice as to how to fill in the higher dimensional simplicies of the
proximity graph allows for different global representations. A natural method for
so doing is using Čech theory [7]. To do so we make use of the Rips complex,
which is the abstract simplicial complex whose k-simplices correspond to un-
ordered (k + 1)-tuples of the point cloud which are within a pairwise distance ε.
Although the Rips complex has more simplices than alternative representations,
it is less expensive from a computational point of view. The reason is that the
Rips complex is a flag complex, i.e. it is maximal among all simplicial complexes
with the given 1-skeleton. Thus, the combinatorics of the 1-skeleton completely
determines the complex.

Motivated by the Čech theory, we commence our construction of the simplicial
complex representation by firstly locating a covering for the given metric space.
Given a point cloud, it is not straightforward to directly locate such a covering.
However, for a closed interval Z = [a, b] ⊆ R, we may easily locate a covering.
Now suppose that we are given a metric space possessing a continuous map
f : X → Z onto Z, and that Z possesses a covering U = {Uα}α∈A, again for some
finite indexing set A. Since f is continuous, the set f−1(Uα) also forms an open
covering of X . For each α, we can now consider the decomposition of f−1(Uα)
into its path connected components. So we write f−1(Uα) =

⋃jα

i=1 V (α, i), where
jα is the number of connected components in f−1(Uα). That is to say, we have
located a covering f−1(Uα) for X , and we refer to f as a filter.

Our aim in this paper is to represent facial shape using simplicial complexes.
In other words, we reduce high dimensional data sets into simplicial complexes
with a significant reduction in the number of points needed to represent the
topological and geometric information at a specified resolution. To this end, we
subsample from the facial shape to reduce the number of points. We then cluster
the remaining points using the available geodesic distance matrix and the self
organising map (SOM). Then we can construct a simplicial complex by adding
a n − 1-simplex to it whenever n clusters have non-empty intersection.

4 Dissimilarity Calculation

In this section we show how simplicial complexes can be used for facial shape
representation and recognition. From the above discussion, the process of face
recognition is equivalent to searching for isometric simplicial complexes using the
Gromov-Hausdorff. From [8], every facial shape has a “Point fingerprint”, which
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is the set of iso-depth contours around the nose tip. Since faces are of different
size, we do not need to measure the whole facial shape. Instead we need only
measure the point fingerprint region. If two point fingerprints are isometric, then
the corresponding facial shapes correspond to the same individual with the same
or different expression. So to recognise a face, we need only to calculate a sub
graph corresponding to the point fingerprint region. We refer to this sub graph
as the fingerprint graph.

Consider two fingerprint graphs G1(V1, E1) and G2(V2, E2). From the above
preprocessing steps, the two fingerprint graphs form a sub-space of the spherical
metric space. As a result the Gromov-Hausdorff distance between G1 and G2 is

dGH(G1, G2) = inf max{ sup
u∈V1

inf
v∈V2

d(u, v), sup
v∈V2

inf
u∈V1

d(u, v)} (1)

The Gromov-Hausdorff distance dGH(G1, G2) measures the dissimilarity of
two facial shapes. By setting a distance threshold τ , when dGH(G1, G2) ≤ τ
then two facial shapes are deemed to be isometric or the same facial shape with
the same or different expression.

Fig. 1. Facial shape after preprocessing, first row shows facial shape A with its five

expressions, the second row shows facial shape D with its five expressions, the third

row and last row are facial shapes A,B,C,D,E,F,G,H,I,J with their neutral expression.
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5 Experiments

We have performed preliminary experiments on several 3D range data-sets of
faces. The experiments are performed by using VS2005 and MatLab. We have
performed three sets of experiments, aimed at evaluating the performance of the
three steps of the method. Each experiment is performed on ten individuals,
labeled with the letters A-J, who present five facial expressions (neutral, smile,
laugh, sad, surprised). In each case we commence with point clouds containing
46149 vertices. After subsampling, 5829 vertices remain. A sample of the experi-
mental results is shown in Figure 1. It is clear that the reconstruction is accurate
and that our method can effectively filter noise from the data.

Experimental results with simplicial complex representations are shown in
Figure 2. From Figure 2, it is clear that the facial shapes of the different subjects
give rise to distinct simplicial complex representations. Moreover, the different
expressions from the same individual give rise to similar simplicial complexes.

Fig. 2. Some facial shapes and their simplicial complex representation visualized by

GraphViz



Face Recognition Using Simplicial Complexes 27

A B C D E F G H I J
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Facial Shape

D
is

si
m

ila
rit

y

(a) Dissimilarity of facial shape A with sad expression
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(b) Dissimilarity of facial shape H with laugh expres-
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(c) The dissimilarity matrix

Fig. 3. Facial shape dissimilarity, all the dissimilarities have been divided by the max-

imum value 100
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Fig. 4. The dissimilarity multidimensional scaling

That is say the simplicial complex is an effective means of expression invariant
face recognition. Moreover the representation is based on just 5829 points, and
this represents a data reduction factor of 15%.

In Figure 3 we explore the properties of the dissimilarity measure. Figs 3a
and 3b show the distribution of distances for two expressions (face A with a sad
expression and face H with a laugh expression). In both the cases the distances
for the same subject are the smallest. Figure 3c shows the distance matrix for
the complete set of similarity data. Here the different expressions for the same
subject appear as distinct blocks.

To take this study one step further, in Figure 4 we embed the different ex-
pressions of the different faces into a 2 dimensional space using multidimensional
scaling. Each face is denoted by a alphanumeric symbol (e.g. G2) to denote the
subject and the expression. From the figure it is clear that the different ex-
pressions of the same subject project into the same region. In other words the
Gromov-Hausdorff distance can be used to distinguish subjects in an expression
invariant manner.

6 Conclusions

We have introduced a theoretical and computational framework for expression
invariant facial shape representation and recognition. Experimental results have
shown that our method for 3D facial shape representation and recognition is
feasible and effective. Much work remains to be done in the future, especially in
recognising the facial shape recovered from the photos, and verifying the validity
of our method by doing more detailed experiments.
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Abstract. The current skeletonisation algorithms, based on thinning,

extract the morphological features of an object in an image but the

skeletonized objects are coarsely presented. This paper proposes an al-

gorithm which goes beyond that approach by changing the coarse line

segments into perfect “straight” line segments, obtaining points, angles,

line segment size and proportions. Our technique is applied in the post-

processing phase of the skeleton, which improves it no matter which

skeletonisation technique is used, as long as the structure is made with

one-pixel width continuous line segments. This proposal is a first step

towards human activity recognition through the analysis of human poses

represented by their skeletons.

Keywords: Thinning, skeletonisation, image post-processing.

1 Introduction

Pattern recognition has been and continues to be one of the main lines of research
in Artificial Intelligence, especially in the areas of Natural Language processing
(voice recognition) and Computer Vision (face and human emotion recognition,
handwriting recognition, document classification and many more) through bio-
metric parameters. Some of these techniques are based on the principles found
in Psychology (visual intelligence), Biology (human anatomical features), Math-
ematics, Physics and Statistics. From a human perspective, an object can be
recognized by looking straight at it or by looking at a simplified image of it. In
the field of Artificial Vision, one of the ways to improve the process of object
recognition is through the skeletonisation of the image or of the points of inter-
est to be identified in the object, so that from that or those points of interest,
recognition can take place. This step reduces the amount of data to be processed,
thus reducing the time spent in object recognition.

The algorithm proposed in this paper is a complement to the post-processing
phase of the skeletonized image, in which the skeleton is perfected through the
elimination of isolated pixels and the substitution into straight line segments. At
the same time, they provide points, angles, line segment size and proportions,
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which are valid and feasible results for image analysis. The algorithm was tested
using two well-known skeletonisation algorithms in different images obtained
from different sources by applying a pre-processing. This proposal is an initial
step towards human activity recognition through the analysis of human poses
represented by their skeletons. Aside from this initial section, the rest of the
paper is made up of 4 additional sections. In section 2, there is an outline of
some important skeletonisation concepts and the algorithms used in the tests.
The details of the proposed algorithm are described in section 3. Section 4 shows
the results obtained in the tests carried out. Finally, in section 5, we conclude
with observations and recommendations for future works.

2 Skeletonisation

In an image, skeletons are very useful for the recognition of elongated objects or
patterns that have a certain shape, such as characters, polygons, chromosomal
patterns, etc. Skeletons provide an extraction of topological and geometrical
features of the object, so that when it is stored and processed, certain structural
information about the original object is considered. Skeletonisation can be seen
as a data compression process. The concept of skeleton was introduced by Blum
in 1967 [6] in his analogy of middle axis detection with a grass fire. Since then,
his definition has been used as a model for skeletonisation. A great number
of techniques to obtain skeletons from discrete objects have been developed in
the fields of Computer Vision and Pattern Recognition. Said techniques can be
grouped into four different classes [7]: topological reduction [19] [28], distance
transformation [9] [12] [20], curve evolution [16] [25] [27] and computational
geometry [2] [22] [21] methods.

The skeletonisation technique based on topological reduction is frequently used
to get the skeleton from a shape or object through thinning. Thinning is the reduc-
tion process of a digital image made up of certain number of pixels into a simplified
version based on single-pixel-width line segments, so that the elimination of said
point will not affect image connectivity and will respect the local end-point prop-
erty in such a way that the topological properties of the object are preserved. In
other words, after the pixels have been removed, the pattern must be recognized.
The thinned version of a shape is called a skeleton. Fig. 1 shows different types of
matrices (rectangular, hexagonal and triangular) used for pixel analysis [11] [10].
Likewise, sequential [15] [23] [18] and parallel [30] [14] [8] implementations have
been published. In sequential algorithms, the pixels are eliminated in every iter-
ation in a fixed sequence. The exclusion of a point p in iteration n depends on
all operations executed until then. On the other hand, in parallel algorithms, the
elimination of iteration n depends solely on the pixels of iteration n−1. Therefore,
all pixels can be analyzed independently in parallel to each iteration.

Generally a rectangular matrix topology is used to generate a topological re-
duction. On the one hand, topological reduction can guarantee connected skele-
tons. However, most reduction algorithms can not always guarantee perfectly
thinned shapes, since there will be cases where an array of pixels cannot be
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Fig. 1. Matrices used for pixel analysis. (a) Rectangular matrix. (b) Hexagonal matrix.

(c) Triangular matrix.

more thoroughly eroded. Moreover, these methods are seriously affected when
objects undergo rotation. Nonetheless, skeletons produced with most techniques
are sensitive to noise or to a variation of boundary, which often generates re-
dundant skeleton branches that can alter the topology of the skeleton. To offset
this problem, many skeletonisation algorithms include pruning methods, which
appear as application-dependent [3]. Krinidis and Chatzis [17] have recently
worked in an algorithm, without the use of any pruning methods, which does
not generate spurious branches.

Aslan et al. [1] presented a different skeletal representation which deals with
the problem of shape recognition with local deformations (see Fig. 2). Said al-
gorithm relies on the stable features of the shape, instead of on the secondary
inaccurately measured details. Therefore, the generated skeleton works with dis-
connected branches. The new representation does not suffer the common insta-
bility of the traditional connected skeletons, thus producing descriptions that
are sensitive to any combination of changes in scale, position, orientation and
articulation, as well as invariant ones. This way, the skeletons produced are simi-
lar, even when image boundaries undergo deformation or when there is a change
in scale or rotation. From these data (location of disconnection and its length
or branch), we can define primitives that can attain shape recognition through
trees or skeletal graphs, where shape dissimilarity is calculated through distance
correction.

The most important challenge for skeletal similarity is probably the fact that,
on the one hand, the topological structure of trees or skeletal graphs of similar
objects can be completely different (as a consequence of not taking into account
the context). On the other hand, skeletal graphs of different objects can have

Fig. 2. Disconnected skeletons for the elephant in images with different rotation and

borders. Notice that the branch and the location of the disconnection (indicated by a

point) are similar [1].
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Fig. 3. The corresponding end nodes between the two skeleton graphs are linked with

lines [4]

similar topology. To tackle these problems, Baseski, Erdem and Tari [5] exhibit
an approach in which the contextual effects are considered relevant information
for the calculation of skeletal similarity without being directly related to the
geometric properties of the compared form. Likewise, Bai and Latecki’s [4] main
idea is to match skeletal graphs comparing geodesic paths between the skeleton’s
end-points without thinking about the topological structure of the graphic (see
Fig. 3c).

Rizvandi, Pizurica and Philip [24], in their method for the detection of worms,
decompose the skeleton into branches through the elimination of junction pixels
(pixels with more than two neighbors), then calculate the angles for all branches
and compare the angles of neighboring branches. Neighboring branches with an
angle difference of less than a threshold are connected. Thus, a series of points
(final, connecting and junction) and branches (final and connective) are defined.

3 Key Point Identification Algorithm

Our algorithm simplifies the skeletons previously obtained through any reduc-
tion technique in which skeletal thickness has a maximum width of one pixel.
For instance, in Fig. 4a we show one input sample of the “LEMS 99 Silhouette
Database”, and in Fig. 4b you have the output of the Hilditch skeletonisation
algorithm. Our proposal is part of the post-processing phase, which is applica-
ble to skeletons. Notice that when an image from a two-dimensional object is
thinned, the resulting skeleton has an irregular shape, based on arcs and curves.
We expect to take that image and simplify it into points, obtaining angles, line
segment sizes and proportions. For verification purposes, once the skeleton is
simplified, we trace said points into perfect “straight” line segments by changing
the coarse line segments of the original skeleton. We decompose an image into
line segments. To do this, we define:

– End-point: A pixel (point) of the skeleton with only one neighbor.
– Intersecting-point: A pixel (point) in which two or more line segments cross

or intersect.

These are key points within the structure of the skeleton. Our tests reveal
a decrease in the amount of information necessary to represent a skeletonized
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Fig. 4. (a) A sample from the “LEMS 99 Silhouette Database”. (b) Result of the

Hilditch skeletonisation algorithm. (c) Result of step “Finding out straight line seg-

ments”. (d) Result of step “Finding out key points”. (e) Result of step “Joining key

points”. (f) Result of step “Joining resulting line segments”.

image, thus allowing us to center image analysis on said points. It is necessary
to start from a previously obtained skeleton before running our processing algo-
rithms. Any already well-known thinning algorithm can be used. Starting from
that thinned image, we reduce the skeleton to points (expressed as pixel coordi-
nates), and later we proceed to reconstruct the skeleton. Our algorithm consists
of 4 significant steps, namely, finding out straight line segments, finding out key
points, joining key points and joining resulting line segments.

3.1 Finding Out Straight Line Segments

The image is decomposed into straight line segments l, made up of consecutive
pixels aligned in the same direction, containing a minimum of 2 pixels to rep-
resent a line segment. The slope for each line segment is yielded by function
m(l). For this, we have defined 4 directions: horizontal, vertical, and diagonal
line segments slanting to the right and to the left. Then, two consecutive points
(x1, y1) and (x2, y2) are aligned if:

– Horizontal (0◦): x2 = (x1 + 1) and y2 = y1
– Vertical (90◦): x2 = x1 and y2 = (y1 + 1)
– Diagonal slanting to the right (45◦): x2 = (x1 + 1) and y2 = (y1 + 1)
– Diagonal slanting to the left (135◦): x2 = (x1 − 1) and y2 = (y1 + 1)

Through an iterative process, we search for continuous pixels all in the same
direction, obtaining this way line segments longer or equal to 2 pixels. All the
line segments found are stored with their starting (xs, ys) and final (xf , yf)
coordinates in a set as shown in equation 1. In Fig. 4c, we show the output of
this first step of the algorithm. Notice that all the disconnected points have been
eliminated.

L = {l1[p1
(xs, ys), p

1
(xf , yf )], ..., lmaxl [pmaxl(xs, ys), p

maxl(xf , yf )]} (1)
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3.2 Finding Out Key Points

In this step, two types of key points, pk(x, y), are detected: end-points, pe(x, y),
and intersecting-points, p∩(x, y). End-points are those that have only one neigh-
boring skeleton pixel. That is to say, the points where the continuity of the skele-
ton ends. This way pe(x, y) is an end-point if the 8-connectivity of pixel (x, y) is
equal to 1 neighbor. All end-points are stored in set Pe = {p1

e(x, y), ..., pmaxe
e (x, y)}.

Also, the line segments related to all end-points are stored as sets Re(pκ
e ) =

{li, ..., lj}.
The other group of key points is that of the intersections. This group repre-

sents the points where two or more line segments with different slopes cross. Let
l′ be a line segment yielded by points p′1(x

′
1, y

′
1), p

′
2(x

′
2, y

′
2), and l′′ a line segment

yielded by points p′′1 (x′′
1 , y′′

1 ), p′′2(x′′
2 , y′′

2 ). p∩(x, y) would be an intersection point
for l′ and l′′ if,

m(l′) �= m(l′′) (2)

obtaining x and y coordinates as:

x =
(y′′

1 − y′
1) + (m(l′) × x′

1) − (m(l′′) × x′′
1 )

m(l′) − m(l′′)
(3)

y = m(l′) × (x − x′′
1 ) + y′

1 (4)

if, and only if, point p∩(x, y) coincides with:

x′
1 ≤ x ≤ x′

2

y′
1 ≤ y ≤ y′

2

x′′
1 ≤ x ≤ x′′

2

y′′
1 ≤ y ≤ y′′

2 (5)

All the intersecting are stored in another set P∩ = {p1
∩(x, y), ..., pmax∩∩ (x, y)}.

Also, the line segments related to all intersecting-points are stored as sets R∩(pμ
∩)

= {lk, ..., ln}. Fig. 4d shows the 40 key points detected for our running example
at this step.

3.3 Joining Key Points

In this step, we get the most significant result when the two key points are
joined (end-points and intersecting-points), generating new line segments (lu)
that allow us to represent the original structure with a lot less information. To
do this, a line segment is created between each pair of points if, and only if, there
is a path between them and there are no key points between them. The process
to join two key points is:
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L′ = ∅
∀pk(x, y) ∈ Pk

∀li ∈ Rk(pk(x, y))
∀lj ∈ L, lj �= li

if ∃lj|(pi(xf , yf ) ∈ li) and (pj(xs, ys) ∈ lj) are 8 − connected then

if lj(xs, ys) ∈ Rk then

L′ = L′ ∪ {lu[pi(xs, ys), pj(xf , yf )]}
else

li = {lu[pi(xs, ys), pj(xf , yf )]}
else

L′ = L′ ∪ li

To start, we define a set (L′) to store the new line segments. Then, each line
segments associated to some key point is compared to each line segment in the
figure (L). That comparison allows to determinate if the line segments are 8-
connected. In this case, a new line segment is created from their union. Finally,
the line segment is stored in L′. Fig. 4e shows the way the key points have been
joined trough the algorithm at this step.

3.4 Joining Resulting Line Segments

This is a polishing step where we detect line segments that can join and be-
come one, from among the line segments generated in the previous step, and
similarly, two line segments will join if both are 8-connected and have the same
slope, resulting one line segment made up of the two most distant points, from
among the four points that characterize both line segments. Fig. 4f shows the
14 resulting line segments.

4 Data and Results

The shapes from the 99−silhoutte database [24] were used by Goh [13], Sebas-
tian, Klein, and Kimia [26], among others, in their experiments. In our case, the
simplification algorithm was tested in 10 images (Fig. 5a), in which the skeleton-
isation algorithms previously described (Fig. 5b and e) were applied and from
which the resulting images were obtained. Finally, the process results in a list of
coordinates that make up the resulting line segments. Therefore, we can obtain
line segments’ sizes, proportions between line segments and their respective an-
gles of inclination, and specially a skeleton with the morphology of the original
structure but with less information (Fig. 5c and f). In the same way, Fig. 5 in
columns (c) and (g) shows the reduction rate obtained by our technique. The
reduction is calculated by dividing the number of lines needed to represent the
skeleton after our process by the number of the original lines.
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Fig. 5. (a) Shapes used in the experiments. (b) Results of the Zhang-Suen skeletonisa-

tion. (c) Final results of our algorithms on Zhang-Suen skeletonisation. (d) Reduction

rate compared to the Zhang-Suen algorithm. (e) Results of the Hilditch skeletonisa-

tion. (f) Final results of our algorithms on Hilditch skeletonisation. (g) Reduction rate

compared to the Hilditch algorithm.

5 Conclusions

The use of skeletons and their subsequent polishing allows for data compression,
reducing the need for storing, as well as improving the quality of the information
stored, since it dismisses irrelevant data generated by common skeletonisation
algorithms, such as isolated pixels. Many methods to skeletonized images have
been developed. Goh [13] recently proposed an image comparison method using
skeletons. This paper proposes a method that allows us to simplify, not only data
from a skeleton, but also its subsequent analysis, resulting in a series of related
coordinates, which represent the skeletonized image in a reliable way without
the computational cost of analyzing a complete image.

We have shown that the skeleton represented in the simplified image can be
reconstructed, with a high degree of accuracy, based on the points (coordinates)
generated in the simplification process. The problems that have come up are
previous to algorithm skeletonisation, specifically to the generation of line seg-
ments that are more than one pixel wide. In future works, the effectiveness of
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the method will be considered when the skeletonized image undergoes alterations
related to rotation, position and scale. The refinement method will also extend
to three-dimensional images, keeping the method as simple as possible. Lastly,
remember that the algorithms proposed are a first step towards human activity
recognition through the analysis of human poses represented by their skeletons.
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Abstract. Invariant object recognition aims at recognising an object independ-
ently of its position, scale and orientation. This is important in robot skill  
acquisition during grasping operations especially when working in unstruc-
tured environments. In this paper we present an approach to aid the learning of  
manipulative skills on-line. We introduce and approach based on an ANN for 
object learning and recognition using a descriptive vector built on recurrent 
patterns. Experimental learning results using a fast camera are presented. 
Some simple parts (i.e. circular, squared and radiused-square) were used for 
comparing different connectionist models (Backpropagation, Perceptron and 
FuzzyARTMAP) and to select the appropriate model. Later during experi-
ments, complex figures were learned using the chosen FuzzyARTMAP algo-
rithm showing a 93.8% overall efficiency and 100% recognition rate with not 
so complex parts. Recognition times were lower than 1 ms, which clearly indi-
cates the suitability of the approach to be implemented in robotic real-world 
operations. 

Keywords: ART Theory, Artificial Neural Networks, Invariant Object Recog-
nition, Machine Vision, Robotics. 

1   Introduction 

Grasping and assembly operations using industrial robots is currently based on the 
accuracy of the robot and the precise knowledge of the environment, i.e. information 
about the geometry of assembly parts and their localization in the workspace. Tech-
niques are sought to provide self-adaptation for robots. This document reports a  
neural-based methodology for invariant object recognition applied to self-adapting 
industrial robots which can perform assembly tasks. New objects can also be learned 
quickly if certain clues are given to the learner, since the methodology uses only two 
on-line patterns for learning complex objects. The architecture is firstly trained with 
clues representing different objects that the robot is likely to encounter (and with 
others that represent complex objects) within the working space to form its initial 
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knowledge base. The main idea suggests that it is possible to get fast and reliable 
information from a simple but focused analysis of what an object might show. The 
very important aspects of the scene (we have called “clues”), can be used later to 
retrieve memorized aspects of the object without having to recall detailed features. By 
using neural networks it is possible to learn manipulative skills which can be used by 
an industrial manipulator. In someway we humans do that process once an object has 
been seen and learned for the first time. 

The article describes a robust method for very fast learning, perimeter and centroid 
calculations, object functions and pose estimation. The remainder of this paper is 
structured as follows. Section 2 reviews related work and state our contribution to the 
field of self-adaptive industrial robots for assembly and object recognition. In Section 
3, the analysis of three ANN’s is presented for selecting the appropriate connectionist 
model while in section 4 the methodology is explained.  Experimental results from 
several object learning and recognition tasks are given in section 5. Finally, conclu-
sions and future work is described in section 6. 

2   Background and Related Work 

2.1   Related Work 

Many authors considered only constraint motion control during assembly; however, to 
complete the autonomy of the assembly system a machine vision system has also to 
be considered. Hoska, introduced the concept of “Robotic Fixtureless Assembly” 
(RFA), that eliminates the need of using complex and rigid fixtures, which involves 
new technical challenges, but allows potential solutions [1]. Ngyyuen and Mills, [2] 
have studied RFA of flexible parts with a dynamic model of two robots with a pro-
posed algorithm, which does not require measurements of the part deflections. The 
goal of RFA is to replace these fixtures with sensor-guided robots which can work 
within RFA workcells. Using ANNs, an integrated intelligent vision-guided system 
can be achieved as it is shown by Langley, [3]. Many authors had come with descrip-
tor vectors and image transformations, used as general methods for computer vision 
applications in order to extract invariant features from shapes. Aguado, et al. [4]  
developed a methodology for including invariance in general form of the Hough 
transform, Chin-Hsiung, et al. [5] designed a technique for computing shape moments 
based on the quadtree representation of images. Best and McKay [6] described a 
method for registration of 3D shapes in minutes. Bribiesca, [7] developed a new chain 
code for shapes composed of regular cells, which has recently evolved even to repre-
sent 3D paths and knots. But the methods require a multiple-pattern input for training. 
Some authors use multiple cameras/views to extract information, to perform invariant 
object recognition and determine object’s position and motion, Gonzalez-Galvan, et 
al. [8] developed a procedure for precision measure in 3D rigid-body positioning 
using camera-space manipulation for robot operation. Dickmanns [9], Kollnig and 
Nagel, [10] have shown solutions to facilitate the use of vision for real world-
interaction. Applications of guided vision used for assembly are well illustrated by  
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Bone and Capson, [11] which developed a vision-guide fixtureless assembly system 
using a 2D computer vision for robust grasping and a 3D computer vision to align 
parts prior to mating. 

A previous method proposed by Peña-Cabrera [12] reported 100% of object recog-
nition; however, there were used simple geometry (i.e. circular, squared and radiused-
square pegs) and 72 patterns for training each of the three objects. The testbed was 
formed basically by a 6 DOF KUKA KR15 robot, master computer and a JR3 F/T 
sensor attached to the robot’s wrist to form a feedback loop while assembling compo-
nents. The F/T sensor was used only for alignment during part mating after the as-
sembly component was recognised by the vision system (the reader is referred to [13] 
for details). The vision system was composed by a CCD Pulnix 6710 camera with 
640x480 pixel resolution. POSE information was provided by the vision system to the 
master computer to generate the robot motion commands for component grasping. 
Once the assembly component was held by the robot, then the vision system also 
determined the assembly block location for assembly. Figure 1 shows the assembly 
components used for recognition and learning of robot manipulative tasks (i.e. assem-
bly operations). 

Radiused-Square Circular Square

15

25

1515

2512.5R 0

Units in mm  

Fig. 1. Assembly Components 

2.2   Original Work 

The research presented in this paper is focused on learning and object recognition of 
simple and complex 2D objects in order to enable industrial robots to learn manipulat-
ive tasks (i.e. assembly operation). In this area moment invariants are still popular 
descriptors for image regions and boundary segments, but computation of moments of 
a two dimensional (2D) image involves a significant amount of multiplications and 
additions in a direct method. The computation of moments can be simplified since it 
contains only the information about the shape of the image as proposed by Chen, [14]. 
This paper proposes recurrent pattern vector descriptors, using collections of 2D im-
ages to obtain a very fast feature data of an object by using image projections and 
mirror images. Fast learning is achieved on-line considering only two patterns of 
simple –geometrical- and complex objects to achieve invariance to rotation, transla-
tion and scale. The fast algorithm allows calculation of a boundary object function 
(BOF) and centroid which defines object information, and also considers variance 
normalized grey-colour intensity properties, which in conjunction with an ANN forms 
a system called SIRIO which recognizes, learns and performs pose estimation of as-
sembly components in the order of milliseconds what constitutes a practical tool for 
real-world robot applications. 
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3   Neural Networks Evaluation 

The next subsections show the result in experimental comparisons among BP (Back-
propagation), P (Perceptron), and FAM (Fuzzy ARTMAP) in order to select an ap-
propriate model for the vision system. For training and testing purposes, the shapes of 
the patterns shown in figure 1 were used. Figure 2 shows the patterns. 

 
 
 
 
 
 

Fig. 2. a) radiused-square; b) Circle, c) square. Total=216 patterns (72 from each shape) 

All ANN’s were programmed in Visual C++ .NET using a Pentium D PC @ 2.8 
GHz with 512 MB RAM. 

3.1   Backpropagation 

BP is a stochastic steepest descent learning rule used to train single or multiple layer 
nonlinear networks. The algorithm overcomes some limitations of the perceptron rule 
by providing a framework for computing the weights of hidden layer neurons, but 
also it takes more time for training/testing. The configuration was: layer_In=185, 
layer_hidden=200, layer out=4, the weights were selected layer 1,2: Random weight 
[-2.0,2.0], and layer 3, Random weight [-1.0,1.0]. The learning rate α=0.7 and maxi-
mum error allowed was 0.12. (Patterns used are in figure 2). Other experiments were 
done using, topology 185-300-4, learn rate= 0.85, 185-250-4 but they showed less 
efficiency.  

Since this ANN depends on weights randomly selected, five experiments where 
done, and the average of the experiments is considered for comparison purposes. The 
figure 3a, shows the performance of the ANN in learning. Since there were only 3 
objects to recognize, the classification starts with a 64.16% error (the error means the 
% of patterns that are not recognized from the universe of 216). The best case in 675 
epochs reached 0% error in 57.593 s (training), in the worse case 1332 epochs in 
116.375 s.  

3.2   Perceptron 

It is a feedforward network with one or more outputs that learn the position of a sepa-
rating hyperplane in pattern space (a layer for nonlinearly separable pattern pairs). 
The first layer has fixed weights and the second ones change according to the error in 
the output. If a neuron shows no error, its weights are not modified. This architecture 
was considered, because it can reach always a no-linear patterns classification prop-
erly with the enough number of neurons in layer 1. In [15] it was demonstrated that  
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BackPropagation
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Fig. 3. a) Backpropagation performance (epochs are showed only until 600),  b) Perceptron 

one hidden layer is sufficient for performing any arbitrary transformation, using 
enough nodes. This model was considered for comparison also because of its high 
speed in training/testing compared with BP. Five experiments were done. The con-
figuration used was: Inputs: 185, Outputs: 4, Layer1: 450 neurons (10 
C/N=Connections per neuron), Random weights [-2.0, 2.0], Layer2: 4 neurons, 
Threshold: 0.0 (both layers, signum threshold device), α= 0.85. Other experiments 
were done using 450 (6, 8, 10, 12 C/N)-4, 350 (6, 8, 10, 12 C/N)-4, showing very 
similar results. The behaviour starts with an average error of 63.8%. (See figure 3b) 
This ANN showed a much better performance than the BP, in the best case reached 
0% error in 41 epochs and a training time: 0.8112 s, the worse case it took 83 epochs, 
with 1.734 s in training. 

3.3   Fuzzy ARTMAP 

Fuzzy ARTMAP developed by Carpenter. G. A, [16] is one of the architectures based 
on ART (Adaptive Resonance Theory) in which supervised learning is carried out. 
This ANN creates several neurons according to the number of patterns and the differ-
ences among them. It has several advantages compared with traditional neural  
networks such as Backpropagation, since it does not suffer catastrophic lose of knowl-
edge. The configuration for this architecture was, 2 epochs, rho_map=0.8; β= 1.0; ρa = 
0.7; ρb = 1.0; aF1Size= 185; bF1Size=4. For all experiments α was set to 0.1. Five 
experiments were carried out, but since this ANN does not depend on random values, 
the same results were obtained in epochs/%error. 

This ANN starts from an error of 100%, but reached fast 0% error in one epoch. 
The best training time was 0.172 s and the worst 0.188 s. See figure 4a. For all cases, 
the generated Knowledge Base (internal representation of the network) showed the 
same behaviour: For the circle one neuron was generated, and for the square and  
radiused-square, 2 neurons. This is because it was configured to a maximum data 
compression. Figure 4b, is a 100 epochs experiment with the same patterns, varying 
parameters β, ρa, α and rho_map. This experiment was done for testing the stability of 
the network and for choosing the best parameters for the proposed methodology. The 
graphic shows that the combinations of the parameters in the middle part of the graph 
do not reach stability and the network continues creating new neurons. Generally, β 
and ρa determine the stability. The property of FAM encoding critical features is a key  
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Fig. 4. a) FuzzyARTMAP, b) FAM Stability-sensibility parameters 

to code stability. This learning strategy makes the difference of ART networks and 
MLP’s (Multi Layer Perceptrons), which typically encode the current input, rather 
than a matched pattern, and hence, employ slow learning across many input trials to 
avoid catastrophic forgetting. [17]. 

3.4   Evaluation 

Table 1 shows the results of the experiments. Time average is showed in figure 5.  

Table 1. Results of the ANN experiments. Time is given in seconds and it is training/testing all 
patterns. 

ANN Exp1 Exp1 Exp2 Exp2 Exp3 Exp3 Exp4 Exp4 Exp5 Exp5 Average Average
Train Test Train Test Train Test Train Test Train Test Train Test

BACKPROPAGATION 79.625 0.047 116.375 0.047 68.734 0.047 57.593 0.047 74.657 0.047 79.3968 0.047
PERCEPTRON 1.391 0.031 1.734 0.031 0.8112 0.016 1.109 0.047 1.203 0.047 1.24964 0.0344
FUZZY ARTMAP 0.188 0.015 0.187 0.015 0.187 0.016 0.172 0.016 0.172 0.016 0.1812 0.0156  
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Fig. 5. a) ANN’s Training time - b) ANN’s Testing time. BP showed a Train-Test time of 
367.577ms-0.217 ms per pattern, the P, 5.78ms-0.159 ms per pattern, and FAM 0.838 ms -- 
0.0722 ms per pattern.  

FAM was chosen because of its incremental knowledge capabilities and stability, 
but mostly because of the fast recognition and geometrical classification responses. 
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4   Object Recognition Methodology 

4.1   First Approach 

The Boundary Object Function (BOF) is the function that describes a specific shape 
(distances perimeter-centroid). In [12] a vector called CFD&POSE was proposed, eq 
(1), where: Di distances centroid-perimeter, XC, YC, centroid, φ, orientation, Z is the 
object’s height (for this experiments, 3D objects were used), ID is a code number 
related to the geometry of the components. 

                             [ ]Tccn IDZYXDDDDPOSECFD ,,,,,,,,]&[ 321 φ=                                  (1) 

This method was tested with 3 shapes for on-line recognition, the results showed 
training/testing time of few ms and a 100% classification. However, the methodology 
needed several patterns for training, then adding a new object would not be fast. 

The hypothesis of the new SIRIO is: With only two patterns from a regular or ir-
regular object, it is possible to learn and recognise the object on-line achieving in-
variance to: rotation, location and scaling of a 2D image representation of an object. 
The basic idea is to imitate the human learning/recognition ability, since humans need 
only to observe the object once or twice irrespective of its size/orientation/position in 
order to remember it later.  

4.2   Patterns Generation –Proposed Approach 

In order to subtract only parameters from the object, we take the BOF and grey-scale 
characteristics: the average grey colour and the object-histogram. We suppose a  
robotic fixtureless scenario in which there is no specific guide or line to find the ori-
entation of a piece. We can approach a line through the piece and determine the orien-
tation angle, but we can obtain only a value 0-180° (in both cases 0° to 180° or 180° 
to 360°). This behaviour will generate two different patterns for the same object that 
can not be rotated and rearranged automatically for the lack of the real angle. In the 
conveyor belt, it is also possible for the robot to find an object that is the mirror image 
of the trained one (the other object’s side). In order to classify those mirror images 
also in the ANN, it is necessary to reproduce those in the inverse order during the 
training stage in such a way to have a new pattern to classify (2 on-line images and 2 
mirror images) see Fig 6a. With these initial patterns, it is possible now to rearrange 
all other not trained patterns with a rotation function based on the found orientation 
and to generate very similar patterns. For managing the size invariance, normalization 
is applied. The grey-scale intensity average is an important characteristic of an object, 
and it is included in the object-properties vector as well as its histogram. The histo-
gram no matter the size, orientation or light conditions (within a working range), has 
implicit information about the object and behaves similarly. It is proposed the vector 
of eq. (2), where I is the grey-scale intensity average value redundantly copied N 
times in the vector, and H is the object-histogram considering only K points of its 
behaviour and P is another possible invariant property. The figure 6b shows the gen-
eration of a vector with the properties of a wrench. The descriptor vector uses 180 
BOF data, 10 Intensity data, and 30 data coming from function histogram, all data is 
normalized to [0,1]. 
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                                            [BOF + I1…n + H1…K + P]                                            (2) 

For the first experiments, the whole pattern sets were made of [BOF + I], and the 
histogram was not used in order to test part of the vector only. Later other experi-
ments where done, using the H, for the group of similar figures. 
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Fig. 6. a) PKB Base generation using two simple patterns. b) Descriptor vector generation 

Figure 7 shows the universe of images used for the experiments and some of the 
patterns generated.  
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Fig. 7. a) 20 different figures: small, medium and big (total = 60), b) Patterns for 5 figures 

One of the advantages of the algorithm is that while finding the perimeter and mark-
ing the object, the centroid, mass, histogram, etc, are calculated at the same time. 
Once this is completed, then the descriptor vectors are generated. All data is normal-
ized to the range [0, 1], and the number of points fixed to vector size. 

5   Experiments and Results 

Algorithms were coded in Visual C++ .NET using a Pentium D PC @ 2.8 GHz with 
512 MB RAM. For taking the images in real-time, a high speed, 100 fps, IEEE 1394 
Basler f602c 640x480 resolution camera, was used. From the universe of 20 different  
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Table 2. For geometric pieces 100% recognition was achieved. An overall average recognition 
of 93.8% was achieved. Only for 6 out of 20 objects the percentage was not 100% (similar 
objects). If we consider only the No Mirror part (side 1) for testing, the achievement is 96.3%. 
Training time was 1.95 ms per pattern and 0.2 ms for testing. FAM parameters were: 2 epochs, 
rho_map=0.92; β= 1.0; ρa = 0.9; ρb = 1.0. Err=Error, T=total, NM= No Mirror, N=Neurons. 

# O b je c t C o d e  A N N E rr S id e  1 E rr S id e  2 T . E rr %  O K % O K  N M G e n e ra te d  N
1 P o rc u p in e 1 0 0 0 0 0 0 0 0 1 0 0 .0 1 0 0 .0 {0 , 1 , 2 , 3 }
2 B e a v e r 1 0 0 0 0 1 0 0 0 1 0 0 .0 1 0 0 .0 {4 , 5 , 6 , 7 }
3 K a n g o u ro o 1 0 0 0 1 0 0 0 0 1 0 0 .0 1 0 0 .0 {8 , 9 , 1 0 , 1 1 }
4 O s tr ic h 1 0 0 0 1 1 0 0 0 1 0 0 .0 1 0 0 .0 {1 2 , 1 3 , 1 4 , 1 5 }
5 G ira ffe 1 0 0 1 0 0 1 3 4 8 3 .3 9 1 .7 {1 6 , 1 7 , 1 8 , 1 9 }
6 E le p h a n t 1 0 0 1 0 1 2 4 6 7 5 .0 8 3 .3 {2 0 , 2 1 , 2 2 , 2 3 }
7 H a re 1 0 0 1 1 0 0 1 1 9 5 .8 1 0 0 .0 {2 4 , 2 5 , 2 6 , 2 7 }
8 Z e b ra 1 0 0 1 1 1 1 3 4 8 3 .3 9 1 .7 {2 8 , 2 9 , 3 0 , 3 1 }
9 T ig e r 1 0 1 0 0 0 1 2 3 8 7 .5 9 1 .7 {3 2 , 3 3 , 3 4 , 3 5 }

1 0 R h in o c e ro s 1 0 1 0 0 1 2 4 6 7 5 .0 8 3 .3 {3 6 , 3 7 , 3 8 , 3 9 }
1 1 R a c c o o n 1 0 1 0 1 0 0 0 0 1 0 0 .0 1 0 0 .0 {4 0 , 4 1 , 4 2 , 4 3 }
1 2 B e a r 1 0 1 0 1 1 2 4 6 7 5 .0 8 3 .3 {4 4 , 4 5 , 4 6 , 4 7 }
1 3 T ria n g le 1 0 1 1 0 0 0 0 0 1 0 0 .0 1 0 0 .0 {4 8 , 4 9 , 5 0 }
1 4 H e x a g o n 1 0 1 1 0 1 0 0 0 1 0 0 .0 1 0 0 .0 {5 1 }
1 5 c irc le 1 0 1 1 1 0 0 0 0 1 0 0 .0 1 0 0 .0 {5 2 }
1 6 P a ra b o la 1 0 1 1 1 1 0 0 0 1 0 0 .0 1 0 0 .0 {5 3 , 5 4 }
1 7 H a m m e r 1 1 0 0 0 0 0 0 0 1 0 0 .0 1 0 0 .0 {5 5 , 5 6 , 5 7 , 5 8 }
1 8 D r ill 1 1 0 0 0 1 0 0 0 1 0 0 .0 1 0 0 .0 {5 9 , 6 0 , 6 1 }
1 9 B ru s h 1 1 0 0 1 0 0 0 0 1 0 0 .0 1 0 0 .0 {6 2 , 6 3 , 6 4 , 6 5 }
2 0 W re n c h 1 1 0 0 1 1 0 0 0 1 0 0 .0 1 0 0 .0 {6 6 , 6 7 , 6 8 }

T o ta l 3 0 9 3 .8 9 6 .3  

objects (three sizes for each one) as observed in figure 7a, 20 different middle size 
were selected for training purposes, placing each object in two different angles (val-
ues within 1° to 180° and 181° to 360° range). Two patterns were generated, as well 
as their mirror images (40 images were captured on-line and 40 mirror images, for the 
20 different figures) for creating the PKB in the ANN. For the first experiment only 
[BOF + I] was used in order to evaluate de performance. After training, the experi-
ments consisted of testing the 60 pieces, even though they where not trained, with 
different location, and orientation. For testing: Size 1, 2, 3, Angle 45, 135, 225, 315, 
Sides: 1, 2, Total=480 patterns were used. The results are given in Table 2. 

Most of the errors in table 2 were detected in the animals with similar bodies, (Ti-
ger, Bear, Zebra, etc), this is because the ANN confused in some conditions this ani-
mals among them. The solution of this problem could be adding more patterns, but 
then the hypothesis will not be fulfilled. The other option is to add the object histo-
gram to complete the descriptor vector. For this group of animals, the complete vector 
was generated, new experiments were done and the results were successfully 
achieved. We can conclude that if we have very similar objects it is necessary to use 
the complete vector and for simple or medium complex figures with the basic form is 
enough. We can see in objects 14 and 15 that the ANN created only one neuron for 
recognizing all patterns of its group, because of the object simplicity. 68 neurons were 
created for recognizing the universe of 20 objects, 3 sizes, all angles. 

For sending information to the robot once in the manufacturing cell, a secondary 
vector is considered, (based on the recognized object and a data base related to it) in 
eq. (3), where Cx, Cy is the POSE of the object, Ф is the orientation angle, ID is the 
identified object, and OI is Object Information related to the object grasping taken 
from the data base. 

                                                [Cx Cy + Ф + ID + OI]                                                 (3) 
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6   Conclusions and Future Work 

An invariant method using 2D image object representation suitable for part grasping 
during robot operations was presented. The method proposes to use of only two image 
patterns from a regular or irregular object instead of using multiple patterns for train-
ing. From the given results it was demonstrated that it is possible to learn and recog-
nise the objects on-line achieving invariance to: rotation, location and scaling. 

The method showed potential fast recognition and accuracy in the classification  
of simple and complex 2D objects. The superiority of FAM for this task was also 
experimentally demonstrated compared to other connectionist models. For future 
work it is intended to prove the algorithms in the robotic testbed using varying light 
conditions. 
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Abstract. We explore the automatic adjustment of an artificial light

source intensity for the purposes of image-based feature extraction and

recognition. Two histogram-based criteria are proposed to achieve this

adjustment: a two-class separation measure for 2D features and a Gaus-

sian distribution measure for 2.5D features. To this end, the light source

intensity is varied within a fixed interval as a camera captures one image

for each intensity variation. The image that best satisfies the criteria for

feature extraction is tested on a neural-network based recognition sys-

tem. The network considers information related to both 2D (contour)

and 2.5D shape (local surface curvature) of different objects. Experi-

mental tests performed during different times of the day confirm that

the proposed adjustment delivers improved feature extraction, extending

the recognition capabilities of the system and adding robustness against

changes in ambient light.

Keywords: Object recognition, neural networks, feature extraction.

1 Introduction

It is well known that illumination is a highly important factor in computer vi-
sion tasks. Basically, if knowledge is to be obtained from visual data, little can
be inferred from a scene whose objects are illuminated with a too intense or
too low light source. The impact of illumination in computer vision has been
explored for many purposes. The Photometric Stereo Method (PSM) [12] may
be the best (and probably oldest) example to get some benefit from changes in
light source direction in order to obtain 3D information of the surface observed
by the camera. More recently, stereopsis has also exploited the idea of illumina-
tion variations in order to redefine the correspondence problem under the Light
Transport Constancy (LTC) constraint [11], with encouraging results. Variations
in intensity of the light source have also proved to be useful in obtaining the 3D
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surface of objects, as shown in [10], where Light Fall-off Stereo (LFS) is em-
ployed to estimate 3D surface as a light source increasingly departs from the
illuminated object. Researchers on the field of robotics have also shown interest
in the automatic positioning of light sources so as to maximize luminance and
contrast in the image for the purposes of tracking [8].

Studies have demonstrated that the appearance of convex surfaces such as
human faces is more dependable on changes in direction and intensity of the
light source than on changes in facial pose. [9]. In general, many computer vision
problems make assumptions on (generally Lambertian) reflectance properties of
objects as well as good illumination conditions, i.e., a negligible effect of ambient
light and inter-reflections. In reality, even when the reflectance of a material can
be approximated with a Lambertian reflectance model, the intensity of the light
source plays a key role in revealing appropriate levels of reflectance for each
pixel, therefore facilitating the task of feature extraction from pixel values.

In this paper, we do not address the problem of 3D shape recovery nor auto-
matic light source positioning, rather, we focus on the adjustment of the light
source intensity for the task of 2D and 2.5D feature extraction. To this end,
two main criteria based on gray level histogram are used. In a first criterion, we
draw on the ideas of Otsu’s method [13] in order to decide whether a light source
intensity is suitable for background segmentation. The second criterion searches
for the best Gaussian distribution of a gray level histogram and is related to
the construction of shape-index histograms for local surface orientation estima-
tion [5]. This improved-from-illumination feature extraction benefits recognition
rates in a neural network system.

The organization of the paper is as follows: in Section 2, the object recogni-
tion system is roughly described. Section 3 provides an explanation of the two
main criteria used for feature extraction and light source intensity regulation.
Experiments on the behavior of these criteria as well as recognition performance
are depicted in Section 4. Finally, conclusions are given in Section 5.

2 The Object Recognition System

The object recognition system consists of a neural network which has been
trained with feature vectors reflecting 2D (contour) and 2.5D (local surface cur-
vature) shape of the objects. Roughly, the main concepts related to this recog-
nition system are explained below.

The FuzzyARTMAP neural network is based on the Adaptive Resonance The-
ory (ART) which was developed by Stephen Grossberg and Gail Carpenter at
Boston University. In Fuzzy ARTMAP there are two modules ARTa and ARTb

and an inter-ART module “map field” that controls the learning of an associative
map from ARTa recognition categories to ARTb recognition categories [1]. The
map field module also controls the match tracking of ARTa vigilance parameter.
A mismatch between Map field and ARTa category activated by input a and
ARTb category activated by input b increases ARTa vigilance by the minimum
amount needed for the system to search for, and if necessary, learn a new ARTa
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category whose prediction matches the ARTb category. The search initiated by
the inter-ART reset can shift attention to a novel cluster of features that can be
incorporated through learning into a new ARTa recognition category, which can
then be linked to a new ART prediction via associative learning at the Map field.
The algorithm uses a preprocessing step, called complement coding which is de-
signed to avoid category proliferation. Similar to ART-1, a vigilance parameter
measures the difference allowed between the input data and the stored pattern.
Therefore this parameter is determinant to affect the selectivity or granularity
of the network prediction. For learning, the FuzzyARTMAP has 4 important
factors: Vigilance in the input module (ρa), vigilance in the output module (ρb),
vigilance in the Map field (ρab) and learning rate (β). These were the considered
factors in this research with values of ρa = 0.93, ρb = 1, ρab = 0.95 and β = 1.

The method obtains the object’s contour using metric properties such as the
perimeter, area and centroid information in order to form the so-called Boundary
Object Function (BOF)[2]. The BOF is a 2D descriptor vector that contains the
euclidean distance between the object’s contour and its centroid. The vector is
formed by 180 elements obtained from the measurement of the distance between
a contour point and the centroid every two degrees. The BOF and its starting
point is easily determined for geometrical figures such as circles, but in complex
shapes the procedure is more involved. The starting point is important since this
is also a reference for the Neural Network Pattern Recognition system.

The Shape-From-Shading method (SFS) [3] consists primarily of obtaining the
orientation of the surface due to local variations in brightness that is reflected
by the object, in other words, the intensities of the greyscale image is taken as
a topographic surface. The surface normal representation has also been called
the 2.5D sketch by Marr [6]. SFS is known as an ill-posed problem, causing
ambiguity between what has a concave and convex surface, which is due, among
other things, to poorly illuminated surface patches [4]. In this paper, we make
use of the particular SFS method proposed in [5], the surface normal is rotated in
accordance with a local surface curvature measure known as the Shape Index (SI)
[7]. This measure provides an idea of how patches over the surface correspond
to degrees of concavity and convexity. The SFS method in [5] has proved to
be useful for object recognition when using SI histograms. In this work, SI-
histograms are also used to build feature vectors encoding 2.5D information for
the neural network.

3 Improved Image Feature Extraction

In this section we describe the methods used to extract relevant information
for 2D and 2.5D shape classification. Both methods are based on intensity his-
togram analysis. The distribution of the intensities in the images is then helpful
to determine the goodness of each image for the purposes of 2D and 2.5D feature
extraction. We commence with the description of the two-class separation cri-
terion for BOF. The idea here is to provide the BOF with a feature extraction
method able to deliver correct information, i.e., a good segmentation between
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object and background that allows the classifier to sharply determine the differ-
ent 2D shapes (contour) of the objects. To this end, we borrow ideas from Otsu’s
method [13] to automatically perform histogram shape-based image threshold-
ing, reducing a graylevel image to a binary image. The algorithm assumes that
the image to be thresholded contains two classes of pixels (e.g. foreground and
background) then calculates the optimum threshold separating those two classes
so that their combined intra-class variance is minimal. Let us define the global
and intra-class variances as

σ2
G =

L−1∑

i=0

(i − mG)2Pi and σ2
B = P1(m1 − mG)2 + P2(m2 − mG)2, (1)

respectively, where L is the number of gray levels (tipically 256), mG is the
average gray level in the image and Pi is the probability of the ith gray level
in the image. The probabilities P1 and P2 of the two potential classes C1 and
C2 are defined respectively as P1(k) =

∑k
i=0 Pi and P2(k) = 1 − P1(k) with

0 < k < L − 1. The average probabilities m1 and m2 of C1 and C2 are defined
respectively as m1(k) = 1

P1(k)

∑k
i=0 iPi and m2(k) = 1

P2(k)

∑L−1
i=k+1 iPi.

Note that the optimal classes C1 and C2 are separated by the kth gray level.
Therefore, the optimal threshold in Otsu’s method is the gray level value that
makes σ2

B maximal. The relationship between global and intra-class variances is
given by η(k) = σ2

B(k)/σ2
G. This means that the intra-class variability must be

evaluated for every gray level as σ2
B(k) = (mGP1(k) − m(k))2/P1(k)(1 − P1(k)),

with m(k) being the cumulative average probability up to the kth gray level.
The optimal threshold is then defined as k∗ satisfying

σ2
B(k∗) = max(σ2

B(k)). (2)

For the total number of changes in light source intensity, the criterion

ηb(n) =
σ2

B(k∗, n)
σ2

G(n)
, 1 < n < N, (3)

is recorded for every nth intensity variation, where N is the number of variations.
The n∗

th image maximizing the criterion is then selected using the equation
ηb(n∗) = max(ηb(n)). Finally, the optimal threshold k∗ is used to segment the
selected image. Once the contour of the object is at hand, the BOF neural
network feature vector can be built.

In the following, the Gaussian distribution criterion for SFS is described. As
far as 2.5D shape is concerned, shape index histograms are constructed for each
image in order to represent local surface shape for the different objects. The aim
of this representation is to allow the recognition system to determine whether
the surface of the observed object corresponds to a pyramidal or curved one
(see Fig. 1 (left)). As this data is calculated from surface normal estimations
obtained through a geometrical SFS method [5], it is important to guarantee
that the light source illuminating the objects minimizes unwanted artifacts in
the image. Typically, these artifacts appear due to specular reflections and as
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a consequence of overly illuminated patches on the surface of the object. Other
undesired effects may be caused by the opposite situation, i.e., by poorly illumi-
nating surface patches. In any case, a light source intensity too high or too low
leads to pixel values located near the limits of the gray level range. As a result,
surface orientation may be wrongly estimated due to the ambiguity of such gray
level values. An appropriate distribution of gray levels among the objects in the
observed image is therefore sought in order to provide a solution to reducing
the number of ambiguously valued pixels. To overcome this problem, we propose
selecting the image whose gray level histogram best fits a Gaussian distribution
with mean μ and standard deviation σ. The criterion can be defined as

ηs =
L∑

x=1

∣∣∣
∣∣∣P (x) −

( 1
σ
√

2π2
e

−(x−μ)2

2σ2

)∣∣∣
∣∣∣
2

, (4)

where P (x) is the probability of the gray level x to occur in the image. The
criterion ηs(n), 1 < n < N , where N is the total number of changes in light
source intensity is recorded for each intensity variation. Finally, the n∗

th image
best satisfying the criterion is selected as the optimal image for building the SFS
neural network feature vector, as shown by the equation ηs(n∗) = min(ηs(n)).

4 Experiments

Eight different hand-made pieces were used for experimental tests. The different
pieces attempt to emulate common objects in a manufacturing environment. The
pieces can be observed in Figure 1 (left). As shown in the figure, the combination
of features in the set consists of four 2D shapes (square, triangle, cross, star)
and two 2.5D shapes (curved, pyramidal). The acquisition platform is shown in
Figure 1 (right). The platform is conformed by a halogen lamp connected to a
dimmer in order to regulate light source intensity. An extra halogen lamp was
used for experiments considering a fixed light source intensity. A camera was
synchronized to capture an image along each intensity variation. The gain of
the camera was set to zero and the auto-adjustment feature was off in order to
isolate the effect of illumination only to the influence of the lamps. The tests

Fig. 1. The image acquisition platform. The eight different pieces used for the

experiments (left). The acquisition platform (right) shows a diagram of the different

devices (labeled as numbers) used for capturing images: one fixed(5), one variable(3)

light source, one camera(4), a dimmer(2), a computer(1) and one piece(6).
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Fig. 2. Behavior of ambient light and artificial light source intensities. In (a),

the intensity of ambient light is shown, in luxes, as a function of daytime interval. In

(b), the intensity of the artificial light source, in luxes, is shown as a function of the

resistance of the dimmer. The linear response of the light is bounded between the two

vertical lines in the diagram.

were carried out during five intervals of time in one day. The duration of each
interval was of two hours, starting at 9 and finishing at 19 hrs. A light meter
was used to measure the luminance of both ambient light (i.e., the amount of
light received around the scene area, coming from bulbs in the working area as
well as from natural external light) and the artificial light source (the halogen
lamps).

This information is shown in Figure 2. The left diagram of the figure depicts
a plot of the ambient light intensity behavior during the five time intervals. Note
that the peak intensity was reached at the sunniest time (13-15 hrs. interval),
while a considerably lower intensity was reached near the evening (17-19 hrs.
interval). The right diagram of the figure depicts a plot of the lamp intensity
against resistance of the dimmer, for the 9-11 hrs. interval. In the plot, the
ambient light is subtracted. Note that only the linear response, bounded between
two vertical lines, was taken into account for the experiments. Therefore, only
ten equally spaced dimmer values (from 25 to 70) were synchronized with the
camera.

4.1 Optimality Analysis for the Criteria ηb and ηs

The image acquisition procedure involved in the experiments is described in
this section. One single piece was placed on three main locations: the center,
the top-left and bottom-right corners of the viewing plane of the camera, over
a dark card. At the center, the piece was arbitrarily rotated on its own axis
twice for a total number of four events. For each event, an image was taken 10
times from the synchronized-with-dimmer camera. From the ten image set, the
corresponding criteria ηb and ηs were recorded. In the next figures, results on a
total number of 1600 images = 8 pieces × 4 events × 10 variations in intensity
light × 5 intervals of time are shown. We start the analysis in Figure 3, where
the evolution of the 2D shape criterion ηb is shown as a function of light intensity
variation. From left to right, results over the 2D shapes of square, triangle, cross
and star are presented. For each shape, the average of all the corresponding
light source intensity variations during the five intervals of time are depicted.
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Fig. 3. Evolution of ηb as a function of dimmer values and for the different
time intervals. Results on the 2D shapes are labeled accordingly on each diagram.

The different intervals of time are represented using the following lines: 9 - 11 hrs.,

solid gray; 11 - 13 hrs., dashed gray; 13 - 15 hrs., solid black; 15 - 17 hrs., dotted black

and 17 - 19 hrs., dashed black.

The different intervals are represented using the following lines: 9 - 11 hrs., solid
gray; 11 - 13 hrs., dashed gray; 13 - 15 hrs., solid black; 15 - 17 hrs., dotted black
and 17 - 19 hrs., dashed black. From the figure, it is noticeable that the highest
value of ηb, and therefore the optimal criterion for binary segmentation happens
near the dimmer resistance area of 40 - 50, with a relatively steady behavior for
the first three intervals of time. A less predictable behavior is nonetheless shown
during the last two intervals of time (dashed and dotted black lines), which may
be explained by the rapid descent of ambient light during those hours of the day.
Note how, for all the cases, the value of ηb tends to descend once a maximum
value has been reached.

The evolution of the 2.5D shape criterion ηs is shown in Figure 4. Results
during different intervals of time are presented in a similar way as in Figure 3.
Here, the diagrams are organized in accordance with the curved and pyramidal
surface features of the pieces. Although the overall behavior appears to increase
once a minimum has been reached, this minimum seems to require a bigger
amount of light intensity for the last two intervals of time. Such effect may be
again explained as a consequence of the lack of ambient light towards the evening.
Note how, in the figure, the different shapes of the pieces seem to be responsible
of most of the variability in both the minimum value of ηs and the required
light source intensity. This fact suggests that the adjustment of the lightning
requirements of the scene depends on the particular 2D and 2.5D features of the
piece rather than using a fixed illumination for every object and for all times of
the day.

4.2 Recognition

In order to show the importance of a dynamic selection of the criteria ηb and ηs,
we compare the performance of a fixed light source intensity with an empirical
fixed threshold for segmentation against a variable light source intensity with op-
timal citeria ηb and ηs as well as optimal threshold k∗ (see Eq. 2). The fixed light
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Fig. 4. Evolution of ηs as a function of dimmer values and for the different
time intervals. Results on the 2.5D shapes are labeled accordingly on each diagram.

The different intervals of time are represented as in Figure 3.
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Fig. 5. Recognition rates under fixed and variable light source intensities.
The two panels contain bar diagrams with results concerning fixed and variable light

source intensity. For the fixed light, a fixed threshold for BOF segmentation was also

used. Recognition rates per piece (left) and per time interval (right) are shown.

was registered to emit around 100 luxes (without ambient light) at the start of
the experiments, which can be comparable to using the dimmer value of 40 on the
variable light source. The recognition experiment is roughly explained as follows.
For each event, ten intensity variations are synchronized with a camera shot. The
image with optimal criterion ηb and threshold k∗ is selected, its contour extracted,
and its BOF feature vector built. Once the optimal segmentation is at hand, the
background is removed from all of the ten images and the optimal criterion ηs

sought in order to select the best image for building the SFS feature vector. Fi-
nally, a single image is captured using the fixed light source and a fixed threshold.
The image is segmented and its BOF feature vector is generated. Background re-
moval is then performed and the SFS feature vector built. A piece is successfully
recognized when both 2D and 2.5D features are correctly determined. For exam-
ple, the system should be able to determine whether the piece is a curved square
or a pyramidal cross, among other possibilities in the set.
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Fig. 6. Average recognition rates for all time intervals per light source in-
tensity variation. From left to right, results concerning BOF, SFS and BOF+SFS

are shown as a function of light source intensity variation, respectively. The recognition

rate from optimal values ηb and ηs is shown as a gray circle at the end of the line plot.

Recognition rates per piece and per time interval are shown in Figure 5 (left)
and Figure 5 (right), respectively. In the figure, the different pieces are labeled
as follows: 1-2, square; 3-4, triangle; 5-6, cross; and 7-8, star. Even and odd
numbers correspond to curved and pyramidal shapes, respectively. The figure
reveals that both fixed and variable approaches struggle to recognize more com-
plex shapes such as crosses and stars, with a particular emphasis in pyramidal
shapes. Nonetheless, the advantage of varying light source intensity over a fixed
light is clearly demonstrated. As far as the time interval analysis is concerned,
it is evident that the fixed light intensity approach encounters more difficulty
during the 13 - 15 hrs. period, which may be caused by the peak in ambient light
during that interval of time. On the contrary, recognition rates for the variable
light intensity approach remain relatively steady along the five intervals of time.
This fact justifies the need of an automatic adjustment of both light source in-
tensity and optimal threshold to the particular features of the observed piece
and the particular illumination conditions of the different hours of the day.

To conclude the recognition analysis, Figure 6 presents a panorama of the
average recognition rate as a function of light source intensity variation (value
of dimmer). The figure is divided into three plots, where recognition on BOF
(left), SFS (center) and BOF + SFS (right) are shown separately. For this fig-
ure, results using the fixed light source and fixed threshold are not included.
Instead, we focused on showing the recognition rate per each light source in-
tensity variation and using an optimal threshold k∗ for segmentation, i.e., as if
none of the criteria ηb and ηs had been calculated for image selection. However,
at the end of each line plot, results on recognition with optimal criteria ηb and
ηs are depicted with a gray circle. Note how for the BOF-based recognition, a
stable high recognition rate is achieved from 40 to 60 dimmer values, which sug-
gests that a good separation of object from background may be achieved from
images obtained within a range of light source intensities. However, for results
related to SFS-based recognition, a smaller region (from 30 to 40 dimmer values)
shows a lesser recognition rate, which suggests that the extraction of accurate
local surface curvature from images may be too sensitive to light source inten-
sity fluctuations. Predictably, for the BOF + SFS case, only the dimmer value of
40 provides a recognition rate slightly higher than 90%, reducing the trustable
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region to a single dimmer value. This observation suggests that fixing the light
source intensity at a dimmer value of 40 may be sufficient for obtaining good
recognition results. Nonetheless, although this fixed value of 40 shows a relatively
steady recognition rate, ambient light is a factor which cannot be controlled. In
other words, what may be useful in a sunny day, may not be so on a darker day.
Interestingly, the advantage of using the optimal criteria ηb and ηs is revealed
as the highest and most stable of all recognition rates. This justifies again the
necessity of an automatic adjustment of the light source intensity if robustness
against uncontrolled changes in ambient light is to be provided in recognition
systems based on image feature extraction.

5 Conclusions

We have addressed the problem of compensating illumination requirements for
the purposes of 2D and 2.5D shape feature extraction. To this end, we have
proposed to adapt two histogram-based criteria to the particular needs of the
observed scenario during different times of the day. The proposed criteria have
shown to improve stability and robustness to ambient light changes. Particularly,
this enhanced feature extraction from the automatic adjustment of light source
intensity has extended the capabilities of a neural network based recognition
system. As future work, we plan to investigate the inclusion of additional light
sources as well as the adaptation of other criteria for different feature extraction
tasks, i.e., the optimal illumination conditions for stereo matching and other
2D feature extraction such as corners and contours for a more complex class of
scenes.
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9. Moses, Y., Adini, Y., Ullman, S.: Face Recognition: the Problem of Compensating

for Changes in Illumination Direction. In: Proc. European Conference on Computer

Vision, pp. 286–296 (1994)

10. Liao, M., Wang, L., Yang, R.: Gong. M, Light Fall-off Stereo. In: IEEE Conference

on Computer Vision and Pattern Recognition (2007)

11. Wang, L., Yang, R., Davis, J.E.: BRDF Invariant Stereo Using Light Transport

Con- stancy. IEEE Trans. on Pattern Analysis and Machine Intelligence 29(9),

1616–1626 (2007)

12. Woodham, R.J.: Photometric method for determining surface orientation from

multiple images. Optical Enginnering 19(1), 139–144 (1980)

13. Otsu, N.: A threshold selection method from gray-level histograms. IEEE Trans.

Sys., Man., Cyber. 9, 62–66 (1979)



J.A. Carrasco-Ochoa et al. (Eds.): MCPR 2010, LNCS 6256, pp. 61–70, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Fringe-Pattern Demodulation Using a Parametric 
Method Based on Differential Evolution 

J.F. Jimenez1, F.J. Cuevas2, J.H. Sossa1, and L.E. Gomez1 

1 Centro de Investigación en Computación-IPN, Unidad Profesional Adolfo-López Mateos, 
Av. Juan de Dios Bátiz s/n and M. Othón de Mendizábal, Zacatenco, México, DF. 07738, 

Mexico  
2 Centro de Investigaciones en Óptica A.C. Loma del Bosque #115, Col. Lomas del 

Campestre C.P. 37150, León Gto. México 
jfvielma@cio.mx, hsossa@cic.ipn.mx, fjcuevas@cio.mx, 

sgomezb08@sagitario.cic.ipn.mx 

Abstract. A parametric method to carry out fringe pattern demodulation by 
means of Differential Evolution is presented. The phase is approximated by the 
parametric estimation of an nth-grade polynomial so that no further unwrapping 
is required. On the other hand, a different parametric function can be chosen 
according to the prior knowledge of the phase behavior. A differential evolution 
is codified with the parameters of the function that estimates the phase. The 
differential evolution evolves until a fitness average threshold is obtained. The 
method can demodulate noisy fringe patterns and even a one-image closed-
fringe pattern successfully.  

Keywords: Phase retrieval; Fringe analysis; Optical metrology; Differential 
Evolution. 

1   Introduction 

In optical metrology, a fringe pattern (interferogram) can be represented using the 
following mathematical expression: 

( ) ( ) ( ) ( ) ( )( )yxnyxyxyxbyxayxI yx ,,cos,,, +++×+= φωω  (1) 

where x, y are integer values representing indexes  of the pixel location in the fringe 
image, a(x,y) is the background illumination, b(x,y) is the amplitude modulation and 
is ),( yxφ  the phase term related to the physical quantity being measured. 

xω and 

yω  are the angular carrier frequency in directions x and y. The term ( )yxn ,  is an 

additive phase noise. The purpose of any interferometric technique is to determine the 
phase term, which is related to the physical quantity, being measured. One way to 
calculate the phase term ),( yxφ  is by using the phase-shifting technique (PST) [1–

5], which needs at least three phase-shifted interferograms. The phase shift among 
interferograms must be known and experimentally controlled. This technique can be 
used when mechanical conditions are met throughout the interferometric experiment. 
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On the other hand, when the stability conditions mentioned are not covered, there 
are many techniques to estimate the phase term from a single fringe pattern, such as: 
the Fourier method [6,7], the Synchronous method [8] and the phase locked loop 
method (PLL) [9], among others. However, these techniques work well only if the 
analyzed interferogram has a carrier frequency, a narrow bandwidth and the signal has 
low noise. Moreover, these methods fail for phase calculation of a closed-fringe 
pattern. Additionally, the Fourier and Synchronous methods estimate the phase 
wrapped because of the arctangent function used in the phase calculation, so an 
additional unwrapping process is required. The unwrapping process is difficult when 
the fringe pattern includes high amplitude noise, which causes differences greater 
than π2  radians between adjacent pixels [10–12]. 

Recently, regularization [13–15] and neural networks techniques [16,17] have been 
used to work with fringe patterns, which contain a narrow bandwidth and noise. 

In this work, we propose a technique to determine the phase ),( yxφ , from a fringe 

pattern with a narrow bandwidth and/or noise, by parametric estimation of a global 
non-linear function instead of local planes in each site (x,y) as it was proposed in 
[13,19]. Differential Evolution (DE) algorithm is a new heuristic approach mainly 
having three advantages; Finding the true global minimum regardless of the initial 
parameter values, fast convergence, and using few control parameters. DE algorithm 
is a population based algorithm like genetic algorithms using similar operators; 
crossover, mutation and selection. When a noisy closed fringe pattern is demodulated, 
neither a low-pass filter nor a thresholoding operator is required. On the other hand, 
regularization techniques need both of them. 

2   DE Applied to Phase Recovery 

The standard Differential Evolution (DE) algorithm, belonging to the family of 
Evolutionary Algorithms, was described by Storn and Price [20],[21]. It is based on 
evolution of a population of vectors, which encode potential solutions to the problem 
and traverse the fitness landscape by means of genetic operators that are supposed to 
bias their evolution towards better solutions. DE is a relatively new optimisation 
technique compared with other more established Evolutionary Algorithms, such as 
Genetic Algorithms, Evolutionary Strategy, and Genetic Programming [22]. 

DE is an optimization algorithm that creates new candidate solutions by combining 
the parent vector and several other vectors of the same population. A candidate 
replaces the parent only if it has better fitness [22],[23]. DE uses genetic operators, 
referred to as mutation, crossover and selection. The role of the genetic operators is to 
ensure that there is sufficient pressure to obtain even better solutions from good ones 
(exploitation) and to cover sufficiently the solution space to maximize the probability 
of discovering the global optimum (exploration). 

During the initialization of the algorithm, a population of NP  vectors, where NP  
is the number of vectors, each of dimension D  (Which is the number of decision 
variables in the optimization problem), is randomly generated over the feasible search 
space. 

The fringe demodulation problem is difficult to solve when the level of noise 
affecting the fringe pattern is elevated, since many solutions are possible even for a 
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single noiseless fringe pattern. Besides, the complexity of the problem is increased 
when a carrier frequency does not exist (closed fringes are presented). 

Given that for a closed fringe interferogram there are multiple phase functions for 
the same pattern, the problem is stated as an ill-posed problem in the Hadamard sense, 
since a unique solution cannot be obtained [23]. It is clear that image of a fringe 
pattern ),( yxI  will not change if ),( yxφ  in Eq. (1) is replaced with another phase 

function ),( yxφ  given by 

( ) ( ) ( )
( ) ( )⎩

⎨
⎧

∉
∈+−

=
Ryxyx

Ryxyx
yx

,,

,,2,
,

φ
πφ

φ  (2) 

where R is an arbitrary region and k is an integer. In this work, a DE is presented to 
carry out the optimization process, where a parametric estimation of a non-linear 
function is proposed to fit the phase of a fringe pattern. Then, DE technique fits a 
global non-linear function instead of a local plane to each pixel just like it is made in 
regularization techniques [13,19]. The fitting function is chosen depending on the 
prior knowledge of the demodulation problem as object shape, carrier frequency, 
pupil size, etc. When no prior information about the shape of ),( yxφ  is known, a 

polynomial fitting is recommended. In this paper, authors have used a polynomial 
fitting to show how the method works. 

The purpose in any application of DE is to evolve a population of size NP  (which 
codifies NP  possible solutions to the problem) using mutation, crossover and 
selection of each vector, with the goal of optimizing a fitness function adequate to the 
problem to solve. 

In this work, the fitness function U , which is used to evaluate the pth vector  pa  
in the population, is given by [18]: 
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where yx,  are integer values representing indexes of the pixel location in the fringe 

image. Superindex p  is an integer index value between 1 and NP , which indicates 

the number of vectors in the population. ( )yxI N ,  is the normalized version of the 

detected irradiance at point ( )yx, . The data were normalized in the range [ ]1,1− . 
xω  

and 
yω  are the angular carrier frequencies in directions x  and y .  The Function 

( )⋅f  is the selected fitting function to carry out the phase approximation. CR ×  is 

the image resolution where fringe intensity values are known and λ  is a smoothness 
weight factor (it should be clear for the reader that a higher value of parameter λ  
implies a smoother function to be fitted). The binary mask ( )yxm ,  is a field which 
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defines the valid area in the fringe pattern. The parameter a can be set to the 
maximum value of the second term (in negative sum term) at Eq. (3) in the first vector 
population, which is given by 

( )({ ( )( )
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parameter α  is used to convert the proposal from minimal to maximal optimization 
since a fitness function in a DE is considered to be a nonnegative figure of merit and 
profit [20]. 

The first term (in negative sum term) at Eq. (3) attempts to keep the local fringe 
model close to the observed irradiances in least-squares sense. The second term (in 
negative sum term) at Eq. (3) is a local discrete difference, which enforces the 
assumption of smoothness and continuity of the detected phase. 

At the beginning of a DE, a set of random solutions are codified in a vector 
population of size NP . Each vector a  is formed by the parameter function vector 
(possible solution) and chained string such as: 

[ ]naaaaa ...210=  (5) 

Each dimension 
ia  is a random real number in a defined search range 

( ) ( )( )ii aa max,min  (the user defined maximum and minimum of 
ia ). These values 

can be initialized using prior knowledge (e.g. in the polynomial case, components x  
and y  are related to the interferogram tilt so if a closed fringe is presented, then these 

values are near 0). Every dimension is generated as: 

( ) ( )( )iii aarandoma max,min=  (6) 

Therefore, the population of  DE consists of NP  D-dimensional parameter vectors 

,i GX , where 1, 2,...,i NP= , for each generation G . 

2.1   Mutation 

In the mutation step, a difference between two randomly selected vectors from the 
population is calculated. This difference is multiplied by a fixed weighting factor, F , 
and it is added to a third randomly selected vector from the population, generating the 
mutant vector, [1 3]V − . 

For each target vector 
,i Gx , a mutant vector is produced by;  

( ) ( ), 1 , 1, , 2, 3,i G i G r G i G r G r Gv x K x x F x x+ = + − + −i i  (7) 
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where { }1 2 3, , , 1, 2,...,i r r r NP∈  are randomly chosen and must be different from 

each other. In Equation (7), F  is the scaling factor which has an effect on the 
difference vector 

2 3, ,
( )

r G r G
x x− , K  is the combination factor. 

2.2   Crossover 

After mutation, the crossover is performed between the vector ( )X  and the mutant 

vector ( )V  (Figure 1), using the scheme in (8) to yield the trial vector ( )U . The 

crossover probability is determined by the crossover constant ( CR ), and its purpose 
is to bring in diversity into the original population [24]. 

The parent vector is mixed with the mutated vector to produce a trial vector 
, 1ji Gu +  

( )

( )

, 1

, 1

,

,

,

ji G j i

ji G

ji G j i

v if rnd CR or j rn

u

q if rnd CR or j rn

+

+

⎧ ≤ =
⎪⎪= ⎨
⎪ > ≠⎪⎩

 (8) 

where 1, 2,...,j D= ; [ ]0,1jrnd ∈  is the random number; CR  is crossover constant 

[ ]0,1∈  and ( )1, 2,...,irn D∈  is the randomly chosen index, which ensures that 

, 1i Gu +  gets at least one parameter from 
, 1i Gv + [19]. 

 

Fig. 1. Illustration of the crossover process for D=4 

There are different variants that can be used in mutation and crossover, and they 
are referred to as DE/x/y/z, where x specifies the vector to be mutated which currently 
can be “rand” (a randomly chosen population vector) or “best” (vector of the lowest 
cost from the current population); y is the number of difference vectors used and z 
denotes the crossover scheme [21]. 

2.3   Selection 

In the last step, called selection, the new vectors ( )U  replace their predecessors if 

they are closer to the target vector. All solutions in the population have the same  
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Fig. 2. Obtaining a new proposal in DE 

chance of being selected as parents without dependence of their fitness value. The 
child produced after the mutation and crossover operations is evaluated. Then, the 
performance of the child vector and its parent is compared and the better one is 
selected. If the parent is still better, it is retained in the population. 

Figure 2 shows DE's process in detail: the difference between two population 
members (1,2) is added to a third population member (3). The result (4) is subject to 
the crossover with the candidate for replacement (5) to obtain a proposal (6). The 
proposal is evaluated and replaces the candidate if it is found to be better. 

DE has shown to be effective on a large range of classical optimization problems, 
and it showed to be more efficient than techniques such as Simulated Annealing and 
Genetic Algorithms [23],[24]. However, its capability of finding the global optimum 
is very sensitive to the choice of the control variable F and CR [25]. Consistently with 
related studies [23],[24],[25], the paper highlights an undesirable behaviour of the 
algorithm, i.e., the DE does not find the global optimum (value to reach - VTR) when 
100% of the population is trapped in a basin of attraction of a local optimum. 

2.4   DE Convergence 

The DE convergence mainly depends on the population size. It should be clear that if 
we increase the population size, more vectors will search the global optimum and a 
best solution will be found in a minor number of iterations, although the processing 
time can be increased [25]. 

To stop the DE process, different convergence measures can be employed. In this 
paper, we have used a relative comparison between the fitness function value of the 
best vectors in the population and value a , which is the maximum possible value to 
get in Eq. (3). Then, we can establish a relative evaluation of uncertainty to stop the 
DE as: 

( )
,ε

α
α ≤− ∗aU

 (9) 

where ( )∗aU is the fitness function value of the best vectors in the population in the 

current iteration, and ε  is the relative error tolerance. Additionally, we can stop the 
process in a specified number of iterations, if Eq. (9) is not satisfied. 
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3   Experiment 

The parametric method using a DE was applied to calculate phase from shadow moiré 
closed fringe pattern. We used a population size equal to 100, F is calculated by 
values of "F_lower" and "F_higher", in the ranges [0.1,0.9] . In each vector, the 

coded coefficients of a fourth degree polynomial were included. The following 
polynomial was coded in each vector: 

( ) 2 2 3 2 2
4 0 1 2 3 4 5 6 7 9

3 4 3 2 2 3 4
9 10 11 12 13 14

,p x y a a x a y a x a xy a y a x a x y a xy

a y a x a x y a x y a xy a y

= + + + + + + + +

+ + + + + +
 (10) 

so that 15 coefficients were configured in each vector inside population to be evolved. 
A low contrasted noisy closed fringe pattern was generated in the computer using 

the following expression: 

( ) ( ) ( )( ),,,cos63127, 4 yxyxPyxI η++=  (11) 

where  

( ) 2 2
4

3 2 2 3

4 3 2 2 3

4

, 0.7316 0.2801 0.0065 0.00036 0.0372

0.00212 0.000272 0.001 0.002

0.000012 0.00015 0.00023 0.00011

0.000086

p x y x y x xy y

x x y xy y

x x y x y xy

y

= − − + + −

+ + + −
+ + + +
+

 (12) 

and ( )yx,η  is the uniform additive noise in the range [ ]radiansradians 2,2− . 

Additionally, the fringe pattern was generated with a low resolution of 6060 × . In 
this case, we use a parameter search range of [ 1,1]− . The population of vectors was 

evolved until the number of iterations and relative error tolerance ε  was 0.05 in Eq. 
(9). This condition was achieved in 77s on a AMD Turion X2-2.4 GHz computer. The 
fringe pattern and the contour phase field of the computer generated interferogram are 
shown in Fig. 3.  

                                  
(a)                                  (b)                               (c) 

Fig. 3. (a) Original fringe pattern, (b) phase field obtained by using DE technique and (c) phase 
obtained in 3D 

The DE technique was used to recover the phase from the fringe pattern. The fringe 
pattern and the phase estimated by DE is shown in Fig. 3. Tests are shown on Table 1, 
the best vectors for the testers are shown on Table 2, and worst vectors for the testers 
are shown on Table 3. 
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Table 1. Table of parameters of "F_lower" and "F_higher" 

 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
0.1 2.30E-02 4.84E-01 7.79E-01 6.29E-02 1.64E-01 2.24E-02 2.63E-01 3.77E-01 7.58E-01 
0.2 3.60E-02 4.80E-02 7.19E-01 9.19E-01 1.21E+00 1.52E-02 1.28E-03 1.40E-04 9.63E-03 
0.3 1.99E-02 4.37E-02 1.08E-03 1.32E+00 1.83E-03 1.12E-04 1.35E+00 8.28E-03 2.24E+00 
0.4 7.00E-01 1.04E+00 1.51E+00 3.62E-01 1.58E-04 9.44E-04 1.61E+00 1.92E-03 2.90E+00 
0.5 1.03E-03 2.81E-01 1.47E+00 1.67E+00 3.54E-04 1.76E+00 2.12E+00 1.92E+00 1.94E+00 
0.6 7.88E-01 2.02E-01 1.44E+00 1.35E+00 1.46E+00 2.23E+00 1.80E+00 2.72E+00 3.14E+00 
0.7 3.15E-01 1.19E+00 1.95E+00 1.17E+00 1.88E+00 2.31E+00 2.11E+00 3.29E+00 2.87E+00 
0.8 9.20E-01 1.74E+00 1.31E+00 1.91E+00 2.27E+00 2.02E+00 2.11E+00 2.77E+00 3.79E+00 
0.9 1.03E-03 1.89E+00 1.40E+00 3.09E-03 2.71E+00 3.11E+00 2.48E+00 2.08E+00 3.07E+00 

Table 2. Shows of the best vectors 

F_lower 
F_higher 

Error 

0.1 
0.5 

1.03E-03 

0.2 
0.3 

4.37E-02 

0.3 
0.3 

1.08E-03 

0.4 
0.9 

3.09E-03 

0.5 
0.4 

1.58E-04 

0.6 
0.3 

1.12E-04 

0.7 
0.2 

1.28E-03 

0.8 
0.2 

1.40E-04 

0.9 
0.2 

9.63E-03 

 
    

Table 3. Shows of the worst vectors 

F_lower F_higher
Error 

0.1 
0.8 

9.20E-01 

0.2 
0.9 

1.89E+00 

0.3 
0.7 

1.95E+00

0.4 
0.8 

1.91E+00

0.5 
0.9 

2.71E+00

0.6 
0.9 

3.11E+00

0.7 
0.9 

2.48E+00

0.8 
0.7 

3.29E+00 

0.9 
0.8 

3.79E+00 

 
    

The phases: original, best vector, as worst vector, is shows in the Fig. 4. 

                                  
(b)                                  (b)                                   (c) 

Fig. 4. Phases: (a) Original, (b) best vector of DE technique and (c) worst vector of DE 
technique. 

4   Conclusions 

A DE was applied to recover the modulating phase from closed and noisy fringe 
patterns. A fitness function, which considers the prior knowledge of the object being 
tested, is established to approximate the phase data. In this work a fourth degree 
polynomial was used to fit the phase. 
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A population of vectors was generated to carry out the optimization process. Each 
vector was formed by a codified string of polynomial coefficients. Then, the 
population of vectors was evolved using CR, F, and K. 

The DE technique works successfully where other techniques fail (Synchronous 
and Fourier methods). This is the case when a noisy, wide bandwidth and/or closed 
fringe pattern is demodulated. Regularization techniques can be used in these cases 
but DE technique has the advantage that the cost function does not depend upon the 
existence of derivatives and restrictive requirements of continuity (gradient descent 
methods). Since the DE works with a population of possible solutions instead of a 
single solution, it avoids falling in a local optimum. Additionally, no filters and no 
thresholding operators were required, in contrast with the fringe-follower regularized 
phase tracker technique. 

The DE has the advantage that if the user knows prior knowledge of the object 
shape, then a better suited fitting parametric function can be used instead of a general 
polynomial function. Additionally, due to the fact that the DE technique gets the 
parameters of the fitting function, it can be used to interpolate sub-pixel values and to 
increase the original phase resolution or interpolate where fringes do not exist or are 
not valid. A drawback is the selection of the optimal initial DE parameters (such as 
population size, F, K) that can increase the convergence speed. 
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Robot Control through Electroencephalography and 
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Abstract. ANIMA has as a primary objective to compare three non-
conventional human com-puter interfaces that comply with the industrial robot 
ST Robotics R-17 instructions. This mod-ule, Alpha Waves Related Potentials -
ARP- explains how brain waves are obtained, processed, analyzed and 
identified depending on their frequency. This module makes use of the Open 
EEG Project’s open hardware monitor for brain wave activity, called the 
modular EEG. The brain waves are obtained through an electrode cap 
complying with the international 10-20 system for electrode positioning. The 
brain waves are processed with a fast Fourier transform using a mi-crocontroller 
and analyzed in software identifying the alpha wave’s contribution. A program 
identifies the amount of time that alpha wave generation was maintained 
through concentration, and instructions are sent to the robotic arm, executing 
one of four pre-defined routines. Thirty percent of the users attained control 
over the robotic arm with the human computer interface. 

1   Introduction 

Brain waves can be obtained through electroencephalography –EEG- using an 
electrode cap. The electrodes obtain the brain’s electrical variations caused by the 
neuronal interaction. To be able to observe potentials (micro volts scale) from a 
specific region of the brain, a comparison between two electrodes is needed; one at an 
area of reference and the other at the area of interest. The international system 10-20 
for electrode positioning was created to standardize the position of electrodes in areas 
of interest. 

Brain waves are classified according to their frequency; delta (0.2-3.5 Hz), theta 
(3.5 - 7.5Hz), alpha (7.5 -13Hz), beta (13-28Hz) and gamma (28-40Hz) [1]. Beta can 
be divided in two regions: Beta 1 or beta Low (13-20.5 Hz) and beta 2 or beta High 
(20.5 a 28 Hz). 

Alfa waves are produced in moments of relaxation and tranquility. Most people 
can produce them when they close their eyes and relax. However, maintaining the 
generation of alpha waves with eyes wide open is not an easy task [1]. 

Alpha waves are one type of brain waves detected by electroencephalography –
EEG- and predominantly originate from the occipital lobe or parietal lobe during 
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wakeful relaxation with closed eyes. Alpha waves are reduced with open eyes and 
drowsiness and sleep.  

The graphic representation of the Fast Fourier Transform -FFT- of a wave is a 
diagram named Fourier spectrum in which the frequency and magnitude of each 
sinusoid component is represented [2]. 

ANIMA project has three different modules: the ocular module, motor module and 
the alpha wave related potentials module –ARP-. All modules were financed by 
CONCYT (National Council for Science and Technology, for its Spanish 
abbreviation).  Each module makes its own implementation for moving the robotic 
arm R17; signals produced by the changes in the electric field of the eyes caused by 
their movement [3], brain waves related to motor tasks [4] and brain waves related to 
alpha activity.  Comparison between the three modules could be done in terms of 
effectiveness and speed for controlling a Robotics R17 robotic arm.  Research in 
Guatemala is starting to flourish in this area and projects like this one are the very 
first steps. 

2   Experimental Design  

Brain waves on the parietal lobe are amplified, filtered, sampled and digitalized using 
the open hardware of the “Open EEG Project” [5] for brain wave acquisition. Brain 
waves were analyzed by applying the FFT to identify the frequencies involved with 
concentration. The signals are analyzed using a Python [6] software application to 
identify the alpha waves produced by concentration. This software identifies the 
contribution of the theta, alpha, beta1 and beta2 to the frequency spectrum on the 
FFT. The application uses the alpha waves contribution to identify alpha waves 
concentration. 

Finally, the same application sends instructions to the robotic arm according to the 
amount of time the user maintained the alpha concentration, thus, executing one out 
of the four predefined routines for the R17. 

3   Methodology 

Fig. 1 shows the four main steps for this paper. These four steps will be explained on 
the following sections. 

3.1   Signals Acquisition 

An electrode cap complying with the IS 10-20 was used to obtain the brain waves.  
Electrodes used were P3 and GND as the reference. A modular EEG was built which 
has two printed circuit boards –PCBs-, one analog for amplification and filtering, and 
one digital for communication with a PC. The design for both PCBs is available on 
the Open EEG Project webpage. The modular EEG PCBs were manufactured at 
“Universidad del Valle de Guatemala” –UVG- (Fig.  2) and bought in Olimex at the 
same time [7]. PCBs from both manufacturers were compared and the same results 
were obtained. An application was made using Python to calibrate the gain obtained 
with the PCBs. 
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Fig. 1. Steps for the ARP module 

 

Fig. 2. Digital and analog PCB for Open EEG Projects modular EEG 

3.2   Signal Processing 

The FFT was calculated in a dsPIC microcontroller obtaining data from the modular 
EEG (AVR microcontroller) communicating through the RS-232EEG protocol and 
sending the results through RS-232 protocol to a PC (Fig.  3).  

A dsPIC microcontroller with two RS-232 (UART) communication ports was used 
with a 10MHz 8xPLL, therefore the dsPIC could work at 80MHz. This allows the 
dsPIC to receive data from the modular EEG at 57600 baud and send new data to the 
PC at 115200 baud. This speed is needed so the FFT can be calculated and the data 
can be sent to a PC in real time.  A 256-byte array is sent containing information 
about the frequency spectrum (magnitude for the 0-128 Hz range) with 1 Hz 
resolution. 

 

Fig. 3. Communication between the Modular EEG boards and PC 

3.3   Pattern Recognition 

An application was developed using Python to receive the dsPIC data over RS-232 
protocol. The application discards the data related to frequencies above 30 Hz. The 
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remaining region was divided into frequency regions according to brain waves 
classification: theta, alpha, beta1 and beta2. For each region an integral of the 
spectrum was computed. From these integrals the normalized contribution percentage 
was calculated.  

On the GUI (Graphic User Interface) a graph presents the normalized contribution 
percentage for the four frequency bands (Fig.  4). 

Using this application the brain waves are processed comparing the P3 and GND 
electrode positions from the IS 10-20 cap to identify concentration periods. For a 
period to be valid there are two requirements: the normalized contribution percentage 
for alpha waves must be above a threshold of 40 percent (0.4), and a difference of 
normalized contribution percentage of at least 20 percent (0.2) between alpha waves 
and the other brain waves (theta, beta1 and beta2) must be obtained. The application 
identifies concentration periods of 4, 6, 8 and 10 seconds.  

The application generates different sounds (beeps) for each identified period. The 
sound acts as a feedback to the user because it is easier to achieve alpha state with 
closed eyes. 

 

Fig. 4. Normalized percentage shown on the Python GUI 

3.4   Execution 

The GUI described in the previous section identifies alpha concentration periods of 
time. Another application was developed for the GUI to communicate with the robotic 
arm R17.  This application has two goals: to send an order on each identified period 
and translate that order to the R17 programmed routines. 

Each alpha state period of time was mapped to a R17 routine (Table 1.). The 
application contains defensive programming to prevent the R17 from going off its 
limits of movement. 

Table 1. Called routine for each alpha state period 

Seconds Routine 
4 Forward 
6 Backward 
8 Left 

10 Right 

4   Results 

Fig. 5 shows an image where the difference in baud rate between the ATMEGA  
and dsPIC communication can be seen. Also the time of synchronization with the  
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Fig. 5. Delay and difference on baud rate for communication between AVR y dsPIC 

 

Fig. 6. FFT for a 14 Hz square wave signal 

 

Fig. 7. Python application GUI with real time FFT 

RS-232EEG can be seen. The real time FFT is shown in Fig.  6 using a 14Hz square 
wave signal as input. 

The final application GUI is shown in Fig.  7, in which the real time FFT is 
integrated. In this figure it can be seen that the two required conditions are reached  
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after 10 seconds. The yellow line stands for the threshold of alpha waves (green 
color), and the separation can be easily seen too. The times set for each task are based 
on various preliminary tests to assure that the alpha waves are being generated 
voluntarily and are not small involuntary periods of alpha wave generation.  After 
generating alpha waves for a particular task the subject needs to generate 8 seconds of 
cumulative non-alpha waves to confirm the task, then the subject can start a new 
period of alpha wave generation and choose a different task. 

Tests were made on twenty seven subjects, nine females and eighteen males (Table 
2). Testing subjects were asked to close their eyes and then start counting from 1 to 10 
until they listened to the first beep. If they achieved this, the second test was to 
achieve the fourth beep, else the test was ended. Subjects who achieved the fourth 
beep were able to successfully control all the tasks. In some cases the subject was not 
able to control the fourth beep (Task 4) but was able to control the other three tasks 
(Table 5).  The order of appearance in Table 5 follows the order of the tests trial. 

Table 2. ARP control test of success 

  
Yes No 

All 29.63% 70.37% 
Men 38.89% 61.11% 
Women 11.11% 88.89% 

Table 3. Tasks test of success 

  
Task 1 Task 2 Task 3 Task 4 

All 55.56% 33.33% 33.33% 29.63% 
Men 61.11% 38.89% 38.89% 38.89% 
Women 44.44% 22.22% 22.22% 11.11% 

 

Fig. 8. Success percentage in task tests for women, men and all subjects 
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In Table 2 the success in the test is defined as the subject who can control the four 
tasks, the rest was considered as a failure. 

In Table 3 the success for each task is shown. Males show equal difficulty in 
achieving the tasks two, three and four; either they achieved full control or just 
achieved to control the first task. It’s interesting that women display a much bigger 
trouble achieving the fourth task. Also the percentage of women who accomplished 
task 1 is lower. This can be visually verified in Fig.  8. 

Table 4 shows the improvement showed on the subjects that didn’t achieve all four 
tasks. Improvement is successful if they managed to accomplish at least one task, in 
case they started without managing any. Women and men have similar percentage of  
 

Table 4. Unsuccessful subjects that showed improvement 

  
Yes No 

All 36.84% 63.16% 
Men 36.36% 63.64% 
Wo

men 37.50% 62.50% 

Table 5. ARP control test results 

Subject T1 T2 T3 T4 Woman Man 
Subject 01 YES YES YES YES  X 
Subject 02 NO NO NO NO x  
Subject 03 NO NO NO NO x  
Subject 04 NO NO NO NO  X 
Subject 05 YES NO NO NO  X 
Subject 06 YES YES YES YES  X 
Subject 07 YES YES YES YES  X 
Subject 08 NO NO NO NO  X 
Subject 09 YES YES YES YES  X 
Subject 10 YES NO NO NO x  
Subject 11 YES YES YES NO x  
Subject 12 YES YES YES YES  X 
Subject 13 NO NO NO NO x  
Subject 14 NO NO NO NO x  
Subject 15 NO NO NO NO  X 
Subject 16 NO NO NO NO  X 
Subject 17 YES NO NO NO  X 
Subject 18 NO NO NO NO  X 
Subject 19 YES YES YES YES  X 
Subject 20 YES NO NO NO  X 
Subject 21 NO NO NO NO x  
Subject 22 YES NO NO NO x  
Subject 23 NO NO NO NO  X 
Subject 24 YES NO NO NO  X 
Subject 25 YES YES YES YES  X 
Subject 26 YES YES YES YES x  
Subject 27 NO NO NO NO   X 
     9 18 

*T = Task 
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improvement, around 37 percent, which suggests that improvement doesn’t depend on 
the skill to sustain alpha wave generation. This also suggests that subjects could 
manage the ARP control with proper training [8], but further studies are required to 
verify these hypotheses. It’s interesting to notice that based on some additional tests, 
it was observed that alpha waves are affected by group pressure, or any distraction, 
e.g. music, people talking, or strong noises. 

5   Conclusion 

The hardware and software proposed implements a BCI to control the robotic arm 
R17 using alpha waves concentration by means of  open EEG hardware and software 
developed at Universidad del Valle de Guatemala. 

Thirty percent of the users were able to control the robotic arm through the ARP 
module. Thirty seven percent of the testing subjects showed an improvement on the 
BCI control.  

The system is to be used as a base for a much complex BCI, as for now it 
represents the beginning of a non-conventional method of robot control that can be 
applied to different fields of study. The industrial robotic arm was just used to test the 
BCI, but it could be applied to any other machine or interface that complies with four 
basic movements. 

The purpose of the entire application is to offer a neuro-feedback system that could 
be used to help handicapped people, but its actual state is still too basic. 

6   Future Work 

The project could use neuronal networks to recognize patterns for specific activities 
such as spacial and math-related activities, nevertheless results are not guaranteed.   

The developed Python application can be used to make an exhaustive analysis of 
the brain waves. Data such as hemisphere asymmetry, normalized spectral 
contribution on each hemisphere, peak frequency and mean spectral area could be 
used as features. These data can be applied to a selection algorithm to identify which 
ones can be used for identifying a pattern. Then, a Bayesian Network classifier can be 
used to distinguish between each task [9] [10].  

The use of gamma brain waves to determine high-stress states can be applied to 
avoid sending commands to the robotic arm and wait until the subject is back to the 
relaxed state so that commands can continue to be sent. 

Some patterns could be found among non-standardized parameters using energy 
measurements of the spectrum (alpha, beta, theta, delta and gamma). 

Mathematical tools like PCA, ICA, wavelets and multivariable statistical signal 
processing should be used to improve the processing algorithm. 
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Abstract. In this paper is shown that the Appearance-Based modeling is the 
best pattern recognition method for supporting the velocity updating of 
wheeled-robots navigation. Although Appearance-Based recognition algorithms 
have lower accuracy than the ones for detailed pattern recognition, they suc-
cessfully classify terrain textures by regarding the average of the appearance. 
Actually, the detailed recognition algorithms success in recognizing patterns 
depicted with lines, dots or borders, but they fail for recognizing patterns where 
the average appearance is required. As human driving experience shows, the as-
sessment of the average appearance is needed for velocity updating during 
navigation on outdoor terrains. Human drivers make the velocity adjusting 
based on an estimation of the terrain average appearance. Hence, as the experi-
mental result illustrate, the algorithms for average appearance recognition are 
the best option for training wheeled-robot for velocity updating while navigat-
ing over outdoor terrains. 

Keywords: Roughness Recognition, Velocity Updating, Wheeled-Robots 
Navigation. 

1   Introduction 

Outdoor autonomous robots are relevant for terrain exploration missions. The terrain 
difficulties of solar system planets –like Mars–, to move through terrains having soil, 
rocks and slopes, requires the usage of robots with the highest degree of autonomy to 
overcome such difficulties [1]. As well, in Earth exploration missions where human 
lives may be in dangerous circumstances, the autonomous robots are as well required. 
For instance, search of landmines or exploration of active volcano craters. Autono-
mous navigation on outdoor terrains is highly complex, obstacle detection and  
avoidance as well as the terrain features information for no slides, are both required. 
Environment data must be accurate and quickly processed by the robot’s navigation 
systems. Besides, when data from human remote controllers is not quickly available, 
the autonomous robots should be equipped for convenient reactions, particularly in 
front of unpredicted circumstances. Actually, beyond the obstacle location and avoid-
ance, the robot’s velocity control, regarding the terrain features, has been few at-
tended and it is a weakness for efficient and safe navigation nowadays.  
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The classification of terrain roughness has just recently been a bit more attended 
[2]. In [2] a path over a rough terrain is generated with a terrain-based criterion func-
tion, and then the robot is controlled so as to move on the chosen path. In [3] the 
navigation strategy assesses the terrain’s features of roughness, slopes and discontinu-
ity. Larson et al. [4] analyze the terrain roughness by means of spatial discrimination 
which then is (meta-) classified. In [5] roughness recognition is by using artificial 
vision, so novel textures recognition is later to an off-line recognition training from 
sample texture. Pereira et al. [6] plotted maps of terrains incorporating roughness 
information that is based on the measurement of vibrations occurring in the suspen-
sion of the vehicle; this online method can recognize textures at the moment the vehi-
cle passes over them, what is a limitation for remote recognition. 

For the purpose of velocity updating for autonomous navigation on rough terrains 
we claim that is not required to identify textures at high-detail level. Actually, as 
analyzed in Section 3, high precision recognition methods like Local Binary Patterns 
(LBP) [7], or Advanced Local Binary Patterns with Rotation Invariance (ALBPRI) 
[8], having 97.54% and 99.64% of respective efficacy, do not well performed ac-
counting recognition of outdoors terrains textures. The listed accuracy percentages 
correspond to tests carried out on the texture image database of the Columbia Utrecht 
Reflectance and Texture Database [9], which is the most common benchmark used for 
testing texture recognition algorithms. 

The LBP and ALBPRI methods have good performance for texture recognition. 
But these works do not mention anything about recognition of new textures, that is, 
nothing is said about how a different texture from the texture training set is classified. 
They just verify if the testing textures belong to any class of the texture training set, 
i.e., they only give two result values, false and true. 

For our purpose, we desire to determine how similar the set of test textures and the 
set of training textures they are. The Appearance Based Vision (ABV) [10] method 
having 75% of detailed texture recognition efficacy is good enough for the velocity 
updating during outdoor navigation as results show in Section 3.2. Although ABV 
does not take into account the fine details of textures, it captures the so called average 
appearance of the textures. In other words, with a testing texture, even if it is a new 
texture, the ABV method compares it with the classes of the training set and indicates 
the texture class that resembles more to them, according to the average appearance.  

In this paper is proposed to improve the process of robot velocity adaptation, by 
regarding the terrain features and imitating as human beings do. Humans use a quick 
imprecise estimation of the terrain features but enough to navigate without slides or 
falls. The human’s estimation on the right velocity to safe navigate on irregular ter-
rains is via imprecise but enough surface texture recognition [3]. Actually, we show 
below that concerning terrains exploration for robot navigation, the highest precision 
methods for texture recognition are not the adequate but failed. 

Surface textures are captured via artificial vision, after image processing the esti-
mation of texture class is gotten as well as the slopes inclinations. The algorithm’s 
output indicates the velocity the robot can move depending on the terrain features. 
Bright and uniform lighting during navigation is required to guaranty consistent 
roughness recognition; therefore the presence of shadows, which treatment is a hard 
task to pattern recognition [11] is out of the scope of this work. 
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The rest of the article is organized as follows: Section 2 summarizes the closest an-
tecedents in the field of texture recognition; then, the method and architecture of the 
fuzzy neural network for velocity updating is introduced. Section 3 describes tests and 
experimental results. A brief discussion is in Section 4, and the paper ends with con-
clusions. 

2   Outdoor Terrains Recognition 

Texture recognition is an issue that has been studied extensively; the local binary 
pattern-based methods are widely used for its good performance in the recognition of 
textures. Textures are modeled with multiple histograms of micro-textons; the micro-
textons are extracted with a local binary pattern operator.  

LBP [7] is a gray-scale invariant texture primitive statistic. For each pixel in an 
image, a binary code is produced by thresholding its neighborhood with the value of 
the center pixel. A histogram is created to collect up the occurrences of different bi-
nary patterns. LBP can be regarded as a micro-texton operator. At each pixel, it de-
tects the best matching local binary pattern representing different types of curved 
edges, spots, flat areas, etc. After scanning the whole image to be analyzed, each pixel 
will have a label corresponding to one texton in the vocabulary. The histogram of 
labels computed over a region is then used for texture description. 

Conventional LBP just considers the uniform patterns in the images. It discards 
important pattern information for images whose dominant patterns are not uniform 
patterns. ALBPRI [8] proposes a new rotation and histogram equalization invariant 
texture classification method by extending the conventional LBP approach to reflect 
the dominant pattern information contained in the texture images and capturing the 
spatial distribution information of dominant patterns. 

These methods do well recognize patterns depicted with lines, dots or borders, but 
fails for recognizing different depicted appearances. When human drivers drive vehi-
cles, they do not inspect the terrain textures with a magnifying glass nor take a look at 
a small distance to account details of particular lines, dots or borders; they just esti-
mate the texture roughness basing on previous pattern recognition experience while 
driving [3]. 

Human beings classify textures according to past experience; when human drivers 
find a novel terrain texture, they employ their experience to estimate how rough the 
novel texture is. Then, they decide how fast they can drive without slide risks. By 
using fuzzy logic the human process for identifying the terrain roughness can be mod-
eled in such a way to be used by the robot mimicking this human ability. To imitate 
the human experience during terrain recognition for navigation, it is clever to pay 
attention in convenient methods for recognizing the surface appearance average, and 
such that not lost in unnecessary details for the outdoors navigation purpose. More-
over, frequently the surfaces details recognition is computationally high-cost and it 
should be avoided for autonomous navigation. Actually, the Appearance Based Vi-
sion method is good enough for the velocity updating during outdoor navigation. 
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2.1   Appearance-Based Vision  

The ABV method gets the principal components of image distribution, namely, the 
eigenvectors of the covariance matrix of the object images set. The ordered eigen-
vectors fashion the features accounting and charectizing the variation among the 
different images. The use of ABV for object recognition involves the next operators 
and operations. 

Let mn
N

×⊂ RII },,{ 1 …  the set of training images, all the images are stacked so 

that we obtain the set mn
N

⋅⊂ R},,{ 1 φφ … . The vectors are normalized with 

iii φφφ /
~ = . The average vector is computed, ∑ =

= N

i iN 1
1 ~φC . The images are cen-

tered by subtracting the average vector with each image; resulting vectors are placed 

to form the matrix [ ]CC −−=Φ Nφφ ~
,,

~
1 . The covariance matrix is computed, 

TΦΦ=Ω  and its eigenvalues and eigenvectors are calculated. The eigenvectors are 
ordered in a decreasing fashion according to the eigenvalues, where they are placed as 
columns of matrix Ψ . All the training images are projected to the eigenspace with 

Nii
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In the recognition phase the testing image is projected into the eigenspace and a 

supervised neural network classifies the image. In other words, let tI  the testing 

image, it is stacked and normalized, 
tϕ~ . Then, it is projected to the eigenspace with 

)~( C−Ψ= t
T

t ϕω . A supervised neural network classifies tω . 

During outdoors navigation, human drivers estimate the convenient vehicle veloc-
ity by regarding their previous experience when driving on similar terrain textures. In 
other words, human drivers estimate how rough, in average, the terrain is, instead if 
specific texture details are recognized. Human drivers that navigate on uneven  
terrains do not need to learn, or to know, about specific details but on the textures 
appearance average. The average recognition of textures, as the humans do, is the 
behavior that is mimicked and implemented in order to strengthen the robot naviga-
tion abilities. 

2.2   The Fuzzy Neural Network for Velocity Updating 

For robot velocity updating according to the terrain features, our proposal sets to 
imitate as human beings do. For safe navigation on irregular terrains, the human’s 
velocity estimation is via imprecise but enough surface texture recognition [3]. When 
a human driver observes a novel terrain texture, uses his experience to estimate how 
rough the texture is; then decides the convenient car driving velocity. Thus, in the first 
step, the terrain’s textures are neural-net-clustered in a roughness meta-class: a Su-
pervised Neural Network (SNN) classifies textures; then, a Fuzzy Neural Network 
(FNN) makes a roughness meta-classification from the terrain texture class. By add-
ing the texture roughness setting and the slope data, the FNN matches each terrain 
roughness with the corresponding velocity meanwhile the robot navigates safely. 

For detection of slopes inclination, an infrared sensor located in the frontal part of 
the robot does parallel ray projection to the robot’s motion; the other sensor projects 
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its ray directly to the floor perpendicular to the first sensor. The inclination angle of 
slopes is computed by trigonometric operations. The off-line and on-line steps to 
update velocity regarding the terrains roughness and the inclination slopes while 
navigating are next described: 

 
Off-line training steps 

1) Select and model the representative outdoor textures images of the robot’s 
environment. The images are captured while the robot is stationary. 

2) Train the SNN to learn the texture classification established by the human 
expert driver. 

3) Train the FNN to determine the velocity regarding the texture classes as well 
as the inclination angle of slopes, according to an expert driver’s directives 
(build the fuzzy sets and make the inference IF-THEN rules system). 

On-line steps 
4) Acquisition of terrain images from the robot while it is in motion. 
5) The SNN classifies the texture, this information is forwarded to the FNN. 
6) The FNN inputs are the texture class and the slope inclination angle. The 

FNN indicates the updated velocity to the robot mechanical control system. 
7) The cycle is repeated as the robot moves, and the velocity is cycle updated. 

 
Following is the architecture of the five-layer FNN. The terrain features recogni-

tion followed by the robot velocity tuning is as shown in Fig. 1.  

 

Fig. 1. The Fuzzy Neural Network 

The texture class and slope input data are assessed to adjust the velocity that is the 
FNN output data. The FNN first layer inputs are the slope size and the texture class, 
the second layer sets the terms of input membership variables, the third sets the terms 
of the rule base, the fourth sets the term of output membership variables, and in the 
fifth one, the output is the robot’s velocity. The textures roughness is meta-classified 
in three fuzzy sets, High (H), Medium (M) and Low (L). The inclination angles of 
slopes are meta-classified in six fuzzy sets: Plain (Pl), Slightly Plain (SP), Slightly 
Sloped (SS), Moderato Sloped (MS), High Slope (HS) and Very High (VH). The 
FNN output values are either: High Velocity (HV), Moderate Velocity (MV), Low 



Efficient Roughness Recognition for Velocity Updating by Wheeled-Robots Navigation 85 

Velocity (LW) or Stop (ST). Membership functions of the input and output variables 
terms denote the corresponding texture roughness, slope inclination angle and veloc-
ity, respectively. The FNN output sets the velocity the robot can move safely. 

The fuzzy-making procedure maps the crisp input values to the linguistic fuzzy 
terms with membership values in [0,1]. In this work the trapezoid membership func-
tions (MF) for texture variable and the triangle MF for angle variable are respectively 
used. Taking X, Y, Z as variables of the respective predicates, the general form of 
inference rules is: 

IF Slope angle is X AND Roughness is Y THEN Velocity is Z. 

The inputs parameters are the slope angle and roughness, and the output is the es-
timated velocity. The de-fuzzy procedure maps the fuzzy output from the inference 
mechanism to a crisp signal. When the robot finds a slope steeper than the allowed 
threshold, it stops, and evaluates which movement to make, whose decision concerns 
to path planning. 

3   Experimental Steps 

A car-like Bioloid robot transformer kit [12] is used, which uses a processing unit, 
four servomotors for power transmission to the wheels, two infrared sensors located 
in the robot front, and a wireless camera on top-front of the robot. The robot dimen-
sions are 9.5 cm width per 15 cm length. In these experiments the SNN is trained with 
terrain textures from images in Fig. 2. In this platform it is used a personal computer 
(PC) and the processor of the robot, to form a master-slave architecture, communi-
cated wirelessly. On the PC is implemented and executed the velocity estimation 
algorithm. The robot, on one hand, reports to the PC the sensors readings and wire-
lessly transmits the images captured by video camera, on the other hand updates the 
velocity in accordance with instructions that the PC communicates it. 

 

Fig. 2. Robot’s navigation on outdoor surface 

The navigation tests focused on velocity updating, the vehicle navigates on the ter-
rain shown in Fig. 2; the robot recognizes textures from the captured images. As soon 
as significant change of terrain textures is detected the PC indicates the robot to up-
date its velocity according to the terrain texture currently recognized.  



86 F. García and M. Alvarado 

In here reported experiments textures are respectively modeled with ABV, LBP, 
ALBPRI and a two-dimensional Fourier transform method for roughness classifica-
tion of cast surfaces (FCS) [13], which it is deserved to assess the cast surface quality. 
Terrain images are used during the robot’s training for texture recognition of the sur-
faces it navigates. There were conducted 15 tests with each method, the texture im-
ages are garden ground covered by a thin layer of dust, and dispersed little rocks; the 
grass is 2-centimeter cut height and dry; the paving stone contains leafs, tree branches 
with a thin dust cover. 

3.1   Algorithm’s Performance 

The expected robot behavior is that the robot increases its velocity, from low to high, 
when it is detected grass, ground and paving stone. That is, the robot must move 
slowly on grass, fast on paving stone; on ground, faster than in grass but slower than 
in paving stone. The robot’s navigation velocity updating results, regarding the sur-
face textures, are displayed in Table 1, whose data are average velocity values. It 
shows that the robot moves faster on paving stone than on grass, and in turns, faster 
on ground than on grass. 

Table 1. Velocity results in centimeters per second units 

Method/Texture Ground Grass Paving Stone 
ABV 9.03 4.4 11.43 
ALBPRI 9.68 7.13 11.7 
LBP 12.18 11.7 12.85 
FCS 1.08 4.3 2.16 

The worst performances were with the FCS and LBP methods, the robot did not 
adjust its velocity as expected. The methods ABV and ALBPRI had better perform-
ance, because the robot adjusted its velocity according to the expected behavior. 
However, with ALBPRI, the estimated velocity for grass is relatively high, because it 
is close to ground value. With ABV, the velocities are slightly lower than those of 
ALBPRI, but ABV estimates a lower velocity for grass. 

During the training attempts using images from a low roughness texture wall, in 
addition to other textures occurs that both, the ALBPRI and LBP methods do miss to 
identify the diverse surface textures, hence misclassifying all of them as wall texture. 
A likely explanation is that both recognition methods are based on the detection of 
borders, edges and dots in order to guaranty well recognition performance. Because 
the wall images are uniformly plain, the required graphical elements for methods well 
performance are not present. It provokes the methods losing to recognize surfaces not 
having clearly marked lines, borders or dots. However, wall images were replaced by 
another kind of wall images with a certain line pattern. 

On the other hand, the ABV method does properly recognize the surface textures 
changes, and then the robot’s velocity is updated, while it is displacing, according to 
the surface features. Therefore, experimental conclusion is that ABV advantages to 
LBP and ALBPRI to model and recognize the physical average appearance of tex-
tures. By using ABV the recognition of, what we call, the texture average among 
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images is competent. ABV method well recognizes the wall plain texture average, as 
well as the texture average of grass, ground or paved. Thus, the textures average  
recognition supports the robots navigation on outdoors terrains. Car drivers do  
speed update by regarding the terrain texture average, i.e., velocity adjustments are 
according to the terrain appearance average variations, which are relevant to human 
drivers by navigating, and disregarding the irrelevant specific lines, dots or borders 
for navigation. 

The FCS method shows high performance in classification by recognizing polished 
surfaces like glass, steel or plastics. The method applied to terrain images failed 
hardly. All the results were wrong; the method misclassified the terrain textures as 
low roughness textures. The plausible explanation is that this method works on pol-
ished textures that require high precision during recognition. But it misses on rough 
surfaces like grass, ground, soil or pave that do not demand a high precision during 
textures recognizing.  

3.2   Simulation of Real Car Navigation 

In this set of tests, images of the terrain textures are taken from a video film recorded 
by a video camera placed two meters above the floor on a car’s roof. The camera 
recorded the car’s path, under a visual field similar to that of a human driving a real 
car, see Fig. 3.  

 

Fig. 3. Car vision/recognition system 

The outdoor terrains textures images are loose stones, ground with grass, ground, 
asphalt and concrete, on which the truck was moving through. These images are used 
to train the SNN by using the ABV model for textures treatment. The experience of a 
human drive allows for defining the classes of textures and the respective car velocity. 
Tests of simulated car navigation are regarding that the vehicle maximum speed it can 
reach is 50 km/hr. The velocities are as follow: on loose stones, velocity is smaller 
than on ground with grass, and it is smaller than on sole ground, and in turns, it is 
smaller than on paved ways; these results are shown in Table 2, showing the average 
of the velocities resulting in specific experiments.  

The minimum and maximum velocities recorded for loose stones are 10.06 km/hr 
and 18.91 km/hr, respectively. The velocities estimated for ground with grass are a 
little higher. Mostly the velocity remains at 18.11 km/hr. Ground with grass texture is 
less abrupt than loose stones. The grass does not cover the entire surface but there are 
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Table 2. Velocity updating results 

Texture Velocity km/hr 
Loose stones 10.65 
Ground with grass 18.47 
Ground 27 
Concrete 43.79 
Asphalt 48.91 

 
holes with ground, usually small, even so a car can overcome them at low-speed mo-
tion by the time it avoids damaging vibrations in the vehicle. Even when grass is a 
texture that favors slipping and skidding, but unlikely the loose stones, the wheels 
surfaces of the car have better contact with ground, thus the risk of skidding is 
smaller, but higher than in the next textures. For ground textures, the velocity remains 
constant in almost the entire path at 27.61 km/hr. The surface of ground texture is 
covered with dust and very small stones, and is almost flat, so the vehicle can move 
fast without being affected by strong vibrations, even the small stones and dust in the 
surface could make the car to skid. Velocity for concrete texture remains constant, 
44.44 km/hr in almost the entire path. Finally, the velocities estimated for the asphalt 
remain without changes, 48.91 km/hr throughout the entire path. The textures of con-
crete, paving city streets, and the asphalt covering roads are very similar. The cover-
ing with this matter create a uniform surface, without holes and slopes, so avoiding 
the car skids. 

An additional aspect to consider concerns with the vehicle’s computing capacities 
for processing the texture images and the velocity updating in real time. Actually, 1) 
determine the range of the camera to capture images of the surface, and 2) the sam-
pling time given the progress of the vehicle. The acquired images have a resolution of 
480×640 pixels in grayscale. The microprocessor employed was a Centrino Core 2 
Duo at 2GHz and 1.99Gb RAM. The processor spends 0.3 seconds for both image 
processing and velocity updating.  

Actually, for efficient velocity control it must be considered the 0.3 seconds the 
process spends for texture recognition and velocity updating, by assuming that the 
maximum speed is around 50 km/hr, hence the vehicle will advance 5 meters. As 
shown in Fig. 3, the camera must process the next 5-meter road segment before the 
vehicle passes on. That is, when the vehicle moves the first 5-meter stretch, the com-
puter processes the image of the posterior 5-meter stretch. When the second stretch 
processing is finished, the vehicle would have started to move in the second stretch. 
This cycle is successively repeated. 

4   Discussion 

Velocity updating according to the surface roughness, is a subject that has not been 
fully addressed. Most of the works focus on the detection and obstacle avoidance 
problem. For instance, Labert et al. [14] use a probabilistic modeling to avoid or to 
mitigate eventual collisions, regarding the environment perception, by updating a 
robot braking action. Selekwa et al. [15] and Ward & Zelinsky [16] addressed the 
navigation and path planning of an autonomous robot which varies the velocity  
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according to the proximity of obstacles detected by infrared sensors. So far, all the 
referred works on outdoors autonomous robots do not include in their proposals in-
formation from terrain surface roughness during navigation. 
 
Conclusions. The efficiency of algorithms for recognition of roughness textures is the 
key point for allowing velocity updating. According to results the appearance average 
instead of high-detailed recognition is the requisite for velocity updating on rough 
terrains. A clever issue is the human mimicking about the recognition and decision 
making for velocity updating. Human drivers make quick terrain recognition but 
enough to a right speed updating during navigation. The computationally low-cost 
and easy implementation of the algorithms make this approach suitable for velocity 
updating of wheeled-robots during autonomous navigation on outdoor terrains. 
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Abstract. Fingerprint recognition has been used from many years for identifica-
tion of persons. However, conventional fingerprint recognition systems might 
fail with poor quality, noisy or rotated images. Recently, novel non-linear com-
posite filters for correlation-based pattern recognition have been introduced. 
The filters are designed with information from distorted versions of reference 
object to achieve distortion-invariant recognition. Besides, a non-linear correla-
tion operation is applied among the filter and the test image. These kinds of  
filters are robust to non-Gaussian noise. In this paper we apply non-linear  
composite filters for fingerprint verification. Computer simulations show per-
formance of proposed filters with distorted fingerprints. In addition, in order to 
illustrate robustness to noise, filters were tested with noisy images. 

Keywords: Fingerprint verification, nonlinear filters, correlation filters, pattern 
recognition. 

1   Introduction 

One of the most important biometric person identification techniques is based on 
fingerprint recognition. Fingerprints are unique and unchangeable to each individual; 
for this reason had been used since many years ago for this purpose. Basically two 
tasks are performed with fingerprint recognition systems: identification of a person or 
verification of his/her identity. In the first case the system searches into a database, if 
a similar fingerprint is found the person is identified. In the second case, the system 
verifies if a person is who he/she claims to be. 

Generally, fingerprint recognition systems are based on minutiae (ridge endings 
and bifurcations) extraction [1]. With these methods preprocessing is required to 
remove noise, enhance the image and extract the features of interest. Extracted fea-
tures are employed to identify the fingerprint.  

Other methods that use local and global features of fingerprints have been pro-
posed [2], [3], [4]. However, those techniques do not use all available information 
from images. Besides, with the above mentioned techniques, orientation of images is 
crucial in the process. Therefore rotation, poor quality and noisy images make diffi-
cult the recognition.   
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Another way to carry out fingerprints recognition is by correlating the entire test 
image with a single template or filter [5]. When the test image is equal to the tem-
plate, correlation output is high (typically one); in other case correlation is low. Fig-
ures 1(a) and 1(b) show examples of correlation planes for two equal images and for 
two different images, respectively. Note that when images perfectly match a sharp 
peak is observed at origin of coordinates. A threshold can be established at the output 
to determinate whether the tested fingerprint is authentic or not. Correlation methods 
are shift-invariant and exploit all information from images. Moreover, by using sev-
eral samples of the expected distortions of objects is possible to design distortion-
invariant filters. The training images are synthesized in a single template and the test 
image is correlated with such template.  

  

Fig. 1. Correlation planes obtained by a) exact match among images and b) not match among 
images  

Normally, correlation filters are designed and optimized in a linear way. Linear  
filters used to be robust to Gaussian noise; however, real images are often corrupted 
by non-Gaussian noise. In practice, non-linear filters are more robust even for slight 
deviations from the Gaussian distribution. This kind of filters provides solutions in 
many cases where linear filters are inappropriate. In this paper we propose the use of 
novel non-linear composite filters. The filters are based on morphological and rank-
order operations; its robustness to non-Gaussian noise has been shown.  

The paper is organized as follows: In section 2 we review traditional composite  
filters. In section 3 we introduce non-linear filtering and proposed filters. In  
section 4 computer simulations are provided and discussed. Section 5 summarizes our  
conclusions. 

2   Composite Filters 

The simplest correlation filter, called Matched filter (MF), is a single image used as 
template, which is correlated with the test image [6]. It is known that the MF is very 
sensitive to small distortions of the object caused by variations in scale, rotation, or 
point of view. In order to overcome these problems, composite filters based on syn-
thetic discriminant functions (SDF) were introduced [7]. 
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2.1   Synthetic Discriminant Function Filters  

Conventional SDF filters are a linear combination of MFs for different patterns. The 
coefficients of the linear combination are chosen to satisfy a set of constraints on the 
filter output requiring a previously specified value for each pattern used.  

Suppose there are N training images from a true class, each image contains d  
pixels. The 2D arrays of the images are converted into 1D column vector by lexico-
graphical ordering. These vectors are the columns of a matrix R of size d×N. The 
column vector u contains N elements, which are the desired values of the output  
correlation peaks corresponding to each training image. If the matrix (R+R) is nonsin-
gular, the conventional SDF filter can be expressed as follows: 

h R R R uSDF
+ −= 1( )  , (1) 

where superscript + means conjugate transpose. The main shortcoming of the linear 
SDF filters is appearance of sidelobes due to the lack of control over the whole corre-
lation plane. In order to reject known objects from a false class, these objects can be 
included in the training set by setting zero in the corresponding values of vector u.  

2.2   Minimum Average of Correlation Energy Filter 

With the intention of suppress false correlation peaks, minimum average of correla-
tion energy (MACE) filters were proposed [8]. MACE filters minimize the average 
correlation energy of the correlation outputs for a set of training images, satisfying at 
the same time the correlation peak constraints at the origin. Suppose that there are N 
training images, each image with d pixels. First, the 2D Fourier transform is per-
formed on each training image and converted into 1D column vector. Then, a matrix 
X with N columns and d rows is constructed. The columns of X are given by the vec-
tor version of each transformed image. The frequency response of the MACE filter 
can be expressed as  

-1 + -1 -1h D X(X D X) uMACE =  , (2) 

where the column vector u contains desired correlation peak values of the training 
images and the dxd diagonal matrix D contains the average power spectrum of the 
training images.  

2.3   Optimal Tradeoff Filters 

MACE filters maximize peak sharpness by minimizing correlation energy. However, 
tolerance to noise is not considered. In order to include noise tolerance, optimal trade-
off synthetic discriminant function (OTSDF) filters were introduced [9]. OTSDF 
filters allow a tradeoff among peak sharpness and noise tolerance by minimizing at 
the same time correlation energy and the output variance of correlation peak when the 
input images of the training set are corrupted by noise. The frequency response of the 
OTSDF filter can be expressed as  

-1 + -1 -1h P X(X P X) uOTSDF =  , (3) 
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where P = μD + (1-μ)C, μ ϵ [0,1]. The dxd diagonal matrix D contains the average 
power spectrum of the training images. C is a matrix of covariance obtained from 
noise realizations. The column vector u contains desired correlation peak values of the 
training images. 

3   Nonlinear Filtering 

Traditionally correlation-based filters use a linear correlation operation derived from 
minimization of the mean squared error (MSE). The correlation is computed between 
an input image and a shifted version of the target. On the other hand, minimization of 
the mean absolute error (MAE) leads to a nonlinear operation, called morphological 
correlation, which is computed as a sum of minima. This criterion is more robust 
when the noise has even slight deviations from the Gaussian distribution, and pro-
duces a sharper peak at the origin [10]. Also, local adaptive correlations based on rank 
order operations were proposed to improve recognition in images with non-Gaussian 
noise [11].  Recently, novel non-linear synthetic discriminant function filters (N-SDF) 
were proposed [12]. The filters are designed by applying logical operations among a 
set of training objects. Various objects to be recognized and rejected can be incorpo-
rated in the template synthesis. The morphological correlation is computed between 
the template and a test scene. The correlation is locally normalized to yield a desired 
output value. It was shown that nonlinear filters yield maximum correlation with 
objects utilized in the template synthesis. Besides, filters are robust in images cor-
rupted by non- Gaussian noise. 

3.1   Morphological Correlation  

The proposed filtering is a locally adaptive processing of the signal in a moving win-
dow. The moving window is a spatial neighborhood containing pixels surrounding the 
central window pixel geometrically. The neighborhood is referred to as the W-
neighborhood. The shape of the W-neighborhood is similar to the region of support of 
the target. The size of the neighborhood is referred to as W , and it is approximately 

taken as the size of the target. 
Let {T(k,l)} and  {S(k,l)} be a target image and a test scene respectively, both with 

Q levels of quantization. Here (k,l) are the pixel coordinates. The local nonlinear 
correlation derived from the MAE criterion between a normalized input scene and a 
shifted version of the target at coordinates (k,l) can be defined as  

( ) ( ) ( ) ( ) ( )
,

, , , , , ,
m n W

C k l MIN a k l S m k n l b k l T m n
∈

= + + +⎡ ⎤⎣ ⎦∑  , (4) 

where the sum is taken over the W-neighborhood. a(k,l) and b(k,l) are local normaliz-
ing coefficients, which take into account unknown illumination and bias of the target, 
respectively. The optimal coefficients with respect to the MAE can be estimated by 
minimizing the MSE between the window signal and the target. Their explicit esti-
mates are given by:  
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( )
( ) ( ) ( )

( )( ) ( )( )
,

22

,

, , ,

,
, ,

m n W

m n W

T m n S m k n l W T S k l

a k l
S m k n l W S k l

∈

∈

⋅ + + − ⋅ ⋅
=

+ + − ⋅

∑

∑
 , (5) 

( ) ( ) ( ), , ,b k l T a k l S k l= − ⋅   , (6) 

here T  and ( ),S k l  are the average of the target and local window signal over the  

W-neighborhood at the (k,l)’th window position, respectively.  

3.2   Nonlinear Synthetic Discriminant Function Filters 

According to the threshold decomposition concept [13], a gray-scale image X(k,l) can 
be represented as a sum of binary slices:  

1

1

( , ) ( , )
Q

q

q

X k l X k l
−

=

=∑  , (7) 

where { }( , ), 1,... 1qX k l q Q= −  are binary slices  obtained by decomposition of the 

image with a threshold q as follows: 

1,   ( , )
( , )

0,        
q if X k l q

X k l
otherwise

≥⎧
= ⎨
⎩

 . (8) 

Now, assume that there are N objects from the true class ( ){ }, , 1...iT k l i N=  and M 

objects from the false class ( ){ }, , 1...jP k l j M= . First, binary images are obtained by 

threshold decomposition of the training set. Next we construct the non-linear syn-
thetic discriminant function filter (N-SDF) as logical combinations of the binary im-
ages. The composite filter can be expressed as:  

( ) ( ) ( )
1

1 1 1

, , , , 1... , 1...
Q N M

q q
NSDF i j

q i j

H k l T k l P k l i N j M
−

= = =

⎡ ⎤⎡ ⎤
= = =⎢ ⎥⎢ ⎥

⎣ ⎦ ⎢ ⎥⎣ ⎦
∑ ∩ ∩ ∪  , (9) 

where { }( , ), 1,... 1, 1,...q
iT k l q Q i N= − =  and { }( , ), 1,... 1, 1,...q

jP k l q Q j M= − =  are 

binary slices obtained by threshold decomposition from corresponding training im-
ages of true and false classes respectively. ∪ and ∩ represent the logical union 

and intersection, respectively. The neighborhood W is taken as the region of support 
of the composite filter. Finally, the nonlinear correlation in equation (4) is computed 
among the test image and the composite filter. The result is normalized by u/s. Here u 
is the desired value at the correlation output, and 

( )
,

,NSDF
k l W

s H k l
∈

= ∑   . 
(10) 



 Fingerprint Verification with Non-linear Composite Correlation Filters 95 

It can be shown that the composite correlation yields the value u at output correla-
tion for objects belonging to the true class, while the output correlation peak for the 
false class objects is zero. Known false class images are normalized respect the target 
by using equations (5) and (6), before synthesize the template.  

4   Computer Simulations 

In this section computer simulation results obtained with the proposed filters are pre-
sented. A set of 200 fingerprints was utilized in the experiments. All images are 
115x115 pixels at 256 levels of quantization. The performance of nonlinear filters is 
compared with that of MACE and OTSDF filters. For the OTSDF filter white noise is 
assumed and μ is set to 0.9. Figure 2(a) shows the fingerprint to be recognized (target) 
and figure 2(b) shows an impostor’s fingerprint. Then N-SDF, OTSDF and MACE 
filters were designed with five rotated versions of target (-4, -2, 0 2 and 4 degrees) 
and five known false fingerprints. 

     

   (a)   (b)   (c) 

Fig. 2. (a) Fingerprint to be recognized (target). (b) False fingerprint. (c) An example of target 
corrupted by mixed additive Gaussian and impulsive noise. The mean and standard deviation of 
additive noise are 120 and 30 respectively. The probability of impulsive noise is 0.1. 

As previously mentioned, correlation between filters and the versions of target 
used to synthesize the template are equal to one. Now, correlation was executed be-
tween filters and 194 unknown false fingerprints. Then, the minimum value at which 
all false objects are rejected with all filters was selected as threshold. Such threshold 
was set to 0.8. 

Next, in order to test robustness to noise, correlation among composite filters and 
rotated versions of noisy target was computed. The noise was a mix of additive Gaus-
sian and impulsive (salt and pepper) noise. The mean and standard deviation of addi-
tive noise were 120 and 40, respectively. The probability of impulsive noise was 0.1 
with equal probability of occurrence for negative and positive impulses. Figure 2(c) 
shows an instance of target corrupted by mixed. To guarantee statistically correct 
results, 30 statistical trials of each experiment for different realizations of random 
processes were performed. Figure 3 shows performance of the filters. As can be seen, 
N-SDF filter is able to detect the target in all cases, even when scene is corrupted with 
non-Gaussian noise.  
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Fig. 3. Correlation output of MACE, OTSDF and N-SDF filters for rotated versions of target 
corrupted with mixed additive and impulsive noise  

Table 1. Performance of composite filters in terms of maximum correlation peak when target is 
incomplete  

% Of original image  
MACE 

Correlation peak  
OTSDF 

 
N-SDF 

96 % 1.000 1.000 1.000 
93 % 0.781 0.801 0.997 
90 % 0.681 0.690 0.992 
86 % 0.656 0.662 0.975 
83 % 0.648 0.653 0.945 
80 % 0.633 0.640 0.911 
77 % 0.617 0.628 0.880 
74 % 0.562 0.567 0.847 
71 % 0.550 0.554 0.795 
68 % 0.540 0.542 0.762 

Often, because of fingerprint pressure differences, images are incomplete. For this 
reason we test performance of filters with incomplete fingerprints. First, pixels are 
removed at each edge of target. Then, correlation between designed filters and in-
complete target is computed. Results are presented in table 1. Column 1 is the remain-
ing percentage of original image. Column 2, 3 and 4 are the maximum correlation 
peaks for MACE, OTSDF and N-SDF filters, respectively. Note that correlation  
with N-SDF filter decreases slower than correlation with MACE and OTSDF filters. 
N-SDF yields a correlation value above threshold with less than 75 percent of original 
image.    

5   Conclusions 

In this paper, composite nonlinear filters for fingerprint verification were proposed. 
The filters are designed as a logical combination of given training images. Various 
properties of filters were tested. Their recognition performance and noise robustness 
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were compared with those of conventional linear composite filters. Computer simula-
tions illustrated an improvement in recognition of distorted fingerprints in heavy non-
Gaussian noise situations, when the proposed filters were used. As well, proposed 
filters were capable of recognize even incomplete target. Further simulations can be 
done in order to test extensively non-linear filters. 
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Abstract. The paper presents diagnostics of parenchyma echogenicity

and organ dimensions in thyroid examinations in the case of Hashimoto’s

disease using image processing methods. In the event of discovering focal

changes within the thyroid, a method for their pathology evaluation was

suggested. The detector proposed operates fully automatically; using the

information on the image texture it detects an artery in the image, which

fulfils the role of reference point, and based on it - detects the area of

interest.

1 Introduction

The tissue of regular thyroid features homogeneity and high echogenicity, which
determines follicular structure of the gland [4]. In autoimmunological inflam-
mation the follicles architecture destruction and lymphocytic infiltrations occur,
what is the reason of echogenicity decrease [5]. Till 2000 the change in echogenic-
ity was described as a subjective parameter, which was evaluated based on rough
visual comparison with the surrounding muscular tissue of the neck (most fre-
quently with the sternocleidomastoid muscle) [6], [7]. Now a computer histogram
of grey scale is suggested for quantitative measurement of echogenicity decline
in the thyroid in autoimmunological inflammations [7], [8], [9], [10], [12], [13].
This method excludes the subjective element in echogenicity evaluation, what
has a substantial impact on the value and repeatability of ultrasonographic ex-
amination [11]. The lack of procedure standardisation is a significant drawback
of this method, because individual authors were using various initial settings of
the ultrasonograph, what affects gland’s echogenicity. The control group in this
study consisted of 10 volunteers without clinical symptoms, without a thyroid
disease and illnesses of immunological basis in anamneses, with proper results
of anti-TPO, anti-TG antibodies level and with proper TSH, FT3, FT4 levels
as well as 10 volunteers with Hashimoto’s disease. Thyroid examinations were
performed (in both groups) within a week starting from subjective and objective
examinations up to laboratory investigations. For each patient one image of the
left and one of the right side of the disc was obtained (Fig. 1).
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Fig. 1. Method of thyroid images obtaining and areas of ol1 and op1 arteries, so in

diameter, and also determined based on them, using the described algorithm, areas on

thyroid lobes ol2 and op2 of MoxNo dimensions

In the image presented in Fig. 1, areas ol1, ol2, op1, op2 are marked, which will
be automatically detected using the algorithm presented in this paper. Because
of the image specific nature (Fig. 1), arteries on the left and right side will be
initially detected, denoted as ol1 and op1, so in diameter and then, on their basis,
the areas ol2, op2 on thyroid lobes, of MoxNo size.

From among known methods for texture analysis: statistical approach, struc-
tural method, transformation methods or model-based methods, a hybrid ap-
proach has been suggested, combining two aforementioned methods (statistical-
structural).

2 Statistical-Structural Method

2.1 Image Preprocessing

Image L(m, n) in grey levels, where m - line, n - column, of MxN = 620x400
resolution, is obtained from USG apparatus with a 9 MHz head. Then the fil-
tering operation is carried out using a median filter of mask size MhxNh = 3x3
pixels [1], [2]. In the next stage the illumination unevenness is removed from the

Fig. 2. Input image LM



100 R. Koprowski, Z. Wrobel, and W. Zieleznik

Fig. 3. Result L0 of input image LM opening

Fig. 4. Image LT as normalised LM − L0 difference

image, what results in partial absorption and dispersion of ultrasonic beam by
individual organs (objects).

To this end the operation of morphological opening was carried out (image
created - Lo) with a structural element SE of MSExNSE = 19x19 pixels size.
Image LT with removed background is computed as the difference LM − Lo

normalised to 0 − 1 interval. Image LT created this way is fed to objects -
texture detector input.

2.2 Suggested Detector Description

Image LM is then subject to operations of erosion (Fig. 5), obtaining image
Leα, using structural element SE2 of MSE2 x NSE2 = 3x3k pixels size for
k = 1, 2, , 16, 17. Each resultant image Lk for k = 3, 6, 9, 12, 15, 17 has been
shown in the form of a colour contour in image LM - Fig. 6.

Resultant image Lk=17 has been further used to determine circles by means
of Hough’s transform. Groups of pixels of Lb contour image of circle of radius
r0 = 20, 21, 22, , 89, 90 have been sought. The circles radii interval was assumed
based on anthropometric and anatomic data of arteries cross-sections (Fig. 1).
For example, for image from Fig. 7 the following coordinates of circles centres
location of (m,n) pair and their radius r were obtained: Tab. 1.
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Fig. 5. Block diagram of suggested segmentation algorithm

When analysing results obtained from Table 1 and the location and number
of circles visible in Fig.7, the following problems may be noticed:

- redundancy - too large number of circles found;
- determined circles not comprising the whole area of interest;
- determined circles comprising too large area of interest. These drawbacks

have been eliminated using coefficients wp, wk, wo defined as follows:

wp(i) =

N∑
n=1

M∑
m=1

Lw(m, n)

2πro
(1)

Lw(m, n) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 for
N∑

n=1

M∑
m=1

Lr(m, n) = 1∧

∧
N∑

n=1

M∑
m=1

(Lp(m, n) ⊕ SEp) = 1

0 other

(2)
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Fig. 6. Image LM with colour contours of resultant binary images Lb for 30% threshold

and SE2 at k = 0, 45, 90, and 135o

Fig. 7. Image LM with marked red circles determined using Hough’s transform

wk(i) =

N∑
n=1

M∑
m=1

[Lb(m, n)(Lr(m, n) • SEr)]

N∑
n=1

M∑
m=1

(Lr(m, n) • SEr)
(3)

wo(i) =

N∑
n=1

M∑
m=1

[(Lb(m, n)(Lr(m, n) ⊕ SEo))(1 − Lr(m, n) • SEr)]

N∑
n=1

M∑
m=1

[(Lr(m, n) ⊕ SEo)(1 − Lr(m, n) • SEr)]
(4)

where:
⊕ - Minkowski summation,
• - Minkowski closure,
SEr - mask of MrxNr = (2r0 + 1)x(2r0 + 1) size, and:

Lp(m, n) = xor(Lb(m, n), Lb(m, n) ⊕ SE) (5)
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Individual coefficients fulfil the following role:
wp - is a relative measure of the number of circle points of coordinates (mo, no)

and radius r0 coinciding in the SEp mask size interval with the edge of the
detected area,

wk - is a relative measure of percentage number of image Lb objects points
situated within the analysed circle,

wo - is a relative measure of percentage number of image Lb objects points
situated outside the analysed circle within the radius determined by mask SEo.

For so defined coefficients: wp, wk, wo and having analysed individual variation
in a few dozen USG images, the following values have been arbitrarily set wp >
0.5, wk < 0.2, wo > 0.5. When these assumptions are satisfied (wp > 0.5,
wk < 0.2, wo > 0.5) the number of wrongly recognised circles substantially
declines and only those, which are significant from the diagnostic point of view,
remain (Fig. 8). For example, in Table 1 this condition is fulfilled by the circle
of number Lp = 4 (marked grey).

For 20 analysed patients no wrongly recognised areas have been found, which
contour could be roughly approximated to a circle.

Table 1. Part of the first nine elements of the table of circles centres location coordi-

nates and their radii and weights (sizes are given in pixels)

Lp no mo ro wp wk wo

1 31 262 20 0.82 0.63 0.47

2 37 209 33 0.72 0.18 0.93

3 39 199 24 0.70 0.14 0.65

4 39 202 26 0.66 0.13 0.74

5 40 92 21 0.72 0.29 0.48

6 42 208 32 0.70 0.21 0.88

7 57 63 41 0.64 0.42 0.74

8 58 64 40 0.64 0.41 0.74

9 62 255 46 0.52 0.61 0.47

Fig. 8. Image LM with marked red correct (at satisfied conditions wp > 0.5, wk < 0.2,
wo > 0.5) circles determined using Hough’s transform
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3 Suggested Method’S Use in Hashimoto’s Disease
Diagnostics

The reference analysis areas (arteries on both sides of the trachea - areas ol1 and
op1 - Fig. 1) found, fully automatically, enable acquiring measures, interesting
from diagnostic point of view, of echogenicity changes (relative grey level) in
thyroid lobes limited by areas MoxNo (ol2 and op2). Sizes of areas ol2 and op2,
i.e. MoxNo have been determined based on trials carried out on the test group.
The best results have been obtained for MoxNo � 40x40 pixels [2], [3] (Fig.
1). At anatomically regular artery the size of this area is close to its diameter
MoxNo � soxso and the displacement of centres of areas ol1 and ol2 as well
as op1 and op2 is � 2 ∗ so. The obtained results of the average from differences
in grey level between the areas ol1 and ol2 as well as op1 and op2 (Fig. 1) are
presented in Fig. 9, Fig. 10, Fig. 11 for k = 10 patients from both groups (10
healthy patients and 10 patients with Hashimoto’s disease). Values of differences
olp in averages in areas ol1 and ol2 as well as op1 and op2 and of mean standard
deviation stdol and stdop have been calculated from the relationship:

Δolp ==

No∑
n=1

Mo∑
m=1

ol1(m, n) +
No∑
n=1

Mo∑
m=1

op1(m, n)

2MoNo
− (6)

−

No∑
n=1

Mo∑
m=1

ol2(m, n) +
No∑

n=1

Mo∑
m=1

op2(m, n)

2MoNo
(7)

stdol =

√√√√√
No∑

n=1

Mo∑
m=1

(
ol2(m, n) − 1

MoNo

No∑
n=1

Mo∑
m=1

ol2(m, n)
)

MoNo − 1
(8)

stdolp = max (stdol, stdop) (9)

Fig. 9. Average difference between areas ol1 vs. ol2 and op1 vs. op2 for k = 10 healthy

patients
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Fig. 10. Average difference between areas ol1 vs. ol2 and op1 vs. op2 for k = 10 patients

with Hashimoto’s disease

Fig. 11. Distribution on x axis of differences in grey level and their standard deviation

of the average for healthy patients −0.14 ± 0.15 and for patients with Hashimoto’s

disease −0.42± 0.15

The obtained results are shown in Fig. 9 and Fig. 10.
As it results from the results presented above, in the case of inflammation in

Hashimoto disease average values of grey level difference fall within the range
(Δolp±stdolp)−0.42±0.15 for patients with Hashimoto’s disease and −0.14±0.15
for healthy patients - Fig. 11. The area of uncertainty (red colour) visible in Fig.
11, covering the range from −0.14−0.15 = −0.29 to −0.42+0.15 = −0.27 of the
difference in pixels brightness average value is the subject of further research.

4 Summary

The algorithm presented in the paper enables fully automatic determination of
interest areas ol1 and op1 and based on them ol2 and op2 enabling computation
of grey level average values and other necessary statistics. In the analysis and
comparison of healthy patients with patients with Hashimoto’s disease it turned
out that the difference in average grey levels between ol1 and op1 and ol2 and
op2, respectively, is characteristic. In addition, it has been shown that the range
of grey levels amounts to 0.42 ± 0.15 for patients with Hashimoto’s disease and
−0.14 ± 0.15 for healthy patients. The algorithm presented is a fundamental
algorithm for automatic finding of arteries in USG images and may be success-
fully used for other automatic computations of areas correlated by morphometric
and/or anthropometric dimensions.
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Abstract. Several pathologies are detected by counting different types of 
leukocytes indigital microscopic images. However, manipulation of these 
images, i.e. storage and/or transmission, can be complicated by the large sizes 
of the files containing them. In order to tackle this particular situation, lossy 
compression codecssuch as JPEG2000 have been employed while preserving 
the overall perceived image quality. In this paper a strategy based on objective 
quality metrics and performance of segmentation algorithms is proposed for the 
estimation of the maximal allowable compression rate (CR) where deterioration 
introduced in the images by the JPEG 2000 codec does not affect identification 
of white blood cells. Results indicate that the estimated value lays around CR = 
142:1as measured by the metrics employed. 

Keywords: JPEG 2000, microscopic images, leukocytes, compression, 
segmentation. 

1   Introduction 

Several pathologies such as acquired immunodeficiency syndrome,cancers, or chronic 
infections,are detected nowadays as a specialistobserves and extracts information 
from images containingwhite blood cells,also called leukocytes.Traditionally the 
expert select an area of interest in a peripheral blood or bone marrow slide, and by 
using a microscope, detectsdifferent types of leukocytes, increasing the counts for 
each one, providing important information to doctors in the diagnosis of such 
diseases. 

Microscope-based biomedical imaging technique is characterized by large file 
sizes due to the bit depths employed and the high resolution properties of the digital 
acquisition devices. Some issues might arise when manipulating these images, i.e. 
during storage of everyday image production and/or transmission through digital 
communication networks [1], [2]. The amount of such images obtained in everyday 
practice, depending on the type of studies required for every particular detection task, 
can be enormous. 
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Fig. 2. Leukocytes. Left to right: lymphocyte, monocyte, neutrophil, basophil, eosinophil 

Leukocytes classification is characterized by the observation, detection and 
classification of details or singularities within those images. A specialized observer 
extracts features such as shape, texture and color from them in order to classify the 
cells according to the types mentioned above. The lossycompression of such images 
might introduce distortions that directly affect the way in which those details are 
perceived as CR increases. Their preservation is crucial for assuring correct 
classification of leukocytes. 

2.2   Compression with JPEG 2000 Codec 

The implementation of JPEG2000 known as JasPer[9]was employed.Each entire 
image (as in Fig. 1 A) was compressed in a wide range of CR values from 33:1, where 
images show little degradation in quality, up to 1000:1, where image quality is highly 
degraded, the deterioration observed in the images is significant, cells loose important 
information such as edge definition, and contrast is also affected.Using a compression 
factor (CF=1/CR) step of 0.001, a set of 30 compressed images (CF from 0.001 to 
0.030) was produced. Later on, the ROIs were extracted from the uncompressed and 
every reconstructed image. 

The CR is calculated as the necessary memory space (in bytes) for allocating 
uncompressed image divided by the number of bytes necessary for allocating the 
same image in its compressed format. 

2.3   Quantitative Measures 

Traditionally, the overall estimation of image quality has been carried out with the 
calculation of several objective uni-variate and bi-variate metrics, altogether with 
subjective criteria involving human observers. Their reliability in different situations 
and image types has been also widely investigated by many authors [1], [2], [10].  

For our particular research the following bi-variate measures are chosen: 
- The Peak Signal-Noise Ratio (PSNR):considering X(i,j)as the uncompressed image 
and Y(i,j)the restored one, PSNRis defined as: 

10 · log  , (1) 

whereMAXp=2B-1,B is the image bitdepth and MSE(mean square error) is defined as: 
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· ∑ ∑ , ,  , (2) 

wherem and n are the number of rows and columns in the image, respectively. 
- The spectral distance (SD):a measure of distance between uncompressed and 
reconstructed Fourier domainimages given by: 

· ∑ ∑ | , | | , | , (3) 

where , and , are the imaginary parts ofFourier transforms of uncompressed 
and restored images, respectively.  
- The gain in Contrast to Noise ratio(gCNR) is defined as:  10 · log , (4) 

whereCNRX and CNRY are the contrast-to-noise ratios in the uncompressed and 

reconstructed images respectively calculated as  ⁄ , with  and 

 being the mean values of intensity from two different regionsin image i and  the 

standard deviation of noise in same image. 

- The structural similarity index (MSSIM):a powerful measure proposed by Wang et 
al. [10] was also employed. It can be calculated as: , ∑ , , , (5) 

whereMis the number of image blocks xiand yiof uncompressed and reconstructed 
image respectively and SSIM calculated as: , , (6) 

where and are the luminance values, and the contrast estimation values for 
uncompressed and reconstructed image respectively and ∑

. The constants C1 and C2are placed to avoid instability:Ci=(KiL)2 where 
L= 255, for 8bpp images and Ki<< 1. 

All bi-variate calculations are made between the uncompressed image and every 
reconstructed image after being compressed at each CR value in the interval studied.  

2.4   The Segmentation Algorithms 

Typically, leukocytes identification is based on visual inspection of individual images 
of wider Field Of View than the size of individual cells and containing other 
structures as well as noise and/or artifacts. The approach of having experts dedicated 
to this task is time consuming, exhausting and prone to human error, requiring 
frequent repetitions to validate results [11].These situations, altogether with the great 
amount of images necessary to achieve a diagnosis, encourage scientists to develop 
segmentation algorithms as an early step for automated classification. 
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Fig. 3. Images (A-D) in first column are green component sections containing leukocytes 
extracted from bigger images as in Fig. 1 section A. Second column (GA - GD) contains the 
manually extracted Ground Truths for these sections, while columns three and four contains the 
segmentation results at CR=33:1 (SA1- SD1) and CR=1000:1 (SA2 – SD2). 

These algorithms are conceived to analyze the images acting as secondary readers 
where they reanalyze the image after the initial diagnose by the physician. They are 
also designed to objectively quantify features in a robust, reliable and reproducible 
manner. 

In the present paper, to assess the CR three automatic segmentation algorithms are 
tested over a set of leukocytes images, each one compressed at 30 different CR values 
within the interval 33:1 to 1000:1, i.e. Otsu’s method [12], Active Contours 
(AC)method [13, 14] and the Mixture of Gaussians (MoG) method [15]. For assessing 
the segmentation results, of each of the proposed methods, applied at specific CR, 
theHausdorff distance [16], between Ground Truths (GTs) and segmentation results 
have been estimated.GTswere selected in each ROI at initial state, i.e. without 
compression. Fig. 3 shows some of the ROIs from the test images set, their GTs and 
segmentation results at minimum and maximum CR. 

4   Results 

Fig. 4 shows four rate-distortion curves for the four different quality metrics 
calculated over the ROIs within the CR interval investigated and averaged over the 15 
images in the test set. From the graph, it is observed that metrics such as PSNR and 
gCNR show a stronger dependency with CR variation while SD and MSSIM show less 
dependence with CR. 

A nick point is observed in the curves near CR=142:1 (CF=0.007). For CR values 
bigger that this, image quality is severely distorted. At this point PSNR is around 91  
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Fig. 4. The objective metrics are shown in a percent scale. Metrics such as PSNR and gCNR 
show a stronger dependency with variation in CR while metrics such as SD and MSSIM show 
less dependence with CR. The nick point in the curves at CR = 142:1 suggests a lower CR 
bound. For CRs bigger that this, image quality is severely distorted.  

 

Fig. 5. Normalized Hausdorff distance for the three segmentation algorithms tested. Dotted line 
indicates the estimates lower bound in correspondence with previous results from objective 
quality metrics   
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dB, gCNRis around20dB, SD is 1.19 units and MSSIM is 0.98. At this CR, file size is 
reduced from 9 MB to approximately 65 KB. 

Fig. 5 shows the normalized Hausdorff distances for the three segmentation 
algorithms tested. Although in this graph the three methods show similar behavior as 
quality metrics, Otsu’s method had the best performance in our experiment with lower 
Hausdorff distance (HD) to the GT (at CR=33:1, HDOtsu = 4.5, HDMoG = 8.2, and 
HDAC = 10.1 Hausdorff distance units). The Hausdorff distance for CRs below 142:1 
has a standard deviation below 5% of the Hausdorff distance for the maximum CR 
tested. 

5   Conclusions 

The analysis with objective metrics suggestedan interval of CR values from 33:1 up to 
142:1 where is safe to use JPEG 2000. This initial and partial result is later confirmed 
by the automatic segmentation algorithms tested which agrees in the upper most CR 
value of 142:1.   

Both, metrics for evaluating objective quality distortions and the performance of 
segmentation algorithms, are considered representative for estimating quality 
degradation caused by the lossy codec.  

The result presented are preliminary and lack of subjective experience in 
interpreting this type of images. A more complex investigation including subjective 
evaluation should be carried out in order to precise the bounds for lossy compression. 
Nevertheless, a CR limit of 142:1 was estimated through both metric types as a limit 
for using JPEG 2000 compression in leukocytes identification tasks. 
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Abstract. This paper describes the use of polarisation information for surface
segmentation based on material characteristics. We work with both polarised and
unpolarised light, and hence domains where the polarisation is either specular
or diffuse. We commence by using moments to estimate the components of the
polarisation image (mean-intensity, polarisation degree and phase) from images
obtained through multiple polariser orientations. From the Fresnel theory, the
phase of light remitted from a surface is equal to the azimuth angle of the re-
mitted direction, and for materials with restricted ranges of refractive index the
polarisation degree determines the zenith angle. Based on this observation, we
parameterise the angular distribution of the mean intensity for remitted light us-
ing spherical harmonics. We explore how vectors of spherical harmonics can be
used to characterise varying surface reflectance distributions, and segment a scene
into different material patches using Mahalanobis distances and normalized graph
cuts.

1 Introduction

The polarisation of light is used by some animals (e.g. mantis shrimp) to augment the
information contained in the visible spectrum. Although humans are insensitive to po-
larisation, it is a useful addition to colour and intensity information for computer vision
applications [16]. Polarisation imaging has been used to develop a variety of techniques
in computer vision, including surface quality inspection [15],[8],[10], shape recovery
[1],[2],[9],[11] and material characterisation [17],[7]. Polarisation can also be used to
infer information concerning the reflectance properties of surfaces. For instance, Atkin-
son and Hancock have shown in [3] how diffuse polarisation can be used to estimate the
birectional reflectance function. However, their method is computationally demanding,
using simulated annealing to estimate the BRDF. In this paper we take a simpler view
of the problem. For fixed light source direction and approximately planar samples, pro-
vided that the range of refractive indices for different materials in a scene is limited,
the polaristion image allows the angular distribution of reflected or remitted light to be
estimated.

Here we exploit this property and parameterise the distribution using spherical har-
monics. Vectors of harmonic coefficients are then used to characterise the reflectance
distribution on a pixel-by-pixel basis. We can then segment a scene into regions of dif-
ferent reflectance properties using the coefficient vectors. Here we compute the differ-
ence in reflectance characteristics using the Mahalanobis distance between coefficient
vectors and then use normalised cuts [14] to segment the scene into regions of different
material composition.

J.A. Carrasco-Ochoa et al. (Eds.): MCPR 2010, LNCS 6256, pp. 115–124, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The Fresnel theory of light (see [6],[4]) is a quantitative description of reflection and
refraction at a smooth boundary between two media. The analysis is relatively straight-
forward for dielectrics, but the situation is less tractable for metals due to the induction
of surface currents by the time varying electromagnetic field of light. In dielectrics, po-
larisation in remitted light may arise in two different ways. Specular polarisation arises
when polarised incident light is reflected from the object surface in the specular direc-
tion. In the case of diffuse polarisation, initially unpolarised light is refracted into the
surface and the remitted light acquires a spontaneous polarisation due to refraction at
the surface.

In both cases the zenith angle of the reflected or remitted light is determined by the
degree of polarisation and the azimuth angle determines the polarisation phase angle.

2 Polarisation Image

When scattered light is measured through a linear polarising filter, the intensity changes
as a sinusoidal function of the polariser angle αp and the transmitted radiance sinusoid
(TRS) is given by

I(αp) =
(Imax + Imin)

2
+

(Imax − Imin)
2

cos(2αp − 2φ) (1)

where Imax is the maximum brightness, Imin the minimum brightness and φ the phase
angle. It is more convenient to write the above formula in terms of the mean-intensity

Î =
1
2
(Imax + Imin) (2)

and the degree of polarisation ρ, giving

I(αp) = Î(1 + ρ cos(2αp − 2φ)) (3)

Suppose that we take N equally spaced polarisation images, so that the polariser angle
index is p = 1, 2, ..., N . Let

xp = (I(αp) − Î)/Î, (4)

x̂ =
1
N

N∑

p=1

xp (5)

and

σ2 =
1
N

N∑

p=1

(xp − x̂)2 (6)

The moments estimators of the three components of the polarisation image are the mean
intensity

Î =
1
N

N∑

p=1

I(αp) (7)
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the polarisation degree
ρ =

√
2/πσ (8)

and the phase angle

φ =
1
2

cos−1(〈x̂ cos(2α)〉/πρ) (9)

We use a moment-based method along with least squares fitting to estimate the de-
gree and phase of polarisation in the scattered light. To improve the robustness of our
calculation, observations with large deviations (more than 25% of the TRS amplitude)
are not used in the estimation.

From the Fresnel theory it is straightforward to show that the azimuth angle for
reflected polarised light or remitted diffusely polarised light is equal to the phase angle
φ [17]. The zenith angle θ depends on whether the polarisation is specular or diffuse.
For diffuse polarisation, the polarisation degree is given by

ρd =
(n − 1/n)2 sin2 θ

2−2n2−(n+1/n)2 sin2 θ+4 cosθ
√

n2−sin2 θ
(10)

while the degree of specular polarisation ρd is given as:

ρs =
2 sin2 θ cos θ

√
n2 − sin2 θ

n2 − sin2 θ − n2 sin2 θ + 2 sin4 θ
(11)

where n is the refractive index.
Here we aim to use (1) through (11) to analyse the distribution of relectance from

approximately planar samples of different material. Provided we know whether we are
measuring the specular polarisation of reflected polarised light, or the diffuse polari-
sation of remitted initially unpolarised light, then θ and φ are the zenith and azimuth
angles of light with respect to the surface normal. To do this we assume the range of
refractive index is small, and can be treated as a constant. In our experiments we work
with the value n = 1.45, which is typical of a wide range of dielectrics.

3 Reflectance Distributions

The observation underpinning this paper is that under the restrictions of local surface
planarity and slowly varying refractive index, the polarisation image allows us to mea-
sure the distribution of mean intensity Î with the zenith and azimuth angle of remitted
light, θ and φ. To provide some illustrative motivation, Fig.1 shows a scatter plot of the
intensity versus the degree of polarisation and surface azimuth angle for real and plastic
leaves. The leaves are approximately planar, and the angle of incidence is approximately
15 degrees. Here we work with initially unpolarised light and use the formula for diffuse
reflectance in (10) to estimate the zenith angle from the measured polarisation. There
are a number of features to note from the plot. First, the distributions are quite different
for the two materials. We attribute this to the fact that natural leaves have a layered
sub-surface structure, which affects distribution of remitted light through subsurface re-
fraction according to Snell’s law. Artifical leaves do not exhibit such structure. Second,
when the refractive index is changed within the known range for dielectrics, there is
a small shift in the plots at all zenith angles. Since the shift is uniform, the effect of
approximating refractive index in the feature calculations can be neglected.
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(a) Scatter plots for plastic leaves

(b) Scatter plots for real leaves

Fig. 1. Scatter plots: The variations in pixel intensity plotted against ρ and φ

3.1 Calculating Spherical Harmonic Features

Our idea is to parameterise the distribution of mean intensity as function of the azimuth
and zenith angles. The polarisation image consists of a set of triples

P = {(Îi, ρi, φi), i = 1, ..., M}

from which we compute the set

D = {(Îi, θi, φi), i = 1, ..., M}

using the expression for diffuse polarisation in terms of zenith angle in (10). The dis-
tribution of mean image intensity at each pixel is expressed as a function of azimuth
and zenith angles. Any such spherically symmetric function f(θ, φ) can then be ex-
pressed as a weighted sum of the orthonormal basis functions Y m

l (called the spherical
harmonics of degree l and order m) as follows:

f(θ, φ) =
∞∑

l=1

l∑

m=−l

al,mY m
l (θ, φ), a ∈ R (12)

where Y m
l (θ, φ) is a function of the associated Legendre polynomials Pm

l (z) with z =
cos θ, given by

Y m
l (θ, φ) =

√
2l + 1

4π

(l − m)!
(l + m)!

Pm
l (cos θ)eimφ. (13)
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Using the orthonormality properties of the spherical harmonics, the coefficients are
given by

al,m =
∫ 2π

0

∫ π

0

f(θ, φ)Y m
l (θ, φ) sin θ dθ dφ (14)

From (14), we obtain the following moments estimators of the spherical harmonic co-
efficients of the mean-intensity distribution.

al,m =
1
M

M∑

i=1

ÎiY
m
l (θi, φi) (15)

In practice we estimate the set of coefficients over non-overlapping 10x10 blocks of
pixels, and truncate the spherical harmonic expansion at l = 8 with m varying from −l
to l. As a result the mean intensity distribution is each pixel block is parameterised by
an 81 element vector of spherical harmonic coefficients

A = [a0,0, a1,−1, a1,0, a1,1, ..., a8,8]T .

Estimation of harmonic functions in previous literature includes residual fitting ap-
proaches by [13] and [5] and spherical FFT by [12]. We use a MATLAB function to
compute the Legendre polynomials and a moments based approach to estimate the co-
efficients al,m. We divide the image into windows and calculate the average coefficients
over each window. The window size is chosen to ensure that the instensity function is a
reasonable representation of shape while taking care to not over-smooth the features.

3.2 Distribution of Information in the Feature Vector

We aim to use the coefficient vectors for both segmenting and classifying regions in
scenes. To this end we commence by computing the variance matrix over blocks of the
image. If the image blocks are indexed by k = 1, ..., L and the k-th block has coefficient
Ak, then the mean coefficient vector is

Â =
1
L

L∑

k=1

Ak (16)

and the covariance matrix is

ΣA =
1
L

L∑

k=1

(Ak − Â)(Ak − Â)T (17)

The Mahalanobis distance between the coefficient vectors for the blocks indexed k1 and
k2 is

Dk1,k2 = (Ak1 − Ak2)
T Σ−1

A (Ak1 − Ak2) (18)

From the Mahalanobis distance we compute the L × L block affinity matrix S with
elements

S(k1, k2) = exp[−RDk1,k2 ] (19)

where R is a constant. We segment the polarisation image into regions by recursively
applying Shi and Malik’s [14] algorithm to the affinity matrix.
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4 Experiments

The images are recorded in a darkened room with matte black walls and working sur-
faces. The studied objects and the camera are positioned on the same axis and a halogen
light source (visible spectrum) is positioned at approximately 15 degrees from the view-
ing axis, to reduce specular reflection. Linear polarising filters are placed in front of the
source and the camera. The camera polaroid is rotated through 180 degrees and images
are captured with fixed aperture size and exposure time.

Objects studied include fruits, vegetables, natural leaves and plastic leaves. Wolff
[16] suggests taking images at polariser orientations 0, 45 and 90, while Atkinson and
Hancock [1] use 10 degree intervals of polariser orientations. We choose to record im-
ages at 30 degree intervals as a compromise between data collection time and resilience
to noise. However with the availability of liquid polarisation cameras data collection
time is now a trivial issue.

The polarisation degree captures edges and fine surface texture in unpolarised light
and coarse features in polarised light. The polarisation phase captures more surface
detail in unpolarised than in polarised light as demonstrated in Fig.2 for a mixed scene
of artificial and natural leaves.

(a) Test scene

(b) Î , ρ and φ in unpolarised light

(c) Î , ρ and φ in polarised light

Fig. 2. Polarisation image: Grayscale images represent the values of (L-R) mean intensity Î,
degree of polarisation ρ and polarisation phase φ computed for the scene in (a), using images
captured in (b) unpolarised incident light and (c) polarised incident light
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We have performed PCA on the coefficient vector covariance matrix ΣA. The results
are shown in Fig.3 which shows the first four principal components which accout for
95% of the variance. These four components are used to compute a block-by-block fea-
ture vector. The features emphasize the vascular structure of real leaves and are weaker
in polarised light because the spontaneous polarisation of light on multiple scattering
within the real leaf is harder to detect in strongly polarised light.

(a) Feature images in unpolarised light

(b) Feature images in polarised light

Fig. 3. Feature images (L-R): The first four features for Fig.2(a) calculated from pca-mapped
spherical harmonics coefficients

The results of segmenting the scene in Fig.2(a) using normalized graph cuts algo-
rithm from [14] are shown in Fig.4. These results were obtained with 81 features from
spherical harmonic coefficients up to degree 8 on a 660x720 image. The affinity matrix
was computed using the Mahalanobis distances between the feature vectors in blocks
of 10x10 pixels. Specularities cause some difficulty in correct segmentation when us-
ing polarised light. Segmentation is better in unpolarised light even in the presence
of specularities due to stronger spontaneous polarisation degree and therefore stronger
discrimination in coefficient features. The results shown represent a sample of the seg-
mentation results obtained using the proposed method.

The method was also used to successfully segment images taken in natural sunlight.
It is well known that light from the sun gets strongly polarised due to scattering by air
molecules in the atmosphere. Thus direct sunlight is polarised light. However reflection
from object surfaces tends to spontaneously depolarise light. Thus in outdoor settings,
images taken in direct and diffuse light can be considered to be under polarised and un-
polarised states of incident light. Figure 5(a) contains a section of plastic leaves imaged
among the branches of shrub in diffuse sunlight and 5(c) captures camouflage in the
midst of a hedge in direct sunlight.

The outdoor scene in Figure 5(a) consists of an image 336×384 pixels in size and
is divided into blocks of size 24×24 for spherical harmonic coefficient calculation.
The harmonic expansion is truncated at order 30. Out of 112 blocks, 66 are classified
correctly and 16 blocks contain both materials, giving a segmentation accuracy of 71%.
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(a) Segmentation in unpolarised light

(b) Segmentation in polarised light

Fig. 4. Segmentation: The image in Fig.2(a) is segmented using normalized cuts into (L-R) back-
ground, natural leaves and plastic leaves

(a) Input image (b) Segmentation: Natural and artificial leaves

(c) Input Image (d) Segmentation: Camouflage and natural leaves

Fig. 5. Outdoor scenes : Imaged scenes include (a) real and plastic leaves in diffused sunlight (c)
natural leaves and camouflage in direct sunlight. (b) and (d) show the segmentation results using
the proposed method.

For the 370×420 image in Figure 5(c), a block size of 66×66 for feature generation
produced the best segmentation performance. Out of 28 blocks, 2 blocks are classified
incorrectly, and 3 blocks contain sections of both materials. Assuming that all blocks
containing more than one material are incorrectly classified gives an accuracy of 82%
while a more optimistic estimation gives an accuracy of 93%.

Segmentation results were tested for different values of window size and orders of
expansion. The window size that produces optimal segmentation is found to vary from
scene to scene. It is noted that for the window size that produces optimal segmentation,
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(a) True image

(b) Expansion at l=20 (c) Expansion at l=12 (d) Expansion at l=4

Fig. 6. Histograms: (a) shows an image histogram and (b) to (d) show histograms of reconstructed
pixel intensities with exapnsions upto l = 20, 12 and 4

spherical harmonic expansion truncated at order 12 gives the desired segments and the
results are stable over multiple runs. Adding higher order terms to the feature vector
does not improve performance noticeably. This implies that most of the key feature in-
formation is contained in low order harmonics, up to order 12. For other window sizes
however the normalized cuts seem to produce unpredictable results. Further investiga-
tion to analyze the factors that affect the accuracy of segmentation presents a topic for
further research in this method.

The accuracy of our intensity function can be checked by reconstructing the inten-
sity at each pixel as a spherical harmonic expansion using (12). The histograms in
Fig.fig:histo compare the original histogram (a) with reconstructions (b) - (d) using co-
efficients of degree 20, 12 and 4, for a patch of the scene in Fig.2(a). The reconstruction
error shows a drop with increase in degree of expansion, as expected. The resolution of
reconstruction however is limited by the choice of window size in coefficient calcua-
tion. The reconstructed images show a smoothing effect attributed to the truncation of
spherical harmonic expansion and the windowing in calculation of coefficients.

References

1. Atkinson, G., Hancock, E.R.: Recovery of surface orientation from diffuse polarization.
IEEE Transactions on image Processing 15(6), 1653–1664 (2006)

2. Atkinson, G., Hancock, E.R.: Polarization-based surface reconstruction via patch matching.
Computer Analysis of Images and Patterns, 466–473 (2007)

3. Atkinson, G., Hancock, E.R.: Two-dimensional brdf estimation from polarisation. Computer
Vision and Image Understanding 111(2), 126–141 (2008)

4. Born, M., Wolf, E.: Principles of Optics, 7th (expanded) edn. Cambridge University Press,
Cambridge (1999)

5. Chung, M.K., Dalton, K.M., Davidson, R.J.: Tensor-based cortical surface morphometry via
weighted spherical harmonic representation. IEEE Transactions on Medical Imaging 27(8),
1143–1151 (2008)

6. Hecht, E.: Optics, 4th edn. Addison-Wesley, Reading (2002)
7. Jones, B.F., Fairney, P.T.: Recognition of shiny dielectric objects by analyzing the polariza-

tion of reflected light. Image and Vision Computing Journal 7 (1989)



124 N. Subramaniam and E. Hancock

8. Meriaudeau, F., Ferraton, M., Stolz, C., Morel, O., Bigué, L.: Polarization imaging for in-
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Abstract. During the video and fixed image acquisition procedure of an 
automatic iris recognition system, it is essential to acquire focused iris images. 
If defocus iris images are acquired, the performance of the iris recognition is 
degraded, because iris images don’t have enough feature information. Therefore 
it’s important to adopt the image quality evaluation method before the image 
processing. In this paper, it is analyzed and compared four representative 
quality assessment methods on the MBGC iris database. Through methods, it 
can fast grade the images and pick out the high quality iris images from the 
video sequence captured by real-time iris recognition camera. The experimental 
results of the four methods according to the receiver operating characteristic 
(ROC) curve are shown. Then the optimal method of quality evaluation that 
allows better performance in an automatic iris recognition system is founded. 
This paper also presents an analysis in terms of computation speed of the four 
methods. 

Keywords: Convolution kernel, defocus, iris, quality, video. 

1   Introduction 

Nowadays, the development of better image quality metrics is an active area of 
research. The image quality plays a crucial role in the pattern matching system, 
particularly in automated biometric systems, like iris recognition where performance 
is based upon matching fine texture information in the annular region between the 
pupil and the sclera. Some studies report that using a high quality image affects 
recognition accuracy and can improve system performance [1]. Then, it is necessary 
to select a suitable image with high quality from an input sequence before all sequent 
operations. Otherwise, it can have a negative impact on segmentation algorithms and 
may be difficult to normalize and match, increasing the error probability [2], [3]. For 
example, in a capturing iris images system the subject to recognize usually moves his 
head in different ways gives rise to non-ideal images (with occlusion, off-angle, 
motion-blur and defocus) for recognition. A sample set of all these problems in 
images are shown in figure 1. As noted, choosing an appropriate image with quality 
seems a challenge. 
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2.1   Convolution Kernels 

In order to obtain the high frequency power of the image, a proper high-pass 
convolution kernel is really important. In this section, it will give a brief description 
of convolution kernels presented in literature to determine the defocus degree in eye-
iris images.                  

2.1.1   Daugman’s Convolution Kernel  
In his pioneering work [8], Daugman proved that the defocus primarily attenuates 
high spatial frequencies. Due to this relationship he improved the convolution 
operation in real-time, id est., to reduce the computational complexity of the Fourier 
transform proposed a high pass 8×8 convolution kernel to extract the high frequency 
of an image. The convolution kernel and his spectrum response are shown in figure 2. 
The weights consists of two square box functions, one of size 8x8 with amplitude -1, 
and the other one of size 4x4 and amplitude of +4. 
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a) b) 

Fig. 2. a) The 8x8 Convolution kernel proposed by Daugman [8] b) The frequency response 
(Fourier Spectrum)   

2.1.2   The Convolution Kernel of Wei et al. 
Wei et al. [9] also suggest a convolution kernel, with a similar shape as Daugman’s 
for detecting defocused on still and segmented images. Additionally, they detect other 
problems presented in iris images; motion blur and occlusion. Each problem has its 
own peculiarity, so, the three features are used to classify them using SVM (Support 
Vector Machine) that is a machine learning algorithm method used for classification 
[11]. The total quality of an image according with their method is a vector Q (q1, q2, 
q3), where the values represent the levels from defocus, motion blur and occlusion 
respectively. 

To determine the defocus degree they proposed a 5×5 convolution kernel as shown 
in figure 3. Compared with Daugman’s 8×8 convolution kernel is also a lower 
frequencies filter but computationally less demanding. The operator is formed by 
three box functions, one of size 5x5 with amplitude -1, one of size 3x3 with amplitude 
+3, and the last one of size 1x1 with amplitude -2.  
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Fig. 3. a) The 5x5 Convolution kernel proposed by Wei et al. b) The frequency response 
(Fourier Spectrum)  

2.1.3   Laplacian of Gaussian Convolution Kernel   
J. Wang et al. [10] propose a convolution kernel operator is based on a Laplacian of 
Gaussian function (LoG). The Laplacian give a 2-D isotropic measure of the second 
spatial derivative of an image, in the image highlights regions represent the rapid 
intensity change and is used for edge detection.  The Gaussian smooth filter is applied 
first to the image; the purpose is to reduce the noise sensibility of the second 
derivative. They calls filter Laplacian of Gaussian filter. The combined filter function 
is centered on zero and with Gaussian standard deviation  has the form given by the 
equation: , 1 1 2  (1) 

 
Since the image is represented as a set of discrete pixels, they sought a discrete 
convolution kernel that can approximate the Laplacian operator. Set different values 
of the Gaussian, finally they used  1.4, this process results in a LoG operator as 
shown in figure 4. 
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Fig. 4. a) The 9x9 Convolution kernel based in Laplacian and Gaussian filter b) The frequency 
response (Fourier Spectrum) 
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2.1.4   The Convolution Kernel of Kang and Park 
Kang & Park [11] propose 5x5 pixels sized convolution kernel as shown in figure 5. It 
consists of three square box functions, one of size 5x5 with amplitude -1, one of size 
3x3 and amplitude +5, and other of size 1x1 and amplitude -5.  

However, they argue that their 5x5 pixels convolution kernel contains more high 
frequency bands than the 8x8 pixels convolution kernel proposed by Daugman [8]. 
From that, theoretically the operator can detect much better the high frequency of iris 
texture, using less processing time due to the short sized kernel.  

-1 -1 -1 -1 -1 
-1 -1 4 -1 -1 
-1 4 4 4 -1 
-1 -1 4 -1 -1 
-1 -1 -1 -1 -1 

 

 
a) b) 

Fig. 5. a) The 5x5 Convolution kernel proposed by Kang & Park for defocus measure b) The 
frequency response (Fourier Spectrum)  

3   Experimental Results 

3.1   The Iris Video Dataset 

There are many iris databases such as the CASIA, UBIRIS and NIST ICE etc [15-17], 
but they do not include many motion blurred and optical defocus iris images. For the 
purpose of validating the effectiveness and compare the performance of the kernels in 
this work, it is produced a database with 4432 images for testing. The images were 
extracted from 100 different videos from the MBGC (Multiple Biometrics Grand 
Challenge) database. 

The MBGC dataset used for this experiment was collected by The Computer 
Vision Research Lab at the University of Notre Dame and provided for the (MBGC) 
evaluation [13]. Actually this dataset has been distributed to over 100 research groups 
around the world. All videos were acquired using an LG2200 EOU iris capture 
system [14]. The camera uses near-infrared illumination of the eye. During 
acquisition, the eye is illuminated by one of three infrared LEDs: one above the lens, 
one to the left, and one to the right. The iris video sequences were digitized from the 
NTSC (National Television System Committee) video signal from the sensor. The 
signal produced was digitized by a DayStar XLR8 USB video digitizer attached to a 
Macintosh host system and stored in MPEG-4 format with a high bit rate allowance 
thus yielding with lossless encoding. The size for each frame in the video has 480 
rows and 640 columns in 8 bits-grayscale space (intensity values between 0 to 255).  
Our dataset (4432 images ) contains 2077 clear images (positive samples) and 2355 
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defocused images (negative samples). The entire collection of images was passed 
through the selection subjective process (based on human perception of quality). In 
images where we had uncertainty about whether it was a clear image or a defocus 
one, verification tests were implemented. Thus, the negative samples come from those 
images that cannot be segmented by Libor Masek recognition algorithm [18]. 

3.2   Best Iris Image Selection  

For the testing process, it is computed the energy of every image from our iris 
database. The Receiver Operating Characteristic (ROC, also known as a Relative 
Operating Characteristic) curves was used to obtain the optimal threshold decision, we 
compared the difference between the two curves generated by energy values; one curve 
is generated by tests with defocused images and other curve by tests with focus images.   

When it is considered the results of a particular test in two classes, it will rarely 
observe a perfect separation between the two groups. Indeed, the distribution of the 
test results will overlap. For every possible threshold point or criterion value you 
select to discriminate between the two classes. If an accepted/positive image (focus 
image) is a defocus image, it is called a false accept. The percentage of false accepts 
is called false accept rate (FAR). If a rejected image (defocus image) is a focus image, 
it is called a false reject. The percentage of false reject is called false reject rate 
(FRR).   

� �
a) b)�

� �
c)  d)�

Fig. 6. ROC curves generated from the evaluated convolution kernels a) Daugman b) Wei et al 
c) LoG d) Kang & Park 
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In a ROC curve the true positive rate (Sensitivity) is plotted in function of the false 
positive rate (Specificity) for different cut-off points. Each point on the ROC plot 
represents a sensitivity/specificity pair corresponding to a particular decision 
threshold. Figure 6 not only indicates the performance of different methods but also 
provides information of how much the performance of a given method can vary. That 
is, the ROC curve is directly related to these two distance distributions.  Therefore it 
is set the threshold for distinguishing the two kinds of images. By the threshold good 
quality images in the testing dataset passed the evaluation, and the poor quality 
images were rejected. The False Acceptance Rate (FAR) and False Rejection Rate 
(FRR) of all kernels are shown in the table 1.  

Table 1. The table shows the parameters of the curves generated by experiments and the 
optimal thresholds desicion for each kernel 

Kernel 
Clear iris images Defocus iris images Optimal 

Decision 
threshold 

FAR 
(%) 

FRR 
(%) Mean 

Standard 
deviation 

Mean 
Standard 
deviation 

Daugman 55.063 8.9134 26.838 5.7642 39.9490 2.8 3.6 

Wei et al. 19.928 4.5584 12.291 5.3759 14.1631 8.3 2.6 

LoG 108.49 10.651 72.88 14.658 92.0776 3.7 5.2 

Kang & Park 25.792 6.0658 13.25 3.9636 15.8247 1.6 2.3 

The table contains the obtained results, the first column identifies the evaluated 
kernel, the next four columns contain the parameters of the distribution curve 
produced from the tests with defocus and clear images, the sixth column contains the 
optima’s threshold for discrimination of defocus iris images, and the last columns are 
the error percentages for every kernel. As shown in table, the best performance scores 
(minimum FAR and FRR) was generated by the kernel proposed by Kang & Park 
followed of the Daugman kernel who presented also low error rates. The worse results 
performance kernels were presented by kernels proposed in [9,10], these kernels had 
the highest error rates. 

To compare the convolution kernels in terms of speed is calculate the total 
multiplication count (TMC). With the 8x8 and 9x9 pixels convolution kernels, the 
convolution value is calculated per every fourth row and fourth column in the iris 
image [19] the TMC=1228800 (8x8x640/4 x 480/4) and TMC=1555200 (9x9x640/4 x 
480/4). For a 5x5 pixels convolution kernel, the convolution value is calculated per 
every third row and third column, the TMC=852000 (5x5x640/3 x 480/3). The 5x5 
pixels convolution kernels are 30.66% faster than the 8x8 pixels convolution kernels.  

4   Conclusions 

In this paper, it was analyzed four representative convolution kernels for image 
quality assessment on the MBGC iris database. They are a simple, fast quality 
descriptors based on the Fourier spectral of an iris image is defined to discriminate 
from any given eye image video-sequence, clear iris images from low quality images 
due to motion blur and defocus. The performance of every convolution kernel 
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analyzing the relationship between the quality of iris images in terms of ROC curves. 
Some discussions can be given based on the results: 

• The algorithm deals with the whole image, avoiding the location and 
segmentation of the pupil and iris.  

• The execution time of the algorithm is suitable for a real-time recognition system.  

• The algorithm is effective for the defocused and motion blurred images, but it is 
ineffective for the occluded images of eyelids and eyelashes there are rich in 
middle and high frequency components, which is an important factor in 
discriminating such images from clear images. 

• It can adjust the threshold to get a satisfied FAR and a tradeoff between FAR and 
FRR. 

From the above analysis and results is concluded that the Kang & Park convolution 
kernel is superior to the other three kernels in terms of speed and accuracy. 
 
Acknowlegment. This work was realized under grant SIP20100030. 
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Abstract. This article presents an innovative technique for solving the problem 
of finding the core within a fingerprint. The Radon transform and a tree cluster-
ing algorithm were key to locating the coordinates of the core. Binarization and 
high-pass filtering processes to improve the contrast in fingerprints are pro-
posed. The core of a fingerprint is located in the geometric cross section of 
maxima and minima in the Radon transforms at 0° and 90°. The technique is 
very stable, since it only presents difficulties when the fingerprint core is lo-
cated on the edges of the image or is nonexistent.  

Keywords: Core Point, Fingerprint, Edge Detection, Radon Transform. 

1   Introduction 

Fingerprint analysis is a rather common method for identifying people. This is so 
because of two biometrical features of fingerprints:  they do not change with time and 
they are unique for each person [1]. That is the reason fingerprint recognition has a 
wide field of application in security and recognition systems. 

There are different parameters to identify in a fingerprint: ridges, rows, deltas, 
cores, etc., the latter being the parameter around which the others converge. Due to its 
importance, many authors have implemented several techniques to identify the  
geometrical position of the core within the image of a fingerprint. At first they found 
the core by dividing the image into sub-images [2], [3]. Then, curvature detection 
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methods and region geometry were used [4]. Others began to use the Poincare Index 
[5], [6], [7]. Finally, some researchers worked with the orientation, segmentation [8] 
and curvature [9] patterns of the fingerprint. 

In this work, we implemented an alternative approach to finding the core in a fin-
gerprint by using the Radon Transform (RT) as a means to quantify the grey levels 
between the curves generated by ridges and rows of each fingerprint. We also per-
formed an analysis in convolution filters to improve the images in the process for 
obtaining the RT. Finally, a tree clustering algorithm is used to match the core coor-
dinates through empathy between the horizontal and vertical RTs of a fingerprint. It 
was decided to use RT as a method to find the core of a fingerprint because its algo-
rithm is easy and quick to implement and because the results are very straightforward. 

In the following sections, the proposed methodology to develop the fingerprint 
core-locating algorithm is presented. Then, the experimental setup for capturing fin-
gerprints is explained. After that, the experimental results obtained through the pro-
posed algorithm are shown and discussed. Finally the conclusions of the results are 
expressed. 

2   Methodology 

The motivation to use RT as a method to locate the core in fingerprints came up from 
observing the shape of the prints themselves, since the cores in the great majority of 
them are shown as a collection of concentric circles. When the grey levels (GL) 
around the circles are analyzed, it is observed that the highest GL is in the conver-
gence point of such circles. 

In order to find the core in the fingerprint, the following digital processes need to 
be applied to the image: binarization, convolution, Radon transform, least squares, 
and tree clustering algorithm. These processes are detailed below. 

2.1   Image Binarization  

A large amount of GL is obtained through the scanning of fingerprints. This also 
depends on the way the image is scanned.  Ideally, there should be only one GL bi-
nary range, i.e. two GL (0 and 1). To perform the binarization, an intermediate grey 
level is chosen as a threshold value, thus making the binarized image obtainable 
through these two equations: 
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⎨
⎧
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where Im, Imb, Imn, (x,y) and GLm are the original image, the binarized image,  
the negative, the coordinates of each image and the GL threshold, respectively. An 
unprocessed fingerprint (Im, the location of the core is enclosed) can be observed in  
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Fig. 1. Fingerprint binarization, a) original fingerprint, b) binary fingerprint, and c) negative 
fingerprint. Threshold GLm=200 GL. 

Fig. 1a; the binarized image (Imb) is shown in Fig. 1b; and the negative (Imn) is pre-
sented in Fig. 1c. 

2.2   Convolution  

The image of a binarized fingerprint shows the ridges and rows as the skeleton of the 
original image. However, it is necessary to highlight the data in order to obtain more 
defined lines and thus be able to get a clearer distinction between ridges and rows 
(distinguishing the edges). The most common method to detect the edges of an image 
is spatial filtering, which convolutions the image against a high-pass mask.  Convolu-
tion mask types that highlight the edges (for North, South, East, and West orientation) 
are gradient and relief. These types of masks are shown in Table 1 [10], [11]. The 
mathematical model of discrete convolution applied to images is defined as [12] 
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where hp, (m,n) and MxN are the convolution mask, the coordinates where the convo-
lution is performed, and the size of the convolution masks, respectively. 

Table 1. Some edge-detecting matrices or masks 

 North South East West 

Gradient 
111

121

111

−−−
−

 111

121

111

−
−−−

 111

121

111

−
−−

−  

111

121

111

−
−−
−  

Relief 
111

010

111

−−−  111

010

111 −−−

 101

111

101

−
−
−  

101

111

101

−
−
−  

The masks shown in Table 1 vary on their performance, depending on the charac-
teristics of the fingerprint to be convolutioned. Images in Fig. 2 are the result of the 
application of equation 3 (through masks in Table 1) to the fingerprint in Fig. 1a. In 
Fig. 2 we can observe the edges detection being highlighted in four directions. Com-
binations such as Northeast, Southeast, Northwest and Southwest are also possible. 
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Fig. 2. Skeletonization of a fingerprint (Fig 1a) through Table 1 convolution masks 

 

Fig. 3. Radon transform parameters 

2.3   Radon Transform  

The Radon transform may be considered the image’s grey levels projection over a 
given angle with respect to the x axis. The RT mathematical model is [13] 

{ } ∫ ∫
∞

∞−

∞

∞−

−−=ℜ ,)sincos(),Im(),Im( dxdyyxRyxyx θθδ  (4) 

where ℜ, δ, R and θ are the Radon transform operator, the unit impulse function, the 
distance from the origin to the profile line and the angle of direction of the same line, 
respectively. Each of these parameters can be observed in fig. 3, where Q is the origin 
of the profile line to be obtained (thick bold line). We find the Radon transform useful 
in the detection cores within fingerprints due to its ability to detect lines; a fingerprint 
may be considered roughly as composed of vertical and horizontal lines with the core 
located at the intersection of such lines. Radon transforms (with θ = 0° and 90°, RT0 
and RT90) for fingerprints from figures 1 and 2 are shown in Fig. 4. It can be observed 
that the core is the point in the fingerprint where RT0 minima and RT90 maxima inter-
sect (dotted lines). 

 

Fig. 4. Radon transform 0° and 90° for: a) original fingerprint, b) binarized, c) negative, d) 
north gradient, and e) south relief image. Core point is in the intersection of dotted lines. 
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2.4   Curve fitting by Least Squares 

Due to the need to adjust the RTs for better identification of maxima and minima, 
least squares method has been employed. The basic idea is fitting the data obtained 
from RTs through the polynomial 

∑
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−−=
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1
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k

j

jk
j xcxh  (5) 

calculating the deviation of the curve with respect to the polynomial through [14] 

),( iii xhfr −=  with ,,,2,1 Ii L=  (6) 

where c, k, f, and I are the polynomial coefficients, the polynomial degree, the data to 
be fit, and the number of data, respectively.  Thus, the addition of deviations raised to 
the second power is represented by the following equation 
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which is why the minimum of every squared deviation will become evident when the 
partial derivative with respect to each coefficient c is zero. This is 
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when substituting equations (5-7) in equation (8) and partially deriving them against 
each coefficient, we obtain 
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Polynomial h(x) coefficients can be obtained through equation (9), which results in 
the parameters needed for the least squares fit. 

2.5   Tree Clustering Algorithm 

In order to find the minima and maxima observed in the RTs of images shown above, 
a tree clustering algorithm is proposed. This algorithm performs a comparative ad-
justment between data and threshold value.  It detects sign changes in the data func-
tion slope. The algorithm consists of the following steps [15]: 

Comparison ratio r is defined, where r<<xi; 
Counters kmax=0 and kmin=0 are defined; 
for i=r to I-r; // I is the number of data. 

for j=i-r to i+r; 
if h(xi)> h(xj); // to find maxima Tmax. 

then kmax=kmax+1 and Tmax(kmax)=h(xi); 
if h(xi)< h(xj); // to find minima Tmin. 

then kmin=kmin+1 and Tmin(kmin)=h(xi); 
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maxima=Tmax(1); // initialization variable maxima.  
for i=1 to kmax-1; // to find principal maxima. 

if Tmax(i+1)>Tmax(i); 
then maxima=Tmax(i+1); 

minima=Tmin(1); // initialization variable minima. 
for j=1 to kmin; // to find principal minima. 

if Tmin(j+1)<Tmin(j); 
then minima=Tmin(j+1); 

Finding all the maxima and minima in a signal will depend on two factors: signal 
noise and size of r. It is recommended that the noise frequency be lower than 2r, thus 
fitting into Nyquist criterion [16]. 

3   Experimental Setup 

The setup used to capture fingerprints is quite simple: a Microsoft FingerPrint scanner 
connected via USB to a PCG-K35F Sony Vaio laptop. The scanner produces 
355×390-pixel images in BMP format. The images have a margin with no information 
(electronically removed), resulting in 312×341-pixel images. Matlab® was the soft-
ware used to implement the methods seen in the previous section. 

4   Experimental Results 

Based on the results from Fig. 4, it can be observed that the core perimeter is signaled 
by a series of maxima and minima in the RT graphs. The problem with such graphs is 
the excessive noise they contain, which is generated by the high number of grey levels 
and/or the low contrast between rows and ridges in each of the sub-images shown in 
Figure 4. It was also observed that images with a black background (negative and 
gradient in Fig. 4) had a smaller amount of maxima and minima, which facilitates 
pinpointing the cores. It was then decided that an adjustment had to be made in the 
RT graphs using least square fitting. This softens the RTs graphs without losing rele-
vant information in them, as can be seen comparing Figures 4 and 5. 
 

Table 2. Core coordinates and standard deviations for 7 individuals’ fingerprints using different 
convolution and binarization parameters. Where: A= Binarizated gradient, B= Binarizated 
negative relief, P= Process, S= Sample and GLm=180. 

Core coordinates and σ (in pixels) 
S P 

(xn,yn) (xs,ys) (xe,ye) (xw,yw) (xc,yc) σx σy 
Fig. 

A (143, 189) (152, 188) (155, 115) (156, 87) (152, 145) 5.9 51.8 5c 1 
B (147, 186) (140, 186) (147, 180) (148, 188) (146, 185) 3.7 3.4 5d 
A (166, 216) (147, 237) (154, 154) (171, 176) (160, 196) 11 37.7 6a 

2 
B (157, 199) (152, 202) (154, 201) (154, 208) (154, 203) 2 3.9 6b 

3 B (138, 180) (131, 173) (168, 85) (167, 88) (151, 132) 19.3 52.1 6c 
4 B (119, 183) (116, 185) (112, 214) (117, 221) (116, 201) 2.9 19.6 6d 
5 B (156, 173) (149, 177) (162, 175) (162, 191) (157, 179) 6.2 8.2 6e 
6 B (174, 200) (173, 209) (143, 77) (142, 77) (158, 141) 18 73.7 6f 

A (103, 317) (242, 316) (235, 261) (173, 226) (188, 280) 64.7 44.5 6g 
7 

B (171, 243) (166, 202) (178, 243) (173, 255) (172, 236) 5 23.2 6h 
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Fig. 5. Softened RTs at 0° and 90° for a) original fingerprint individual 1; b) binarized negative 
image; North, South, East, West images for c) binarized gradient; and d) binarized negative 
relief. (x,y), (xn,yn) (xs,ys), (xe,ye) and (xw,yw) core points are in the intersection of dotted lines. 

We began by comparing the adjusted RT graphs using a 21th grade polynomial, 
thus it was possible to fit the curves without a lost of maxima or minima of the origi-
nal RT. The softened RTs from the original fingerprint and the softened RTs for the 4 
directions of the binarized gradient and the binarized relief are shown in Fig. 5. A 
negative relief was used in order to obtain images with a black background. It was 
observed that images processed with relief-type convolution masks only have one 
maximum in TR90 and a minimum in TR0, whereas images processed with gradients 
have, in most cases, several maxima and minima. The reason is that relief-processed 
images have a better contrast than gradient-processed images. Maxima and minima 
were obtained through a tree clustering algorithm (described in section 2.5), given the 
fact that image skeletonization processes (North, South, East, West) both for gradients 
and reliefs have a slight image deviation in the sense of direction of the process to be 
carried out. Then, it was decided to obtain the core location using the average of the 4 
minima for the RT0 and the 4 maxima for the RT90. This is 

,4/)( wesnc xxxxx +++=  (10) 

and 

,4/)( wesnc yyyyy +++=  (11) 

where (xc,yc), (xn,yn), (xs,ys), (xe,ye) and (xw,yw) are the coordinates of the core in the 
original, North, South, East, and West images, respectively. The standard deviation 
was also calculated for coordinates in x (σx) and for coordinates in y (σy). This  
was done to observe a possible core deviation with respect to the real one. We ob-
tained softened RTs for other 6 individuals’ fingerprints, whose core shapes and core 
positions are different (Fig. 6). Table 2 shows the results of the calculations of core 
coordinates of the 7 individuals’ fingerprints. 
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Fig. 6. Softened RTs at 0° and 90° for 6 individuals. (xn,yn) (xs,ys), (xe,ye) and (xw,yw) core points 
are in the intersection of dotted lines 

5   Conclusions 

A new technique for locating cores in fingerprints has been described. The Radon 
transform was used as a mathematical tool to locate the cores. RTs are algorithms 
which are fast to process and to interpret in small images. Therefore it was relatively 
fast to identify maxima and minima that pointed at the core coordinates.  
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The technique described above was very stable when used in one or two core fin-
gerprints.  However, it destabilizes when the core is hidden. There are two possible 
cases: a) when the core is hidden in North or South positions, there is more than one 
maximum in RT90; b) when the core is hidden in the East or West positions, there is 
more than one minimum in RT0.  

By applying only RT and least square fitting to a fingerprint works fine when deal-
ing with well-scanned or high contrast images. In fingerprints with digitalization 
mistakes (low contrast or missing data,) however, it is better to apply convolution 
masks (gradient or relief) before in order to obtain more defined rows and ridges and 
average the 4 pairs of the softened RTs at the end. 

The best convolution mask option depends on the digitalization and type of finger-
print. The results show that masks that presented a higher accuracy finding the core 
were those in which the standard deviation was minimal, it is to say, when σx→0 and 
σy→0. 

The core in a fingerprint is the most important parameter. Consequently, being able 
to find it correctly is a major step in the identification of people through fingerprint 
recognition. For double-cored fingerprints, the central point between the two cores 
was located (see Fig. 6e). 

The core was identified localizing the minima of the RT0 and the maxima of the 
RT90 using a tree clustering algorithm. These minima and maxima are global ones; 
however the minima of the RT0 should discard the borders since they do not contain 
the fingerprint information. 

Finally, we found that the proposed method, as compared with others, does not re-
quire high resolution images (with 312×341-pixel images were enough); the speed of 
the algorithm is similar to Poincaré and Edge Map methods and showed a high re-
peatability rate in the detection of single and double core in fingerprints. 

Acknowledgments. The authors would like to thank David A. Leith for his contribu-
tions to the development of this work. Also Mr. Mora would like to acknowledge to 
the Centro Universitario de los Lagos (UdeG) for financing his research stay at Insti-
tuto Tecnológico de Aguascalientes in the summer of 2008. 

References 

1. Cho, B.-H., Kim, J.-S., Bae, J.-H., Bae, I.-G., Yoo, K.-Y.: Core-based Fingerprint Image 
Classification. In: 15th International Conference on Pattern Recognition, pp. 859–862. 
IEEE Press, Barcelona (2000) 

2. Kameswara Rao, C.V., Balck, K.: Finding the core point in fingerprint. IEEE Trans. 
Comp. C-27(1), 77–81 (1978) 

3. Ohtsuka, T., Kondo, A.: Improvement of the fingerprint core detection using extended re-
lation graph. In: Nonlinear Signal and Image Processing, p. 20. IEEE Press, Sapporo 
(2005) 

4. Julasayvake, A., Choomchuay, S.: An algorithm for fingerprint core point detection. In: 
9th International Symposium on Signal Processing and Its Applications, pp. 1–4. IEEE 
Press, Sharjah (2007) 

5. Liu, M., Jiang, X., Kot, A.C.: Fingerprint Referente Point Detection. In: Zhang, D., Jain, 
A.K. (eds.) ICBA 2004. LNCS, vol. 3072, pp. 272–279. Springer, Heidelberg (2004) 



 Radon Transform Algorithm for Fingerprint Core Point Detection 143 

6. Khan, N.Y., Javed, M.Y., Khattak, N., Chang, U.M.Y.: Optimization of core point detec-
tion in fingerprints. In: Digital Image Computing Techniques and Applications, pp. 260–
266. IEEE Press, Glenelg (2007) 

7. Ohtsuka, T., Watanabe, D., Tomizawa, D., Hasegawa, Y., Aoki, H.: Reliable detection of 
core and delta in fingerprints by using singular candidate method. In: Computer Vision and 
Pattern Recognition Workshops, pp. 1–6. IEEE Press, Anchorage (2008) 

8. Akram, M.U., Tariq, A., Nasir, S., Khanam, A.: Core point detection using improved seg-
mentation and orientation. In: Computer Systems and Applications, pp. 637–644. IEEE 
Press, Doha (2008) 

9. Sun, Q.-s., Mao, Z., Mei, Y.: Detection of Core Points in Fingerprint Images Based on 
Edge Map. In: 2009 International Conference on Electronic Computer Technology, pp. 
126–129. IEEE Press, Macau (2009) 

10. Vélez, J.F., Moreno, F.B., Calle, A.S., Sánchez-Marín, J.L.E.: Visión por computador. 
Dykinson, Madrid (2003) 

11. Bow, S.: Pattern Recognition and Image Preprocessing. Marcel Dekker, New York (2002) 
12. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Prentice-Hall, New Jersey (2002) 
13. Bracewell, R.N.: Two-Dimensional Imaging. Prentice Hall, New Jersey (1995) 
14. Nakamura, S.: Métodos numéricos aplicados con software. Pearson, Naucalpan (1992) 
15. Marques de Sá, J.P.: Pattern Recoanition: Concepts, Methods and Applications. Springer, 

Oporto (2001) 
16. Pratt, W.K.: Digital image processing. John Wiley & Sons, Inc., New York (2001) 



Genetic Algorithms and Tabu Search for
Correcting Lanes in DNA Images
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Abstract. This paper describes an experience that combines Genetic

Algorithms and Tabu Search as a mechanism for correcting lanes in

DNA images obtained through Random Amplified Polymorphism DNA

(RAPD) technique. RAPDs images are affected by various factors; among

these factors, the noise and distortion that impact the quality of images,

and subsequently, accuracy in interpreting the data. This work proposes

a hybrid method that uses genetic algorithms, for dealing with the highly

combinatorial feature of this problem, and tabu search, for dealing with

local optimum. The results obtained by using them in this particular

problem show an improvement in both, fitness of individuals and execu-

tion time.

1 Introduction

Randomly Amplified Polymorphism DNA (RAPDs) [11] is a type of molecular
marker which has been used in verifying genetic identity. During the past few
years RAPDs have been used for studying philogenetic relationships [1,10], gene
mapping [5], trait-associated markers [9], and genetic linkage mapping [2]. This
technique has been used as support for many agricultural, forest and animal
breeding programs [6].

In Figure 1, a photograph of a RAPD reaction is shown. In this case, 12
samples were loaded of which lanes 1 and 14 correspond to the molecular weight
standards. In this case, four different genotypes of Eucalyptus globulus were
studied, including three identical copies of each (known as ramets). If the ramets
are identical, then quite similar band patterns should be expected when analyzed
by the same primer. However, this is not always the case, due to, for example,
mislabeling of samples.

The RAPD technique consists of amplifying random sequences of the genomic
DNA by using primers, which are commonly 10 bp (base pairs) in length. This
process is carried out by polymerase chain reaction (PCR) and generates a typ-
ical pattern for a single sample and different primers. The PCR products are
separated in an agarose gel, under an electric field which allows smaller frag-
ments of the PCR products to migrate faster, while larger ones much slower.
The gel is stained with a dye (typically ethidium bromide) and photographed
for further data analysis. One way of analyzing the picture obtained is simply
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by comparing visually the different bands obtained for each sample. However,
this can be a tedious process when various samples with different primer combi-
nations have to be analyzed. At the same time, since, in this case, the presence
or absence of bands is to be scored, sometimes the band assessment can be very
subjective and there is no reliable threshold level, since the intensities of the
bands are affected by several factors (i.e staining, gel quality, PCR reaction,
DNA quality, etc.).

During the process of generating the RAPD image, many physical-chemical
factors affect the electrophoresis producing different kinds of noise, rotations,
deformations and other abnormal distortions in the image. The effect of this
problem is, unfortunately, propagated through the different stages in the pos-
terior analysis, including visualization, background extraction, band detection,
and clustering, can lead to erroneous biological conclusions. Thus, efficient image
processing techniques will, on the other hand, have a positive impact on those
biological conclusions.

Typical errors consider rotation in lanes, that is the problem we try to solve.
This is the first step; once lanes are corrected, i.e., the complete image shows a
minimum slope for each lane, it will be necessary to work in band correction, a
difficult problem due to the nature of distortions, different to lane distortion. The
second step, band correction, can be carried out in an analogous way; however,
it is beyond the scope of this paper.

100 200 300 400 500 600 700 800

50

100

150

200

Fig. 1. A sample RAPD image with two reference lanes, and 12 lanes representing four

ramets

The basis for this work is the experience described in [7], in which genetic algo-
rithms are used to deal with a population of potential solutions, where solutions
are intended as the best templates. A template is a set of lines representing lanes
and therefore, the best template is one in which lines match closely to lanes in
the original image. This work offered good solutions, although execution time is
greater that expected. The other problem this approach presents, is the presence
of local minimum.

The aim of this work is to correct distortions in lanes, by using genetic algo-
rithms hybridized with Tabu Search. This allows a comparison of two strategies:
the first one, already mentioned, that considers single genetic algorithms, and
the second one, that uses genetic algorithms and Tabu Search as collaboration
mechanisms.

This article is structured as follows; the first section is made up of the present
introduction; the second section describes the specific problem to be faced; the
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third section is devoted to genetic algorithms and tabu search considerations,
while the fourth section shows the results we obtained with our approach, and
the final section shows the conclusions of the work.

2 The Proposed Approach

The problem addressed in this paper can be formally stated as follows.
Consider an image (matrix) A = {aij}, i = 1, . . . , n and j = 1, . . . , m, where

aij ∈ Z+, and A is a RAPD image. Usually, aij is in the range [0..255] in a grey
scale image, and we use a aij to refer to an element A(x, y), where x and y are
the pixel coordinates.

To deal with lane distortions, a set of templates is used. These templates are
randomly created images with different distortion degrees, having lines that are
in a one-to-one correspondence with lanes in the original RAPD image. A good
template is the one that reflects in a more precise degree the distortions that the
RAPD image under consideration has.

The template we consider is a matrix L (lanes) where L = {lij}, i = 1, . . . , n
and j = 1 . . . , m, lij = 0 or lij = 1 (a binary image), with 1 meaning that
lij belongs to a line and 0 otherwise. A procedure described in [8] is used to
approximately detect the initial position of the lanes. In doing so, the generation
of matrix L is limited to those regions that correspond to lanes in matrix A.
Due to the rotation of the lanes, it is necessary to consider different alternate
configurations. If we are dealing with an image with 12 lanes, and if for each lane
we consider 14 possible rotations, we are considering 1214 different configurations
to evaluate. This causes a combinatorial explosion, which justifies the use of
genetic algorithms.

Genetic algorithms allow to manage a large number of templates, and those
that are similar to the original image are chosen. Thus, it is necessary to seek for
an objective function that reflects this similarity in a precise way. This function
is used as a measure for the quality for the selected template.

When the lane correction procedure is applied, templates contain straight
lines. Different templates will show different slopes for each line, as shown in
Figure 2. A template contains non-intersecting vertical lines, which are not nec-
essarily parallel.

Results obtained in a previous work are promising but not really good. In
considering this, we decided to hybridize the solving strategy by adding a Tabu

Fig. 2. A sample template for lane correction
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Search component. Tabu Search is a mathematical optimization method belong-
ing to the class of local search techniques. Tabu search enhances the performance
of a local search method by using memory structures: once a potential solution
has been determined, it is marked as ”taboo” so that the algorithm does not
visit that possibility repeatedly.

3 Genetic Algorithms and Tabu Search

Genetic algorithms (GA) are a particular class of evolutionary algorithms, used
for finding optimal or good solutions by examining only a small fraction of the
possible space of solutions. GAs are inspired by Darwin’s theory about evolution.
The basic concept of GAs is designed to simulate processes in natural system
necessary for evolution, specifically those that follow the principles of survival of
the fittest. As such they represent an intelligent exploitation of a random search
within a defined search space to solve a problem.

The structure of a genetic algorithm consists of a simple iterative procedure on
a population of genetically different individuals. The phenotypes are evaluated
according to a predefined fitness function, the genotypes of the best individuals
are copied several times and modified by genetic operators, and the newly ob-
tained genotypes are inserted in the population in place of the old ones. This
procedure is continued until a good enough solution is found [3].

In this work, the templates are the chromosomes, lines in a template are the
genes, and a line having a particular slope represents the value (allele) that a
gene has.

A good fitness means that a particular template (matrix L) fits better to the
original RAPD image (matrix A). To evaluate a template, images corresponding
to matrices A and L are put together, and a sum of intensities is obtained by
considering neighborhood pixels within a range and for each line. This range is
determined in this work considering the width of the brightest part of the lane.
The aim of this is to gain precision in the fitness function. If a line in the template
coincides with a lane, a higher value of the sum is obtained. In contrast, if they
do not coincide, the value is lower than in the first case, because we are adding
background pixel intensities (values close to zero).

Another issue added is that, the value obtained in the evaluation of each line
is stored as part of the gene. In this way, the sum of intensities of pixels is only
done when a new line is created; and this occurs in mutation and in tabu search.
As a consequence of this issue, the execution time is reduced considerably com-
pared to previous experiments.

Genetic operators: Different genetic operators were considered for this work.
These genetic operators are briefly described below:

– Selection. Selection is accomplished by using the roulette wheel mechanism
[3]. It means that individuals with a best fitness value will have a higher
probability to be chosen as parents.
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– Cross-over. Cross-over is used to exchange genetic material, allowing part of
the genetic information of one individual to be combined with part of the
genetic information of a different individual. For example, if we have two
templates each containing r+s lines, after cross-over, the generated children
result in: children 1 will have the first r lines that correspond to template 1,
and the following s lines that correspond to template 2. For children 2, the
process is slightly different, in which the order the templates are considered
is modified.

– Mutation. By using this genetic operator, a slight variation is introduced
into the population so that a new genetic material is created. In this work,
mutation is accomplished by randomly replacing, with a low probability, a
particular line in a template.

Tabu search (TS) is a meta-heuristic that guides a local heuristic search pro-
cedure to explore the solution space beyond local optimality. The local procedure
is a search that uses an operation called move to define the neighborhood of any
given solution. One of the main components of TS is its use of adaptive memory,
which creates a more flexible search behavior. In a few words, this procedure
iteratively moves from a solution x to a solution x′ in the neighborhood of x,
until some stopping criterion has been satisfied. In order to explore regions of
the search space that would be left unexplored by the local search procedure,
tabu search modifies the neighborhood structure of each solution as the search
progresses [4].

A solution is a template representing a RAPD image, let us say the x solution;
then to move from a solution x to a solution x′ means that the template is
modified. To modify a template we have chosen two possibilities: the first one
is the change in the value of the slope for one or more lines in the template,
i.e., a rotation movement; the second one is a shifting movement, the line is
moved to the left or to the right, without changing the value of the slope for
that line. In other words, if we call xinf and xsup the bottom and top points in
a line respectively, a rotation movement is realized by changing these points to
xinf − δ and xsup + δ (or changing to xinf + δ and xsup − δ). In an analogous
way, the shifting movement is accomplished by changing the original points to
xinf +δ and xsup +δ (changing to minus if the movement is towards the opposite
side of the image). Figure 3 illustrates the rotation movement and the shifting
movement. The values allowed in both, shifting and rotation movements, are
gradually diminished to avoid dramatic changes in the quality of the solutions.

To avoid repeated movements during a certain bounded period of time, TS
stores each movement in a temporal memory, which is called tabu list. Each
element in the tabu list contains one lane and its corresponding movement.
A particular lane in the list may occur more than once, but the associated
movement needs to be different. In this work, the size of the tabu list is bounded
by the number of lanes in the particular image under treatment.

When it is not possible to find a better solution in the neighborhood of x,
it is used the, so-called, aspiration criterion, which allows to search in the tabu
list for a movement that improves the current state x. If that movement doesn’t
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Fig. 3. The schema for rotating a line, and the schema for shifting a line

exist, then a movement with a higher residence time in the tabu list is chosen
and, in this particular case, the inverse corresponding movement is applied to x;
i.e., it is used to implement a backtracking strategy.

As previously mentioned, in spite of good results obtained by using genetic
algorithms, the problem of local optimum is always present. By taking into ac-
count this issue, we decided to hybridize the procedure, that is to say to combine
genetic algorithms with another strategy, in this specific work with tabu search,
to let potential solutions avoid those local optimum points. The hybridization
procedure considers the following strategy: the main objective of this process is
to gradually improve individuals belonging to the population the genetic algo-
rithm is working with. When the fitness measured during a certain number of
iterations accomplished by the genetic algorithm doesn’t vary; a reduced num-
ber of individuals is selected from current population. One of them is the best
individual of the population, while the others are randomly selected. Each one
of these individuals acts as an input for triggering a tabu search procedure.

Once the tabu search process is finished, the resulting individuals are re-
inserted into the genetic population, and the process continues with the genetic
algorithm procedure, as before. The complete process is repeated several times
depending on the quality of the genetic population and the stopping process
condition. The latter is specified as a time condition (number of iterations) or
as a specific fitness value.

4 Results

For testing, it is necessary to provide a set of images that consider most of the
problematic situations: different slope in lanes, different bright, noise in images,
missing lanes, and different number of lanes. According to this criteria, 13 images
were chosen to carry out the final tests.

Parameters are variables that maintain a fixed value during a particular pro-
cessing. While they cannot be defined a priori, they have to be experimentally
determined. We carried out different tests for both, the genetic algorithm and
the hybrid algorithm processing.
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Table 1. Parameters for testing

Parameter Value(s)

Population Size 150

Num. Generations 2000

Cross-over % 70

Mutation % 2

Elitism % 10

Seed Value 10 different values

Parameter Value(s)

Population Size 20, 50

Num. Generations 2000

Cross-over % 70, 60

Mutation % 2

Elitism % 10

Seed Value 10 different values

Triggering Cond. 30 generations

Num. Iterations 30

Tabu List Size Number of lanes

The set of parameters used for the genetic algorithm approach is summarized
in the left part of Table 1; and the set of parameters used for the hybrid approach
(genetic algorithm plus tabu search), is summarized in the right part of the table.
Figure 4 illustrates fitness improvement for 13 testing images.

The elements that have an important influence on the execution time, are the
number of lanes the image has, the population size and the mutation probability.

The execution time for the hybrid algorithm approach, is higher than the ge-
netic approach, because in this case, each movement implies to evaluate one or
more lines for each new template created in the neighborhood. This is one of the
reasons why we reduced the population size during tests. An increasing popula-
tion size needs a larger execution time. A reduced number of tests considering a
higher number for the population size didn’t produce better results.

As shown in Figure 4, in all cases, the hybrid algorithm produced a better
fitness than the genetic algorithm. In most of the test cases, considering the two
different population sizes, the values obtained are similar.

If we consider the evolution of fitness, for early generations (below 300 genetic
generations), the genetic algorithm offers better results that those obtained by
using the hybrid algorithm. This is likely due to the bigger population size. For a
medium evolution period (between 300 and 500 genetic generations) the fitness
values for the hybrid algorithm increase dramatically. In this particular group,
fitness is similar in both, the genetic algorithm and the hybrid algorithm. When

Fig. 4. Fitness improvement for different images
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we consider a higher number of genetic generations (more that 500), values are
clearly better when using the hybrid algorithm. On the other hand, as expected,
the hybrid approach is much more time consuming than the genetic algorithm
approach. Figure 5 shows the evolution while processing a particular image, the
upper part (a) shows the original RAPD image, the middle part (b) shows the
best individual, and the bottom part (c) shows the corrected image.

5 Analysis

The number of lanes and the population size, impact the execution time because
of the increasing amount of data that needs to be processed. The mutation
probability influence is related to the fact that the evaluation function evaluates
a line each time a new line is created, the typical action when mutation is
accomplished. In absence of mutation, each line keeps its evaluation while it is
not modified.

The facts that the hybrid algorithm produced a better fitness and the simi-
larity of results in spite of changing the population size, allow us to infer that
the hybrid algorithm possibly reached an optimum value. For a particular im-
age, the value obtained for the corresponding fitness is the same for the different
population sizes and for the different seeds used for the random values that the
genetic algorithm employs.

It is possible to say that when dealing with RAPD images, the hybrid algo-
rithm works better than the genetic algorithm. One fact to remark is that this
is true for both, large population sizes and small population sizes. This can be
explained by considering that the hybrid approach acts from two different points

Fig. 5. The evolution in lane correction: a) the original image, b) the best individual,

c) the corrected image
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of view. From the first one, the genetic algorithm point of view acts as a global
search process, while from the second point of view, tabu search acts as a local
search process. Combining these two strategies leads to better results.

One hypothesis that can explain this fact is that the single genetic approach is
good enough, and that there is no space for significant improvements concerning
fitness. Despite the fact that the values of fitness have minor differences between
both strategies (single and hybridized genetic algorithm), these differences are
important for human experts, because they provide more reliability to their
genetic conclusions.

The population size seems not to be important in terms of results. However
there is a difference; a larger population size implies a higher genetic algorithm
influence; on the contrary, a smaller population size reveals that the tabu search
steps have a greater influence on the results. This is because the larger popula-
tions present a higher genetic variability, and genetic operations, consequently,
possibly produce higher quality offsprings; while little size populations depend on
tabu search movements quality to improve individuals, which tend to converge
to local minimum values.

6 Conclusions

Experiments show that by using genetic algorithms and tabu search the final
fitness value is slightly improved.

Another issue to remark is that the best performance for the hybrid algorithm
is obtained after considering 500 genetic iterations. We believe that the reason
behind this behavior is that at the beginning, the genetic algorithm can improve
the population due to genetic operations, and so, the tabu search is not triggered
until a local stability population is reached.

Results are slightly better with the hybrid approach, but it is necessary to
pay a cost; that is the increasing execution time; in fact, the hybrid approach
that considers 50 individuals takes an execution time similar to the single genetic
approach that considers 150 individuals.

Some future work directions are mentioned in the following: the implemented
solution depends strongly on a correct lane boundary detection. So, it is nec-
essary to have a better lane detection method, probably automated. Currently,
multilevel thresholding is being considered for band detection, but it could be
appropriate for that purpose, as well. To increase the degree of parallelism when
dealing with tabu search and to increase the population size are some pending
issues that need to be taken into account.
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Abstract. In this paper we address an adaptive computational algorithm to  
improve the Bayesian maximum entropy–variational analysis (BMEVA) per-
formance for high resolution radar imaging and denoising. Furthermore, the 
variational analysis (VA) approach is aggregated by imposing the metrics struc-
tures in the corresponding signal spaces. Then, the formalism for combining the 
Bayesian maximum entropy strategy with the VA paradigm is presented. Fi-
nally, the image enhancement and denoising benefits produced by the proposed 
Adaptive Bayesian maximum entropy–variational analysis (ABMEVA) method 
are showed via simulations with real-world radar scene 

Keywords: Bayesian Maximum Entropy, data fusion, adaptive algorithm, 
variational analysis. 

1   Introduction 

Recently, the Bayesian maximum entropy (BME) method was developed in [2], 
where the Bayesian estimation method for high resolution radar image formation [1], 
[13], [15] employs the maximum entropy (ME) information theoretical-based win-
dowing of the resulting images. Moreover, the alternative approach to radar image 
enhancement and denoising was proposed in [3] where the variational analysis (VA) 
paradigm was applied in [4], [14] to control the image gradient flow over the sensing 
scene using the difference-form approximations of the partial differential equations 
(PDE) to formalize different image processing problems including image segmenta-
tion, enhancement and denoising [3], [7], [11]. This strategy is adapted for a particular 
remote sensing system model and robust a priori information about the noise’s statis-
tics and the desired image. The BME is associated in [6], [7],[10] with the spatial 
spectrum pattern (SSP) of the wavefield backscattered from the probing surface. As 
the SSP represents the power distribution in the RS environment, the power non-
negativity constraint is incorporated implicitly in the BME strategy but that do not 
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incorporate specific VA geometrical properties of the image, e.g. its gradient flow 
over the scene/frame [14]. However, the so called data fusion [12] strategy is a useful 
way to aggregate the BME statistical approach to optimize the VA-based radar image 
enhancement using a priori information [8]. The fused BMEVA approach [8] is pre-
sented and developed into a robust formalism without an efficient computational 
performance [10]. However, in recent years, several efforts have been directed toward 
the high performance computing because the computational load and implementation 
represents critical problem [16]. Based on the previous thing, the following problem 
arises: how to include the aggregate the BMEVA method for performing the  
combined statistical-descriptive enhancement of the radar images based on adaptive 
algorithm?  

2   Inverse Problem Statement 

Based on [1], [2], we define the model of the observation wavefield u by specifying 
the stochastic equation of observation of an operator form u = Se + n; e ∈ E; u, n ∈ 
U;  S: E → U, in Hilbert signal spaces E and U with the metrics structures induced by 
the inner products, [u1, u2]U and [e1, e2]E, respectively, where the Gaussian zero-mean 
random fields e, n, and u correspond to the initial scattered field, noise and observa-
tion wavefield, respectively. Now, recalling the experiment design (ED) theory-based 
projection formalism [2], one can proceed from the operator form equation of obser-
vation to its finite-dimensional vector form, 

U = S E + N . (1) 

In which E, N, and U represent the zero-mean Gaussian vectors with the correla-
tion matrices RE = RE(B )= diag{B}, RN ,and RU = SRES+ + RN, respectively, where 
diag{B} is a diagonal  K-by-K matrix with elements Bk = <EkEk

*> and <⋅> defines the 
statistical averaging operator. Vector B is referred to as the spatial spectrum pattern 
(SSP) vector that represents the average brightness image of the remotely sensed 
scene, and matrix S defines the signal formation operator (SFO). 

3   Bayesian Maximum Entropy and Variational Analysis 

3.1   BME Analysis 

The processing of the observation data U is used to obtain an unique and stable esti-
mate B̂ . However, because of the ill-posed nature of such the image reconstruction 
problem [2] the SFO, in general, is ill-conditioned or even singular. The ME principle 
[2], [5] provides the well-grounded way to alleviate the problem ill-poseness. Based 
on the ME paradigm, the whole image is viewed as a composition of a great amount 
of elementary discrete (speckles or pixels) with the elementary “pixel brightness”. 
Following the ME approach in [9], the a priori pdf p(B) of the desired image is de-
fined via maximization the entropy of the image probability that satisfies also the 
constraints imposed by the prior knowledge [2]. The vector B is viewed as an element  
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of the K-D vector space  B(K) ∋ B with the squared norm imposed by the inner product 
||B||2B(K) = [B,MB], where M is the positive definite metrics inducing matrix [2]. In 
addition, the physical factors of the experiment can be generalized imposing the 
physically obvious constraint bounding the average squared norm of the SSP [2], 

∫ ≤
C

cdp
B

BBMBB, 0)(][  . (2) 

Thus, the a priori pdf p(B) is to be found as a solution to the Lagrange maximiza-
tion problem, with the Lagrange multipliers α, and λ. Such a problem is specified as 
follows 
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0

max)1)(λ(

))(][α()()(ln

BB

B B

BB

BBMBB,BBB
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dp

cdpdpp

→∫ −−
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for B ∈ BC, and p(B) = 0 otherwise. The solution to (3) was derived in [2] that yields 
the Gibbs-type a priori pdf 

}],[α)α(lnexp{)α|( ∑ −−= MBBBp  , (4) 

where ∑(α) represents the so-called Boltzmann statistical sum [2]. The log-likelihood 
[2] of the vector B is defined as 

]))((,[
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+−==Λ p
 , (5) 

and BME strategy for image reconstruction (estimation of the SSP vector B) is stated 
as follows, 

)}α|(ln)Λ({minargˆ
α,

BU|BB
B

p−−=  . (6) 

The BME estimate of the SSP is a solution to the problem (6) and is given by the 
nonlinear equation [2] 

])ˆ()ˆ([)ˆ(ˆ BZBVBWB −=  . (7) 

Here, V( B̂ ) = {F( B̂ )UU+F+( B̂ )}diag is a vector that has the statistical meaning of a 
sufficient statistics (SS) for the SSP estimator, operator F( B̂ ) = 
D( B̂ )(I+S+R−1

NSD( B̂ ))−1S+R−1
N is referred to as the SS formation operator, the 

vector Z( B̂ ) = {F( B̂ )RNF+( B̂ )}diag is the shift or bias vector, and W( B̂ ) = 
(T( B̂ )+2 α̂D2( B̂ )M)−1 has the statistical meaning of a solution dependent (i.e., adap-

tive) window operator with the stabilizer T( B̂ ) = diag{{S+F+( B̂ )F( B̂ )S}diag}. Adap-
tation is to be performed by both the current SSP estimate, B̂ , and the estimate of the 
normalizing constant α̂  determined from a solution of the equation −∂/∂α( ln Σ(α) ) = 

[ B̂ ,M B̂ ] . 
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3.2   Variational Analysis 

Based on the anisotropic diffusion in [4], the idea is to evolve from an original image 
B(x, y), defined in a convex domain Ω, to a family of increasingly smooth images B(x, 

y, t) derived from the solution. The diffusion algorithm reduces the noise from an 
image by modifying the image via a partial differential equation (PDE). Now, looking 
for a statistical interpretation of the Perona-Malik [4] anisotropic diffusion equation it 
is possible to make the robustification of the VA-based image model. The generalized 
robustified VA energy function is defined as [3] 

( ) ( ) Ω||||ρ
Ω

dVA ∫ ∇= BB  . (8) 

over the image domain Ω, where 

( )⎥⎦
⎤

⎢⎣
⎡ +== ∫ 222 σ

2

1
1logσ)()ρ( xdxxxgx  . (9) 

is the Lorentz function, and 

( ) ( ) xxxg 'ρ=  . (10) 

is the auxiliary function that defines the relation between the different reconstructed 
images after applying the robust VA estimation method [4]. 

The VA approach assumes the minimization of (8) via gradient descendent flow 
using the calculus of variations as follows, 

Ω)||||(ρminarg)ˆ(
Ω

dVA ∫ ∇= BB
B

 . (11) 

In such the VA approach, the critical issue is the choice of the variational func-
tional. Recall that in this study we follow the Lagrangian model given by (8). 

4   Fused BMEVA Method  

Now, the fused BMEVA method for image reconstruction presented in [8], [10] com-
bine the VA and BME approaches and the formalism used the following strategies 

)}α|(ln)Λ({minargˆ
α,

BU|BB
B

p−−=  → Optimal BME , (12) 

Ω)||||(ρminarg)ˆ(
Ω

dVA ∫ ∇= BB
B

  →    Optimal VA . (13) 

It is important to understand that both the BME and VA approaches look for an 
enhanced reconstruction with edge preservation. Henceforth, the proposed fused 
BMEVA reconstruction strategy assumes the solution to the variational problem 

          }Ω)||||ρ()α|(ln)({minargˆ
Ω

α,
dpBMEVA ∫ ∇+−Λ−= BBU|BB

B

 
(14) 
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The logarithm series expression is a viable mathematical tool to obtain the numeri-
cal approximation from the energy function by series. Recalling [8], the conventional 
gradient method [4] is used to solve (14), but in this case n=3 to minimize the third 
term on the second member in (14), as following, 
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where 

( ) LLLLLLQ 21 ττ21 ++=   (16) 

is the composed weighting matrix and the regularization parameters: τ1=-1/8σ2 and 
τ2=1/24σ4, respectively. The matrix L represents the numerical approximation of the 
Laplacian operator [7]. 

Now, the solution to problem (14) can be expressed in a form of the nonlinear 
equation 

.][]α[)α(ln

]))((,[})({detln)α,( 1

QBB,MBB,

URSBSDURSBSDB NN

+++
+++=

∑

−++F  (17) 

( ) 0α, =∂∂ BBF       and      ( ) 0αα, =∂∂ BF . (18) 

As it was detailed in [2], because of the nonlinearity, no unique regular method for 
solving (18) exists; however, one can represent the solution in a form convenient for 
the further analysis. To proceed in this direction, we follow the methodology pro-
posed in [2] which yields the equation 

02α2 2 =++−+ QBMBDVZTB  . (19) 

Grouping the terms and replacing α̂α→  from (18) we obtain 

02α2 2 =++−+ QBMBDVZTB  . 
(20) 

Finally, solving (20) with respect to B and exposing the dependence of T(B), D(B), 
V(B), and Z(B) on the solution we obtain 

])ˆ()ˆ()[ˆ(ˆ BZBVBWB −=  , (21) 

where 

12 )2)ˆ(α̂2)ˆ(()ˆ( −++= QMBDBTBW  . (22) 

represents the adaptive spatial window operator. 
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5   The Adaptive Computational Algorithm 

The derived BMEVA estimator (21) can be converted into an efficient iterative algo-
rithm using the LMS iteration method [11]. Pursuing such the approach [11], we refer 

to the SSP estimate on the right-hand side in (21) as the current estimate 
)(ˆ tB at the tth 

iteration step, and associate the entire right-hand side of (21) with the rule for forming 

the estimate 
)1(ˆ +tB  for the next iteration step (t+1) that yields 

]ˆˆ[ˆˆ )()1()()1( tttt BBBB −+= ++ γ . (23) 

Due to the performed regularized windowing (20), the iterative algorithm (23) con-
verges in a polynomial time [8] regardless of the choice of the balance factor γ  within 
the prescribed normalization interval, 0≤γ≤1. 

6   Simulations and Concluding Remarks 

Now, the imagery results obtained by the new adaptive computational algorithm are 
enough qualitative evidence to discuss the ABMEVA computational efficiency. Fig-
ure 1 shows the original 256-by-256 simulated scene B and the computed results 
using the Match Spatial Filter (MSF), VA, BME , BMEVA and the ABMEVA algo-
rithms for the exp(-bx2) of the point spread functions (PSF), i.e. system 1: Gaussian 
“Bell”-type PSF. Moreover, the Figure 2 shows the results of the image enhancement  
 

 

   
a. Original super-high 

resolution scene 
b. Image formed with the 

MSF method 
c. Image post-processed  

with the VA method 

   
d. SSP reconstructed with 

the BMEVA method 
e. SSP reconstructed with 

the ABMEVA (γ=0.6) 
f. SSP reconstructed with  

ABMEVA method (γ=0.9) 

Fig. 1. Simulation results for B scene (first system model) 
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a. Original super-high   

resolution scene 
b. Image formed with the 

MSF method 
c. Image post-processed  

with the VA method 

   
d. SSP reconstructed with 

the BMEVA method 
e. SSP reconstructed with 

the BMEVA (γ=0.25) 
f. SSP reconstructed with 

ABMEVA method (γ=0.7) 

Fig. 2. Simulation results for B scene (second system model) 

   
a. Original super-high 

resolution scene 
b. Image formed with the 

MSF method 
c. Image post-processed  

with the VA method 

   
d. SSP reconstructed with 

the BMEVA method 
e. SSP reconstructed with 

the ABMEVA (γ=0.6) 
f. SSP reconstructed with  

ABMEVA method (γ=0.9) 

Fig. 3. Simulation results for B’ scene (first system model) 
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a. Original super-high   

resolution scene 
b. Image formed with the 

MSF method 
c. Image post-processed  

with the VA method 

   
d. SSP reconstructed with 

the BMEVA method 
e. SSP reconstructed with 

the BMEVA (γ=0.25) 
f. SSP reconstructed with 

ABMEVA method (γ=0.7) 

Fig. 4. Simulation results for B’ scene (second system model) 

Table 1. Scene B-based results for two different simulated SAR systems 

IOSNR [dB] 
 System 1 

IOSNR [dB] 
 System 2 

SNR 
[dB] 

Reconstruction Method Reconstruction Method 

μ VA BMEVA 
ABMEVA 
(γ=0.6) 

ABMEVA 
(γ=0.9) 

VA BMEVA 
ABMEVA 
(γ=0.25) 

ABMEVA 
(γ=0.7) 

10 0.635 2.120 8.301 9.711 1.335 3.025 11.926 13.575 
15 0.638 2.625 8.322 9.753 1.351 3.128 11.941 13.581 
20 0.638 3.142 8.354 9.773 1.356 4.335 11.978 13.590 
25 0.640 4.430 8.369 9.781 1.358 5.498 11.982 13.603 
30 0.642 4.732 8.375 9.800 1.360 6.133 11.993 13.615 
 

using the sin(ax)/ax, i.e. system 2: sinc-type PSF. On the other hand, the Table 1 
manifests the strong quantitative analysis to valid the computational performance 
based on input-output signal-noise ratio (IOSNR) metric [2]. Following this way, the 
Table 2, Figure 3, and Figure 4 show the results based on simulated scene B’ to match 
the quantitative and qualitative analysis.  

In summary, we may conclude that the proposed ABMEVA method provides the 
substantially improved image enhancement and reconstruction achieved due to per-
forming the adaptive windowing in the flat regions with preserving the edge features. 
The new approach presents a new computational technique to improve the BMEVA  
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Table 2. Scene B’-based results for two different simulated SAR systems 

IOSNR [dB] 
 System 1 

IOSNR [dB] 
 System 2 

SNR 
[dB] 

Reconstruction Method Reconstruction Method 

μ VA BMEVA 
ABMEVA 
(γ=0.6) 

ABMEVA 
(γ=0.9) 

VA BMEVA 
ABMEVA 
(γ=0.25) 

ABMEVA 
(γ=0.7) 

10 1.020 12.454 7.393 10.268 0.724 3.948 6.293 10.382 
15 1.132 12.625 7.444 10.465 0.751 4.339 6.445 10.662 
20 1.129 12.957 7.834 10.628 0.779 4.613 6.608 10.873 
25 1.166 13.032 8.102 10.831 0.822 4.903 6.868 11.241 
30 1.171 13.073 8.123 10.870 0.837 5.249 7.017 11.388 

 
performance. A key distinguish feature of the ABMEVA method is that the problem 
of image enhancement and denoising is solved in the framework of Bayesian estima-
tion theory that incorporates the VA considerations through the fused reconstruction 
strategy. Finally, the proposed ABMEVA manifest a robust performance for different 
formation systems-based radar imaging.  
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Abstract. Eyelashes and reflections occluding the iris region are noise factors 
that degrade the performance of iris recognition. If these factors are not 
eliminated in iris segmentation phase, they are incorrectly considered as the iris 
region. Thus, produce false iris pattern information which decreases the 
recognition rate. In this paper a statistical approach is used to improve iris 
segmentation phase eliminating this noise from none constrain images, which is 
composed in three parts, finding the pupil and limbus boundary, reflection 
detection and eyelash detection. First an edge map is calculated using canny 
filter then the Circular Hough Transform is used to improve circle parameter 
finding. An intensity variation analysis is use to recognize a strong reflection. 
Eyelashes are classified in two categories, separable and multiple. Intensity 
variances are used to detect multiple eyelashes and an edge detector to localize 
separable eyelashes. The results show that statistics are useful to decide when is 
necessary applied the eyelash detector. 

Keywords: Iris recognition, biometric, segmentation, eyelash detector. 

1   Introduction 

Iris recognition, is the most reliable biometric in terms of recognition and 
identification performance [1]. However, the performance of these systems is affected 
by inaccuracy segmentation [2, 3]. Indeed, the false iris region information decreases 
the recognition rate [4, 5 and 6]. It is therefore importance to identify the source of 
noise such as eyelashes and reflections for improving the quality of the segmentation 
and then the performance of the iris recognition. In the previous iris segmentation 
approaches [7, 8] this noise is not considered, just the inner and outer boundary of an 
iris is founded. The aim of this paper is to improve iris segmentation method using a 
statistical approach and decide when eyelashes and reflection detection is necessary to 
remove these noise from the image and improve the accuracy of the iris recognition. 

The remainder of this paper is organized as follows. Section 2 reviews the 
reflection detection; in section 3 and 4 discuss inner and outer boundary detection of 
an iris and the eyelash detection model, respectively. Implementation, results and 
discussion are presented in section 5. Finally, in section 6, we draw discussion and 
give suggestions for future work. 
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2   Reflection Detection 

Iris recognition system needs to avoid reflection that could degrade the recognition 
performance. However, strong reflection may be present if the illumination is not 
adapted or the subject uses contact lenses, also some jewelry can reflect in to the eye 
too. In this case, the value of intensity of a pixel with a strong reflection should be 
larger than a certain threshold [6]. A strong reflection can be recognized by a simple 
inequality, f(x,y)>K1, where f(x,y) is a pixel in an image and K1 is taken as 180, used 
in the following experiment after an histogram analysis of  the grey scale intensity of 
the pixels. 

3   Inner and Outer Boundary Detection of an Iris 

Eye image contains pupil, iris, eyelids, eyelashes, sclera regions. However, for iris 
recognition the only area of interest is the iris region which has the patterns that are 
reported to remain unchanged over a life time [1], and they cannot be easily forged or 
modified. These patterns are delimited by the inner and outer boundary. The inner 
boundary is the circle which delimits de pupil and the iris region. On the other hand, 
outer boundary delimits the iris and the sclera. These two circles can be taken as two 
non concentric circles [9]. To define the each boundary and extract the iris region; the 
first step is to conduct edge detection to get the edge map of the eye images using a 
canny filter. The second step is to perform the circular Hough transform (CTH) [10]. 
The CTH is a “voting based” computational algorithm. For each boundary is 
necessary to obtain the coordinates of the center of the circle and the radius length. 
The CHT is used to transform a set of feature points in the image space into a set of 
accumulated votes in a parameter space. Then, for each feature point, votes are 
accumulated in an accumulator array for all parameter combinations. The array 
elements that contain the highest number of votes indicate the radius length and the 
coordinates of the center. The Circular Hough Transform [11, 12] has been 
implemented as follows: 

1. An binarized edge map is calculated using a canny filter 
2. Count each pixel in an edge map and obtain its position (xi,yi), where i is the 

total pixels in an edge map. 
3. Set the radius range to find the boundary of interest. 
4. Compute Circular Hough Transform. 

for pixeledge=1 to i. 
for r=1 to maximum radius wanted 
for y=1 to maximum row in an edge map 

Compute   

xk represents the possible coordinate x of the center of the circle, r is 
the radius, y is the row in an edge map, yi  and xi are the positions of a 
pixel in an edge map. 

After xk is calculated the accumulator array is increased as follows 
ACC(y,xk,rj)=ACC(y,xk,rj)+1 
end all loops. 
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5. Obtain the maximum value in the accumulator array to get (x, y) coordinates 
which belong to the center and radius length r of the circle of interest. 

6. Repeat from step 3 and modify the radius range to obtain the outer boundary 
 
This algorithm requires a radius range where the radius of interest could be located 

and the position of the pixels which belong to an edge map. First, the inner boundary 
is found; secondly, the algorithm finds the outer boundary.  For each position in an 
edge map this algorithm generates a circle for each value in the radius range. The 
point where the majority of the circles intersect, that point will be the center of the 
boundary of interest. 

4   Eyelash Segmentation 

Two classes of eyelashes are defined, separable and multiple eyelashes. Separable 
eyelashes are defined as the eyelashes that can be distinguished from other eyelashes 
and multiple eyelashes are the eyelashes that overlap in a small area [6].  

4.1   Separable Eyelashes 

Separable eyelashes can be distinguished from other eyelashes [4]; the pixels around 
separable eyelashes should not belong to others. Because of the intensity difference 
between iris pixels and eyelash pixels, a separable eyelash can be regarded as an edge 
in an image. Base on this property, a real part of Gabor Filter [13, 14, 15] is proposed 
to detect separable eyelashes, which, is in the spatial domain has the following 
general form. 

 , , / cos 2 ,                                    (1) 
 

Where the frequency of the sinusoidal wave is , the standard deviation of the 
Gaussian envelope is  and the parametric component which represent the real part of 
the Gabor filter is x. In fact, the filter works as an edge detector. If the resultant value 
of a point is smaller than a threshold, it is noted that this point belong an eyelash.   

This approach has been implemented by the follow algorithm. 

1. Gabor filter is applied after strong reflection detection (cf. section 2) and iris 
localization (cf. section 3). 

2. Compute the gradient direction and quantify the result in four angles 0, 45, 
90, 135 degrees. 

3. Set the frequency of the sinusoidal u = ¼π. ½π, ¾π. 
4. Calculate component x. 
5. Obtain Gabor filter coefficients using equation (1). 
6. Spatially convolve image with the filter to get the enhanced image. 
7. Eliminate the pixels which belong to an eyelash. 

This algorithm, use Gabor filter to enhance the pixels and eliminates the separable 
eyelash. The filter is divided in different frequency scales, to ensure that the same 
proportion of the spectrum is covered in both dimensions. In this experiment three 
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different frequencies are used. The first frequency used was ¼ , then ½  and ¾ . 
The result is a set of filters [15] that covers one half of the frequency plane, the other 
half of the plane is not needed because the extra filters would have the same response 
as the existing ones. 

4.2   Multiple Eyelashes 

Many eyelashes overlap in a small area. Such that, the change of intensity variation in 
this area is almost zero. Thus, is necessary to obtain the variance of the intensity in 
this area and verify if is smaller than a threshold.  It can be described [6] as: 

 ∑ ∑ ,
                                    (2) 

 
Where M is the mean of intensity in the small window; (2N+1)2 is the window size 
and K2 is a threshold. 

5   Implementation and Results 

In the experiments we test the segmentation system with 150 images from the MBGC 
NIR eyes still data base [16]. This contains 8590 eyes images. In this data set were 
acquired using an Iridian LG EOU 2200 camera. 

The figure 1 shows a diagram with all the steps to obtain accurate iris 
segmentation. Once the eye image is obtained, the first step consist in verify if it has a 
strong reflection (cf. section 2). Then an edge map is calculated using canny filter to 
improve circle parameter finding. We use CHT to calculate iris/pupil circle parameter.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. All steps to obtain accurate iris segmentation 
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The algorithm uses these parameters to extract the iris region (cf. section 3). 
However, after eye data base analysis, it shows that it is more probable to find eyelash 
just in the region near at the upper eyelid or lower eyelid than the region where the 
pupil exist.  Thus it is necessary to decide when the Gabor filter should be used. To 
resolve this issue, this algorithm divides the extracted iris region in three blocks 
(upper, middle and lower). 

After extracted iris region is divided, the algorithm calculates the mean µ  and the 
standard deviation σ  of the whole region. Then the algorithm calculates the mean µl  
and the standard deviation σl  for each j block. To determine which block has eyelash 
occlusion is important to analyze the intensity of the pixels. Due to changes of 
intensities, we conclude that: if one block has eyelashes the difference between the 
pixels is significant. Such that, its mean and standard deviation are bigger than the 
statistical values of the whole region (condition 3) then the eyelash segmentation 
algorithm is computed.  

 µ <µl  and  σ  <σl                                                (3) 
 
As a result we eliminated the eyelashes from the iris region without changing the 

original iris pattern. In other words, after removing the eyelashes region we obtain an 
accurate iris pattern free of any noise either from reflection or eyelash occlusion 
which will improve iris recognition performance. On the other hand, we compare our 
segmentation method versus Libor’s Masek segmentation and eyelash detection 
method [17]. This algorithm eliminated the eyelashes by occluding them through a 
rectangle. The results show that our segmentation is accurate, it performed eyelash 
detection and it is 90% faster than Libor Masek. Some examples are shown in figure 2 
which is distributed at the left row, is the original image, in the center row is the iris 
extracted from our algorithm and the right row is the iris extracted using Libor’s 
method. Where images a) and b) shows that our algorithm finds the region of the 
eyelashes. The eyelashes issue increases when they are coated; due to the similitude 
of intensities between the pupil and eyelash pixels. From the image c) the algorithm 
could extract the iris region. The image d) shows the accuracy of our iris 
segmentation. However, Libor’s method does not have that accuracy for this image. 
The Circular Hough Transform is the most intensive search as remarked in [8]. Even 
though, this algorithm is our first approach to iris recognition. This segmentation was  

 

 

Fig. 2. Results of Iris image segmentation 
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accurate and fast enough to keep working on it. However, computing time of the CHT 
is one limitation that will be improved in further work. 

Our eyelash detection is base on [4]. On the other hand, we introduce the three iris 
region blocks to statistical study of intensity variation of the pixels which improve the 
eyelash detection. 

6   Discussions and Further Work 

We have shown how to extract the iris region, eliminate the reflections and remove 
the eyelash occlusion using statistical values. Our method is fast, straightforward to 
implement, and accurately for a wide variety of images from MBGC NIR eye still 
data base. This method explains how a Circular Hough Transform should be 
implemented. On one hand, after analyze the data base; this article introduces a new 
way to detect where the eyelashes are by dividing the iris region in three iris blocks 
(upper, middle and lower). Then each block is statistically evaluated and classified if 
that block has or not eyelashes to detect eyelash. For each detected block, this method 
analyzes the Gabor filter that is used to eliminate the separable eyelashes and study 
how much is the chance of intensity variation to eliminate multiple eyelashes. 
Nevertheless, our method does have some limitations, and there are several avenues 
for future work. 

The primary limitation of our method is that computed time to find the pupil’s 
search region be improved. The first further work will perform a histogram analysis 
combined with morphologic models as thinning to enhance pupil and iris segmentation. 
When the pupil’s radius is too small close to ten pixels the segmentation method could 
not be accurate because the Circular Hough Transform is a voting method to find circles 
boundary. Where in an edge map each pixel votes. If some edge is bigger than a small 
pupil edge then other circle boundary will be founded instead of the pupil boundary. 
Other further work is that we will improve our method to analyze iris segmentation 
from video using the MBGC NIR eye video data base instead of the MBGC NIR eye 
still data base. 
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Abstract. An algorithm combining Artificial Immune System and AdaBoost 
called Imaboost is proposed to improve the feature selection and classification 
performance. Adaboost is a machine learning technique, which generates a 
strong classifier as a combination of simple classifiers. In Adaboost, through 
learning, the search for the best simple classifiers is replaced by the clonal se-
lection algorithm. Haar features extracted from face database are chosen as a 
case study. A comparison between Adaboost and Imaboost is provided. 

Keywords: Artificial immune system; Feature selection; Adaboost; Clonal se-
lection algorithm; Haar Features. 

1   Introduction 

Machine learning is an active research topic in computer vision and pattern recogni-
tion research, which is applied in various fields such as the identity authentication; 
man-machine interface; virtual reality; content-based retrieval and many other as-
pects. Recently, Viola and Jones [1, 2] developed a method based on Adaboost classi-
fier that performs a high detection rate. On the one hand, this method is considered to 
be one of the fastest systems and can be used to detect any object. On the other, 
Adaboost is a machine-learning algorithm that performs two tasks simultaneously: 
feature selection and forming a classifier using combination of these features. In 
Adaboost, to select the best features, a search is made of all the features. In the case of 
a large feature space such as Haar features, a reduction in this search step allows an 
increase in the performance of the classification. 

In this article, we propose a new algorithm called Imaboost which is based on 
combining the Artificial immune system AIS model with Adaboost . The search step 
is replaced by the clonal selection algorithm. CLONALG is integrated with Adaboost 
to improve the feature selection for image classification. The objective is to present 
the Imaboost system but not to compare it in detail with the many other algorithms. 
Nonetheless, the results are compared with the original Adaboost algorithm. Haar 
features extracted from face database are chosen as a case study. Related works, AIS, 
Adaboost and Haar features are briefly described before the main lines of the algo-
rithm are presented. Experiments and results are provided. 
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2   Related Works 

Viola and Jones Method contains three essential points: Haar features from the inte-
gral image, the Adaboost classifier and the cascade structure. The cascade allows non-
object to be rejected quickly and subsequently quickens the detector. Features can be 
calculated extremely fast from the integral image. Adaboost is a machine-learning 
algorithm that performs two tasks simultaneously: feature selection and forming a 
classifier using a combination of these features. It is considered to be the key to a high 
detection rate. Feature selection is a step that follows feature extraction in a pattern 
recognition process. The aim of this step is to obtain the optimal feature subset from 
the input space that can achieve the highest accuracy results. Most of feature selection 
algorithms involve a combinatorial search through the whole space. Usually, heuristic 
methods, such as hill climbing, have to be adopted, because of the large number of 
features of input space [3]. 

Due to the high detection rate and real-time execution of the Viola and Jones ap-
proach, different investigations try to enhance the idea of boosting simple weak clas-
sifiers or to improve the response of the Adaboost classifier. Lienhart and Maydt [4] 
showed that extending the basic feature set yields detectors with lower error rates. Li 
and Zhang [5] described a variant of Adaboost called Floatboost for learning better 
classifiers. Zhang y al. [6] presented Z-Adaboost and Chang and Lee [7] proposed the 
Segment-Boost.  

The use of Evolutionary Algorithms has received growing interest in the field of 
automatic learning. Genetic Algorithms are used as optimization procedures inspired 
by the mechanisms of natural selection. Within Adaboost, which is considered to be 
an optimization problem, genetic algorithms are used to find better classifiers as pro-
posed by Treptow and Zell [8]. Zin et al. [9] extended the work of these authors by 
implementing GA inside the Adaboost to select features. Jang and Kim [10] intro-
duced the employment of Evolutionary Pruning that reduces the number of weak 
classifiers. Chouaib et al. [11] presented a fast method combining genetic algorithm 
and Adaboost classifiers for feature selection. Li et al. [12] proposed dynamic 
Adaboost learning with feature selection based on a parallel genetic algorithm.  

Just as the GA, the Artificial immune system (AIS) has been also applied success-
fully to a variety of optimization problems [13]. AIS is a computational intelligence 
paradigm inspired by the biological immune system, which has found an application 
in pattern recognition [14] and machine-learning [15]. 

3   Artificial Immune System 

Artificial immune systems (AIS) are computational systems inspired by the principles 
and processes of the immune system. Formal definition is given by De Castro and 
Timmis [16]. The algorithms typically exploit different theories and processes, which 
allow the acquired immunity system to solve a specific problem. Common techniques 
are the clonal selection algorithm, negative selection algorithm, immune network 
algorithms and dendritic cell algorithm. The first is chosen for this investigation. 
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3.1   Clonal Selection Algorithm 

Proposed by Castro and Von Zuben [17], CLONALG (CLONal selection ALGo-
rithm) is an algorithm inspired by the clonal selection theory of acquired immunity. 
As described by these authors, the algorithm starts with an initial set of random solu-
tions called population and iterates over a number of rounds (G) or generations until a 
specific stopping condition is reached (Fig. 1).  

 

Fig. 1. One Clonal algorithm selection 

The following provides the six steps composing CLONALG: 

(1) Generate a set (P) of candidate solutions or antibodies, composed of the mem-
ory cells (M) and the remaining (Pr) population (P = Pr + M); 

(2) Select the n best antibodies (Pn), based on an affinity measure; 
(3) Clone these n best antibodies in proportion to their affinity; giving rise to a 

temporary set of clones (C); 
(4) Apply a hypermutation to the temporary clones; the degree of mutation is in-

versely proportional to the affinity. A maturated antibodies is generated (C*); 
(5) Re-select the best elements from C* to compose the memory set M. Some 

members of P can be replaced by other improved members of C*; 
(6) Replace d antibodies by novel ones to introduce the diversity concept. The 

probability to be replaced is inversely proportional to the affinity of the previous re-
maining (Pr) population. 
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4   Adaboost and Haar Features  

4.1   Adaboost 

The Adaboost was introduced by Freund and Schapire [18]. It is a machine learning 
technique, which combines weak classifiers in an iterative way to generate a final 
strong classifier through the learning process. A final classifier H(x) is a linear com-
bination of the weak or simple classifiers : 0,1  1 threshold 0 otherwise                   

 (1) 

where  ∑  (2) 

Each weak classifier ht describes a single feature ft:  1 0 otherwise  (3) 

where  is a threshold and pt is a parity to indicate the direction of the inequality.  

Input : N training set , , i = 1,2, …,N  
with negative 0  and positive 1  examples. 

• Initialize weights ,  ,  where m and n are the number of negatives 

and positives examples respectively 
• For t = 1, . . . , T: 

1) Normalize the weights,   , ∑ ,  

2) For each feature j train classifier hj, t  with error   ∑ | | 
3) Choose the weak classifier ht with the lowest error  
4) Update the weights: , ,  with  0          is classi ied correctly1      otherwise                              
and   
• The final strong classifier is :  1     ∑    ∑0 otherwise          
where  

Fig. 2. Adaboost algorithm 

Adaboost (Fig.2) iterates over a number of T rounds. In each round, the features 
space is scanned in order to train the weak classifiers and to find the threshold , 
which discriminates between positive and negative examples. This threshold is calcu-
lated as the mean values of features that results on the positive and negative examples 
[8]. For each feature, the error value is estimated. The best feature with the lowest 
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error is selected as the weak classifier for this iteration. All training examples are 
reweighted and normalized. The following iteration is executed and another weak 
classifier is selected. After T iterations, the resulting strong classifier is formed as a 
combination of all T weak classifiers.  

4.2   Haar Features Extraction 

Three kinds of feature are considered: two-rectangle, three-rectangle, and four-
rectangle feature. The rectangular regions have the same size and shape and are hori-
zontally or vertically adjacent. The value of each feature (Fig. 3) is the difference 
between the sum of the pixels within the white and black rectangular regions. 

 

Fig. 3. Haar features 

The possible positions and scales of the three basic feature types within a sub win-
dow size, for example of 24x24 pixels produce about 160,000 possible alternative 
features. In order to compute these features very quickly, the integral image represen-
tation or Summed-area table [19], is introduced. At the location (x, y) (Fig. 4(a)) the 
integral image II(x,y) contains the sum of the pixels above and to the left of x, y: , ,,  (4) 

 

(a) (b) 

Fig. 4. Feature Estimation: (a) Integral image at point (x, y); (b) Four references to obtain the 
gray rectangular sum 

The integral image can be computed from an image using a few operations per 
pixel. Therefore, Harr-like features can be calculated at any scale or location in con-
stant time. Any rectangular sum can be estimated by four references (Fig. 4(b)). Two 
adjacent rectangular sums can be obtained from six array references, eight or nine 
references in the case of the three-rectangle, and four-rectangle features respectively. 

5   Artificial Immune Adaboost: Imaboost 

The aim in this article is to apply the artificial immune system in Adaboost to improve 
the feature selection step. The search over all features in step 2 (Fig. 2) is replaced by  
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CLONALG (Fig. 1). This algorithm is relatively low in complexity and requires a 
small number of user parameters such as the number of generations (G), population 
size (P), memory antibody size (M), selection antibody size (N), remainder replace-
ment size (d), clonal factor (β), Re-select size (m) from the maturate antibodies. 

The antibody representation has to be chosen to represent the features and the af-
finity to resolve the minimization problem. The antibody representation and the affin-
ity are chosen as those given by Treptow and zell [8] and Zin et al. [9]. Every feature 
is encoded by a string of 5 integer variables (t, x, y, x´, y´) where t represents a type of 
feature (Fig. 3), (x,y) and (x´,y´) are the coordinate of the upper left and the lower 
right corner of the feature in the sub-window. The affinity is described as follows:  1  (5) 

 is the error function as estimated in Adaboost.  
The different operations of the algorithm are directly or inversely proportional to 

the affinity. The rank based measure is achieved by sorting the set of selected antibod-
ies in ascending or descending order by their affinity. The number of clones created 
for each antibody is calculated as follows: . 0.5  (6) 

where β is a clonal scaling factor, P is the population size, and i is the antibody cur-
rent rank where 0,  and N is the number of selected antibodies. The total num-
ber of clones is then calculated as a summation of all . The mutation is performed 
by creating a new type t and changing the corner positions of the feature by adding a 
random constant in the integer set {-3,…,3}. A probability rate Pm ϵ [0,1] is used to 
defined the m and d size. 

6   Experiments and Result 

The Imaboost is compared with the standard Adaboost to test the response and per-
formance of Imaboost in relation to features selection and classification. The face is 
chosen as a case study. The training and testing set are obtained from various sources. 
They consist of 3000 positive and 5000 negative images for the training set (Fig. 5). 
The testing set, which is different to the training set, consists of 2000 positive and 
3000 negatives images. Gray images of size 24×24 are employed.  

 

Fig. 5. Images face / non face set 
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The clonal algorithm parameters are chosen by testing different values: 50 for pop-
ulation size, 35 for memory antibody size, β=1 for the clonal coefficient. The muta-
tion process decreases by 0.2% with each generation .The algorithm converges and 
stops when no better solution is found within the next 50 generations. If there is no 
convergence within the maximum number of generations, set at 300 generations, the 
algorithm is stopped as well. 

With both algorithms, the training step is stopped when all the examples are  
labeled correctly. The experiments are carried out on an Intel Core 2 Quad Q9550 
processor. Imaboost is run 27 times and the average results are taken. The result of 
applying Adaboost and Imaboost is summarized in Table 1, 2 and 3. Imaboost is able 
to find classifiers with a lower number of features with less training time compared to 
Adaboost. The average number of features is 160 for Imaboost compared to 209 for 
Adaboost. It represents 77% of the number of features selected by Adaboost. The 
mean time for the search for a weak classifier on the face set is 14.7 seconds for Im-
aboost compared to 44.8 seconds for Adaboost. The selection of a single feature is 
then 3 times faster in Imaboost than Adaboost. Reducing the features number and 
time per iteration implies a reduction of total training time for Imaboost. 

Table 1. Features selection 

 worst Best 
 

Average 
feature 

Adaboost 209 209 209 
Imaboost 172 148 160 

Table 2. Training time 

 Average time 
 per iteration(s) 

Average Total 
time (s) 

Adaboost 44.8s 9363s 
Imaboost 14.7s 2352s 

Table 3. Rates on test set 

 Classification rate % False positive rates% 
Adaboost 95.9 0.040 
Imaboost 96.6 0.031 

The learned classifiers are evaluated on the test set to compare classification and 
false positive rates as shown in Table 3. The learned classifiers use 150 features with 
Imaboost and 209 with Adaboost. Although a lower features number is used, Im-
aboost provides similar detection and false positive rates. Imaboost classifies 96.6% 
of the set correctly whereas Adaboost gives a classification rate of 95.9%.  



178 H. Taud, J.C. Herrera-Lozada, and J. Álvarez-Cedillo 

7   Conclusion and Future Works 

In this paper, an approach for feature selection and classification is presented, using a 
model of artificial immune system. A new combination of Adaboost and clonal algo-
rithm is investigated in order to overcome the problem of feature selection in the huge 
search space. A comparison between Adaboost and Imaboost applied to a set of face 
is presented. Preliminary results show that Imaboost improves the performance of the 
classifier. The number of features and training time is reduced preserving the same 
classification rate. Moreover, a more thorough study of the performance of Imaboost, 
requires the performance of more experiments in different image sets.  

In order to increase the detection speed, Viola and Jones use a cascade of various 
Adaboost. Improving each Adaboost implies improving the entire cascade. On the one 
hand future work can be directed to test the cascade of classifiers produced by Ima-
boost. On the other hand, in order to enhance the performance of Imaboost, a micro 
immune system with a reduced population size should be studied. A comparison be-
tween different evolutionary algorithms used with Adaboost should also be made. 

Acknowledgments 

We thank Anna Reid for improving the English grammar and style of our manuscript. 

References 

1. Viola, P., Jones, M.: Rapid object detection using boosted cascade of simple features. In: 
Proceedings IEEE Computer Society Conference on Computer Vision and Pattern Recog-
nition, Hawaii, vol. 1, pp. 511–518 (2001) 

2. Viola, P., Jones, M.: Robust Real-Time Face Detection. International Journal of Computer 
Vision 57(2), 137–154 (2004) 

3. Zheng, L., He, X.: Classification Techniques in Pattern Recognition. In: Proceedings of the 
13th International Conference in Central Europe on Computer Graphics, Visualization and 
Computer Vision, Bory, pp. 77–79 (2005) 

4. Lienhart, R., Maydt, J.: An extended set of haar-like features for rapid object detection. In: 
IEEE ICIP2, New York, vol. 1, pp. 900–903 (2002) 

5. Li, S.Z., Zhang, Z.: FloatBoost Learning and Statistical Face Detection. IEEE Transactions 
on Pattern Analysis and Machine Intelligence 26(9), 1112–1123 (2004) 

6. Zhang, W., Tong, R., Dong, J.: Z-AdaBoost: Boosting 2-Thresholded Weak Classifiers for 
Object Detection. In: IITA08 Second International Symposium on Intelligent Information 
Technology Application, Shanghai, vol. 2, pp. 839–844 (2008) 

7. Chang, W.S., Lee, J.S.: Segment-Boost Learning for Facial Feature Selection. In: Proceed-
ings of the Third International Conference on Convergence and Hybrid Information Tech-
nology, vol. 1, pp. 358–363 (2008) 

8. Treptow, A., Zell, A.: Combining Adaboost Learning and Evolutionary Search to select 
Features for Real-Time Object Detection. In: CEC 2004 Congress on Evolutionary Com-
putation, vol. 2, pp. 2107–2113 (2004) 

9. Zin, Z.M., Khalid, M., Yusof, R.: Enhanced Feature Selections OF Adaboost training for 
face detection using genetic algorithm (gaboost). In: Proceedings of the Third IASTED In-
ternational Association of Science and Technology For Development, Alberta, pp. 34–39 
(2007) 



 Adaboost Classifier by Artificial Immune System Model 179 

10. Jang, J.S., Kim, J.H.: Evolutionary Prunning for Fast and Robust Face Detection. In: CEC 
2006 IEEE Congress on Evolutionary Computation, Vancouver, pp. 1293–1299 (2006) 

11. Chouaib, H., Ramos Terrades, O., Tabbone, S., Cloppet, F., Vincent, N.: Feature selection 
combining genetic algorithm and Adaboost classifiers. In: 19th International Conference 
on Pattern Recognition (ICPR), Tampa, pp. 1–4 (2008) 

12. Li, R., Lu, J., Zhang, Y., Zhao, T.: Dynamic Adaboost learning with feature selection 
based on parallel genetic algorithm for image annotation. Knowledge-Based Sys-
tems 23(3), 195–201 (2010) 

13. Tan, K.C., Goh, C.K., Mamun, A.A., Ei, E.Z.: An evolutionary artificial immune system 
for multi-objective optimization. European Journal of Operational Research 187(2), 371–
392 (2008) 

14. Carter, J.H.: The immune system as a model for pattern recognition and classification. 
Journal of the American Medical Informatics Association 7(1), 28–41 (2000) 

15. Hunt, J.E., Cook, D.E.: Learning using an artificial immune system. Journal of Network 
and Computer Applications 19, 189–212 (1996) 

16. De Castro, L.N., Leandro, N.: Timmis, Jonathan Artificial Immune Systems: A New Com-
putational Intelligence Approach. Springer, Heidelberg (2002) 

17. De Castro, L.N., Von Zuben, F.J.: The clonal selection algorithm with engineering applica-
tions. In: Workshop Proceedings of GECCO’00, Workshop on Artificial Immune Systems 
and their Applications, Las Vegas, pp. 36–37 (2000) 

18. Freund, Y., Schapire, R.E.: A Short Introduction to Boosting. Journal of Japanese Society 
for Artificial Intelligence 14(5), 771–780 (1999) 

19. Crow, F.C.: Summed-area tables for texture mapping. In: SIGGRAPH ’84 Proceedings of 
the 11th annual conference on Computer graphics and interactive techniques, pp. 207–212. 
ACM Press, New York (1984) 



Cost-Sensitive Neural Networks and Editing Techniques
for Imbalance Problems

R. Alejo1, J.M. Sotoca1, V. Garcı́a1, and R.M. Valdovinos2

1 Institute of New Imaging Technologies
Dept. Llenguatges i Sistemes Informátics, Universitat Jaume I

Av. Sos Baynat s/n, 12071 Castelló de la Plana (Spain)
2 Centro Universitario UAEM Valle de Chalco, Universidad Autónoma del Estado de México
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Abstract. The multi-class imbalance problem in supervised pattern recognition
methods is receiving growing attention. Imbalanced datasets means that some
classes are represented by a large number of samples while the others classes only
contain a few. In real-world applications, imbalanced training sets may produce
an important deterioration of the classifier performance when neural networks
are applied in the classes less represented. In this paper we propose training cost-
sentitive neural networks with editing techniques for handling the class imbalance
problem on multi-class datasets. The aim is to remove majority samples while
compensating the class imbalance during the training process. Experiments with
real data sets demonstrate the effectiveness of the strategy here proposed.

Keywords: Multi-class imbalance; backpropagation; cost function; editing.

1 Introduction

Neural networks have become a popular tool in Pattern Recognition, Machine Learn-
ing and Data Mining [1]. Although there are several kinds of neural networks, most
attention has been focused on the use of Multilayer Perceptron (MLP) [2], or feed-
forward networks trained with a backpropagation learning algorithm for supervised
classification.

However, it is well known that in MLP, the nature of the Training Data Sets (TDS)
has a major impact on the ability of the network to generalize[2]. One of the prob-
lems in the complexity of the TDS that most affects the neural networks is the class
imbalance [3].

A two-class data set is said to be imbalanced when one of the classes (the minority
one) is heavily under-represented with regard to the other class (the majority one) [4].
This problem is encountered in a large number of domains, and in certain cases, it
has been observed that class imbalance may cause a significant deterioration in the
performance attainable by standard learners because these are often biased towards the
majority class [5].

Many works have addressed the class imbalance problem [6,5]. The most popu-
lar strategies for dealing with this problem can be grouped in three categories. One
is to assign different costs to the classification errors [3]. The second technique is to
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make a resampling of the original TDS, over-sampling the minority class and/or under-
sampling the majority class until the classes are approximately equally represented [4].
The third technique consists in internally biasing the discrimination-based process and
compensate the class imbalance [7,8]. However, these techniques do not consider other
complexities that might result from TDS. In this regard, several studies suggest that
other problems such as the overlap between classes should be taken into account in
classification tasks [9,10].

In this work, we present some preliminary results to explore two issues related with
the Multi-Class Imbalance Problem. Initially, we remove majority samples from the
overlap region, producing a local balance of the classes. For this, the only requirement
is that all samples of the minority classes must be saved in the TDS. As downsizing
of the majority classes can throw away significant information, an editing scheme is
applied. Note that a global balance in the class sizes is not achieved. Subsequently, the
backpropagation algorithm is modified to avoid that the minority classes be ignored in
the learning process, and to accelerate the convergence of the neural network.

2 Multilayer Perceptron

The multilayer perceptron (MLP) neural network [11] usually comprises one input
layer, one or more hidden layers, and one output layer. Input nodes correspond to
features, hidden layers are used for computations, and output layers are related with
the number of classes. A neuron is the elemental unit of each layer. It computes the
weighted sum of its inputs, adds a bias term and drives the result thought a generally
nonlinear (commonly a sigmoid) activation function to produce a single output.

The most popular training algorithm for MLP is the backpropagation strategy, which
uses a set of training instances for the learning process. Given a feedforward network,
the weights are initialized to small random numbers. Each training instance is sent
through the network and the output from each unit is computed. The target output is
compared with the output estimated by the network calculating the error, which is fed-
back through the network.

To adjust the weights, the backpropagation algorithm uses a gradient descent to min-
imize the squared error. At each unit in the network starting from the output unit and
moving to the hidden units, its error value is used to adjust the weights of its connec-
tions as well as to reduce the error. This process is repeated for a fixed number of times,
or until the error is small.

2.1 The Backpropagation Algorithm and the Class Imbalance Problem

Empirical studies of the backpropagation algorithm [12] show that class imbalance
problem generates unequal contributions to the mean square error (MSE) in the training
phase. Clearly the major contribution to the MSE is produced by the majority class.

Let us consider a TDS with two classes (m = 2) such that N =
∑m

i ni and ni is the
number of samples from class i. Suppose that the MSE by class can be expressed as

Ei(U) =
1
N

ni∑

n=1

L∑

p=1

(dn
p − yn

p )2 , (1)
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where dn
p is the desired output and yn

p is the actual output of the network for sample n.
Then the overall MSE can be expressed as

E(U) =
m∑

i=1

Ei = E1(U) + E2(U) . (2)

If n1 << n2 then E1(U) << E2(U) and ‖∇E1(U)‖ << ‖∇E2(U)‖, conse-
quently ∇E(U) ≈ ∇E2(U). So, −∇E(U) it is not always the best direction to mini-
mize the MSE in both classes.

Considering that the imbalance problem affects negatively in the backpropagation
algorithm due to the disproportionate contributions in the MSE, it is possible to consider
a cost function (γ) that balance the TDS class imbalance as follows:

E(U) =
∑m

i=1 γ(i)Ei = γ(1)E1(U) + γ(2)E2(U)

= 1
N

∑m
i=1 γ(i)

∑ni

n=1

∑L
p=1(y

n
p − Fn

p )2 ,
(3)

where γ(1)‖∇E1(U)‖ ≈ γ(2)‖∇E2(U)‖ avoiding that the minority class be ignored
in the learning process. In this work, the cost function is defined as

γ(i) = ‖∇Emax(U)‖/‖∇Ei(U)‖, (4)

where ‖∇Emax(U)‖ corresponds to the largest majority class.
When a cost function is included in the training process, the data probability distri-

bution is altered [13]. However, this cost function (Eq. 4) reduces its impact in the data
distribution probability because the cost function value is diminished gradually. In this
way, the class imbalance problem is reduced in early iterations, and later γ(m) reduces
its effect on the data distribution probability.

3 Edited Nearest Neighbor Rule

Wilson [14] developed the Edited Nearest Neighbor (ENN) algorithm in which the set
of samples S starts out the same as TDS, and then each instance of the set S is removed if
it does not agree with the majority of its k nearest neighbors (with k=3, typically). This
method removes noisy instances as well as samples at the borderline, leaving smoother
decision boundaries. Algorithmically, the ENN scheme can be expressed as follows:

1. Let S = X .
2. For each xi in X do:

– Discard xi from S if it is misclassified using the k-NN rule with prototypes in
X − {xi}.

In this work, the ENN is applied only in the majority classes. The aim is to reduce the
complexity in the overlap region maintaining all the minority samples. This technique
can be seen as focused under-sampling.
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4 Methodology

The experiments were carried out on three images real data sets (Cayo, Feltwell and
Satimage). A brief summary is given in the Table 1. For each database, a 10–fold cross–
validation was applied. The datasets were divided into ten equal parts, using nine folds
as training set and the remaining block as test set.

Table 1. A brief summary of some basic characteristics of the databases

Dataset Size Attr. Class Class distribution
Cayo 6019 4 11 838/293/624/322/133/369/324/722/789/833/772
Feltwell 10944 15 5 3531/2441/896/2295/1781
Satimage 6430 36 6 1508/1531/703/1356/625/707

The Accuracy and g-mean are used as performance measure to evaluate the classifier.
It is common to obtain measure criteria from the confusion matrix where real classes
are in columns, whereas predicted ones appear in rows (Table 2). The table built in
this way is a general vision assignment, where diagonal elements count the correctly
assigned samples and elements out of the diagonal count the wrongly classified ones.

From the confusion matrix, we can define

Accuracy =
m∑

i=1

nii/N , (5)

where N is the total number of samples.

Accuracy by class = nii/ni+. (6)

Other measure used is the geometric mean (g-mean) defined as

g-mean = (
m∏

i=1

nii/ni+)
1
m . (7)

All the MLP were trained with the backpropagation algorithm in batch mode. This
process has been repeated ten times and the results correspond to the average. The
learning rate (η) was set to 0.1 and only one hidden layer was used. The number of
neurons for the hidden layer was established to 7, 6 and 12 for Cayo, Feltwell and
Satimage datasets respectively.

Table 2. Confusion matrix for a multi-class problem

Real Classes
Predicted Classes 1 2 · · · m total (ni+)

1 n11 n12 · · · n1m n1+
2 n21 n22 · · · n2m n2+

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
m nm1 nm2 · · · nmm nm+

total (n+j ) n+1 n+2 · · · n+m N
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Summarizing the strategy proposed in this work consists of the following:

1. To edit the TDS with the ENN technique, removing only majority samples in the
overlap region and producing a local balance of the classes (sec. 3).

2. To modify the backpropagation algorithm applying a cost-function (Eq. 4) to avoid
that the minority classes would be ignored in the learning process, and accelerating
the convergence of the neural network.

3. To train the MLP with the modified algorithm over the TDS edited.

5 Results and Discussion

In order to evaluate the possibilities of the proposed approaches here exposed, several
experiments with imbalance data sets were developed. In Tables 3, 4, 5 and 6 the main
results are detailed. In these experiments, we denote “Cost-MLP” the cost function with
MLP and “TDS edited” the imbalanced training set edited.

Table 3 shows the percentage of samples eliminated after applying the edition algo-
rithm in the majority classes. In the case of Cayo database, the classes 1, 3, 8, 9, 10
and 11 were considered as majority classes. On the other hand, in Feltwell database,
only the class 3 was identified like minority class. For Satimage database, the classes
1, 2 and 4 were considered as majority classes. The experiments used different values
of k in the edition process choosing the most suitable for each database: Cayo k = 15,
Feltwell k = 9 and Satimage k = 5.

In the case of majority classes, the number of samples eliminated were significant
(see Table 3). This important reduction of the size tends to improve the classification
accuracy in the minority classes. On the other hand, it is possible observe that in some
majority classes, the number of samples eliminated was minimum: classes 1 and 8 for
Cayo, classes 2, 4 and 5 for Feltwell and class 2 for Satimage.

The information presented in Tables 4, 5 and 6 was organized as follows. The first
column of each table indicates the strategy applied, i.e., if the TDS were edited or
not, or if we use the modified algorithm or the standard algorithm. The second column
indicates the class to which the results correspond. In the third column (the ratio), we
show the proportion of class elements in relation with the total samples (ratio = ni/N ,
where ni is the elements number of class i and N the total samples in the TDS). The
fourth column is the classification accuracy and the last one shows the classes with
the level of confusion is greater thant 10% (the percentage of confusion appears in
brackets).

Table 3. Percentage of samples eliminated after editing the TDS

Class 1 2 3 4 5 6 7 8 9 10 11 Total reduction
Cayo 10.74 0.00 43.73 0.00 0.00 0.00 0.00 5.54 13.42 48.92 48.19 21.40%

Feltwell 15.26 10.93 0.00 11.2 13.14 11.89%

Satimage 47.5 12.69 0.00 60.56 0.00 0.00 27.31%
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Table 4. Results of the classification phase with the MLP on the Cayo data base

Class Ratio Accuracy % confusion ( > 10 %)
C-01 0.14 89.74
C-02 0.05 51.20 C-03 (48.63)
C-03 0.10 95.69
C-04 0.05 70.99 C-03 (12.61) C-08 (11.43)
C-05 0.02 19.92 C-01 (50.30) C-03 (19.39)

MLP + TDS C-06 0.06 56.44 C-07 (31.90)
C-07 0.05 95.40
C-08 0.12 98.55
C-09 0.13 87.56 C-10 (12.44)
C-10 0.14 77.03 C-11 (21.80)
C-11 0.13 89.40 C-10 (10.14)
C-01 0.14 88.10
C-02 0.05 51.37 C-03 (48.63)
C-03 0.10 93.42
C-04 0.05 93.54
C-05 0.02 73.79 C-01 (14.39) C-03 (11.52)

Cost-MLP + TDS C-06 0.06 60.43 C-07 (30.82)
C-07 0.05 95.31
C-08 0.12 94.86
C-09 0.13 87.56 C-10 (12.44)
C-10 0.14 76.36 C-11 (22.99)
C-11 0.13 91.89
C-01 0.14 88.15
C-02 0.05 51.99 C-03 (48.01)
C-03 0.10 92.84
C-04 0.05 91.43
C-05 0.02 51.97 C-01 (25.23) C-03 (15.45)

MLP + TDS edited C-06 0.06 58.99 C-07 (31.90)
C-07 0.05 96.29
C-08 0.12 97.60
C-09 0.13 87.56 C-10 (12.44)
C-10 0.14 76.56 C-11 (15.06)
C-11 0.13 75.41 C-09 (16.02)
C-01 0.14 86.87
C-02 0.05 70.72 C-03 (29.28)
C-03 0.10 78.31 C-02 (14.79)
C-04 0.05 94.22
C-05 0.02 86.67

Cost-MLP + TDS edited C-06 0.06 60.95 C-07 (31.39)
C-07 0.05 95.74
C-08 0.12 95.24
C-09 0.13 87.56 C-10 (12.44)
C-10 0.14 73.94 C-11 (24.63)
C-11 0.13 94.70

In Table 4, we observe in Cayo dataset that the classes 2, 5 and 6 are affected seri-
ously by the imbalance problem. We point out that when the imbalance is compensated
with the cost function, the accuracy of the minority classes is increased (except for the
class 2) especially in the case of class 5.

When the TDS is edited, the global accuracy and the performance of the minority
classes are improved. Nevertheless, in the case of overlapped classes (see class 2 in
Table 4) the results presented are practically the same.

When the classes imbalance is compensated and the network is trained with the TDS
edited, the accuracy of the class 2 increases significantly. On the other hand, the com-
bination of both strategies improves the rate of recognition on the minority classes. The
classes 6 and 7 do not increase your performance due to these classes are overlapped
each other.
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Table 5. Feltwell: Classification with MLP

Class Ratio Accuracy % confusion ( > 10 %)
C-01 0.35 99.07
C-02 0.24 81.97 C-03 (11.72)

MLP + TDS C-03 0.10 78.86 C-01 (10.70)
C-04 0.15 83.91 C-01 (11.48)
C-05 0.17 90.43
C-01 0.35 98.58
C-02 0.24 80.85 C-03 (14.85)

Cost-MLP + TDS C-03 0.10 83.08
C-04 0.15 83.35 C-01 (10.74)
C-05 0.17 88.92 C-01 (10.55)
C-01 0.35 97.63
C-02 0.24 73.62 C-03 (13.99) C-05 (11.17)

MLP + TDS edited C-03 0.10 81.48 C-04 (10.09)
C-04 0.15 83.19
C-05 0.17 96.12
C-01 0.35 97.45
C-02 0.24 69.70 C-03 (23.85)

Cost-MLP + TDS edited C-03 0.10 84.70
C-04 0.15 81.80
C-05 0.17 95.76

Table 6. Satimage: Classification results with the MLP

Class Ratio Accuracy % confusion ( > 10 %)
C-01 0.23 90.87
C-02 0.23 98.83
C-03 0.11 90.71

MLP + TDS C-04 0.20 97.71
C-05 0.11 2.37 C-01 (61.04) C-04 (33.03)
C-06 0.12 70.25 C-01 (15.74)
C-01 0.23 81.89 C-05 (13.83)
C-02 0.23 97.51
C-03 0.11 90.54

Cost-MLP + TDS C-04 0.20 91.61
C-05 0.11 65.73 C-01 (19.91) C-04 (13.22)
C-06 0.12 76.71 C-01 (13.50)
C-01 0.23 75.21 C-05 (18.66)
C-02 0.23 98.18
C-03 0.11 91.43

MLP + TDS edited C-04 0.20 88.46 C-05 (10.18)
C-05 0.11 60.95 C-01 (25.45) C-04 (11.04)
C-06 0.12 77.05
C-01 0.23 71.47 C-05 (23.09)
C-02 0.23 96.83
C-03 0.11 93.39

Cost-MLP + TDS edited C-04 0.20 83.27 C-05 (15.57)
C-05 0.11 84.08
C-06 0.12 81.14

The results of Feltwell database are included in Table 5. The use of the TDS edited
improves the classifier effectiveness on the minority class 3. However, there is a ten-
dency for reducing the network effectiveness on the majority classes, especially class 2.

Satimage database (see Table 6) shows a similar tendency to Cayo and Feltwell.
When the TDS is edited, the classification on the minority classes is increased. The
combination of both approaches increases the accuracy of minority classes and com-
pensate the classes imbalance. This strategy qualitatively improves the accuracy of the
minority classes. For example, in class 5 the accuracy is 65.73% with the original TDS,
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Table 7. Global performance of the classifier

Cayo
MLP Cost-MLP MLP Cost-MLP
TDS TDS TDS edited TDS edited

Accuracy 83.58(0.77) 85.15(0.27) 82.75(1.90) 84.79(0.48)
g-mean 70.17(6.28) 80.96(0.44) 76.50(2.92) 83.30(0.78)

Feltwell
MLP Cost-MLP MLP Cost-MLP
TDS TDS TDS edited TDS edited

Accuracy 89.38(0.95) 89.01(0.51) 87.99(1.21) 87.04(0.71)
g-mean 86.60(1.64) 86.79(0.75) 85.97(1.47) 85.33(0.98)

Satimage
MLP Cost-MLP MLP Cost-MLP
TDS TDS TDS edited TDS edited

Accuracy 82.26(0.31) 86.07(0.34) 83.66(0.34) 84.59(0.38)
g-mean 47.31(5.72) 83.34(0.95) 80.90(1.17) 84.70(0.36)

whereas when the network is trained with the TDS edited and with the modified algo-
rithm its value reaches 84.08%.

On the other hand, analyzing the global values of accuracy and geometric mean (see
Table 7), we can see that these measures obtain better results when the TDS is edited,
even in cases where the imbalance is not compensated.

In Feltwell database, it is possible that the proposed strategy does not represent a sig-
nificant improvement. Only when we apply cost-functions in training neural network,
the results are similar to original dataset. The editing technique proposed obtains clearly
worse results and it is not adequate for this database.

Summarizing we can say that the editing of TDS and the application of cost functions
in the neural network training reduces the confusion between classes. However, when
we give priority to minority classes, the majority classes are affected in the training
process with a loss of accuracy in these classes.

6 Conclusion

In this work we propose a strategy based on combination of training cost-functions
with editing technique in neural networks to deal with the class imbalance problem on
multi-class datasets. This generates two effects: a) to compensate the class imbalance
during the training process and b) to reduce the confusion of the minority classes in
the overlap region. With the edition of the majority classes it is possible to reduce the
confusion between the minority and majority classes.

The modification of the training algorithm including a cost function increases the
recognition rate of less represented classes, accelerating the convergence of the
network.

However, we have seen in some situations that the proposed editing technique has not
been adequate. Thus, it is interesting the use of new strategies to reduce the confusion
region taking into account both the imbalance and the representativeness of the data.
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Abstract. Performance and accuracy of a neural network are strongly related to 
its design. Designing a neural network involves topology (number of neurons, 
number of layers, number of synapses between layers, etc.), training synapse 
weights, and parameter selection. Radial basis function neural networks 
(RBFNNs) could additionally require some other parameters, for example, the 
means and standard deviations if the activation function of neurons in the 
hidden layer is a Gaussian function. Commonly, Genetic Algorithms and 
Evolution Strategies have been used for automatically designing RBFNNs In 
this work, the use of prototype selection methods for designing a RBFNN is 
proposed and studied. Experimental results show the viability of designing 
RBFNNs using prototype selection. 

Keywords: Neural networks, RBFNN, prototype selection, supervised 
classification. 

1   Introduction 

Supervised classification is one of the most important problems into Pattern 
Recognition. Given a dataset, described by a set of attributes, for which the true class-
label is known (training set). The supervised classification problem consists in 
designing a classifier using the training set to automatically classify unseen data. 
Neural networks [17, 18] are among the most widely used supervised classifiers. 

Neural networks are typically formed by a set of parallel processing units (neurons) 
interconnected among them. Neurons are organized in layers depending of their 
function in the network (input, hidden or output). Each neuron has associated an 
activation (transfer) function used for combining its inputs and weights to produce an 
output value. Among the different types of neural networks, radial basis function 
neural networks (RBFNNs) have been widely used due to its reduced number of 
layers and its good results in supervised classification problems [2, 3, 5-8, 18]. A 
RBFNN is a three-layer feed-forward network that uses radial basis functions 
(normally a Gaussian), as transfer functions for the hidden layer neurons. A typical 
RBFNN is illustrated in Figure 1. The number of nodes in the input layer is 
determined by the number of attributes used for describing the data in the problem to 
solve. In the hidden layer, the processing is made using a nonlinear transfer function 
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(commonly a Gaussian). In the output layer there is a neuron for each class in the 
problem. The neurons in the output layer perform a simple weighted sum, for 
combining the outputs in the hidden layer, producing a linear output. During the 
training, the weights between the internal and the output layers are adjusted (weights 
between the input and the internal layers of a RBFNN are equal to 1.0, which can be 
interpreted as no weights). When an unseen object is presented to the network the 
class associated to the neuron with the highest value in the output layer is assigned to 
the object. 

Generally, the automatic design of a RBF neural network has been done using 
Genetic Algorithms and Evolution Strategies [1 -7, 14, 18]. In this paper, we present a 
new method for designing RBFNNs for multiclass problems, based on prototype 
selection. Our method designs a RBFNN reducing the number of neurons in the 
hidden layer without affecting the classification accuracy. 

The rest of the paper is organized as follows: Section 2 presents a review of the 
most recent methods for designing RBFNNs. Section 3 introduces the proposed 
method for designing RBFNNs for multiclass problems, based on prototype selection. 
Section 4 shows the experimental results, and Section 5 presents our conclusions and 
future work. 

 
 

Fig. 1.  RBFNN structure 

2   Related Work 

Most of the methods for automatic design of a RBFNN are based on Genetic 
Algorithms or Evolution Strategies. In [1], a review of evolutionary methods for 
designing neural networks is presented. In this work, the importance of a good design 
of a neural network is established; several evolutionary algorithms for modifying the 
network topology as well as network parameters are described and compared. 
Examples of evolutionary methods for automatic design of RBFNNs are [2-7]. From 
these, we have chosen the most recent [5, 7] for comparing the method proposed in 
this work.  

In [5] a co-operative co-evolutionary algorithm (Co-CEA) is used for modifying 
the topology and parameters (means and standard deviations for internal neurons) of a 
RBFNN. First, DRSC (Decaying Radius Selection Clustering) is used to compute the 
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initial hidden neurons based on the training set, and the cluster distribution is used for 
initializing the standard deviations. Then, the neurons of the hidden layer are 
clustered using a modification of the k-means algorithm. Later, each cluster is divided 
in overlapped subsets, which will be the individuals of a population that will evolve 
for each cluster. After each generation, the best individual (subset of neurons) from 
each cluster is selected to build the hidden layer of a RBFNN Θ* (at the beginning a 
representative of each cluster is selected for Θ*). The fitness of an individual is based 
on: a) the accuracy, over a validation dataset, of the RBFNN obtained by replacing in 
Θ* the best individual of the corresponding cluster by the evaluated individual; and, 
b) how many objects, misclassified by most of the RBFNNs built for all other 
individuals, can be correctly classified by the RBFNN of (a). Using this fitness, a 
roulette wheel selection is used to select individuals for the next generation; and elitist 
selection is used for updating Θ* after each generation. After a predetermined number 
of iterations, the last Θ* is selected as the final estimation of the RBFNN. An 
extension of this work was presented in [6], where the RBFNN is designed using 
elliptical basis functions. In [6], a co-operative co-evolutionary algorithm is also used 
for designing a RBFNN but, instead of using DRSC, a random initialization of the 
hidden layer neurons is done.  

In [7], a method for designing RBFNNs for two class problems using symbiosis is 
presented. Symbiosis is done by means of co-evolution of two populations. For the 
first population, an evolutionary method is used for obtaining a set of parameters for 
EvRBF[14], which, for each individual of the first population, evolves a second 
population for designing a RBFNN. The accuracy of the best RBFNN found by 
EvRBF is used as fitness of the corresponding individual of the first population. Each 
individual of the second population (EvRBF) is a set of neurons for the hidden layer 
of a RBFNN. EvRBF uses special crossover and mutation operators for evolving this 
population in order to modify the topology (size) and parameters (means and standard 
deviations) of a RBFNN. Tournament selection is done for each generation, using, as 
fitness, the accuracy of the RBFNN built with the neurons of an individual. 

There are other methods for designing RBFNNs, which are not based on 
evolutionary techniques. In [9], an approach based on clustering is proposed for 
designing a generalized RBFNN, using clusters obtained by analyzing the input data 
and their expected output. In this work, the size and parameters of the network are 
obtained. First, the output space is clustered using k-means, and for each group, a fuzzy 
set is created. These fuzzy sets are used for clustering the input data using a context-
based fuzzy clustering algorithm. Using the clusters of the input data, a generalized 
RBFNN is built. In [8], fuzzy clustering is used for obtaining the means of the neurons 
in the hidden layer of a RBFNN; nevertheless the topology of the network is not 
modified. 

As it can be seen, most of the methods for designing RBFNNs are based on genetic 
algorithms or evolution strategies. Those methods that follow a different approach 
have been designed for a variation of the RBFNNs or only modify the parameters of a 
RBFNN, but not its topology. For this reason, in this paper we compare our proposed 
method only against methods based on genetic algorithms and evolution strategies. 
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3   Proposed Method 

In this paper, we address the automatic design of a RBFNN through prototype 
selection. As we can observe in the related work, for the automatic design of a 
RBFNN, the majority of the works choose some instances in the training set as 
neurons for the hidden layer. Following this idea, for building the hidden layer, we 
could use one neuron for each instance in the training set; however to proceed in this 
way could negatively affect the network performance, since usually in the training set 
there are some instances which are redundant or noise. Since, the main goal of 
instance selection is to choose a subset of instances from the training set such that the 
selected subset of instances does not contain superfluous instances and, at the same 
time, this subset would produce as high classification accuracy as possible, we 
propose to use prototype selection for designing the hidden layer of a RBFNN. The 
hypothesis is that a RBFNN designed in this way can have similar or better results in 
accuracy than those results obtained by the networks designed by evolutionary 
approaches. 

In figure 2, we show the main steps of our method, the prototype selection methods 
are applied to the training data in order to choose some representative instances. Then 
these instances are used to create the neurons in the hidden layer of the RBFNN. 
Finally, the network designed in this way is trained and evaluated. 

 

Fig. 2. Proposed Method for designing a RBFNN 

The prototype selection methods that we will test for designing the hidden layer of 
a RBFNN are OSC, CLU and PSR [10, 11], these methods are based on clustering 
and they are the fastest methods for prototype selection [10]. Additionally, we include 
the DROP3 method which is not as fast as the others but is one of the best prototype 
selection methods [12]. 

For our study, we used a RBFNN similar to the one reported in [13], this network 
uses in the hidden layer a neuron for each instance in the training set. For our method 
we use a neuron for each instance selected by the prototype selection method. In the 
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same way as in [13] we use as vector of means for each neuron the values of its 
respective instance. The standard deviation is the same for all neurons in the hidden 
layer. For computing the standard deviation the amount of instances in the training 
and the number of attributes used for describing them are used in the same way as in 
[13]. The network is trained using the fast training algorithm steepest descent [13], 
using negative gradient. This algorithm repeats the training a certain maximum 
number of times while the accuracy threshold or the maximum number of iterations is 
not reached. 

4   Experiments 

In this section we present a comparison of the size of the network (number of neurons 
in the hidden layer), accuracy and runtime needed by our method, for designing and 
training a RBFNN, against those results obtained by methods based on evolutionary 
approaches. 

Since the authors of original implementations refuse to provide their programs, in 
order to compare our proposed method against previous approaches for designing 
RBFNNs, we implement two methods using genetic algorithms and one more using 
evolution strategies, based on [5] and [7, 14], respectively. 

For the genetic approach, GA-RBFNN was implemented based on [5]. In this 
method, each individual of the population represents a RBFNN configuration 
(including number of neurons, means and standard deviations). The population is 
evolved and the best individual is selected. As fitness function, the accuracy of a 
RBFNN built using the individual (as it was described in section 3) over a validation 
dataset, is used. The one-point crossover operator is applied using a random 
crossover-point, and the mutation probability is obtained in a random way at the 
beginning of the algorithm and it remains the same along all generations. A second 
variant of GA-RBFNN, called GAS-RBFNN was implemented in a similar way, but 
the individuals represent a subset of training objects that will be used to build the 
hidden layer of a RBFNN. 

For the evolution strategy, EvRBF [7, 14] was implemented using tournament 
selection and elitist replacement. The crossover operator consists in interchanging a 
random number of neurons of the hidden layer, and the mutation operator modifies 
the means and standard deviation of some neurons of this layer. Additionally, a 
random number of neurons can be added or eliminated. The fitness function is 
evaluated as an average, among the training and validation datasets, of the difference 
between the obtained and the expected outputs of the RBFNN built using an 
individual. 

4.1   Databases 

For our experiments we used twelve databases taken from the UCI repository [15]. 
The characteristics of these databases are shown in the Table 1. 

4.2   Experiments 

For our experiments, the prototype selection methods OSC, PSR and CLU were 
implemented in Matlab [19] and we used the author implementation in C of DROP3  
 



194 A.C. Tenorio-González, J.F. Martínez-Trinidad, and J.A. Carrasco-Ochoa 

Table 1. Databases used in the experiments 

Databases #Attr #Class #Inst 
Glass 9 7 214 
Pima 8 2 768 
Yeast 8 10 1484 
Lymphography 18 4 148 
Primary-tumor 17 22 339 
Soybean 35 19 307 
Waveform 21 3 5000 
Wines 13 3 178 
Zoo 16 7 101 
Sonar 60 2 208 
Ionosphere 34 2 351 
Breast-cancer 9 2 286 

[12]. The RBFNN was implemented in Java 6. The methods based on genetic 
algorithms were implemented into the package JGAP [20] (in Java). The Evolution 
stetegy was implemented using the Keel platform [16]. All the methods for designing 
a RBFNN were executed in a PC having a Mobile AMD Sempron processor at 2 Ghz 
with 1GB in RAM using Windows Vista. 

For all the experiments, we used k-fold cross validation with k=3. For each fold, 
we tried to keep the original proportion of the instances in the classes. Thus, two 
folds, i.e., the 66% of the objects in the database were used for training and the 
remaining 33% for testing. 

It is important to highlight that we included the evaluation of the RBFNN built 
without applying prototype selection (see column Orig in tables 2, 3 and 4), i.e., using 
the 66% of the objects in the database as neurons in the hidden layer of the network, 
and the remaining 33% of the objects as testing. 

For the proposed method based on prototype selection, the objects selected by 
OSC, PSR, CLU and DROP3 were used as neurons in the hidden layer. Then the 
RBFNN was trained, for adjusting the weights, using the 66% of the objects in the 
database. And finally the RBFNN was evaluated using the remaining 33% of objects. 

For the evolutionary methods, the RBFNN was designed and trained using the 66% 
of the objects in the database. And finally the RBFNN was evaluated using the 
remaining 33% of objects. 

4.3   Results 

The number of neurons in the hidden layer of the RBFNNs built by each method is 
shown in table 2. In the penultimate row (average 1) of this table we show the average 
size of the designed RBFNNs excluding the two largest datasets (Yeast and 
Waveform) because, after 50 hours, the evolutionary methods could not build a 
RBFNN for these datasets. In the last row (average 2) of table 2, we show the average 
size of the RBFNNs designed by the methods that could design RNFNNs for all 
datasets. We can see that the smallest networks were designed applying the Evolution 
Strategies based method (ES in table 2) followed by the networks designed applying 
the prototype selection method DROP3 (Drop3 in table 2). However, the accuracies 
obtained by the networks designed by the Evolution Strategies based method were the 
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Table 2. Number of neurons in the hidden layer 

Databases Orig OSC PSR  Drop3 CLU ES GA GAS 
Glass 142 70 82 31 43 7 46 65 
Pima 512 169 263 72 154 32 331 106 
Yeast 989 421 637 169 297 61 n. a. n. a. 
Lymphography 98 43 55 28 29 4 89 33 
Primary-tumor 226 121 147 31 68 3 121 144 
Soybean 204 126 165 50 61 8 137 184 
Waveform 3333 650 1803 494 1000 n. a. n. a. n. a. 
Wines 118 44 70 21 35 2 95 61 
Zoo 67 36 43 15 20 4 56 34 
Sonar 139 44 70 34 41 9 65 116 
Ionosphere 234 101 115 17 70 7 154 209 
Breast-cancer 191 71 98 26 57 9 147 113 
Average 1 521.1 158 295.7 82.3 156.3 n. a. n. a. n. a. 
Average 2 193.1 82.5 110.8 32.5 57.8 8.5 124.1 106.5 

Table 3. Accuracy 

Databases Orig OSC PSR  Drop3 CLU ES GA GAS 
Glass 35.52 35.52 35.51 35.52 35.52 32.75 52.80 36.90 
Pima 72.66 73.17 72.65 71.62 71.62 65.75 69.27 65.90 
Yeast 59.23 58.89 58.56 58.96 59.02 29.84 n. a. n. a. 
Lymphography 78.94 78.92 78.25 80.28 78.27 46.89 76.30 76.92 
Primary-tumor 44.23 43.35 38.05 27.93 21.8 20.59 32.13 42.76 
Soybean 87.28 87.29 71.66 67.08 71.65 11.16 77.48 85.65 
Waveform 86.76 86.60 86.80 86.70 86.86 n. a. n. a. n. a. 
Wines 66.86 66.86 67.43 66.86 66.85 63.34 70.24 66.86 
Zoo 84.10 86.06 84.07 83.09 88.08 61.11 94.09 85.09 
Sonar 90.39 86.05 80.29 84.13 84.13 68.27 77.43 87.99 
Ionosphere 87.46 82.62 82.62 88.88 86.61 66.66 80.91 88.03 
Breast-cancer 72.36 73.06 72.36 74.11 73.76 68.20 73.43 72.71 
Average 1 72.15 71.53 69.02 68.76 68.68 n. a. n. a. n. a. 
Average 2 71.98 71.29 68.29 67.95 67.83 50.47 70.41 70.88 

worst. The accuracies obtained by the networks designed applying the prototype 
selection method DROP3 were better but they were not the best. 

Table 3 shows the accuracy of the RBFNN built by each method for each dataset. 
In the penultimate row (average 1) of this table we show the average accuracy of the 
designed RBFNNs excluding the two largest datasets (Yeast and Waveform) because, 
after 50 hours, the evolutionary methods could not build a RBFNN for these datasets. 
In the last row (average 2) of table 3, we show the average accuracy of the RBFNNs 
designed by the methods that could design RNFNNs for all datasets. Among the 
method for designing a RNFNN, we can see in table 3 that the best results in accuracy 
were obtained when the network was designed without applying prototype selection. 
The second best results in accuracy were obtained by our proposed method using the 
prototype selection method OSC. The networks designed by the genetic algorithm 
based methods obtained accuracies close to the obtained by our method, however 
genetic algorithm based methods require a lot of time for designing the network. 
Besides, the time needed by the method that does not apply prototype selection is 
clearly longer than the time needed by our proposed method. 
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Table 4 shows the runtimes for designing the RBFNN by each method for each 
dataset. In the last row of table 4, we show the total runtime needed for each method 
for designing the RBFNNs for all datasets. In table 4, the columns ES, GA and GAS 
have some cells where appear >50, it means that we stop the method when it reached 
50 hours. In the columns ES, GA and GAS instead of the total time appears >58 h, 
>117 h and >112 h respectively since for some databases these methods were stopped 
when they reached 50 hours, thus for computing the total we used in those databases 
50 hours. The method that needed the least amount of time was our method using the 
prototype selection method DROP3. The second best method was our method using 
the prototype selection method OSC. However, it is important to remark that, among 
these methods the method using OSC is the one that obtains the best accuracies. 

Taking into account all the above remarks, we can conclude that our method using 
OSC is the best option for designing a RBFNN since this method designs networks 
with the best accuracies, which have a size (number of neurons) lesser than the size of 
the networks designed by genetic algorithm based methods (the most used methods 
for designing RBFNNs). Additionally, our method requires much shorter time for 
designing a RBFNN than genetic algorithm based methods. 

Table 4. Runtime 

Databases Orig OSC PSR  Drop3  CLU ES GA GAS 
Glass 00:01:51 00:01:01 00:01:00 00:00:26 00:00:36 00:08:00 00:18:56 00:24:40 
Pima 00:09:43 00:03:20 00:04:37 00:01:19 00:02:45 01:10:02 01:48:05 01:45:55 
Yeast 08:20:36 3:01:18 04:34:18 00:59:53 01:50:25 05:24:02 >50 h >50 h 
Lymphography 00:00:25 00:00:15 00:00:12 00:00:10 00:00:12 00:05:01 00:08:41 00:07:05 
Primary-tumor 00:22:30 00:19:10 00:14:02 00:03:18 00:06:53 00:07:00 04:40:51 03:40:50 
Soybean 00:14:05 00:09:09 00:11:40 00:03:24 00:04:13 00:17:00 02:55:11 04:23:54 
Waveform 41:29:44 05:28:20 18:02:35 03:47:23 08:42:28 >50 h >50 h >50 h 
Wines 00:00:28 00:00:14 00:00:18 00:00:09 00:00:12 00:04:00 00:12:20 00:12:10 
Zoo 00:00:21 00:00:11 00:00:15 00:00:08 00:00:10 00:03:01 00:09:30 00:9:51 
Sonar 00:00:26 00:00:11 00:00:15 00:00:10 00:00:12 00:13:03 06:45:06 00:30:28 
Ionosphere 00:01:26 00:00:18 00:00:44 00:00:10 00:00:29 00:27:00 00:26:29 00:52:11 
Breast-cancer 00:00:53 00:00:21 00:00:29 00:00:10 00:00:18 00:09:01 00:18:53 00:21:48 
Total time 50:42:28 9:03:48 23:10:25 4:56:40 10:48:29 >58 h >117 h >112 h 

5   Conclusions 

In this paper, we propose a method for the automatic design of a RBFNN based on 
prototype selection. 

Based on the experimental results we can conclude that the proposed method, 
using OSC as prototype selection method, is the best option for designing a RBFNN 
since this method designs networks with the best accuracies, which have a size 
(number of neurons) smaller than the size of the networks designed by genetic 
algorithm based methods (the most used methods for designing RBFNNs). 
Additionally, our method requires much shorter time for designing a RBFNN than 
genetic algorithm based methods. 

As future work, we will include in our method some strategies to simultaneously 
adjust the parameters of a RBFNN.  
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Abstract. The implementation of an adaptive learning social network to be 
used as an authoring tool, is presented in this paper. With this tool, adaptive 
courses, intelligent tutoring systems and lessons can be created, displayed and 
shared in collaborative and mobile environments by communities of instructors 
and learners. The Felder-Silverman model is followed to tailor courses to the 
student's learning style. Self Organizing Maps (SOM) are applied to identify the 
student's learning style. The introduction of a social learning network to create, 
view and manage adaptive intelligent tutoring systems, and a novel method to 
identify the  student's learning style, are the contributions of this paper.  

Keywords: Adaptive mobile learning, Social learning networks, Authoring 
tools, Learning Styles, SOM. 

1   Introduction 

New technologies as Web 2.0 applications have appeared during the last recent years. 
These novel technologies besides the retrieval of information allow to implement and 
to hold its control. Moreover, users can perform harnessing Collective Intelligence 
[1] by adding more value to the information as they make use of it. Several well 
known Web 2.0 applications are, YouTube, Wikipedia, Yahoo! Answers, and Digg. 
As a matter of fact, the distinguishing technologies of Web 2.0 are Social Network 
Sites. A study identifying social learning networks and analyzing seven e-learning 2.0 
systems (EctoLearning, Edu 2.0, eLearningCommunity 2.0, LearnHub, LectureShare, 
Nfomedia, Tutorom (Eduslide)), was presented by Ivanova in [2].  

According to Murray et al [3] by 2003 over twenty authoring tools for Intelligent 
Tutoring Systems had been developed. Authoring tools are classified according to the 
type of tutoring system they help to produce; for example the author tool SIMQUEST 
[4] produces “simulation-based learning” systems, IRIS [5] creates “multiple knowledge 
types” systems, and InterBook [6] generates Intelligent/adaptive Hypermedia.  
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A common denominator in all the named tools is that they are designed only for authors 
without taking in count the learner.  

With the idea of giving learners a more protagonist role, many efforts have been 
done recently to capture the way students learn in order to model their learning style 
[7, 8, 9, 10].  The ILSQ questionnaire is used to calculate learning styles with the 
support of Bayesian Networks, Linear Temporal Logic, or Neuro-Fuzzy Systems. 
Neither of these reported systems are authoring tools. 

On the other side, some authoring tools have been developed with the capability of 
implementing mobile applications; among them are MyLearning [11], Test Editor 
[12], or mediaBoard [13]. In these systems, PocketPC orientation, quiz editing or 
game-based learning are some of the approaches taken. All of them are author tools 
without the capability to be adapted to the student learning style, and cannot be 
interchanged among different operating system platforms. 

Trying to overcome the particular limitations inherent to each kind of the 
described tools, we have developed an adaptive learning social network tool named 
Zamná. The tool is implemented with the regular capabilities of social networks, like 
new users register, profiles and communities’ creation, etc, and with the capabilities 
of intelligent learning, dynamically adapting, and visualization in mobile devices. A 
new methodology to identify learning styles, based on Self-Organizing Maps is also 
introduced. This process is executed whenever a tutoring system is displayed, either 
in our system or in a mobile device. In general, our system is integrate with 
components coming from different domains like; Social Learning Networks, Mobile 
Learning, Adaptive or Web-based Systems, Artificial Neural Networks, and 
Intelligent Tutoring Systems.  

This paper is organized as follows: Section 2 is devoted to explain the Zamná 
Architecture. In Section 3 we describe the Predictive Engine, and the neural network 
training and testing. In Section 4 some resulting products are shown. And in Section 5   
we present our Conclusions and propose some Future work.  

2   Learning Styles and Zamná Architecture 

A Learning Style model categorizes both the ways in which students learn, and how 
teachers teach students. There are several proposals on how to approach this problem; 
to implement Zamná we followed the Felder-Silverman model. The Felder-Silverman 
model was proposed by Richard Felder and Linda Silverman [15] and includes four 
dimensions or categories. The four included dimensions are perception 
(sensory/intuitive), processing (active/reflexive), submission of entry (visual/verbal),   
and understanding (sequential/global). With Zamná the learning material can be built 
and adapted to the identified learning style of each learner. 

 In Figure 1 we describe the architecture of the Web 2.0 tool Zamná. As can be 
noticed from the diagram, users have access to Zamná through any browser. For any 
access the user workspace will compose several components, which are; a news 
section, a user profile, an inbox part, a section of courses, communities, documents,  
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Fig. 1. Zamná Architecture 

lessons and friends. To compose the component profile Zamná makes use of the 
intelligent module to identify the user's learning style. The intelligent module makes 
use of a course viewer for displaying the contents of a course according to the 
learning style identified by the intelligent module. The course materials are stored in 
data bases or repositories from where they are downloaded to be exported and studied  
on any mobile device. Another component is Communities which is composed of 
small sets of networks, each of which is a community focused on a particular area of 
knowledge for specific purposes. Te communities are also stored in an assigned 
repository.  The same description holds for the component Lessons. 

2.1   How to Build a Course or ITSs 

To implement an adaptive intelligent system, three steps have to be followed, as 
shown in Figure 2. Step1. A tree structure of the adaptive or intelligent tutoring 
system should be designed by the main instructor(s). On the tree structure, the 
designer inserts examinations in the form of quizzes (multiple selection and choice). 
Quizzes are important elements which provide adapting capabilities to the produced 
tutorials. 

Step 2. The tree structure is filled up with the corresponding domain contents, and 
other learning resources. During the creation, the instructor or teacher compose the  
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Fig. 2. Building a Tutoring System  

tutoring system by the introduction of learning objects like text fragments, images, 
audio/video clips, and by defining learning styles, prerequisites, tags and quizzes. 
Further on, more learning resources can be included by the same learners, who can 
also recommend resources they find regularly on the web. Step 3. This step is for 
saving/exporting packages containing: the learning resources or contents (an XML 
file), a predictive engine for navigation purposes, and a SOM Neural Network for the 
classification of learning styles.  

3   The Predictive Engine 

The predictive engine is designed to dynamically identify the student´s learning style 
every time a tutoring system is run. After the corresponding learning style is 
identified, and in combination with the student profile, the course contents are 
selected by an interpreter in the form of learning objects. At any time, the learning 
style can be adapted as a result of the evaluation applied to the student. 

3.1   Identifying Learning Styles  

Based on the nature of our problem, for the selection of the learning classifier we 
needed one with; unsupervised learning abilities, good proved performance, and fast 
training potential. One model with such capabilities is the Kohonen´s Self-Organizing 
Maps SOM, which is the one we choose.  The identification of the student´s learning 
styles is a pedagogy discipline, and we have thought that SOM will do the role of an 
always available pedagogue performing such a task.   

3.2   SOM Configuration and the Input Layer 

The input data are provided as input signals, which are part of the training data space. 
The signals are vectors with three components; two are vectors as well, and the other 
is a scalar value. A description of signal X is described by Eq. 3.1, where the vector 
dFS represents the student's learning style, which is identified by the application of the 
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questionnaire titled Learning Styles Inventory proposed by Felder-Soloman [14]. 
Vector, dc, is the learning style used to previously design the learning material which 
will be studied by the student. And component p stands for the student´s performance, 
having a learning style dFS and studying a course designed with the configuration for 
learning styles dc. Stated in another way, p is taken as the grade of the student in a 
course offered in a learning style dc where the student has a learning style orientation 
dFS.. Values dFS, dc, and p were obtained from 47 students in three different courses, 
previously to the network training.  

 
X = [dFS dc p] (3.1) 

A detailed description of vectors dFS and dc is given by Eq. 3.2. As can be seen, 
both vectors have three elements, each of which represents a dimension of the 
learning styles identified by Felder-Silverman. The value of each element represents 
the student's proclivity toward a specific learning style. For the processing of these 
two vectors plus the p value, the SOM´s topology was implemented as follows; there 
are 7 nodes in the input layer, while the Kohonen layer is formed by 1600 neurons 
which are organized in a lattice composed by 40x40 neurons. 

dc = dFS = [c1 c2 c3] (3.2) 

The SOM designed is then trained to identify learning styles of students. In Eq. 
3.3, the structure of the output vector as obtained from the neural network after 
training or testing is described. The output from the SOM neural network represents 
the student's learning style. 

D = [dc p] (3.3) 

For our experiments the programming language used for the neural network 
implementation was Java.  

3.3   A Framework for Training and Testing the SOM 

In order to be able to export the trained SOM to mobile devices or web-based learning 
systems supported by an interpreter to provide intelligent tutoring, a framework 
allowing the creation, training and testing/validating self-organizing maps is 
implemented. The framework and the interpreter were developed in a standard and 
free platform that is Java. From the beginning of this research, another important goal 
was to have a framework to allow us to implement universal neural networks to be 
adapted to recognize diverse learning styles from different learning models or 
theories. As a first effort we are here testing the model proposed by Felder-Silverman, 
and we are currently working with the multiple intelligences model developed by 
Gardner.  

The experimental training procedure is performed in two stages. The first stage is 
devoted to the collection of teaching materials. To start testing the system we 
collected material for three high school courses with the help of high school teachers. 
These courses were basic computing (history, parts of a computer, computer  
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technology and resources for exchanging information with the PC, etc.), wind energy 
(wind energy story, basic constitution of a wind turbine, wind turbine types, etc.) and 
photography (Introduction, purpose, the film compartment, the shutter, etc.). The 
teaching material to be added to the intelligent tutorial system was prepared in eight 
different versions, by following the Felder-Silverman theory. Each version 
corresponds to each learning style described by the theory. They are the result of the 
combination of visual-verbal, sensitive-intuitive and sequential-global dimensions. 

At this step, we did not consider dimension processing, mainly due to the 
limitations associated to the nature of mobile and electronic learning. For our study, 
one version of the course was randomly given to each selected student. Then, they 
had to study the provided materials during a period of approximately 40 minutes. 
After the study period the students had to answer an examination, on the studied 
subject, composed of 20 multiple choice questions. For the same course all the 
selected students were evaluated with the same assessment. From the results obtained 
we calculated the performance p of each student. To identify and register initial 
learning styles the test Questionnaire Learning Styles Inventory was also applied to 
each student. The initial learning style of any student can change, with the use or, 
while the student is using an intelligent tutoring system (through the mobile). The 
expected change is to the student´s actual learning style which should be identified by 
the ITS through the learning process. For the initial testing we obtained data from 47 
randomly selected high school students. The second stage is for the SOM training 
with the input data obtained in the previous step (student tests). The number of 
iterations for training the neural network, heuristically selected, was set to 5000.  

Two other values, heuristically determined also, were; initial learning rate, with a 
value of 0.1 and the size of the initial neighborhood, with a fixed value of 20.  

 

Fig. 3. Initial and Dialog Window in the Framework  

The 40x40 neurons in the Kohonen layer of the SOM are shown as a small colored 
rectangle in the left side of Figure 4.While on the right side of the same figure, the 
eight zones identified,  at the end of training, in the Kohonen layer and corresponding 
to the eight combinations of learning styles are shown.  
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After the SOM has been trained we apply a validation process, for which we use 7 
parameter vectors, where 4 parameters are used to identify learning styles (three dc 
items to define the style of learning of the material provided to the student, and p 
which represents the student performance with that teaching material). Another 3 
parameters will contain the outcome response from the neural network. Table one 
shows some values for the input vectors with different parameters, along with 
expected values for each vector, used during training, and obtained results, which are 
the actual output of the network for each input vector.   

 

Fig. 4. The Kohonen Layer before and after Training  

Table 1. Test Results in the training process of the neural network 

        INPUT VECTORS             EXPECTED RESULTS    OBTAINED RESULTS 
 

-1 +1 -1 +0.6 -.8181 -.2727 -.0909 -.6315 -.1447 -.3863 
-1 -1 -1 +0.8 -1.000 +.0909 +.2727 -.4896 -.1071 -.0176 
-1 +1 +1 +0.4 -.4545 -.0909 -.2727 -.0919 +.1137 -.4328 
+1 +1 -1 +0.4 -.8181 +.8181 +.2727 -.3933 -.0844 -.4320 
+1 +1 +1 +0.3 +.0909 -.0909 -.4545 -.2765 -.0365 -.4807 
+1 -1 -1 +0.3 -.8181 -.0909 -.0909 -.7461 +.0429 +.2300 
-1 -1 +1 +0.2 -.4545 +.0909 -.2727 -.7392 -.1687 -.3382 
-1 +1 +1 +0.4 -.4545 -.0909 -.2727 -.0919 +.1137 -.4328 
+1 +1 +1 +0.3 -.0909 +.2727 +.0909 -.3956 -.4314 +.4301 
+1 +1 -1 +0.5 -.2727 +.2727 -.6363 -.5336 +.1870 -.3271 
+1 -1 +1 0.0 -.2727 +.4545 -.2727 -.3730 +.0481 +.2212 
-1 +1 +1 +0.8 +.0909 +.0909 -.0909 -.3133 -.0021 -.3617 
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3.4   Results Analysis  

Each of the three elements in vector dc, which is part of the input vector, represents 
one of the scales of the Felder-Silverman model. These scales in the input vector are 
codifies as follows: the first element corresponds to the scale Visual/Verbal, the 
second to the scale Sensitive/Intuitive and the third to the scale Sequential/Global. 
For example, from the first input vector shown in Table 1, we obtain a learning style 
configuration corresponding to an intelligence of the type Visual-Intuitive-Sequential 
(-1 +1 -1). In the output vectors the first element is Visual/Verbal scale, the second 
one is Sensitive/Intuitive scale and the third one is Sequential/Global scale. 
Similarly, when selecting the first vector of the set of expected results, (-0.8181 -
0.2727 -0.0909), it is possible to infer the learning style that the neural network 
reports as a result (Visual-Sensitive-Sequential). From the results obtained it is 
possible to carry out an analysis at different levels. For example, if we analyze the 
hard numbers of the results, which indicate the resulting size for each scale, it can be 
observed that 16.66% of the results obtained are consistent with the expected results 
on all scales, and 66.66% in at least two of the three scales. The same values can be 
interpreted in the domain of the Felder and Soloman [14] learning styles 
classification. In this case, the numerical values are substituted by linguistic labels 
associated to the preferences in each dimension (strong with a difference between -1 
to -.666, weak with a difference between -.666 to -.333 and almost nonexistent with a 
difference between -.333 to 0).  

According to the results in Table 1, we can notice that 83.3% of the output 
results are consistent with the expected ones. The distance with a perfect 100 % 
score is due to considering that no matter which dimension of the scale the 
student has a preference for, if it is balanced, the preference might vary from one 
or another dimension. Thus a student with a balanced degree of preference for  
the visual dimension of the scale Visual/Verbal, as time goes on he can easily 
switch to a balanced preference for the other dimension (Verbal) of the same 
scale. Felder and Solomon described the meaning of the adjectives strong, 
moderate and balanced, related to the degree of student preference for one 
dimension of each scale. 

4   SOM and Intelligent Tutoring Systems 

The SOM network was tested with the production of some courses to be displayed on 
cell phones or on the social network Zamná. Figure 5 presents several pictures of a 
small tutoring system for the topic Eolic Energy displayed in a cell phone (first three 
pictures) and a compiler course displayed in the Zamná Social Network Site (fourth 
picture). Two of the mobile phones display a sample of the learning material for a 
course in computer networks and the third shows a trace of the students’ learning 
styles (in three and 7 stages) along the course.  
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Fig. 5. Intelligent Courses for Computer Networks and Compilers 
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5   Conclusions and Future Work 

The results from the performed evaluations of our designed tool show that the current 
version behaves as expected, showing a strong potential as an ITS authoring/learning 
tool. At present, our system continues being tested, evaluated and improved. We plan 
to test the site with groups of students from diverse levels and different areas of study.  
In addition, we want to test the courses created for mobile devices by following their 
impact and results of studying actual courses. In this case we plan to first analyze the 
forms to provide the learning material that is most suitable to be managed in these 
mobile devices. The IP address of Zamná site is http://201.155.196.171/zamna/. 
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Abstract. This paper presents an on-line signature biometric system based on a 
modified Dynamic Time Warping (DTW) algorithm applied to the signature 
wavelet coefficients. The modification on DTW relies on the use of direct 
matching points information (DMP) to dynamically adapt the similarity meas-
ure during the matching process, which is shown to increase the verification 
success rate. The wavelet analysis is done using a sub-band coding algorithm at 
global and local level. The use of wavelet coefficients showed a considerable 
reduction in processing time and an improvement in the equal error recognition 
rate (EER). The system was tested using a locally constructed database. A com-
parison of the ROC curves obtained in each case is presented. 

Keywords: Signature, online, verification, dynamic time warping, wavelet. 

1   Introduction 

Automatic personal identification and verification based on biometrics has received 
extensive attention in past years. Biometric identification refers to identifying an indi-
vidual based on physiological or behavioral characteristics. It associates/disassociates 
an individual with a previously determined identity based on how one is or what one 
does. Identification can be in the form of verification, which entails authenticating a 
claimed identity, or recognition, which entails determining the identity of a given per-
son from a database of persons known to the system [1]. 

A biometric system aims to provide automatic recognition of an individual based 
on features or characteristics unique to each human being. Biometric systems are 
based on several modalities, such as iris, face, ear shape, hand-shape, fingerprints, 
palm prints [2-5], or dynamical features like gait, on-line signature verification [6-7], 
or combination of them [8]. Requirements, strengths, and weaknesses of each modali-
ty have been widely reported in the literature. 

Among the different existing forms of biometrics, signature-based verification has 
the advantage that signature analysis requires no invasive measurements and it is 
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widely accepted since signature has long been established as the most popular mean 
for personal verification in a variety of contexts, including commerce applications, 
banking transactions, legalization of contracts, and others.  Signature is a behavioral 
biometric, which means that it is not based on physical properties of the individual, 
such as face, hand-shape, or fingerprint. A signature may change over time and it is 
not as unique or difficult to forge as iris patterns or fingerprints, however, acceptance 
by the public makes it more suitable for certain lower-security authentication needs. 
Moreover, PDA and other portable digital devices are capable of providing support to 
get information about specific characteristics from signatures 

Signature verification is split into two categories according to the available input 
data. Offline signature verification takes as input the image of a signature and is  
useful in automatic verification of signatures found on bank checks and documents. 
Online signature verification uses signatures that are captured by pressure-sensitive 
tablets that extract dynamic properties of a signature in addition to its shape [9]. The 
signature can be regarded as a series of rapid movements, which are dependent on the 
properties of human neuromuscular system. Mapping of the personal hand cadence 
and movement during the writing is highly difficult to forge. Dynamic features in-
clude the number and order of the strokes, the overall speed of the signature, the pen 
pressure at each point, cadence, etc., and make the signature more unique and more 
difficult to forge. As a result, online signature verification could be more reliable than 
offline signature verification in most cases. Various approaches have been proposed 
to solve the online signature verification problem: Multilayer perceptron neural net-
works [10], Hidden Markov Models [11], neurofuzzy systems [12], wavelet transform 
followed by discrete cosine transform for dimensionality reduction [13], fusion of 
methods, such as dynamic time warping and Hidden Markov Models [14], or dynamic 
time warping improved by incorporating the use of Fourier descriptors [15]. 

In this work, an on line signature verification with a feature extraction based on 
discrete wavelet transform is presented. The matching is performed by a modified 
dynamic time warping algorithm (MDTW), which operates on the approximation 
coefficients obtained through a wavelet sub-band coding algorithm. Two type of sig-
nature analysis are allowed by applying the matching at the stroke level (local analy-
sis) or using the whole signature at once (global analysis). 

2   System Description 

System description can be summarized using the block diagram of Figure 1. In order 
to minimize the fluctuations of place, size, and rotation of the signature, some prepro-
cessing operations were included in the first block. The rotation normalization was 
implemented using the Hotelling transform, which performs an alignment of the sig-
nature with its main axis through a matrix transformation formed by the eigenvectors 
of the covariance matrix using the X-Y signature position data. Once this tasks are 
performed, magnitude and phase information from the normalized data are used as 
input function to the recognition system. If a stroke-based analysis is performed, sig-
nature splitting is carried out in this block using the pen-up feature of the digitizing 
tablet. In the next block, feature extraction is performed using time-scale decomposi-
tion up to the specified level, based on the wavelet sub-band coding algorithm. A 
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modified dynamic time warping (MDTW) algorithm is then applied on the wavelet 
coefficients. This operation consists of a matching/warping operation between vec-
tors, which simultaneously finds a dissimilitude value between them. In the last stage, 
a matching decision block takes the dissimilitude value from the feature extraction 
blocks and compares it against a threshold value which is dynamically calculated 
based on statistical data information. If the dissimilitude value obtained from MDTW 
is less than threshold value, signature matching is decided to be positive. The template 
block temporarily stores the template signature, statistical data information, and dis-
similitude values found in the training stage, for their posterior use during the verifi-
cation process.  

 

Fig. 1. System block diagram 

3   Wavelet Sub-band Coding 

The Discrete Wavelet Transform (DWT) is used to analyze the temporal and spectral 
properties of non-stationary signals. The DWT is defined by the following equation 
[16]: 

                                

 (1) 

The set of functions is referred to as the family of wavelets derived from

, which is a time function with finite energy and fast decay called the mother 

wavelet. The basis of the wavelet space corresponds then, to the orthonormal func-
tions obtained from the mother wavelet after scale and translation operations. The 
definition indicates the projection of the input signal into the wavelet space through 
the inner product, then, any function   L  can be represented in the form:       ∑ ,,  ,                                              (2) 

where  are the wavelet coefficients at level j. The coefficients at different levels 
can be obtained through the projection of the signal into the wavelets family as: , , ∑  , ,           (3) 
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The DWT analysis can be performed using a fast, pyramidal algorithm described in 
terms of multirate filter banks [17]. The DWT can be viewed as a filter bank with 
octave spacing between filters. Each sub-band contains half the samples of the neigh-
boring higher frequency sub-band. In the pyramidal algorithm the signal is analyzed 
at different frequency bands with different resolution by decomposing the signal into 
a coarse approximation and detail information. The coarse approximation is then 
further decomposed using the same wavelet decomposition step. This is achieved by 
successive high-pass and low-pass filtering of the time signal, and a down-sampling 
by two as defined by the following equations: 

 
(5) 

 
(6) 

Figure 2 shows a one-level filter bank. Signals , and are known as ap-

proximation and detail coefficients, respectively. This process may be executed itera-
tively forming a wavelet decomposition tree up to any desired resolution level. 

 

Fig. 2. Two-level discrete wavelet filter bank scheme 

In this work, the approximation coefficients were used as input to the modified dy-
namic time warping algorithm, which is described in the following section. Different 
experiments were made using several wavelets and decomposition levels to obtain the 
best system performance, as described in the results section. 

4   Modified Dynamic Time Warping Algorithm  

Dynamic Time Warping was introduced by Kruskal and Liberman in the context of 
speech recognition [18], as a computational technique to make a matching between 
two time series, which may have different number of samples, providing a normaliza-
tion and alignment of both sequences. DTW can distort the time axis by compressing 
it at some places and expanding it at others, as required. The main objective is the 
optimization of a function cost used to travel from one point to another, giving an 
optimal matching path based on some constraints. Minimization of the function cost is 
described as: 
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Where ,  is a dissimilitude value between both time sequences in the 

warping trajectory T, and  is a local weighting factor. Normalization of this 
measure is done by dividing this value between a global weight factor, which corres-
ponds to the number of points in the warping trajectory, as expressed in equation 8. 
Details can be checked in reference [18].  ,

                                                            (8) 

In this work we propose some modifications to the classical algorithm. The first 
one is the incorporation of a warping diagonal deviation used as complementary nor-
malization factor. This value is given by equation 9, and expresses the ratio of the 
number of points in the warping trajectory and the sum of the number of points on the 
original data vectors to be matched. As the two data sequences are more dissimilar, 
the warping path separates from the diagonal and the coefficient tends to one.                                                                 9) 

This dissimilitude measurement was also enhanced using information about direct 
matching points (DMP). DMPs are matched points unambiguously defined between 
data sets. Figure 3 shows an example of a matching segment between two data se-
quences, with the DMPs plotted in solid lines.  

 

Fig. 3. Example of DMPs between two trajectories 

Using these particular points, we propose an additional matching coefficient de-
fined as:  1 ∑

  ,                                            (10) 

where DMP stands for direct matching points, and T is the number of points in the 
warping trajectory. This coefficient is used as an additional weight factor in the dis-
similitude measurement of DTW. The dissimilitude value  obtained through 
the modified dynamic time warping is finally defined as: 
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  , ∑                                  (11)      This value is used to make a decision on whether the signature corresponds to 
the template defined by the user in each case, by comparing it to a threshold value 

defined in equation 12. 

      ,                                           (12) 

where is template mean value, is the template standard deviation value, and 

 is a weight factor used to control the trade-off between false rejections and false 
acceptances. K is defined by the administrator of the biometric system according to 
the need for security, which depends on some risk evaluation. During the system 
evaluation process this parameter assumes the range which allows the system to give 
both, FAR and FRR values from 0 to 100%. 

 

                                             (13) 

 
Figure 4 show an example of warping trajectory (white line) on a dissimilitude matrix 
with values represented in gray levels. 

 

Fig. 4. Warping trajectory on a dissimilitude matrix obtained from two data vectors 

5   Experimental Setup 

On-line signature data acquisition was accomplished using a digitizing tablet Genius 
G-PEN 340 with a 3X4 inches active area and maximum data transmission rate of 100 
points per second. For the described experiments a local signature database consisting 
of 1000 genuine signatures from 50 signers and 240 skilled forgeries from 12  
subjects, was generated. The biometric system is accessed through a graphical user  
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interface developed in MATLAB. Figure 5 shows the main screen of the application. 
Two modalities can be used: The first one consists of the signature analysis at stroke-
level or using the whole signature. The second one is the application of the proposed 
modified dynamic time working algorithm directly to the raw data, or to the wavelet 
coefficients. From the combination of these modalities, four type of analysis can be 
performed. The graphical user interface allows the following tasks: Organize signa-
ture data files, set the number of signers and signatures to be used, generate templates, 
set the analysis type, perform a global analysis between enrolled signatures, perform 
signature verification and perform signature recognition. Figure 5 shows the GUI 
window in the verification mode: 

 

Fig. 5. Main screen of the graphical user interface in verification mode 

6   Results 

Evaluation of the system performance was done through the ROC plot (receiver oper-
ation characteristic) for several cases. ROC is a plot of the false acceptance ratio 
(FAR) versus the false rejection ratio (FFR) [19]. The equal error rate (EER) is ob-
tained from the point in which FAR and FFR assume the same value. Figure 6 shows 
the ROC curve obtained from an experiment which was done to check the effect of 
using the modified dynamic time warping algorithm vs. the classical DTW. The test 
was done using the raw data corresponding to the whole signature, i.e., without using 
wavelet decomposition. From this plot it can be seen that MDTW showed an EER of 
12.28% approximately. 
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Fig. 6. Classical DTW vs Modified DTW ROC curves 

A second experiment was done in order to characterize the system performance 
when the wavelet decomposition was incorporated. Figure 7 shows the ROC plot 
obtained using a different wavelet mother in each case, with a 3-level wavelet decom-
position. This figure shows that the best result was obtained using the Coifflet-3 
wavelet. 

 

Fig. 7. ROC curves obtained using different wavelets 

Figure 8 shows the improvement in performance obtained when the level-3 wave-
let decomposition is incorporated into the biometric system. The plot shows an 
EER=7.46% for that case. In both cases, the proposed modified dynamic time warp-
ing algorithm is applied. The wavelet decomposition helped also to obtain a reduction 
in the dimensionality of data, which impacted on getting an improvement in the ex-
ecution time.  

Finally, figure 9 shows a comparison of ROC curves obtained when the system is 
tested using the stroke-based analysis. The four ROC plots correspond to the cases 
described as follows. AT1: MDTW applied to the whole signature. AT2: MDTW 
applied to the whole signature after 3-level wavelet decomposition. AT3: MDTW 
applied at stroke level. AT4: MDTW applied at stroke level and 3-level wavelet de-
composition applied to each stroke. 
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Fig. 8. ROC curves obtained using MDTW direct analysis vs MDTW-wavelet analysis 

 

Fig. 9. ROC curves obtained using the MDTW algorithm in four different cases 

7   Conclusions 

This paper presented a signature-based biometric system using a modified dynamic 
time warping algorithm and wavelet decomposition. The described modification on 
the DTW when compared to the classical algorithm, provided an improvement in 
the system performance of 3.07% in average, as represented in the corresponding 
ROC curves. A further incorporation of a wavelet-based decomposition gave an 
additional improvement in the system performance, as well as a dimensionality 
reduction, which provided a considerable decreasing in execution time with an 
estimated factor of 23, when it was compared with the execution time without the 
wavelet decomposition. The best obtained results using both techniques showed in 
average a combined EER=7.46%. Further experiments using larger databases are 
currently in progress. 
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Abstract. Ultraviolet Spectra (UVS) analysis is a frequent tool in tasks

like diseases diagnosis, drugs detection and hyperspectral remote sens-

ing. A key point in these applications is the UVS comparison function.

Although there are several UVS comparisons functions, creating good

dissimilarity functions is still a challenge because there are different sub-

stances with very similar spectra and the same substance may produce

different spectra. In this paper, we introduce a new spectral dissimilarity

measure for substances identification, based on the way experts visu-

ally match the spectra shapes. We also combine the new measure with

the Spectral Correlation Measure. A set of experiments conducted with

a database of real substances reveals superior results of the combined

dissimilarity, with respect to state-of-the-art measures. We use Receiver

Operating Characteristic curve analysis to show that our proposal get

the best tradeoff between false positive rates and true positive rates.

Keywords: Ultraviolet Spectra, Ultraviolet Spectra Comparisons Func-

tions, Substance Identification, Dissimilarity Measures.

1 Introduction

Ultraviolet Spectra (UVS) represent, for a given substance, the relation between
ultraviolet light absorbance and light wavelength. Due to UVS are unique for
each pure substance, they are frequently used for substance identification in dif-
ferent areas such as medicine, geology, criminalistics, and industrial applications
[1–4].

Identifying substances by UVS is a challenge because there are different sub-
stances with very similar spectra shape (Fig. 1). Additionally, different concen-
trations of the same substance produce different spectra, dilated or contracted,
according to Lambert-Beer Law [5] (Fig. 2).

In this paper, we focus on substance identification (mainly drugs, medicines,
poisons, pesticides and other organic substances) by ranking its spectrum accord-
ing to its dissimilarity values against the spectra in a database. These substances

J.A. Carrasco-Ochoa et al. (Eds.): MCPR 2010, LNCS 6256, pp. 220–229, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Ultraviolet spectra of two different substances

Fig. 2. Two spectra of Prednisone at different concentrations

are generally free of impurities or they have a predominant active chemical, which
is involved in the identification process. In general, the quality of the dissimilarity
function is the most important factor in the identification results.

In order to design a good UVS comparison function, we must take into account
the application domain [1]; some of the most used properties are: agreements in
the amplitudes of the signal, the shape of the spectrum, and a unique configura-
tion of peaks that may change slightly. For substance identification, it is neces-
sary a qualitative analysis of its spectrum. This leads to an empirical comparison
of the unknown spectrum details with other known spectra. These details are
maxima, minima and inflection points of the spectrum. Usually, experts visually
match spectra based on their shape [6].

There are several UVS comparison functions [4, 7–12], but none of them effec-
tively compare spectra shapes. The measures that compare spectrum absorbance
values fail in comparing spectra of the same substance at different concentration,
because these values can differ considerably. A normalization of the absorbance
values introduces false positive matches when the spectrum has close absorbance
values but differ in monotony or concavity. One attempt to overcome this prob-
lem is addressed in [1]. This measure compares spectra using the first derivatives,
but ignores the changes in the curve concavity.
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In this paper, we propose a new dissimilarity measure to compare ultravi-
olet spectra: Derivatives Sign Differences (DSD). DSD compares the spectral
monotony and concavity, using the first and second derivatives of the 2D-shape
of the spectrum at each wavelength. This way, the new measure can effectively
match spectra of the same substance at different concentrations.

We compare DSD with several dissimilarity measures for substances identifi-
cation, using a database containing 206 spectra of 103 substances (two spectra
from each substance). This database was created by forensic experts in State
Forensic Laboratory of Ciego de Avila. In order to evaluate the performance
of the comparison functions we make use of Receiver Operating Characteristics
(ROC) curves [13]. The experimental results show a good performance of the
new measure, compared with eight UVS dissimilarities proposed in the litera-
ture. Moreover, we combine DSD with the Spectral Correlation Measure (SCM)
[8], showing that this combination outperforms both single measures.

2 UVS Dissimilarities

There are several dissimilarity functions to compare mass spectra, infrared spec-
tra, ultraviolet spectra, multi and hyper spectral images [11]. In this section, we
briefly review some of the most cited spectral dissimilarities.

Perhaps, the most popular UVS measure is the Spectral Angle Mapper (SAM)
[7]. SAM is primarily introduced for comparing hyperspectral image data; it
compares two spectra by finding the angle between their absorbance tuples.
Equation 1 shows SAM transformed to dissimilarity.

SAM(s, t) = 1 −

⎛

⎝
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l=1 sltl√∑L
l=1 s2

l
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l=1 t2l

+ 1

⎞

⎠ /2 (1)

The tuple s = (s1, s2, . . . , sl) represents a spectrum, where each sl is the ultra-
violet light absorbance for the corresponding light wavelength value wl.

The main drawback of SAM is that the angle between tuples of two spectra
of the same substance at different concentrations may be very different from
zero. Van der Meer [8] proposes the Spectral Correlation Measure (SCM), which
overcomes this limitation by standardizing the data, i.e. centralizing them using
the mean of s and t [14].

SCM (s, t) = 1−
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The Spectral Information Divergence (SID) [9] measures the information diver-
gence between the probability distributions generated by two spectra. To do
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so, SID models spectra as random variables by defining pk = sk/
∑L

l=1 sl, k =
1, . . . , L so that p = (p1, . . . , pL). Then, it compares spectra taking into account
the relative entropy between them:

SID (s, t) =
L∑

l=1

pl log
pl

ql
+

L∑

l=1

ql log
ql

pl
(3)

In a similar way as SAM, SID is introduced for comparing hyperspectral images.
SID-SAM is a combination of SID with SAM to enhance the spectral discrim-

inatory probability [10]. The authors formulate this combination in two versions
(Equation 4 and Equation 5).

SID − SAM1 (s, t) = SID (s, t) sin (arccos (1 − 2SAM (s, t))) (4)

SID − SAM2 (s, t) = SID (s, t) tan (arccos (1 − 2SAM (s, t))) (5)

Another fusion of spectral dissimilarities is the Spectral Similarity Scale (SSS)
[11], which combines a modification of SCM with the Euclidean distance (Equa-
tion 6).

SSS (s, t) =

√√√√1/L
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where:

r =

∑L
l=1

(
sl − 1/L

∑L
l=1 sl

)
·
(
tl − 1/L

∑L
l=1 tl

)

√
∑L

l=1

(
sl − 1/L

∑L
l=1 sl

)2

·
∑L

l=1

(
tl − 1/L

∑L
l=1 tl

)2
(7)

A significant drawback in the use of the Euclidean distance is that it is un-
bounded, because the range of values increases as the number of light wave-
lengths increases. Moreover, comparing spectra of the same substance at different
concentrations (Fig. 2) would return high dissimilarity values. Robila and Gersh-
man [12] propose the Normalized Euclidean Distance (NED) to overcome these
limitations (Equation 8). The main difference with the Euclidean distance is that
NED normalizes each spectrum dividing the absorbance values by the average
absorbance.

NED(s, t) =

√√√√
L∑

l=1

(
sl

1/L
∑L

l=1 sl

− tl

1/L
∑L

l=1 tl

)2

(8)

Fig. 3 shows the effects of normalizing spectra from Fig. 2. Notice that both
spectra have now similar absorbance values. Nevertheless, there are examples
where this type of normalization does not perform correctly. For example, Fig.
4 shows two spectra of the same substance after normalization with a clear
difference between absorbance values for almost all wavelength values. In this
case, NED erroneously returns a high dissimilarity value.
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Fig. 3. Spectra from Fig. 2 normalized using the average of the absorbance values

Fig. 4. Two spectra of Ampicillin after normalization

Pacĺık and Duin [1] propose to incorporate the difference between shapes of
spectra into the dissimilarity measure. For that purpose, they use the spectra
first derivative (s′1, . . . , s′L) for each light wavelength value. They compute the
derivatives over the spectra normalized to unit area and improved by a Gaussian
filter (Equation 9).

PD (s, t) =
L∑

l=1

|s′l − t′l| (9)

This measure has the same problem related to normalization discussed earlier.
Moreover, PD ignores the information of spectral concavity to compare spectral
shapes.

As we have shown in this section, there is no best spectral dissimilarity mea-
sure for all type of spectra. A good spectral dissimilarity for certain problems
might be a bad measure in a different domain. In substances identification, ex-
perts visually compares UVS taking into account the similarity between spectral
shapes. Based on this, we propose a measure that captures spectral shape with
the aim of obtaining better results in spectra comparisons.
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3 New Dissimilarity Measures for UVS Identification

The basic idea of Derivatives Sign Differences (DSD) is to count the points where
either the monotony or the concavity of the spectra differs. Therefore, the lower
value returned, the lesser spectral difference.

3.1 Derivatives Sign Differences Measure

Given two spectra s = (s1, . . . , sL) and t = (t1, . . . , tL), DSD computes the
dissimilarity between s and t as follows:

1. Compute and smooth the first derivative value tuples from spectra s and t:
s′ = (s′1, . . . , s′L), t′ = (t′1, . . . , t′L)

2. Compute and smooth the second derivative value tuples from s′ and t′:
s′′ = (s′′1 , . . . , s′′L), t′′ = (t′′1 , . . . , t′′L)

3. Set count = 0
4. For each l = 1, . . . , L

– If (sign (s′l) �= sign (t′l) ∨ sign (s′′l ) �= sign (t′′l )) then count = count + 1
5. Return count/L

The normalization at step 5 returns a value in the [0, 1] interval. A median
filter smoothes the derivatives tuples, using a window width of five values. We
choose the window width experimentally, but small variations of this value attain
similar results.

Notice in Fig. 5 (a) the decreasing monotony of a spectrum in light wavelength
interval [280, 320]. Fig. 5 (b) shows a zoom of the interval [305, 310] where
dark dots represent the spectrum points, and line segments represent the slope
directions at each point. Opposite to what we would expect, a zoom of this
interval shows heterogeneous slope directions. That is why we apply a median
filter over the derivative values tuples (steps 1 and 2), achieving homogeneous

Fig. 5. Result of applying a median filter over the first derivatives values tuple. (a)

Original spectrum. (b) Slope directions in a zoomed portion of the spectrum. (c) Ho-

mogeneous directions after applying a median filter.
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slope directions, as shown in Fig. 5 (c). As we can see in the experimental section,
this procedure improves the accuracy of the results.

Due to spectra derivatives are pre calculated and stored before searching for
a query spectrum, the time complexity of DSD is O(n), being n the total wave-
length values. DSD effectively matches spectra from the same substance at dif-
ferent concentration. The proposed measure does not compare absorbance values
but the signs of first and second derivatives tuples. Thus, DSD correctly matches
different spectra from the same substance because these spectra do not differ in
monotony and concavity.

In the experimentation, the proposed measure DSD outperforms all other dis-
similarities except SCM. As SCM does not clearly outperform DSD, we decided
to combine them to improve their results.

3.2 Fusion of DSD and SCM Dissimilarities

DSD and SCM compare spectra in different manners. DSD takes into account
monotony and concavity of spectra, while SCM determines the correlations be-
tween the spectra tuples. We decided to combine them in order to benefit from
their advantages and reducing their limitations. To do this, we use a combination
scheme that returns small spectra difference if one of these measures indicates
it, regardless of the result of the other measure.

Multiplying the results of two dissimilarity measures, both defined on the [0,
1] interval, if one of them returns a value close to zero, it takes precedence over
the other; the final value will also be close to zero, indicating small difference.
That is why we use the product rule [15] to combine DSD with SCM. This rule
is one of the most used schemas for comparison functions combination.

DSD − SCM (s, t) = DSD (s, t) · SCM (s, t) (10)

Using the product rule we attempt to favor the best result of both dissimilarities
achieving lower values when both dissimilarities agree in a good result.

4 Experimental Results

We tested the proposed dissimilarity measure on a database containing 206 ul-
traviolet spectra from 103 substances. For each substance, we extracted two
spectra at different concentrations (Fig. 2) with the Spectrometer Cintra 101
[6]. The wavelength values ranges from 200 nm to 350 nm. The measurement
interval was 0.5 nm to emphasize spectra details, and the average speed was 500
nm/min.

As our goal is to identify a query spectrum with its corresponding substance,
for each query spectrum we sort all the spectra in the database in increasing
order according to their dissimilarity with the query. A good measure always
returns the correct substance in the first positions. That is why, in order to
evaluate the performance of our dissimilarity, we build a ROC curve using a
leave one out [16] sampling.
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A ROC curve [13] is a useful tool in the evaluation of comparison functions
for objects identification, this curve measures the tradeoff between correct and
false identification rates. Moreover, it has become a standard in areas such as
fingerprint identification [17], which is analogous to substance identification.

In terms of ROC curve, a dissimilarity measure is better than another one if
it has higher true positive rates for most false positive rates.

Our first experiment shows how DSD with smoothed first and second deriva-
tives outperforms the same dissimilarity without smoothing (Fig. 6).

Fig. 6. The ROC curves of DSD smoothing derivatives versus DSD without smoothing

Fig. 7. ROC curves of DSD and all single dissimilarities

We compare DSD against the single dissimilarities reviewed in section 2, see
Fig. 7. Notice that DSD clearly outperforms every other dissimilarity except
SCM. However, SCM does not clearly outperform DSD.
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Fig. 8. ROC curves of combining DSD and SCM and three compound UVS dissimi-

larities

Our final experiment shows how the combination of DSD with SCM is supe-
rior to all individual measures and other composite measures proposed in the
literature, as shown in Fig. 8.

The combination of DSD with SCM effectively takes the advantage of both
measures and reduces its limitations. It returns low dissimilarity values if two
spectra are dissimilar according to DSD or SCM. In addition, notice that com-
binations reviewed do not outperform its component measures.

5 Conclusions

In this paper, we introduce a new dissimilarity measure to compare UVS spectra.
We create DSD based in the way experts visually compare spectra shape for
substance identification. DSD allows better discrimination between UVS from
different substances than most of the measures reviewed do. The combination of
DSD with SCM clearly outperforms all single and combined measures analyzed
in this paper. As future work, we plan to investigate our approach in similar
problems using other wavelengths like visible and near infrared.
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3. Pacĺık, P., Leitner, R., Duin, R.P.W.: A study on design of object sorting algo-

rithms in the industrial application using hyperspectral imaging. J. Real-Time

Image Proc. 1, 101–108 (2006)



New Dissimilarity Measures for Ultraviolet Spectra Identification 229

4. Van der Meer, F.: The effectiveness of spectral similarity measures for the analysis

of hyperspectral imagery. Int. J. Appl. Earth Obs. Geoinf. 8, 3–17 (2006)

5. Ingle, J.D.J., Crouch, S.R.: Spectrochemical Analysis. Prentice Hall, New Jersey

(1988)

6. GBC UV-Visible Cintra 101/202/303/404 Spectrometer Operation Manual. GBC

Scientific Equipment Pty Ltd., Australia, GBC part number: 01-0831-01 (2005)

7. Kruse, F.A., Lefkoff, A.B., Boardman, A.B., Heidebrecht, K.B., Shapiro, A.T.,

Barloon, P.J., Goetz, A.F.H.: The Spectral Image Processing System (SIPS) -

interactive visualization and analysis of imaging spectrometer data. Remote Sens.

Environ. 44, 145–163 (1993)

8. Van der Meer, F., Bakker, W.: Cross correlogram spectral matching (CCSM):

application to surface mineralogical mapping using AVIRIS data from Cuprite,

Nevada. Remote Sensing Environ. 61(3), 371–382 (1997)

9. Chang, C.-I.: An information-theoretic approach to spectral variability, similarity,

and discrimination for hyperspectral image analysis. IEEE Trans. Inf. Theory 46,

1927–1932 (2000)

10. Yingzi, D., Chein, I.C., Hsuan, R., Chein-Chi, C., James, O.J., Francis, M.D.A.:

New hyperspectral discrimination measure for spectral characterization. Opt.

Eng. 43, 1777–1786 (2004)

11. Homayouni, S., Michel, R.: Hyperspectral image analysis for material mapping

using spectral matching. In: Proceedings of the XX ISPRS Congress, Proceedings

volume IAPRS, Istanbul, July 12-23, vol. XXXV (2004)

12. Robila, S.A., Gershman, A.: Spectral matching accuracy in processing hyperspec-

tral data. In: International Symposium on Signals, Circuits and Systems (ISSCS

2005), pp. 163–166 (2005)

13. Fawcett, T.: An introduction to ROC analysis. Pattern Recognit. Lett. 27, 861–874

(2006)

14. de Carvalho, O.A., Meneses, P.R.: Spectral Correlation Mapper (SCM): An Im-

provement on the Spectral Angle Mapper (SAM). In: NASA JPL AVIRIS Wkshp.

(2000)

15. Kuncheva, L.I.: Combining pattern classifiers: methods and algorithms. Wiley In-

terscience, Hoboken (2004)

16. Devroye, L., Gyorfi, L., Lugosi, G.: A Probabilistic Theory of Pattern Recognition.

Springer, New York (1996)

17. Maltoni, D., Maio, D., Jain, A.K., Prabhakar, S.: Handbook of Fingerprint Recog-

nition, 2nd edn. Springer, London (2009)



Third Degree Volterra Kernel for Newborn Cry
Estimation
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Abstract. Newborn cry analysis is a difficult task due to its nonsta-

tionary nature, combined to the presence of nonlinear behavior as well.

Therefore, an adaptive hereditary optimization algorithm is implemented

in order to avoid the use of windowing nor overlapping to capture the

transient signal behavior. Identification of the linear part of this par-

ticular time series is carried out by employing an Autorregresive Mov-

ing Average (ARMA) structure; then, the resultant estimation error is

approched by a Nonlinear Autorregresive Moving Average (NARMA)

model, which realizes a Volterra cubic kernel by means of a bilinear homo-

geneous structure in order to capture burst behavior. Normal,

deaf, asfixia, pain, and uncommon newborn cries are inspected for

differentation.

1 Introduction

The newborn cry represents the heart-breathing coordination activity with the
muscular larynx. The cry is an acoustics event that contains information about
the central nerves system functioning as well. It is one of the most important
natural ways of communication that a newborn has to interact with his/her en-
vironment; through crying, the newborn babies express their needs and basic
feelings like hungry or pain. Crying is the only non visual option that neonatol-
ogists or pediatricians have for disease or malaise recognition.

The Golub [1] crying model is divided into four parts. The first part is the
glottal system that is in charge to develop the pressure under the glottis necessary
to drive the vocal folds. The second part is the source of sound located at the
larynx. This sound source can be described mathematically, in frequency domain,
as a periodic source or like noisy source. All these sources can work in an isolated
or simultaneous way. Both acoustics sources are originated in the vocal folds. The
periodic source is produced by the vocal folds vibration. The noise is seen as a
turbulence and is the result of the forced air passing through a small opening
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between the vocal folds from the lungs. The third part is composed by the vocal
and nasal tract in the larynx, these elements act like an acoustics filter where
its transfer function characteristics change due to their form and length. The
four part is the radiation that describes the filtering of sound between the infant
mouth and a microphone located at a certain distance to obtain this acoustic
signal [2].

Nonstationary signals are those which present a time variable change of their
statistical properties and frequency content [3]. For instance, we can find them
in the areas of geology on seismic events [4] and of biomedicine over Heart Rate
Variability (HVR) studies [5], electroencephalogram (EEG) characterization [6],
newborn cry [2] and children speech analysis [7], among others.

In the case of crying, the first studies started back in 1838 with Gardiner, using
music notes and in 1855 Darwing studied the local anatomy and physiology of
speech development and its relation with the emotion expression. Babies cannot
satisfy their necessities by themselves, they completely depend on the attentions
of adults. The cry is the natural way of communication to express their different
emotional and physiological states.

The widespread presence of these kind of signals has required to study them
deeply in order to understand their behavior; for example, some of them present
an intermittent sequence of frequency content and chaotic behavior in time.

Newborn cry classification is based on linear features extraction in the area of
Artificial Intelligence (AI) [2]. In the case of speech, Linear Predictive Coefficients
(LPC) analysis has been carried out followed by a quadratic degree Volterra
filtering of the obtained residual for speech coding [8][9], analysis and synthesis
[10].

In this work, the hereditary computation of the signal correlation function,
gives us the possibility to determine the time variyng parameters between win-
dows of time automatically without windowing nor overlapping. This adaptive
task is carried out by an autorregressive moving average (ARMA) model[11] in
order to approach the linear part of five kinds of newborn cries: normal, deaf,
asfixia, pain, and uncommon. Thus, the resulting estimation error is projected
onto a cubic degree Volterra kernel by means of a particular bilinear structure
[12]. A good estimation performance of newborn cry signals is obtained due to
burst modeling by nonlinear approximation.

2 Adaptive Hereditary Computation

Adaptive hereditary computation has its origin in the area of systems identifi-
cation by employing an ARMA model, in order to fit a stochastic realization
to some measured output yτ , τ = 1, ..., t of an unknown system. The one-step
ahead predictor therefore implemented, estimates the model coefficients without
using a non linear optimization technique, as it is the case for gradient based
or Gauss-Newton techniques [11]. Instead of it, recomputation of τ = 1, . . . , T
past samples is developed by using the parameters obtained at time t ; hence,
the correlation function is time variyng and up to date, avoiding in this way
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calculation errors due to incomplete correlation terms obtained with standard
estimation methods.

2.1 ARMA Form

The one-step ahead predictor in ARMA form is written as follows:

ŷt =
n∑

i=1

aiŷt−i +
n∑

j=1

biỹt−j (1)

where ỹt = yt − ŷt and ai,bi are the autorregresive and input coefficients, respec-
tively.

2.2 Hereditary Computation

As it was stated in the begining of this section, the transient optimization ap-
proach can be developed to the price of hereditary computation of the model
coefficients, presenting a linear t-growing memory of size nt, with n as the sys-
tem dimension or delay. Hence, the ARMA form having these characteristics is
written as:

ŷt
τ =

n∑

i=1

at
iŷ

t−i
τ−i + bt

iỹ
t−i
τ−i, ∀τ = 1, . . . , t. (2)

In order to obtain the model parameters, it is necessary to employ an evaluation
criterium of how well (2) performs; this criterium consists on minimizing the
mean square error (MSE) between the time series yt and the predictor ŷt

τ :

J t
T = Et

T [(yτ − ŷt
τ )2] =

1
T

t∑

τ=t−T+1

(yτ − ŷt
τ )2 τ = 1, . . . , T . (3)

where T is the time horizon of hereditary computation or re-computation of
the estimated samples. This means that the estimator adapts its horizon every
T samples to get the time-variyng parameters that characterize the signal of
interest.

Derivating (3) with respect to the model parameters and separating terms
to each side of the equality, leads us to the normal equations, see [13], which
contain the time-varying correlation and intercorrelation terms:
[∑t

τ=t−T+1 ŷt−i
τ−iŷ

t−i
τ−i

∑t
τ=t−T+1 ŷt−i

τ−iỹ
t−i
τ−i∑t

τ=t−T+1 ỹt−i
τ−iŷ

t−i
τ−i

∑t
τ=t−T+1 ỹt−i

τ−iỹ
t−i
τ−i

] [
at

i

bt
i

]
=
[∑t

τ=t−T+1 yτ ŷt−i
τ−i∑t

τ=t−T+1 yτ ỹt−i
τ−i

]
i = 1 . . .n.

(4)

Once the aforementioned model parameters are calculated, it is possible to build
the system transfer function and obtain the estimated output time series or the
estimated system impulse response.
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3 Nonstationary Behavior

A time series is considered nonstationary when there is a considerable part of the
power spectra in the low frequencies, since the corresponding mode has very few
oscillations during the observation time. Besides this, if the signal alternates be-
tween periodic and irregular behavior, it presents a nonlinear phenomena called
intermittency. These caotic phases can be long or in the form of bursts [14]. The
newborn cry presents both characteristics, a periodic behavior with and impor-
tant spectral component in the low frequencies (pitch of 400-600Hz) combined
with short intermittencies or bursts, see Fig. 1.

Fig. 1. Normal newborn cry spectra (up) and linear estimation error presenting bursts
(bottom)

Figure 2 shows a different spectral pattern distribution as well as very frequent
jumps on the estimation error obtained by using (2).

3.1 Cubic Volterra Estimation

The error ỹ1
t resulting of substracting the ARMA estimator (2) from the mea-

sured time series yt, can be approximated by a cubic Volterra kernel K3 of the
form:

ŷt = yt − ŷt
τ =

t∑

τ1=1

τ1∑

τ2=1

τ2∑

τ3=1

K3(t, τ1, τ2)ỹτ1 ỹτ2 ỹτ3 (5)
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Fig. 2. Uncommon newborn cry spectra (up) and linear estimation error presenting

glitches (bottom)

3.2 Bilinear Structure

It is a well known fact that a disadvantage of using a Volterra series for mod-
eling nonlinear events is the curse of dimensionality, which makes the number
of coefficients employed to grow fast with prediction horizon [8]. In the view of
overcoming this feature, a bilinear homogeneous structure can generate sepa-
rated Volterra series kernels recursively, yielding few parameters and allowing to
choose the nonlinear degree of estimation [15].

Proposition: The homogeneous bilinear system that realizes the cubic Volterra
kernel K3(t, τ1, τ2) is the following:

x1
t = A1

t x
1
t−1 + Btỹt

x2
t = A2

t x
2
t−1 + D2

t x1
t ỹt

x3
t = A3

t x
3
t−1 + D3

t x2
t ỹt

ŷ3
t = Ctx

3
t

(6)

with

B1
t =

[
b1
n1,t . . . b1

1,t

]T
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Dk
t =

⎡

⎢⎢⎢⎣

dk
nk,nk−1,t . . . . . . dk

nk,1,t

...
...

...
...

dk
2,nk−1,t . . . . . . dk

2,1,t

0 . . . 0 1

⎤

⎥⎥⎥⎦ ; ∀k = 2 . . .d

Ak
t =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0 . . . . . . 0 ak
nk,t

1
. . .

...
...

0
. . . . . .

...
...

...
. . . . . . 0

...
0 . . . 0 1 ak

1,t

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

; ∀k = 1 . . .d

C =
[
0 . . . 0 1

]

where xk
t ∈ �n3 and Ak

t ∈ �n3×n3 , ∀k = 1 . . . 3, Dk
t ∈ �n3×n2 , ∀k = 2, 3, Ct ∈ �n3

and Bt ∈ �n1 .
Proof : Every state xk

t , for k = 1 . . . 3 can be considered as a linear system
output with input Dk

t xk−1
t ỹt. Thus, we have:

x1
t =

∑t
τ=1 φ1(t, τ)Bτ ỹτ

x2
t =

∑t
τ=1 φ2(t, τ)D2

τx1
τ ỹτ

x3
t =

∑t
τ=1 φ3(t, τ)D3

τx2
τ ỹτ

ŷ3
t = Ctx

3
t

(7)

where φk(t, τ) = Ak
t φk(t − 1, τ) is the transition matrix and K3(t, τ1, τ2) =

Ctφ
3(t, 1)(φ3(τ1, 1)−1)D3

τ1
φ2(τ1, 1)(φ(τ2, 1))−1)D2

τ2
φ1(τ2, 1)(φ(τ3, 1))−1)Bτ1 .

In this work this kind of structure is used, but in order to be able to adapt
the hereditary computation to it, the matrix canonical form in (6) has been
developped to end up with a NARMA expression of the form:

y1
t =

∑n1
i=1 a1

i,ty
1
t−i +

∑n1
i=1 b1

i,tỹt−i+1

y2
t =

∑n2
i=1 a2

i,ty
2
t−i + y1

t ỹt +
∑n2

i=2

∑n1
j=1 d2

i,j,ty
1
t−i−j+2ỹt−i+1

y3
t =

∑n3
i=1 a3

i,ty
3
t−i + y2

t ỹt +
∑n3

i=2

∑n2
j=1 d3

i,j,ty
2
t−i−j+2ỹt−i+1

(8)

The expresion for any nonlinear degree of (6) and derivation of (8) can be found
in [12].

3.3 Algorithm

Resuming the last two sections, the algorithm used in this work is the following:

1. Estimate the linear part of the signal by using (2), taking as optimization
criterion (3).
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2. Obtain and approach the resulting error on (5) by employing the estimator
(8) at time t:

ŷ1,t
τ =

∑n1
i=1 a1

i,tŷ
1,t−i
τ−i +

∑n1
i=1 b1

i,tỹt−i+1

. . .

ŷ3,t
τ =

∑n3
i=1 a3

i,tŷ
3,t−i
τ−i + ŷ2,t

τ ỹt + +
∑n3

i=2

∑n2
j=1 d3

i,j,tŷ
2,t−i−j+2
τ−i−j+2 ỹt−i+1

(9)

where ŷ1,t−1
τ and ŷ3,t−1

τ , ∀τ = 1, . . . , t − 1 were obtained by minimizing the
criterion:

J t−1
T = Et−1

T [(ỹt − ŷ3,t−1
∗ )2] =

1
T + t − 1

t−1∑

τ=T

(ỹt − ŷ3,t−1
∗ )2 (10)

and T is the time horizon of hereditary computation as in (3).
3. Obtain the kernel coefficients.

4 Results

This work has analyzed 10 recordings of 5 different kinds of newborn cries each:
normal, deaf, asfixia, pain, and uncommon. These are one second recordings
sampled at Fs = 8000Hz that have been treated in segments of time horizon
T = 20ms. It is important to mention that there is no overlapping between
segments nor windowing to carry out the analysis.
The order or dimension used for the linear estimator was of n = 10, considering
the experience on speech and newborn cry analysis [2].

After doing some testing, it was realized that the cubic kernel yields a good
estimation from the beforehand mentioned error by using a dimension n = 1,
leaving us with the expression (9) reduced to:

ŷ3,t
τ = a3

1,tŷ
3,t−1
τ−1 + a2

1,tŷ
2,t−1
τ−1 ỹ + a1

1,tŷ
1,t−1
τ−1 ỹ2 + b1

1,tỹ
3 (11)

The algorithm quality is assessed after estimation by the criterium:

R =

(
1 −

∑N
t=1 |yt − ŷt|2∑N

t=1 |yt|2

)
(12)

with N the number of samples.
Table 1 shows that in a few cases using linear estimation suffices to describe a

newborn cry behavior, whereas in most of them it is not enough to describe this
kind of signal. This is an even more important characteristic in cases where the
linear signal estimation performance is below 80 percent, as it is the case mainly
for deaf newborn cry analysis. Pain crying was obtained by light stimulation
of the infants and uncommon crying analysis has been included to show that
linear signal estimation is not enough when the crying behavior presents abrupt
changes, see Fig 2.
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Table 1. Linear ARMA and Linear+Cubic Volterra Series Fit

Normal Deaf Asfixia Pain Uncommon

Lin Lin+Cub Lin Lin+Cub Lin Lin+Cub Lin Lin+Cub Lin Lin+Cub

82.75 99.23 67.91 97.66 97.30 - 90.18 99.51 85.70 97.89

95.62 99.64 70.79 96.01 55.00 89.62 84.84 96.85 87.48 99.15

90.10 98.95 72.47 95.76 89.33 98.86 86.18 99.19 88.44 99.08

90.83 99 75.08 96.31 96.83 - 88.37 98.73 97.20 -

97.29 - 73.51 97.81 78.07 99.76 77.53 96.10 91.43 99.33

82.65 98.98 65.93 95.45 90.08 99.74 77.77 96.74 97.26 -

91.54 99.59 59.05 97.54 90.08 98.94 78.02 97.31 97.60 -

92.70 99.56 82.28 98.97 92.07 96.46 77.65 97.27 83.35 97.45

69.14 98.77 77.12 97.88 98.15 - 85.03 97.85 87.01 98.83

87.75 99.28 77.12 96.98 99.06 - 79.82 97.77 71.96 95.72

Fig. 3. Asfixia newborn cry burst close up images and estimation (bottom right, broken
line)

5 Conclusions

This work presents as main contributions:

• The study of intermittencies present within newborn cries by using cubic
Volterra analysis, which to the authors knowledge, it hasn’t been imple-
mented until now.
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• The non use of overlapping nor windowing to compensate the nonstationary
newborn cry behavior; the signal was just directly analized on segments of
20ms due to hereditary computation.

• The possibility of obtaining nonlinear characteristics from newborn cries,
which will be useful to the community of pattern recognition and classifica-
tion.

Once the Volterra kernels are realized, the estimator is able to recontruct the
time series behavior based on the obtained error. There are some recent works
on estimation of chaotic time series, see [16] and [17], but they employ different
Volterra kernel realizations. An interesting comparison of performance can be
developped with optimization methods like the one shown in [18]; even though,
these models are neither autorregresive nor transient optimized, see [19] and [11]
respectively.

Given the close relation between the acoustics aspects of the crying and the
anatomical and physiological characteristics of the newborn, the mathematical
theory of signal processing plays an important part for the fundamental research
about medical applications like diagnosis based on crying. Estimation based on
hereditary and Volterra techniques allows to obtain a more accurate model of
the crying signal, and therefore it can make certainly these kind of applications
easier.
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Abstract. Emerging Pattern classifiers are accurate and easy to under-

stand classifiers. However, they have two characteristics that can degrade

their accuracy: global discretization of numerical attributes and high sen-

sitivity to the support threshold value. In this paper, we introduce a novel

algorithm to find emerging patterns without global discretization. Ad-

ditionally, we propose a new method for building cascades of emerging

pattern classifiers, which combines the higher accuracy of classifying with

higher support thresholds with the lower levels of abstention of classify-

ing with lower thresholds. Experimental results show that our cascade

attains higher accuracy than other state-of-the-art classifiers, including

one of the most accurate emerging pattern based classifier.

Keywords: Classifier Cascades, Understandable classifiers, Emerging

pattern classifiers.

1 Introduction

The main goal of a supervised classification algorithm is to build a model based
on a representative sample of the problem classes [1]. This model can be used to
predict the class of new objects or to gain understanding of the problem domain.

Classification using Emerging Patterns [2] is a relatively new methodology [3].
An emerging pattern is a combination of attribute values that occurs mostly in a
class, which barely appears in the remaining classes; so the presence of a pattern
in a query object gives some evidence about the class the object should belong
to. After Dong and Li’s work, many authors propose algorithms to extract and
use emerging patterns for supervised classification [2].

Emerging pattern classifiers are very valuable tools to solve real problems in
many fields like Bioinformatics [4], streaming data analysis [5], intruder detection
[6] and mining spatio-temporal relationships [7].

The most successful emerging pattern-based classifier family, introduced by
Bailey et al. [8] in 2002, makes a global emerging pattern search in the training
stage. They make a previous discretization of all numerical features, so resulting
patterns use only items with the structure (Feature = value). The discretized
objects are ranked using the information of their attribute values, and they are

J.A. Carrasco-Ochoa et al. (Eds.): MCPR 2010, LNCS 6256, pp. 240–249, 2010.
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represented in a multi-value tree structure, which is a tree-based representation
of the complete training sample. Finally, the authors make a depth first traverse
of the tree to extract patterns, using a predefined threshold value for the pattern
minimal support. These classifiers have two main drawbacks:

– Global discretization on numerical attributes can seriously degrade the clas-
sification accuracy.

– High sensitivity to the support threshold value, which makes very hard to
find an automated method to estimate it correctly.

In this paper, we introduce a novel algorithm to find emerging patterns, which
does not apply global discretization of numerical attributes. It extracts patterns
from a collection of decision trees, using a specialized procedure. To find a rep-
resentative collection of patterns, it uses a novel object weighting scheme. This
algorithm applies local discretization, using only the attribute values appearing
in the current node objects.

It is important to highlight that we are not introducing a new method for
inducing decision trees or forests. Our algorithm builds decision trees to extract
the emerging patterns from them, but the induced trees are completely discarded
after the extraction procedure.

Additionally, we propose a new method for building cascades of emerging
pattern based classifiers. The method starts estimating the minimal support used
in the first classifier and the maximum abstention allowed to the last classifier.
Then, it creates a cascade of classifiers using decreasing support values, from
the maximum inferred value to the value that attains the maximum allowed
abstention. This method obtains an ensemble that classifies unseen objects using
emerging patterns with the highest possible support.

The paper is organized as follows: section 2 presents a brief revision about
classification using emerging patterns, section 3 introduces the new algorithm
for mining emerging patterns without global discretization, section 4 presents
the method to build a cascade of emerging patterns based classifiers, section 5
shows the experimental results, and section 6 presents the conclusions.

2 Classification Using Emerging Patterns

A pattern is an expression, defined in a language, which describes a collection of
objects; the objects described by a pattern are named the pattern support. In a
supervised classification problem, we say that a pattern is emerging if its support
increases significantly from one class to the others [3]. Emerging patterns are
usually expressed as combinations of feature values, like (Color = green, Sex =
male, Age = 23) or as logical properties, like [Color = green] ∧ [Sex = male] ∧
[Age > 23].

Most algorithms for emerging pattern mining have as goal to find the pat-
terns that satisfy a desired property: being supported by a single class (JEP),
minimality over subset inclusion (SJEP), or tolerance on noisy objects (NEP)
[9]. These algorithms have the following steps:
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1. Selection of the minimal support threshold μ
2. Global discretization of numerical attributes
3. Representation of the transformed objects using a particular structure
4. Traversing the structure to find emerging patterns
5. Pattern filtering

Using this traditional algorithm might have two important drawbacks:

1. Global discretization of numerical attributes could drastically degrade the
classifier accuracy, since an emerging pattern relates a combination of feature
values with a class. Therefore, discretizing a numerical attribute without
considering the values of other features could hide important relations.
In Table 1, we can see that SJEPC [9], one of the most accurate classifiers of
the family, obtains very poor accuracies in databases like Iris, while all other
classifiers attain accuracies above 93%. In some other databases, SJEPC
is unable to extract even a pattern, because most numerical features are
discretized into a single categorical value.

2. High sensitivity to the support threshold value. The accuracy of the classifier
can have serious accuracy degradation on small variations of the minimal
support value. For example, in chess and census databases, the accuracy
drops 3% with a variation of 2 in the threshold[8].

Emerging Pattern classifiers are not frequently used in ensembles, because they
are complex and stable classifiers. Nevertheless, they have been used as base
classifiers in ensembles using Bagging and Boosting [10] methods. The Boosted
[11] and the Bagged [12] Emerging Pattern classifiers are more accurate than
the base classifier, but they do not solve the mentioned drawbacks.

3 Crisp Emerging Pattern Mining (CEPM)

In this section, we introduce CEPM, a new emerging pattern mining algorithm
with local discretization of numerical features. It extracts patterns from a col-
lection of C4.5 decision trees [13], using an special pattern mining procedure.
To guarantee that CEPM finds a representative collection of patterns, it uses a
novel object weighting scheme.

The tree induction procedure (InduceTree, steps 2 and 16, Algorithm 2) has
the following characteristics:

– Candidate splits are binary. Nominal attributes use properties like
[Feature = a] and [Feature �= a] for each of its values; numerical attributes
use properties like [Feature > n] and [Feature ≤ n] for all candidate cut
points.

– If a node has less than μ objects, it is not further split because it cannot
generate emerging patterns.

– To select the best split, the algorithm evaluates the weighted information
gain. The weighted information gain is a modification of the information gain
to use weighted probabilities for each class and child node (Equation 1.) Note
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Data: T - training sample, maxIter - maximum number of iterations, μ -

minimum support ratio

Result: EPS - Mined Patterns, abstentionRatio - Abstention ratio of EPS
with respect to T

forall o ∈ T do wo ← 1 ;1

/* Simplify procedure deletes duplicated and non-minimal patterns */

EPS ← Simplify (InduceTree(T,w, μ)) ;2

averageSupport←
∑

ep∈EPS support(ep)

|EPS| ;3

i← 0 ;4

repeat5

AbstentionCount← 0 ;6

// Weight recalculation

foreach o ∈ T do7

EPc← { Patterns that support o, belonging to its class} ;8

EPnc← { Patterns that support o, belonging to a different class} ;9

support =
∑

ep∈EPnc sup(ep)−∑ep∈EPc sup(ep) ;10

wo = arccot

(
DesiredSupport · support

averageSupport

)
/π;11

if any pattern support o then12

AbstentionCount← AbstentionCount + 113

14

end15

EPS ← Simplify (EPS
⋃

InduceTree(T,w, μ));16

i← i + 117

until i = maxIter OR no new pattern was added in this iteration ;18

Algorithm 1. Pseudocode of the algorithm CEPM

that objects with weight close to 0 have low influence in the determination
of the best split.

PClass =
∑

o∈Class wo∑
wo

, Pchild =
∑

o∈child wo∑
wo

(1)

During the tree induction, every child node having at least μ objects in a class,
and at most one object in the complement of that class, generates a new emerging
pattern. This pattern consists in the conjunction of the properties from the node
to the root. For example, from the decision tree in Figure 1 we can extract the
patterns (Length > 30) ∧ (Color = red) from class Good, and the pattern
(Length ≤ 30) ∧ (Fly = false) from class Bad.

Additionally, CEPM extracts patterns while evaluating the splits, even if a
split has not the optimal gain. Any child node having at least μ objects in a class,
and at most one object in the complement of that class, generates an emerging
pattern. For example, Figure 2 shows two candidate splits, using different prop-
erties. Although the first one has a higher information gain, the second contains
the emerging pattern (Edad < 20). So, the pattern is extracted even if the split
is discarded.

CEPM iteratively induces different decision trees, updating the object weights
after each iteration. The algorithm updates weights using Equation 2.
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Fig. 1. Example of decision tree with three attributes and two classes

Fig. 2. Example of an emerging pattern in a non-optimal candidate split

wo =
arccot

(
DesiredSupport · Supporto

averageSupport

)

π
(2)

where

– Supporto is the sum of the support of the patterns contained in o. If the
pattern belongs to a different class than o, its support is multiplied by −1

– averageSupport is the average support of the patterns found in the first
built tree

– arccot is the inverse cotangent function

Equation 2 values ranges from 0 to 1, because arccot ranges between 0 and π
Figure 3. An object obtains a weight close to 1 if it has a negative total support
lower than 5. In this case, it is necessary to mine more patterns to support the
object to its own class. On the contrary, a weight close to 0 means the object
has total support above 5. In this case, no more patterns are necessary for this
object, and it is virtually ignored in gain calculations. As we can see in Figure
3, value 5 and −5 are both distinctive in the arccot function, because they are
the points where the function values starts to be close to the asymptotes. That
is why we use value 5 in the equation 2.

The pseudocode of CEPM appears in Algorithm 1. It is worth to mention that
CEPM returns a set of minimal emerging patterns with support greater or equal
to μ. Pattern minimality is considered with respect to the subset inclusion of
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Fig. 3. The arccot function

the pattern component properties. Additionally, it returns the abstention ratio,
which is the ratio of objects that are not covered by the resultant patterns.

4 Cascading CEPM-Based Classifiers

Data: T - training sample

Result: Classifiers - Cascade of classifiers. The first classifier is the one built

with the highest μ value

(MaxSupport,MaxAbstRate)← InferParams(T ) // in Algorithm 31

currentSupport←MaxSupport ;2

step← max
{

currentSupport
10

, 1
}

;3

while currentSupport > 1 AND currentAbstention > MaxAbstRate do4

(patterns, currentAbstention)← CEPM(T, maxIter = 120, μ =5

currentSupport) ;

if currentAbstention < 0.5 then6

Add a new classifier using patterns to Classifiers7

currentSupport← currentSupport− step ;8

if currentSupport = 0 AND abstentionRatio >= MaxAbstRate then9

currentSupport← step− 1 ;10

step← max
{

currentSupport
10

, 1
}

;11

end12

end13

Algorithm 2. Pseudocode of the algorithm CascadeCEPM

A cascade classifier is a type of ensemble where a single classifier is active
at each time [10]. To classify a query object the first classifier is activated and
returns the class. If a classifier is not sure enough about the correct classification,
it passes the query object to the next classifier in the chain. Cascading classifiers
approach is better than multi-expert methods when the topmost classifiers can
handle most objects with higher accuracy, but they are unable to classify some
other objects [14].

Emerging pattern classifiers with different minimal support μ are good can-
didates for cascading; a classifier using patterns with higher μ values, is more
accurate but could reject to classify more objects. Then, to build a cascade of
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Data: T - training sample

Result: MaxSup - Higher μ used in the classifier ensemble, AbstentionRate -

Maximum abstention rate allowed to the classifier with lowest μ in the

ensemble

(Patterns,AbstentionRate)← CEPM(T, maxIter = 20, μ = 2) ;1

/* Using the highest support value makes MaxSupport to be high

enough; checking that at least half of the objects are supported

makes MaxSupport to be not too high */

MaxSup← Highest support value such that at least half of the objects in T are2

supported for at least a pattern in Patterns ;

return (MaxSup, AbstentionRate)3

Algorithm 3. Pseudocode of the algorithm InferParams

emerging pattern classifiers, the first classifier should be built with a high μ
value. The remaining classifiers in the cascade should have a μ value lower than
the μ value of their predecessors, for allowing them to classify uncovered objects.

Our novel cascading creation method, named CascadeCEPM, appears in Al-
gorithm 2. It starts inferring the support of the topmost classifier (MaxSupport)
and the maximal abstention rate allowed for the lower classifier (MaxAbstRate).
CascadeCEPM creates classifiers starting with μ = MaxSupport, decrementing
μ for each new classifier until it finds an abstention rate lower than maxAbstRate
or μ = 1. For decrementing μ, CascadeCEPM uses a calculated Step (see Al-
gorithm 2), because if MaxSupport is high, decrementing μ by 1 might be too
costly.

Some important remarks:

1. MaxSupport is inferred based on two criteria. If it is higher than the opti-
mum, the algorithm makes costly unnecessary iterations; otherwise, if it is
lower than the optimum, better models (with higher μ) are disregarded.

2. The value 120 (Algorithm 2, Step 5) is the maximum number of iterations
of the algorithm CEPM. It was introduced because, in some databases,
CEPM has an slow convergence. We determine this value experimentally;
using higher values does not alter the classifier accuracy.

3. MaxAbstRate is inferred using μ = 2, so it measures the maximum expected
abstention of a pattern based classifier. A maximum iteration value equal to
20, instead of 120, speeds up the procedure (Algorithm 3, step 1).

4. We dismiss classifiers with abstention level higher than 0.5, because they
were inaccurate in most of the tested databases.

5. The condition currentAbstention < 0.5 in Algorithm 2 (step 6) discards
inaccurate classifiers, having high abstention levels.

CascadeCEPM creates a cascade of emerging pattern classifiers, each one using
as the decision rule the highest sum of support. Given a query object, the first
classifier returns the most supported class; if no pattern supports the object or
there is a tie, the classifier refuses to classify and activates the next classifier
in the cascade. If the last classifier cannot classify the query object, the whole
cascade refuses to return a classification.
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5 Experimental Results

To compare the performance of CascadeCEPM, we carried out some experiments
over 18 well-known databases from the UCI Repository of Machine Learning [15].
We selected five state-of-the-art classifiers: 3 Nearest Neighbors [16], Bagging and
Boosting [10], Random Forest [17], C4.5 [13]. For each classifier, we used the
Weka 3.6.1 implementation [18] with its default parameters. We also tested the
behavior of the emerging pattern based classifier SJEPC [9], with the minimal
support threshold suggested by their authors.

Table 1. Accuracy results of compared classifiers. The highest accuracy per database

is bolded

DBName 3NN Boost Bagg C4.5 RandFor SJEPC CascCEPM

balance-scale 85.44 71.70 82.58 77.62 79.37 16.02 82.73

breast-cancer 70.31 72.40 70.96 73.44 65.75 44.47 72.34

cleveland 82.51 84.15 79.88 78.19 78.57 77.90 81.51

haberman 70.56 70.90 72.47 67.97 67.61 0.00 71.56

hayes-roth 71.43 53.57 75.00 89.29 85.71 0.00 75.00

heart-c 81.18 83.18 81.85 76.23 80.89 78.60 82.18

heart-statlog 79.26 80.74 79.26 79.26 79.26 64.81 80.00

hepatitis 81.96 81.21 82.00 78.75 81.33 77.46 81.33

iris 96.00 96.67 93.33 94.00 94.67 66.67 95.33

liver-disorders 65.47 66.08 68.68 68.70 70.74 0.00 69.89

lymph 85.90 75.67 77.67 78.48 79.86 51.48 82.52

monks-problem-1 50.00 50.00 50.00 50.00 50.00 57.87 100.00
monks-problem-2 51.39 50.00 55.09 59.72 58.56 34.03 79.17
monks-problem-3 50.00 50.00 50.00 50.00 50.00 63.66 97.45
spect 64.71 66.84 61.50 66.84 62.03 0.00 83.42
tic-tac-toe 98.54 73.49 91.02 83.82 91.86 91.34 94.36

vote 91.97 94.72 95.18 96.10 96.10 91.08 94.49

wine 96.05 87.48 94.31 92.65 97.16 55.07 94.97

We performed 10-fold cross validation, averaging the results. In both SJEPC
and CascadeCEPM we reported the abstentions as errors. In these objects, the
classifier is unable to assign a class; returning the majority or a random class
could hide these undesirable cases. In Table 1, we can find the accuracy results,
in percent.

Experimental results show that SJEPC has low accuracy values in many
databases, compared with other classifiers. In those databases, most numeri-
cal attributes were transformed in a single categorical attribute, and therefore
they were discarded.

In order to determine if the differences in accuracy are statistically signifi-
cant, we performed a pairwise comparison between our classifier and the oth-
ers. Each cell in Table 2 contains the number of databases where our classifier
Win/Lose/Tie to each other classifier. We detect ties using a two-tailed T-Test
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Table 2. Pairwise comparison (Win/Loss/Tie) between our classifier and the others

3NN AdaBoost Bagging C4.5 RandFor SJEPC

cascade 8/3/7 10/1/7 6/0/12 12/1/5 10/2/6 18/0/0

[19] with significance of 0.05. The pairwise comparison shows that, in the tested
databases, CascadeCEPM is more accurate than any other classifier, using the
selected databases.

Like previous emerging pattern classifier, CascadeCEPM scales better to
adding new objects than to adding new features.

6 Conclusions

In this paper, we introduced CEPM, a new algorithm for mining Emerging Pat-
terns using local discretization of numerical values. Our algorithm solves the
main problem of algorithms using global discretization, which makes them use-
less in some databases. CEPM extracts patterns from a collection of decision
trees, using a specialized extraction procedure. For obtaining a collection of rep-
resentative patterns, CEPM uses a novel object weighting scheme.

Additionally, this paper proposes CascadeCEPM, a new cascading method for
Emerging Pattern classifiers. CascadeCEPM infers the maximal and minimal
thresholds, generating a cascade of classifiers using selected threshold values
in between. Experimental results show that CascadeCEPM is a more accurate
method than SJEPC in most databases. A pairwise comparison reveals that it
is also more accurate than other state of the art classifiers.

In the future, we will work on speeding up the algorithm to estimate the
support thresholds of the classifiers in the ensemble.
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Abstract. This paper introduces a new combined filter-wrapper gene

subset selection approach where a Genetic Algorithm (GA) is combined

with Linear Discriminant Analysis (LDA). This LDA-based GA algo-

rithm has the major characteristic that the GA uses not only a LDA

classifier in its fitness function, but also LDA’s discriminant coefficients

in its dedicated crossover and mutation operators. This paper studies

the effect of these informed operators on the evolutionary process. The

proposed algorithm is assessed on a several well-known datasets from

the literature and compared with recent state of art algorithms. The

results obtained show that our filter-wrapper approach obtains globally

high classification accuracies with very small number of genes to those

obtained by other methods.

Keywords: Microarray gene expression, Feature selection, Genetic al-

gorithms, Linear Discriminant Analysis, Filter, Wrapper.

1 Introduction

The DNA Microarray is a tool that permits to monitor and to measure gene
expression levels for tens of thousands of genes simultaneously under hundreds of
biological conditions. This technology enables to consider cancer diagnosis based
on gene expressions [1,2,3,6]. This microarray technology enables clinicians and
biologists to obtain the gene expression profile of tissue samples rapidly.

Microarray data is characterized with thousands of genes but with only a
small number of samples available for analysis. Microarray data often contains
many irrelevant and redundant features, which affect the speed and accuracy
of most learning algorithms. The task of selecting the “best” feature subset is
known as feature selection, sometimes as variable selection or subset selection
[4].

Feature selection consists to select a minimal subset of m features from the
original set of n features (m � n). Normally, a feature selection method consists
of four components: a search mechanism, an evaluation function, a stopping
criterion, and a validation procedure.
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In this paper, we propose a new combined filter-wrapper approach for gene
subset selection for microarray data classification in two stages. In the first stage
is proposed a filter for individual gene ranking. In the second stage a wrapper is
proposed where Fisher’s Linear Discriminant Analysis (LDA) is used to provide
useful information to a Genetic Algorithm (GA) for an efficient exploration of
gene subsets space. LDA has been used for several classification problems and
recently for microarray data [7,10,11].

This paper is organized as follows: Section 2 describes the state of the art
of feature selection. In Section 3 The General Genetic algorithm procedure is
discussed in detail. Experimental results are shown in Section 4 and conclusions
are drawn in Section 5.

2 State of the Art

Feature selection methods are separated into three main families [12]: 1) the
filter approach, 2) the wrapper approach and 3) the embedded approach.

The filter approach uses statistical information to filter out irrelevant features.
All features are first ranked and then a classifier is build by selecting the highest
ranking features. In most cases, the selection relies on an individual evaluation
of each feature [6,13], therefore this method ignores interactions among genes.

The wrapper approach relies on a classification algorithm that is used as a
black box to explore the space of features subset to evaluate each candidate
subset; the quality of a candidate subset is measured by the performance of the
classifier obtained on the training data, using, for example a cross validation
process. Finally, the feature subset that achieves highest performance is chosen.
Wrapper methods are generally computation intensive since the classifier must
be trained for each candidate subset. For this reason, several strategies can be
considered to explore the space of possible subsets. In the context of microarray
data, several wrapper methods have been proposed using uncorrelated discrimi-
nant analysis [10], generalized discriminant analysis [31], null space [11], diagonal
covariance matrices [24] and linear discriminant analysis using pseudo-inverse [5].

Finally, in embedded methods, a inductive algorithm is used as feature selector
and classifier. A representative work of this approach is the method that uses
support vector machines with recursive feature elimination (SVM/RFE) [18].
The selection is based on a ranking of the genes and, at each step, the gene with
the smallest ranking criterion is eliminated. The ranking criterion is obtained
from the weights of a SVM trained on the current set of genes. In this sense,
embedded methods are similar to wrapper methods. There are other variants of
these approaches, see [19,20] for two examples. In [21], the authors propose a
forward search approach based in two steps. In the first a filter method is used
as a pre-selection step, all features are ranked. In the second step a wrapper
method is used for feature selection by building N attributes subsets. These
subsets are evaluated using the so-called Rank-Search algorithm, which is very
fast, but gives very large feature subsets.
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3 General GA Procedure

Our approach first extracts a set of interesting genes (about p = 150 genes)
by a filter method in order to limit the search space. Then we use a dedicated
Genetic Algorithm (GA) to determine a small subset of genes that allows high
classification accuracy. Contrary to most existing GAs for gene selection that
rely essentially on random genetic operators, we devised a problem specific GA
that takes into account useful knowledge of the gene selection and classification
problem. Indeed, our GA uses a LDA classifier to assess the fitness of a given
candidate gene subset and LDA’s discriminate coefficients in its crossover and
mutation operators.

This paper first studies the impact of these informed operators on the evo-
lutionary process. We present experimental evidence about the performance of
our dedicated crossover operator when compared with two conventional crossover
operators.

To evaluate the usefulness of the proposed approach, we carry out extensive
experiments on seven public datasets and compare our results with 13 best
performing algorithms from the literature. We observe that our approach is able
to achieve a high prediction accuracy (from 81% to 100%) with a very small
number of informative genes (from 2 to 19).

3.1 Filter Method

Different feature selection approaches have been applied to gene selection for
cancer classification (Fisher ratio, Wilcoxon test, Information Gain, Relief-F,
T-statistics, entropy-based, BW ratio, etc.).

The BW ratio, introduced by Dudoit et al. [7], is the ratio of between-group
to within-group sums of squares. For a gene j, the ratio is formally defined by:

BW (j) =
∑

i

∑
k I(yi = k)(x̄kj − x̄j)2∑

i

∑
k I(yi = k)(xij − x̄kj)2

(1)

where I(.) denotes the indicator function, equaling 1 if the condition in parenthe-
ses is true, and 0 otherwise. x̄j and x̄kj denote respectively the average expression
level of the gene j across all samples and across samples belonging to class k only
and finally yi denotes a class label. This filter method considers the most dis-
criminatory genes those that have the highest scores. We use this ranking-based
method to identify differentially expressed genes in two tissue types.

In our filter-wrapper framework, we use three filters : between-group to within-
group sums of squares (BW), t-statistic (TT), and Wilcoxon test (WT) for a
comparative analysis.

3.2 Wrapper Method

We describe now the wrapper method based in a genetic algorithm and a classifier
LDA (GALDA) of the general model for gene selection and classification. The
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GA is designed for discovering good gene subsets by using genetic operators
specialized. The LDA-based classifier is used to ensure the fitness evaluation of
each candidate gene subset. The basic components of our GA are detailed in this
section.

Encoding representation and initialization. In our GA, a chromosome en-
codes more information than a classic GA, because the chromosomes are formed
by two parts of same length: 1) a binary vector and 2) a real-valued vector (as
shown in Figure 1). The first part represents a candidate gene subset (150),
where each allele (bit) of the chromosome represents a gene. If an allele is “1” it
means that this gene is kept in the gene subset and “0” indicates that the gene is
not included. Each chromosome represents thus a gene subset. The chromosome
length is equal to the number of p genes pre-selected by the filter t-statistics (3.1).
The second part of the chromosome is a real-valued vector that corresponds to
the discriminant coefficients obtained by a LDA classifier for a gene gi which
are useful for designing powerful crossover and mutation operators (described
below).

Fig. 1. Representation of a chromosome in our GA

The individual of the initial population are generated randomly according to
a uniform distribution in such a way that each chromosome contains a number
of genes ranging from p = 0.60 to p = 0.75. The population size is fixed at 100
in this work. The chromosomes of the current population P are sorted accord-
ing to the fitness function (see subsection 3.2). The best 10% chromosomes of
P are directly copied to the next population P ′ and removed from P . The re-
maining 90% chromosomes of P ′ are then generated by using specialized genetic
operators.

Double fitness function. The fitness of a chromosome, i.e. a subset of genes,
is assessed by two fitness functions: 1) the classification rate (f1), and 2) the
number of selected genes in the each chromosome (f2). In the first part of the
double fitness function, a subset of genes leading to a high classification rate is
considered to be better than a subset leading to a low classification rate. In our
case, the LDA classifier ensures this classification task. We apply a 10 fold cross
validation to calculate the performance of the classifier LDA for a candidate gene
subset. The second part of the fitness (f2) is calculated by the formula:

f2 =
(

1 − mω

p

)
(2)
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Where mω is the number of bits having the value “1” in the candidate gene
subset ω, p is the length of the chromosome corresponding to the number of the
pre-selected genes from the filter ranking. Then the fitness function f is defined
as the weighted aggregation of f1 and f2 as follows:

f (I) = αf1 (I) + (1 − α) f2 subject to 0 < α < 1 (3)

Where α is a parameter that allows us to allocate a relative importance factor
to f1 or f2. Assigning to α a value greater than 0.5 will push the genetic search
toward solutions of high classification accuracy (probably at the expense of hav-
ing more selected genes). In contrast, using a small values of α helps the search
toward small sized gene subsets. So varying α will change the search direction
of the genetic algorithm.

Specialized genetic operator of crossover. We use the discriminant co-
efficients from a LDA classifier to design our specialized genetic operator of
crossover. The crossover combines two parent chromosomes I1 and I2 to gen-
erate a new chromosome Inew in such a way that 1) top ranking genes in both
parents are preserved in the child and 2) the number of selected genes in the
child Inew is not greater than the number of selected genes in the parents. The
first point ensures that “good” genes are transmitted from one generation to
another while the second property is coherent with the optimization objective
of small-sized gene subsets.

Specialized genetic operator of mutation. The mutation operator is used
as a source of genetic variation in the population by introducing new genetic
information by making local changes in a given chromosome. For binary coded
GAs, this is typically realized by flipping the value of some bits (1 → 0, or
0 → 1). In our case, mutation is used for dimension reduction; each application
of mutation eliminates a single gene (1 → 0). To determine which gene is re-
moved, we use discriminant coefficients obtained from LDA classifier [5]. Given
a candidate gene subset, we identify the smallest LDA discriminant coefficient
and remove the corresponding gene that is the least informative gene among the
current candidate gene subset.

4 Experiments on Microarray Datasets

In this section, we use seven public microarray datasets for our experiments
(more details in table 1). In this table is shown the number of genes, the number
of samples and the first publication that has presented an analysis of this dataset.

Our filter-wrapper approach was implemented in octave for Linux O.S. A
Fisher LDA classifier is used. In order to test each dataset we conduce 10 inde-
pendent runs and we retain the best solution found during these 10 executions
to have statistically meaningful conclusions. In the first experiment, we focus on
the accuracy, so the fitness function is defined with α = 0.50 (results shown in
Figure 2).
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We show in Table 2 the best accuracies (in bold) obtained by other methods
and by our filter-wrapper approach on the seven datasets presented previously.
An entry with the symbol (–) in this table means that the paper does not treat
the corresponding dataset. All the methods reported in this table use a process
of cross validation. Each cell contains the classification accuracy and the number
of genes when this is available.

Table 1. Description of seven microarray datasets

Dataset Genes Samples Training set Test set References
Leukemia 7129 72 38 34 Golub et al. [6]

Colon 2000 62 32 32 Alon et al. [2]
Lung 12533 181 102 101 Gordon et al. [22]

Prostate 12600 109 54 55 Singh et al. [23]
CNS 7129 60 30 30 Pomeroy et al. [25]

Ovarian 15154 253 91 162 Petricoin et al. [26]
DLBCL 4026 47 23 24 Alizadeh et al. [1]

a) Leukemia b) Colon c) DLBCL

d) CNS e) Lung f) Prostate

Fig. 2. Comparison of the best fitness averaged over 10 independent runs with the

classical genetic algorithms: uniform crossover and single point crossover. In this ex-

periment was used a α = 0.50.

According to these observations, it seems clear that our filter-wrapper ap-
proach is very competitive in comparison with some top-performing methods. It
is difficult to assess this statement by statistical tests since many methods only
deal with two datasets.
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Table 2. Comparison of our filter-wrapper approach with the most relevant works on

cancer classification

Reference Leukemia Colon DLBCL Lung Prostate CNS
[10] 97.5 85.0 – – 92.5 –
[27] 100(30) 91.9(30) 98(30) 100(30) 97(30) –
[28] 91.1 95.1 – 93.2 73.5 88.3
[29] 100 93.5 – 97.2 – –
[30] 95.9(25) 87.7(25) 93(25) – – –
[31] 73.2 84.8 – – 86.8 –
[33] 98.6(5) 87(4) – 100(3) – –
[34] 95.8(20) 100(20) 95.6(20) – – –
[35] 94.1(35) 83.8(23) – 91.2(34) – 65(46)
[36] 97.1(20) 83.5(20) 93.0(20) – 91.7(20) 68.5(20)
[37] 100(30) 90.3(30) 92.2(30) 100(30) 95.2(30) 80(30)
[11] 83.8(100) 85.4(100) – – – –
[38] 100(4) 93.6(15) – – – –

BW-GALDA with α=0.50 99.3(±2.4) 94.1(±3.2) 99.6(±1.0) 98.6(±2.0) 99.3(±1.5) 97.8(±1.0)

We show in table 3 and table 4 the most frequent genes obtained by our
model for the Leukemia and Colon by using the filters TT, BW and WT. In the
first column we show the ID number for each dataset, in the second column we
show their frequency and finally in third column is shown the references where
is reported these gene in the literature by other well-know models.

Table 3. Summary of 10 first-genes with highest frequency for Leukemia dataset

FILTER-BW FILTER-TT FILTER-WT
Gene-id Frequency References Gene-id Frequency References Gene-id Frequency References

1834 915 3847 823 3847 933
4847 535 [6,9,8,32] 1882 582 [38,9,32] 1779 709 [9]
1239 466 3252 507 [9] 1882 693 [38,9,32]
312 383 [8] 4847 368 [6,8,9,32] 4847 584 [6,8,9,32]
1829 290 5122 367 5122 497
2242 279 5039 312 4377 386 [9]
5501 279 1834 281 [9] 1829 318 [9]
4373 278 6041 277 [9] 4373 314
2288 274 [8,9] 1779 223 [9] 1807 295
6041 230 [9] 6169 182 2020 279 [9]

Table 4. Summary of 10 first-genes with highest frequency for Colon dataset

FILTER-BW FILTER-TT FILTER-WT
Gene-id Frequency References Gene-id Frequency References Gene-id Frequency References

739 694 1836 532 493 879 [8]
164 670 548 526 1836 737
576 513 792 407 [8] 1873 284
625 464 [38] 377 392 765 277
399 391 493 381 [8] 377 276
1472 384 18 362 [8] 897 252 [38]
26 297 67 330 792 227 [8]
619 296 765 301 180 216
451 294 517 288 267 205
249 280 [38] 823 287 689 203

In table 5 are shown the number of genes selected by our model in the seven
microarray datasets. In this way we could obtain a smaller number of genes with
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a perfect classification accuracy in 5 of seven datasets. Those minimum set of
genes can be used to differentiate the two types of diseases(p.e. ALL/AML for the
Leukemia dataset). For the others datasets we obtain a very good classification
for the Colon, CNS and Lung cancer.

Table 5. Best classification rates for seven public dataset using small gene subset with

the filters: BW, TT and WT

Data sets filter-BW filter-TT filter-WT
Accuracy(Number of genes) Accuracy(Number of genes) Accuracy(Number of genes)

Leukemia 99.3(±2.3) 99.3(±3) 99.3(±2.6)
Colon 94.1(±3) 93.1(±3.1) 94.1(±2.6)
DLBCL 99.6(±1) 99.3(±3.1) 99.3(±1)
CNS 97(±1) 97.3(±1) 98.6(±1)
Lung 98.6(±2) 98.6(±2) 98.6(±2.1)
Prostate 99.3(±2) 99.3(±1.7) 99.3(±1.9)
Ovarian 97.8(±1) 99.3(±2.2) 96.3(±1.0)

5 Conclusions

In this paper we propose a new combined filter-wrapper with specialized genetic
operators for the gene selection and classification of microarray gene expression.
The propose approach begins with a filter that pre-selects a first set of genes
(about p = 150 in this paper). To further explore the combinations of these
genes, we rely on a hybrid Genetic Algorithm combined with Fishers Linear
Discriminant Analysis. In this LDA-GA, LDA is used not only to assess the
fitness of a candidate gene subset, but also to inform the crossover and mutation
operators. This GA and LDA hybridization makes the genetic search highly
efficient for identifying small and informative gene subsets.

We use a double function fitness that provides an interesting way for the LDA-
GA to explore the gene subset space either for the minimization of the selected
genes or for the maximization of the prediction accuracy.

We have extensively evaluated our filter-wrapper approach on seven public
datasets using a rigorous 10-fold cross-validation process. A large comparison was
carried out with 13 state-of-art algorithms that are based on a variety of methods.
The results clearly show the competitiveness of our filter-wrapper approach.
For all the datasets, our approach is able to select small gene subsets while
ensuring the best or the second best classification rate. The proposed approach
has another practically useful feature for biological analysis. In fact, instead of
producing a single solution (gene subset), our approach can easily and naturally
provide multiple non-dominated solutions that constitute valuable candidates
for further biological investigations.
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Abstract. In this paper, we introduce a new hybrid filter-wrapper method for 
supervised feature selection, based on the Laplacian Score ranking combined 
with a wrapper strategy. We propose to rank features with the Laplacian Score 
to reduce the search space, and then we use this order to find the best feature 
subset. We compare our method against other based on ranking feature 
selection methods, namely, Information Gain Attribute Ranking, Relief, 
Correlation-based Feature Selection, and additionally we include in our 
comparison a Wrapper Subset Evaluation method. Empirical results over ten 
real-world datasets from the UCI repository show that our hybrid method is 
competitive and outperforms in most of the cases to the other feature selection 
methods used in our experiments. 

Keywords: Supervised Feature Selection, Laplacian Score, Feature Ranking.  

1   Introduction 

Feature selection has been an active research area in Pattern Recognition, Data 
Mining and Machine Learning. The main idea of feature selection is to get a subset of 
features for representing the data, so that those features with low relevance are 
eliminated and therefore they are not taken into account for further analysis. The main 
goal of feature selection for supervised classification is to find a feature subset that 
would produce high classification accuracy [25]. Feature selection not only reduces 
the size of the data and run-time of learning algorithms, but also leads to more 
compact learning models and possibly with better generalization capability [13]. 

There are two main approaches for feature selection in supervised classification: 
filter methods and wrapper methods. The filter methods [28,30], perform the selection 
based on inherent properties of data such as variance, entropy, mutual information or 
correlation, these methods are generally fast and scalable [16]. Meanwhile, wrapper 
methods [12,20,26] select feature subsets based on the precision of a specific 
classifier. Wrapper methods are often characterized by a high quality of the selected 
feature subsets, but these methods have a high computational cost [16]. Additionally, 
hybrid filter-wrapper methods have been developed for supervised feature selection 
[21,24], these methods attempt to have a reasonable compromise between efficiency 
(computational effort) and effectiveness (accuracy of classification). 
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In this paper, we propose a new hybrid filter-wrapper feature selection method for 
supervised classification based on the Laplacian Score ranking combined with a 
wrapper strategy. Experiments show that this combination selects relevant features 
that provide good accuracy. 

The remainder of this paper is organized as follows. Section 2, gives a brief 
description of each one of the supervised feature selection methods compared in ours 
experiments. Section 3 describes the Laplacian Score. In section 4, we present the 
proposed method. Section 5 shows experimental results. Finally, section 6 provides 
some conclusions and future work. 

2   Feature Selection Techniques in Supervised Classification 

There is a considerable amount of literature about feature selection [14,15,20,24,25] 
for supervised classification, an excellent survey about feature selection algorithms 
can be found in [11]. In this section, we only present some ranking based methods for 
supervised feature selection, which are some of the most used in the last years of 
feature selection for Pattern Recognition and Machine Learning [18]. We also include 
the description of the WPR method, which is also used in our experiments. 

2.1   Information Gain Attribute Ranking (IG) 

This is one of the simplest (and fastest) feature ranking methods and it is often used in 
text categorization [22]. The idea behind IG is to select features that reveal most 
information about the classes. Ideally, such features are highly discriminative and 
their values occur mostly in a single class. 

2.2   Relief (RLF) 

Relief is an instance based feature ranking scheme introduced by Kira and Rendell 
[30] and later enhanced by Kononenko [28]. Relief works by randomly sampling an 
instance from the data and then locating its nearest neighbor from the same and 
opposite classes. In Relief a relevance weight is given to each feature for reflecting its 
ability to discern between classes. An overview of this algorithm can be found in [5]. 

2.3   Correlation-Based Feature Selection (CFS) 

Correlation-Based Feature Selection [23] evaluates feature subsets rather than 
individual features. The heart of the algorithm is a subset evaluation heuristic that 
takes into account the usefulness of individual features for predicting the class along 
with the level of intercorrelation among them. The heuristic of CFS assigns high 
scores to subsets containing features that are highly correlated with the class and have 
low intercorrelation with each other. 

2.4   Wrapper Subset Evaluation (WRP) 

As described at the section 1, wrapper feature selection methods use a classifier 
algorithm to estimate the worth of feature subsets [26]. The WRP method performs a 
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greedy forward search through the space of feature subsets, starting with the empty 
set and stopping when the addition of any remaining features results in an accuracy 
decrease. In this method, Cross-Validation is used to estimate the accuracy of the 
classifier for a set of features. 

3   Laplacian Score  

Recently, a family of feature selection algorithms based on the spectral graph theory 
has been developed [1,3,4,7,9]. This family of algorithms evaluates features according 
to their agreement with the graph Laplacian matrix of similarities of the data.  

Formally, given a dataset consisting of  vectors , a matrix of similarities 
 that represents the similarity or adjacency between  and  data points 

(instances) can be constructed. We can interpret  as a weighted graph, whose nodes 
represent the instances, and the set of edges contains a connection for each pair of 
nodes ,  with weight , depending on the type of the graph one wants to use1, such 
as the k-nearest neighbor or the fully connected graph [6] (Laplacian Score generally 
use k-nearest neighbor). The Laplacian matrix  is defined as:  

 
                (1) 

   
Where  is a diagonal matrix such that ∑ .  

Given a graph , the Laplacian matrix  is a linear operator on a vector  
[6,7], where:  ∑             (2) 

Equation (2) quantifies how much the vector  locally varies in  [1]. This fact 
motivates to use   to measure on a vector of values of a feature, the consistency of 
this feature regarding the structure of the graph . A feature is consistent with the 
structure of a graph if it takes similar values for instances that are near each other in 
the graph, and dissimilar values for instances that are far from each other. Thus a 
consistent feature would be relevant to separate the classes [7,6]. 

The Laplacian Score [4], proposed by X. He et al. [9], assesses the significance of 
individual features taking into account the local preserving power and its consistency 
with the structure of the similarity graph.  

If we denote  , , … ,  with 1,2, … , , as the r-th feature and its 
values for the  instances. Then the Laplacian Score for  is calculated as: 

  (3) 

Where  ⁄ ,
    

 is the Laplacian matrix of the graph ,  is 
the degree diagonal matrix, and  represents the deviation from the mean of all 
observations of the  vector. 

                                                           
1 For the Laplacian Score, we construct the graph putting an edge between two nodes if they 

belong to the same class and they are among the k nearest neighbors of each other. 
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For the Laplacian Score, the local structure of the data space is more important 
than the global structure [9]. In order to model the local structure, this method 
constructs a k-nearest neighbor graph, where k is the degree of neighborhood for each 
instance in the graph (see [9] for details). This value must be specified a priori by the 
user and it models local neighborhood relations between instances.  

According to the Laplacian Score, a "good" feature should have a small value for 
 [9]. Thus, the features are arranged in a list according to their relevance. Those 

features that are at the top of the list are those with smaller values for  ; this features 
will be considered as the most important. 

4   Proposed Method  

In this section, we introduce the proposed feature selection method, which follows a 
hybrid filter-wrapper strategy and consists of two basic steps: I) Feature Ranking. II) 
A wrapper selection of a subset of relevant features that provides high accuracy for 
classification. In the first step (filter strategy), features are sorted according to their 
relevance by applying the Laplacian Score. In this step, we aim to identify the 
features that are consistent with the structure of the data and they are sorted according 
to their relevance, in order to narrow the search space of possible subsets of features  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Pseudocode for the Hybrid Laplacian Score Feature Selection method (LS-FS) 

 
HIBRID LAPLACIAN SCORE FEATURE SELECTION METHOD (dataset,gnd,kLS) 
 
{dataset: Dataset with m instances and n features 
gnd: label information for each data point 
kLS:  number of neighbors for the Laplacian Score Graph } 
 
Begin 

ACCBest ← −∞   

indSbest ← ∅ 

S ← ∅; 
{rank of features with Laplacian Score} 
indRank ← laplacianScore(dataset,gnd,kLS) 
 
for i=1 to n do  

S ← S ∪ indRank[i] 
         dataCand ← dataset[S] 

{Run Classifier with 10-fold cross-validation for 
dataCand} 

  AverageACC ← Classifier (dataCand,gnd) 
  If AverageACC > ACCBest then 
   ACCBest ← AverageACC 
              indSbest ← S 

end if 
end for 
return {indBest, ACCBest} 

end 
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( subsets) and starting the second step with a good approximation. In the second 
step (wrapper stage), the idea is to evaluate the features considered as a subset rather 
than individually; in this step, the algorithm builds n feature subsets: the first set only 
contains the top ranked feature, the second set contains the two top-ranked features, 
the third set contains the three top-ranked features, and so on (see algorithm in Fig. 1). 
In our method, to evaluate the accuracy of the subsets of features, we use the target 
classifier. The accuracy of the classification model generated by each feature subset is 
estimated using 10-fold cross-validation. 

The pseudocode of our method is described in the algorithm of figure 1, called 
Hybrid Laplacian Score Feature Selection Method (LS-FS). In the algorithm of figure 
1, Classifier can be any supervised classifier.  

5   Experimental Results 

In order to show the performance of the proposed method, we compared it against 
Information Gain Attribute Ranking [22], Relief [30], Correlation-based Feature 
Selection [23], and Wrapper Subset Evaluation [26] methods. For the comparison, we 
used ten real datasets taken from the UCI repository [8]. The details of these datasets 
are shown in Table 1.  

In order to compare the effectiveness for feature selection, the feature sets chosen 
by each selector were tested with three classifiers: a decision tree (C4.5 [29]), a 
probabilistic classifier (naïve Bayes [27]) and k-NN [31], an instance-based classifier. 
These three classifiers were chosen because they represent three quite different 
approaches for supervised classification. 

In order to evaluate the accuracy with and without feature selection the percentage 
of correct classification (Accuracy), averaged over ten-fold cross validation, was 
calculated for each selector-dataset combination before and after feature selection.  

For IG and RLF selectors, which are based on ranking, dimensionality reduction 
was accomplished using the wrapper step of our proposed method. 

To perform the experiments we used Weka2 [2] (Waikato Environment for 
Knowledge Analysis) an open-source Java-based machine learning workbench.  

Table 1. Details of the used datasets 

Datasets No. of Instances No. of Features No. of Classes 
Iris 150 4 3 

Wine 178 13 3 
Ionhospere 351 34 2 

Sonar 208 60 2 
Pima 768 8 2 
Wdbc 568 30 2 
Glass 213 9 7 

Monks-3 432 6 2 
Parkinsons 194 22 2 

Vehicle 845 18 4 

 
In the Laplacian Score, the only parameter that can vary is k (the number of 

neighbors considered for building the graph), which could affect the selected subsets 
                                                           
2 http://www.cs.waikato.ac.nz/~ml/weka/ 

2n
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of features, usually k must be equal to or greater than 5 [9]. In our experiment we 
have taken k = 33% of the size of the dataset, this value according to Liu Rongyan [3] 
is close to the "optimum". 

Table 2 shows the results for feature selection with naive Bayes. This table shows 
how often each feature selection method performs significantly better (denoted as *) 
or worse (denoted as ●) than performing no feature selection (column 2). We consider 
that the results are significantly different if the difference is statistically significant at 
a 5% level according to a paired two-sided t test [19, 10]. From Table 2 it can be seen 
that all the tested selectors are on average better than no selection, although WRP is 
the best selector in this experiment, which improves significant the performance on 
four datasets. LS-FS (proposed method) got the second best average with two 
significant improvements and no degradation. IG got the third best average, which 
improves the performance on one datasets. RLF and CFS were the fourth and fifth 
best feature selection methods respectively for the Naïve Bayes Classifier.  

Table 2. Results of feature selection for naive Bayes 

Datasets NB (No sel.)  LS-FS IG RLF CFS WRP 
Ionosphere 82.62 83.19 87.76 89.76   88.62*   90.90* 

Iris 96.00 96.66 95.33 95.33 96.00 94.00 
Monks-3 92.35 95.60 94.69 93.99 95.85 94.67 

Pima 76.31     76.30 75.14 75.65 77.86 75.13 
Sonar 67.88  78.36* 74.52 70.69 68.36 75.07 
Wdbc 93.15 94.19 93.32 94.55 94.73    96.66* 
Wine 96.63 97.19 97.19 97.19 97.22  96.60 
Glass 46.00 49.76 48.35 45.06      46.90 57.27 

Parkinsons 69.07   79.38*      83.95*     82.34* 77.71 80.32* 
Vehicle 46.03 46.03 45.68     49.46* 45.55 53.96* 
Average 76.60 79.66 79.59 79.40 78.88 81.45 

*, ● statistically significant improvement or degradation 
 

Table 3 shows the results for feature selection with k-NN (using k=1). We can see that 
the best results were obtained by our proposed method (LS-FS), which significant 
improves the performance on two datasets, and it was the best on average. Similar results 
were obtained with k=3 and k=5 (see table 4 and table 5) respectively, in which the 
proposed method was the best on average compared with the other features selectors. 

Table 3. Results of feature selection for k-NN (using k=1) 

Datasets k-NN (No sel.) LS-FS IG RLF CFS WRP 
Ionosphere 86.33 89.74 88.90 89.17 89.17   87.75 

Iris 95.33    96.0 94.00 94.00 96.00       94.0 
Monks-3 76.18   100.0*  97.21*    100.00*  96.07*      100.00* 

Pima 70.17 70.44 68.88 68.74 70.97   69.79 
Sonar 86.57 87.50 86.57 87.48 84.57 82.6 
Wdbc 95.25 96.12 95.07 95.07 95.08   95.07 
Wine 94.97 97.19 97.19 94.93 96.08 94.9 
Glass 69.52   77.46* 75.63 74.22  78.46*   69.96 

Parkinsons 95.29 96.39 94.24 96.37 88.18   90.24 
Vehicle 70.28 71.24 71.35 69.46   61.18●   67.68 
Average 83.99 88.20 86.90 86.94 85.58 85.2 

*, ● statistically significant improvement or degradation 
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Table 4. Results of feature selection for k-NN (using k=3) 

Datasets k-NN (No sel.) LS-FS IG RLF CFS WRP 
Ionosphere 86.60 88.31 89.76 90.33 88.90 90.04 

Iris 95.33 96.66 95.33 95.33 94.67 94.67 
Monks-3 97.21  100.0* 97.21 97.21 96.07  100.0* 

Pima 72.65 74.08 70.05 73.17 73.70 72.65 
Sonar 86.02 85.57 85.55 83.14 83.17   77.38● 
Wdbc 96.48 97.18 96.66 96.13 95.60 95.43 
Wine 94.97  97.19* 97.16 96.60   97.22* 93.79 
Glass 69.48  75.11* 73.77 74.24 69.09 73.77 

Parkinsons 95.36 94.32 95.84 88.68 94.82 95.84 
Vehicle 70.29 74.55 73.84   57.15● 68.16 73.84 
Average 86.44 88.29 87.52 85.20 86.14 86.74 

*, ● statistically significant improvement or degradation 

Table 5. Results of feature selection for k-NN (using k=5) 

Datasets k-NN (No sel.) LS-FS IG RLF CFS WRP 
Ionosphere 84.90 88.88 90.04 90.03 87.48  90.90* 

Iris 95.33 96.66 95.33 95.33 96.67 93.33 
Monks-3 92.12  100.0*   97.21*    97.21 *   96.07*    100.00* 

Pima 73.18 74.68 73.17 73.69 72.92 72.40 
Sonar 84.62 86.05 80.71 79.29 83.12 81.69 
Wdbc 96.13 97.18 96.66 96.48 96.66 95.78 
Wine 95.52 96.62 97.16 95.46 96.11 96.63 
Glass 69.09 72.30 71.39 71.39 71.39 71.41 

Parkinsons 92.74 94.32 90.74 94.29 88.66 92.21 
Vehicle 71.12 71.83z 71.48 72.67   61.77● 68.04 
Average 85.48 87.85 86.39 86.58 85.08 86.24 

*, ● statistically significant improvement or degradation 
 
In table 6, we can observe that the proposed method (LS-FS) improves significantly 

on one dataset and also was the best on average for C4.5 classifier. RLF was the second 
best on average although there was no significant improvement or degradation in any 
dataset. IG was the third best selector with one degradation. WPR was the fourth best 
selector with no significant improvement or degradation.  On the contrary, CFS 
degraded the performance in two datasets; this selector was the worst for C4.5 classifier.  

Table 6. Results of feature selection for C4.5 

Datasets C4.5 (No sel.) LS-FS IG RLF CFS WRP 
Ionosphere 91.46 91.45  92.89 92.6 89.75 91.46 

Iris 96.00 96.00    93.33● 94.0 96.00 92.67 
Monks-3 100.0 100.0      100.00  100.0   96.07● 100.0 

Pima 73.83 74.47 73.18  73.71 75.01 73.44 
Sonar 71.17  79.80* 77.86  75.93 73.50 74.05 
Wdbc 94.02 94.71 94.38  95.78 94.38 94.02 
Wine 93.86 94.94 96.08  94.41 93.86 94.41 
Glass 67.60 71.83 69.44  68.48  68.94 65.24 

Parkinsons 85.56 87.72 87.11  90.18 89.16 87.13 
Vehicle 71.95 72.66 71.46  71.82   65.78● 71.11 
Average 84.55 86.36 85.57 85.69 84.25 84.35 

*, ● statistically significant improvement or degradation 
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Finally, in table 7 we report the run-time3 required by each one of the selectors. In 
this table we can see that the best results are achieved by the proposed method for the 
three classifiers. It is important to highlight the superiority of our method over the 
other methods. 

Table 7. Run-time of feature selection methods (in seconds) 

Datasets LS-FS IG RLF CFS WRP 

 Bayes KNN C4.5 Bayes KNN C4.5 Bayes KNN C4.5 Bayes KNN C4.5 Bayes KNN C4.5 

Ionosphere 3.21 1.94 8.88 4.02 14.51 36.33 4.19 14.23 37.48 4.10 14.62 37.51 6.39 29.08 43.4 
Iris 0.14 0.10 0.13 0.05 0.14 0.14 0.05 0.17 0.13 0.06 0.15 0.14 0.09 0.35 0.22 
Monks-3 0.27 0.31 0.28 0.24 0.91 0.19 0.27 1.20 0.26 0.21 1.00 0.18 0.35 2.43 0.47 
Pima 0.63 0.94 1.15 0.47 3.99 3.51 0.76 4.44 3.51 0.46 3.80 3.62 1.06 7.86 4.15 
Sonar 5.61 2.98 15.23 6.49 17.87 52.55 6.95 17.89 57.02 5.98 18.83 57.13 4.65 59.76 66.6 
Wdbc 3.88 3.03 9.08 5.61 20.30 31.39 6.06 22.24 34.43 5.67 21.91 37.97 6.91 81.15 40.0 
Wine 0.56 0.29 0.78 0.40 0.83 1.61 0.44 0.92 1.65 0.40 0.86 1.86 1.63 4.06 3.19 
Glass 0.43 0.22 0.95 0.30 0.61 2.19 0.33 0.78 2.26 0.31 0.66 2.64 0.48 2.99 6.08 
Parkinsons 1.11 0.59 2.25 0.81 2.10 5.77 0.95 2.30 6.51 0.90 2.28 6.89 1.03 9.24 8.38 
Vehicle 2.41 2.55 8.26 2.05 12.33 24.90 3.04 14.44 28.91 2.55 16.75 28.58 3.36 63.50 82.5 

Average 1.83 1.30 4.70 2.04 7.36 15.86 2.30 7.86 17.22 2.07 8.08 17.65 2.59 26.04 25.53 

 

6   Conclusion and Future Work 

In this paper, we have presented a new hybrid filter-wrapper method for supervised 
feature selection based on the Laplacian Score ranking.  

From the experiments we can conclude that the proposed method performs better 
using the k-NN and C.45 classifiers, where it is better than the other evaluated feature 
selectors, reaching on average a precision around 87%. For the Naïve Bayes classifier, 
the proposed method was the second best feature selector after WRP, reaching on 
average precision of 79.6%. Also, it is found that the proposed method requires less 
run-time compared to other feature selection methods. 

As future work, we will explore the use of other classifiers and other feature subset 
search strategies in the wrapper step of our method. 
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Abstract. Nearest neighbor queries can be satisfied, in principle, with

a greedy algorithm under a proximity graph. Each object in the database

is represented by a node, and proximal nodes in this graph will share an

edge. To find the nearest neighbor the idea is quite simple, we start in

a random node and get iteratively closer to the nearest neighbor follow-

ing only adjacent edges in the proximity graph. Every reachable node

from current vertex is reviewed, and only the closer-to-the-query node

is expanded in the next round. The algorithm stops when none of the

neighbors of the current node is closer to the query. The number of re-

vised objects will be proportional to the diameter of the graph times

the average degree of the nodes. Unfortunately the degree of a proximity

graph is unbounded for a general metric space [1], and hence the number

of inspected objects can be linear on the size of the database, which is

the same as no indexing at all.

In this paper we introduce a quasi-proximity graph induced by the

all-k-nearest neighbor graph. The degree of the above graph is bounded

but we will face local minima when running the above greedy algorithm,

which boils down to have false positives in the queries.

We show experimental results for high dimensional spaces. We report

a recall greater than 90% for most configurations, which is very good for

many proximity searching applications, reviewing just a tiny portion of

the database.

The space requirement for the index is linear on the database size,

and the construction time is quadratic in worst case. Relaxations of our

method are sketched to obtain practical subquadratic implementations.

1 Introduction and Related Work

Nearest neighbor search is a fundamental problem with a very large number of
applications, ranging from pattern recognition, knowledge discovery and proba-
bility density estimation to multimedia information retrieval.

A nearest neighbor search (NNS) consist in finding the closest object to a
given query among a dataset equipped with a distance function. The problem
can be easily solved by a sequential scan of the dataset, but in a number of
situations this solution is not acceptable; for example when comparing objects
is expensive and/or when the dataset is very large. To avoid the sequential
scan the dataset must be preprocessed. A data structure obtained from this
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preprocessing is usually called an index. The simpler (and older) applications
are related to spatial queries, in this particular case it is possible to obtain
logarithmic complexity guarantees. Multidimensional spatial queries still have
logarithmic guarantees, but the complexity is exponential on the dimension of
the space, hence above certain dimension a sequential scan is faster than using
an index. This is called the curse of dimensionality and one of the motivations
of stating the problem in a coordinate-free model is to avoid such exponential
dependence on the dimension. Unfortunately, this problem also appear in the
coordinate-free model, being the only resource to maintain scalable indexes the
use of approximate and probabilistic methods.

The most basic model of complexity for this problem is just to count the num-
ber of distance computations performed to answer a query. This model assume
all other operations have a time complexity that could be neglected. To have
this in perspective think in the cost of computing the distance between two fin-
gerprints, two faces or two complex objects in general. The time to compute the
distance in this examples is in the order of seconds, while the time to traverse a
data structure could be orders of magnitude smaller. We will stick to this model
for its simplicity and because we are aiming at answering a basic, theoretical
question instead of an application.

1.1 The Metric Proximity Searching Model

Formally the database of objects is a finite sample S of a (possibly) infinite set
X and the objects are comparable only with a distance d(·, ·) : X × X → R

+.
The pair (X, d) is called a metric space. The distance is usually assumed to
obey the triangle inequality, be symmetric, and reflexive. A nearest neighbor
query is defined as NN(q) = arg minx∈S d(x, q), and can be solved by successive
applications of range query (q, r)d = {x ∈ S|d(q, x) ≤ r} in a hierarchical index
with the algorithm described in [2].

Searching for the nearest neighbor in either a multidimensional space (a.k.a.
vector space) or a metric space with any indexing method may turn into a se-
quential scan of the database. This happens when the intrinsic dimensionality of
the space is very high (about 20 dimensions for the unitary cube with uniformly
distributed points) and for the coordinate-free or metric space model, when the
histogram of distances is very sharp and is concentrated far from the origin.
The NNS problem, the curse of dimensionality, a large number of indexes, and
the problems found for exact nearest neighbor searching are reported in several
places and surveyed in [3,4,5].

The practical impossibility of building a sublinear algorithm for NNS, and
in general for exact proximity searching, has led to develop inexact proximity
searching algorithms as surveyed in [6]. Here the algorithm returns for exam-
ple ε-nearest neighbors with some closeness guarantees or just return a giving
percentage of the correct nearest neighbors. Inexact indexes are faster at the ex-
pense of loosing some answers. In one form or another exact proximity searching
is limited to low dimensional metric spaces. Being the focus of this paper we are
interested in approximate and probabilistic algorithms.
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1.2 Proximity Graphs

A proximity graph is a graph with the local-imply-global property for proximity
searching. Formally G = (V, E) with V = S the set of vertices and E the edges
of the graph, Gκ will be a proximity graph if for any x ∈ X and any v ∈ V it
holds v = NN(x) or there is an edge (v, w) ∈ E such that d(x, w) < d(x, v).1

Informally, the property is: at any vertex of the graph, and for any query point
x ∈ X the current node v is the nearest neighbor of x or one of the edges adjacent
to v is closer to x than v.

A proximity graph defines a greedy algorithm for NNS. To find the nearest
neighbor the idea is quite simple, we start in a random node and get iteratively
closer to the nearest neighbor following only adjacent edges in the proximity
graph, all nodes reachable from the current object are inspected and only the
closer-to-the-query node is expanded in the next round. The algorithm stops
when none of the neighbors of the current node is closer to the query. The
number of revised objects will be proportional to the diameter of the graph
times the average degree of the nodes. Please notice that extra edges in the
proximity graph affect only the number of revised objects, but deliver a correct
algorithm.

An example of such a proximity graph in multidimensional (vector) spaces is
the Delaunay graph, the dual of the Voronoi graph surveyed in [7]. The quest
for a proximity graph in a general metric space was deterred when it was proved
in [1] that the degree of the graph is unbounded if only the distance information
is used. The proof is essentially the following observation, for any given pair of
nodes u, v ∈ S one can build a query q ∈ X, not violating the triangle inequality,
which needs the edge (u, v) �∈ E in the greedy search for the nearest neighbor;
hence the graph degree is unbounded. If the degree of the nodes is unbounded
then each step in the greedy algorithm will take O(n) distance computations,
rendering the technique useless: the curse of dimensionality again in another
facet.

1.3 Approximate Greedy Searching

The inability to build a proximity graph with bounded degree in a general metric
space is due to the lack of knowledge about the probable position of the query
with respect to the database elements. This restrictions can be fixed for vector
spaces, the Delaunay graph is a constructive proof of existence; but we are not
aware of the existence of algorithmic extensions for general metric spaces.

We need a definition of the All Nearest Neighbor Graph. First, we need to
define the KNN set.

Definition 1. The K Nearest Neighbors search of q, KNN(q) for short, comes
as a natural extension to NN(q) search: Sort the entire database by increasing
distance to q, the first K objects in the rank are the KNN(q) set.
1 The case of ties is special, if two objects are at the same minimal distance to the

query, either one of them is a nearest neighbor.
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Definition 2. The AKNN graph is defined as AKNN(V, E) where V = S and
E = {(u, v) | v ∈ KNN(u)}, there will be an edge from every object towards
each one of its k-nearest neighbors.

This graph has been used for approximate proximity searching in at least two
contexts described next. The AKNN has been used for proximity searching in [8],
where authors propose the use of the graph as a distance bounding device. Each
edge in the AKNN is weighted by the distance between the objects. The graph
distance between two objects u and v in S is defined as the sum of the weights of
the path joining u and v, if there is no such path the graph distance is infinite.
In [8] the graph distance is used to estimate both an upper and a lower bound
for the actual distance to the query using the triangle inequality. The AKNN
graph is connected with high probability if k is large enough and the objects are
distributed with a bounded away from zero distribution as discussed in [9]. The
algorithm is for exact proximity searching for both nearest neighbor and range
queries. The performance of the algorithm is comparable to the baseline, pivot
based algorithm AESA [10], using only a fraction of the memory requirements.
Nevertheless the index is useful only for low dimensional data.

Other approach, closer to ours, was presented in [11] where the authors pro-
pose an interesting alternative which consists essentially in applying the greedy
algorithm in a non proximity graph. They propose the use of an extended version
of the AKNN graph (or just AKNN were the context allow us) as an approxima-
tion to the proximity graph. The extension consists in dynamically adding edges
to the AKNN for nodes τ -closer to the query q, where a node pi is τ -closer to q
with respect to p if d(q, p) ≤ τd(q, pi) and pi is in the connected component of p.
The degree of node p depends on the value of τ , then for large values produces
larger degrees. They report perfect recall for shape queries examining around
25% of the database. Even if this percentage is better than the baseline AESA,
it is still not scalable. Perfect recall cannot always be obtained, for example
when the nearest neighbor is in a different connected component of the graph;
and they use different starting points, named seeds in the paper, to increase the
probability of not getting stuck in a local minimum.

2 Our Contribution

From the previous work described above in [8,11] we learned that AKNN graph
is useful for proximity searching, both as a distance bounding device and as
an approximation to a proximity graph, since it acceps greedy nearest neighbor
searching. In this paper we investigate the proximity power of a graph induced
by the AKNN. Instead of extending a candidate graph adding nodes as in [8,11]
(which increase the degree of the nodes), we propose to find a subgraph of
the AKNN with the proximity property, even if the property is valid only in
probability.

We begin by observing that the AKNN graph is not necessarily symmetric.
If u is the k nearest neighbor of a node v, v is not necessarily the k nearest
neighbor of u. There are two ways to make the AKNN graph symmetric. If a
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node is at the same time a nearest neighbor and a reverse nearest neighbor the
two nodes realizing the relation are said to be mutual (k) nearest neighbors,
u ∈ MKNN(v) ↔ u ∈ KNN(v) and v ∈ KNN(u), this procedure delete an
edge if the symmetric does not exist. The other alternative is to symmetrize
adding edges. We can also define the symmetric (k) nearest neighbors as u ∈
SKNN(v) ↔ u ∈ KNN(v) or v ∈ KNN(u).

2.1 Approximate Proximity Hypothesis

In the greedy setup we use adjacent nodes as routing devices for queries. Proximal
nodes are certainly useful for routing and should be adjacent in the graph. We
additionally postulate that two nodes sharing a certain amount (κ) of their k-
nearest neighbors should be also adjacent in the proximity graph.

Definition 3. Define Gκ(S, E) the proximal transitive graph of strength κ. With
(u, v) ∈ E ↔ |KNN(u) ∩ KNN(v)| ≥ κ.

We can also define a similar graph using SKNN as the building block. We call
this the symmetric version in the experimental results section, below.

Definition 4. Define Ĝκ(S, E) the symmetric proximal transitive graph of
strength κ. With (u, v) ∈ E ↔ |SKNN(u) ∩ SKNN(v)| ≥ κ.

We will work on the basis of the following hypothesis: The connected components
of Gκ and Ĝκ are quasi-proximity graphs.

There is a potentially large number of connected components in a giving
graph. Since we do not know in advance in what component we can find the
query we need to search in each connected component. In the next section we
report on the time complexity of searching in all the connected components.

3 Experimental Results

We used a collection of 25057 TFIDF (term frequency × inverse document fre-
quency) vectors using the angle between vectors as the metric. We used the data
sets of the SISAP metric space library2, which is a standard set of databases
and objects used to compare proximity searching algorithms. The TFIDF vectors
are commonly described using several thousands of coordinates. Every vector is
sparse and is represented using only with a few hundred of coordinates, e.g. the
average number of effective coordinates in our query set is of 360 while needs
more than 237000 explicit dimensions, which is really large for standard prox-
imity searching algorithms. The intrinsic dimensionality is also very large, as
depicted in Figure 1. We can see in Figure 1(a) that the set of distances is con-
centrated around a large value with a small variance, according to [3] this char-
acteristic is an indication of a large intrinsic dimension. Similarly Figures 1(c)

2 The homepage of the SISAP project is http://www.sisap.org

http://www.sisap.org
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Fig. 1. Histograms of different databases. The news articles holds clearly the higher

intrinsic dimensionality (large mean, small variance).

and 1(b) show the histogram of distances for vector images and an english dic-
tionary, respectively.

Please notice that the news articles have the higher intrinsic dimension, as
they have the larger mean and the smaller variance. We will focus our attention
in this dataset. We have omitted the experiments for the other datasets for the
space constraints of the conference format. We believe solving the problem for
the hardest problem is enough evidence of the strong points of the technique.
We also omitted investigating the use of MKNN as the building block of the
proximal transitive graph. As a quick comment, an exact index such as the
Burkhard-Keller Tree (BKT) [12,3] searching the nearest neighbor needs to check
more than 22% for the english dictionary 1(b) for words not in the dictionary
and 9.8% for the image database with random queries selected from the same
database 1(c), and 98.8% for the short news articles 1(a) (with random queries
selected from the database).

A set of six indexes for K = 16, 32, 48, 64, 96 and 128 were built for Gκ and
Ĝκ. We repeated the nearest neighbor queries 300 times per index reporting the
average values of the results as follows:

Recall. How many times we found the real NN, as a ratio of the 300 searches.
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Fig. 2. General behavior for G0 and Ĝ0 graphs

Hops. The path inside a single connected component, measured in distances,
to reach the NN.

Checked ratio. The average number of distance computations as a ratio over
the total size of the database.

The special case of κ = 0 was investigated first. For the curves of Ĝκ the first
observation was that a giant connected component was obtained for κ = 0,
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Fig. 3. Searching in queries in the connected components of Ĝκ with κ ≥ 0

covering most of the graph. This makes sense because this is the least restrictive
condition. Figure 2 shows the general behavior of the giant component and the
index with κ = 0. The number of hops is very small, and experimentally is
independent of the database size (see Figure 2(b)). The recall is very good for
the giant component in the symmetric graph as depicted in 2(c). The cardinality
is really close to the entire database and the leftovers can be checked sequentially
or by using other indexes, this can be observed in Figure 2(d).

A notable property of the method is that for K ≥ 48, in Gκ, we check less than
5% of the entire database even if we add the cost of the linear scan outside of the
giant component. The Ĝκ needs to check an even smaller ratio of the database
as shown by Figure 2(e). Due to the above fact, in the rest of the section we
restrict the experiments to Ĝκ since it is superior to Gκ experimentally.

3.1 Larger κ

Figure 3 shows the result for κ > 0. Large κ values creates a large number of
small CC, these behavior can be seen in 3(a) where the entire database should be
checked for small K and κ. In fact, an interesting relation can be found in κ

K ≈ 1
because it defines an inflection point affecting the performance and recall. Since
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the graph nodes have higher degree, this inflection point has a smaller impact
than in Gκ. In general κ

K < 1 gives better performance, see Figure 3(a).
The recall, Figure 3(c), it is affected inversely proportional to the performance

because we are avoiding the sequential scan of the database. In the other hand,
the number of hops is still small and can be considered O(1) as in the giant
component of the previous experiment. Surprisingly, we have setups needing less
than 1 hop in average to find the result. This value puts in evidence the closeness
in every connected component, i.e. smaller components with strongest notions
of proximity. The cost is delegated to find the correct CC which is a minimum
cost for the symmetric graph, see Figure 3(b).

We have found some interesting values for some configurations, for example
for K = 62 (i.e. 31 if we represent symmetric graphs with undirected edges) we
found that for κ = 24 it fails 10 times (10 in 300 queries). The reported nearest
neighbors are at a distance of 1.28. In Figure 1(a) we can see that the mean is
located 1.55 and the mass is concentrated around 1.5 and 1.6. This means that
1.28 is a very (relatively) close object, unfortunately remains inexact. Another
important value is the degree, which is 31. This means that we can really control
the necessary space for the index using K and κ.

4 Lightweighting the Preprocessing Step

As we see the indexing process takes O(n2) comparisons to compute the AKNN
and hence computing either Gκ or Ĝκ. Using an index to obtain AKNN is not
really an option, since exact indexes will degrade to sequential search in high
dimensions. The space needed to store AKNN, Gκ or Ĝκ is O(Kn) and it can
be handled easily even for large datasets.

Due to the high cost of the construction, the index can be used in medium or
large databases, this is specially a concern for practical implementations.

We can speed up the preprocessing stage using a small modification to the
algorithm. Instead of using Ĝ we can compute a graph with similar properties
as follows:

– Randomly select Y ⊂ S.
– Let m = |Y |, m � n in order to consider it o(1) with respect to n, but large

enough to accomplish the previous requirement.
– We construct in at most mn comparisons a graph of all K nearest neighbors

of u ∈ S in Y , defining KNNY (u), and SKNNY (u) to represent the same
operations working over the restricted Y .

– In the same way, we define ĜY (S, κ), as in definition 4, but using SKNNY (·)
instead of SKNN(·).

– Create an inverted list I [13], from Y → S, as follows: Let u ∈ S, v ∈ Y if
v = NN(u, Y ) then we add u to the v entry in I. This can be created in
n steps with no additional distance comparisons, since we already compute
the graph.

– Finally, every NN query is solved using ĜY and the greedy search algorithm.
At the end, we will be placed in the neighborhood of NN at some node
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w ∈ S. So, we must find in I the place for w and filter the list to get the real
result.

Each posting list w inside I can be sorted in increasing distance to w, allowing to
prune using the triangle inequality. Another enhancement to this linear algorithm
is to increase the number of verification lists on I of the KNNY (w) instead of
just w, this should increase the possibility of find the right result.

The K parameter should be smaller than the complete algorithm because our
graph holds an smaller diameter. Clearly, the above algorithm only works for
symmetric graphs.

5 Conclusions and Future Work

In this paper we introduced a new approximation to a proximity graph using the
notion of shared (symmetric, mutual)k-nearest neighbors. The defined graph Ĝ
is divided in connected components, and the query is searched greedily in each
connected component. Our algorithm solves effectively and efficiently the nearest
neighbor problem using an approximate approach with high recall and checking
a very small fraction of the database.

Additionally, we sketch a linear preprocessing time algorithm allowing to cre-
ate a practical implementation of the method. We are currently investigating
another possible enhancements using a hierarchical structure defined applying
recursively different κ values.

One of the main problems is the avoidance of paths leading to local minimums,
or be capable to know when a search process is stalled. In other words, converge
to an exact algorithm. Many standard techniques can be used to search outside
local minima.

We should notice that searching in many connected components leads to a
natural parallelization technique, one thread for each connected component, this
an interesting optimization exploiting capabilities of new hardware as powerful
GPU’s, and special networking schemes like clouds or grids.

An interesting alternative for effectively indexing large databases is to con-
sider a mixture of the distance bounds obtained in [8] with the current work.
It is not hard to see a more clever way to navigate the collection of connected
components by estimating the distances between them and obtaining distance
bounds to prune some candidate fractions of the database. We see many poten-
tial applications to the decomposition technique into small clusters. Our current
attention is the practical implementation of the method, linear time construc-
tion keeping the recall and time characteristics of the approach, presented in this
paper.

References

1. Navarro, G.: Searching in metric spaces by spatial approximation. The VLDB

Journal 11(1), 28–46 (2002)

2. Samet, H.: Foundations of Multidimensional and Metric Data Structures. Morgan

Kaufmann Publishers, San Francisco (2006)



280 E. Chávez and E.S. Tellez
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Abstract. Support Vector Machines (SVM) is a new family of Machine

Learning techniques that have been used in many areas showing remark-

able results. Since training SVM scales quadratically (or worse) accord-

ing of data size, it is worth to explore novel implementation approaches

to speed up the execution of this type of algorithms. In this paper, a

hardware-software architecture to accelerate the SVM training phase is

proposed. The algorithm selected to implement the architecture is the Se-

quential Minimal Optimization (SMO) algorithm, which was partitioned

so a General Purpose Processor (GPP) executes operations and control

flow while the coprocessor executes tasks than can be performed in paral-

lel. Experiments demonstrate that the proposed architecture can speed

up SVM training phase 178.7 times compared against a software-only

implementation of this algorithm.

Keywords: SVM, SMO, FPGA, Parallel, hardware-software architec-

tures.

1 Introduction

Support Vector Machines (SVM) is a recent technique that has been widely used
in many areas showing remarkable results, specially in data classification [5]. It
was developed by Vladimir Vapnik in the early 90’s and created an explosion
of applications and theoretical analysis that has established SVM as a powerful
tool in Automatic Machine Learning and Pattern Recognition [10].

Due to SVM’s training time scales quadratically (or worse) according to train-
ing database size [2], the problems that can be solved are limited. Many algo-
rithms have been proposed to avoid this restriction, although at present there are
three basic algorithms for training SVM [11]: Chunking [9], Sequential Minimal
Optimization (SMO) [8] and SV MLight [6] (this algorithm is an improvement
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to [7]). SMO has proved to be the best of them because it reduces the train-
ing time, it does not need expensive computational resources as the others, it
is easily programmable and it does not require complex math libraries to solve
Quadratic Programming (QP) problems that SVM involves.

SVM is inadequate for large scale data classification due to the high train-
ing times and computational resources that it requires. Because of this, is very
important to explore techniques that can help to improve SVM’s performance.
This is the case of hardware-software architectures, especially, GPPs that can
enhance their instruction set by using an attached coprocessor.

To prove the feasibility using hardware-software architectures to accelerate al-
gorithms, a Field Programmable Gates Arrays (FPGA) is used as a prototyping
platform. A FPGA is an integrated circuit that can be configured by the user
making possible to build circuits. FPGAs are formed by logic blocks wired by
reprogrammable connections, who can be configured to perform complex combi-
national functions (even to implement a GPP). FPGAs are used in many areas
obtaining significant speed ups, such as automatic target recognition, string pat-
tern matching, transitive closure of dynamic graphs, Boolean satisfiability, data
compression and genetic algorithms [3], among others.

In this paper, SMO’s performance was analyzed to identify those sections that
are responsible of the processing bottleneck during its execution. To accelerate
SMO, a hardware-software architecture was designed and implemented. In this
architecture, hardware executes the most time-consuming functions while the
software executes control flow and iterative operations.

This paper is organized as follows: in Section 2 describes the different ap-
proaches to implement processing algorithms, including a brief description of
the FPGAs. In Section 3, the SVM and their theoretical foundation are revised
as well as the most cited algorithms that train SVM are described, explaining
their characteristics and particularities, specially for the SMO algorithm. In Sec-
tion 4 the architecture proposed is described, detailing software and hardware
implementations while in Section 5 the results are shown. The work is concluded
in Section 6.

2 Platforms for Algorithms Implementation

There are two main approaches to implement algorithms. The first one consists in
building Application Specific Integrated Circuits (ASICs)[3]. They are designed
and built specifically to perform a given task, and thus they are very fast and
efficient. ASICs can not been modified after fabrication process and this is their
main disadvantage. If an improvement is needed, the circuit must be re-designed
and re-builded, incurring in the costs that this entails.

The second one consists in using a GPP which is programmed by software;
it executes the set of instructions that are needed by an algorithm. Changing
the software instructions implies a change in the application’s behavior. This
results in a high flexibility but the performance will be degraded. To accomplish
certain function, the GPP, first must read from memory the instructions to
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be executed and then decode their meaning into native GPP instructions to
determine which actions must be done. Translating the original instructions of
an algorithm introduces a certain delay.

The hardware-software architectures combines the advantages of those two
approaches. It aims to fills the gap between hardware and software, achieving
potentially much higher performance than software, while maintaining a higher
level of flexibility than hardware.

In classification tasks, many algorithms are expensive in terms of process-
ing time when they are implemented in GPP and they classifies large scale data.
When a classification algorithm is implemented, it is necessary to perform a high
amount of mathematical operations that can not be done without the flexibility
that software provides. So, a hardware-software architectures offer an appropri-
ate alternative to implement this type of algorithms.

FPGAs appeared in 1984 as successors of the Complex Programmable Logic
Devices (CPLDs). The architecture of a FPGAs is based on a large number
of logic blocks which performs basic logic functions. Because of this, an FPGA
can implement from a simple logical gate, to a complex mathematical function.
FPGAs can be reprogrammed, that is, the circuits can be ”erased” and then, a
new algorithm can be implemented. This capability of the FPGAs allow us to
create fully customized architectures, reducing cost and technological risks that
are present in traditional circuits design.

3 SVM for Data Classification

SVM is a set of techniques based on convex quadratic programming for data
classification and regression. The main goal of SVM is to separate training data
into two different groups using a decision function (separating hyperplane) which
is obtained from training data. The separating hiperplane can be seen, in its
simplest way, as a line in the plane whose form is y = w · x + b or w · x − b = 0
for the canonical hyperplane. SVM classification (in a simple two-class problem)
simply looks at the sign of a decision function for an unknown data sample.

Training a SVM, in the most general case, is about to find those λ’s that
maximizes the Lagrangian formulation for the dual problem LD according to
the following equation:

LD =
l∑

i=1

λi − 1
2

l∑

i,j=1

yiyjK (xi · xj)λiλj (1)

subject to:
l∑

i=1

yiλi = 0; 0 � λi � C, i = 1, 2, ..., l (2)

where K(xi · x) is a positive definite kernel that maps input data into a high
dimension feature space where linear separation becomes more feasible [12].
xi,xj ∈ Rd are the input vectors of the ith and jth training data respectively, l is
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the number of training samples; y ∈ {−1; 1} is the class label; λ = λ1, λ2...λn are
the Lagrange multipliers for the training dataset in the Lagrangian formulation.
So,the unknown data can be classified using y = sign

(∑l
i=1 yiλiK (xi · x) − b

)

where b is the SVM’s threshold and is obtained using λi (yi (w · xi − b) − 1) =
0, i = 1, 2, ..., l for those data samples with λi > 0 (those data samples are called
Support Vectors).

The kernel function depends on the user’s choice, and the resultant feature
space determines the functional form of the support vectors; thus, different ker-
nels behave differently. Some common kernels can be found on [7]. Many of the
kernel functions are formed by Linear Kernel, except RBF one. Mathematically,
to accelerate the Linear Kernel implies to accelerate the others. Because of this,
the Linear Kernel is focused in this paper.

4 Architectural Design

SMO is basically a sequential algorithm: heuristic hierarchy is formed by a set of
conditional evaluations which decides the algorithm behavior, with every evalu-
ation depending on the result of the previous evaluation. Because of this sequen-
tiality, SMO can not be implemented as it is in hardware. In addition, the highly
time-consuming functions are fully parallelizable, as it is the case of kernel func-
tion computation. Thus, a hardware-software architecture that implements in
hardware the most time-consuming functions and heuristic hierarchy in software
could be the right approach for reducing execution time in SVM training.

4.1 SMO’s Performance Profiling

There are a few SMO’s performance analyses in the literature. Only Dey et al.
in [4] analyze SMO’s performance and identify the most time-consuming func-
tions. In their paper, Dey et al. demonstrate the convenience of using hardware-
software architectures to speed up algorithms and use SVM as an example to
prove this approach. In order to identify task level hot spots in SMO’s execution
and to validate Dey’s results, a performance profiling was made. The results are
shown in Fig. 1(a).

It was observed that 77% of the total calls in SMO corresponds to the
dot product function. The time profile analysis shows that 81% of the total ex-
ecution time was spent by the dot product function. As a result of performance
analysis it is evident that the dot product function is responsible of bottleneck
in SMO’s execution. Fig. 1(b) supports this conclusion. From the performance
analysis we concluded that using a hardware-software architecture to implement
SMO algorithm, where software implements heuristic hierarchy, and hardware
implements the dot product function could obtain an speed up of at least one
order of magnitude when is compared to software implementations.
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4.2 Architecture Description

Fig. 2 shows a diagram of the proposed architecture. The architecture is formed
by a GPP that can enhance its performance by using a coprocessor, where the
control structures are executed in software on the GPP and the dot product
computations are executed on the coprocessor. The software reads the training
file, initializes the data structures and receives the parameters for the SMO.
Thus, when training starts, the software executes control mechanisms and the
coprocessor executes high time-consuming functions.

4.3 Software Implementation

To accomplish the proposed architecture, the software implementation must first
load a training file and algorithm parameters. After that, the application exe-
cutes the SMO algorithm and selects the correct branch from the heuristic hi-
erarchy that SMO implements. When a dot product is needed, the application
indicates the vectors that will be sent to the coprocessor. When the computation
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is finished, the application obtains the resulting dot product from the coproces-
sor, generates the output file with the training results and finishes the training
process.

4.4 Hardware Implementation

The hardware architecture for the dot product calculation will be named Dot-
Product, while SMO with the dot product function implemented in hardware will
be named FSMO. For this architecture, the training dataset will be represented
as a matrix without using any compression method and requires that values of
the matrix to be 1 or 0. Since the dot product is calculated many times and the
values for this calculation remains constant, the right strategy to avoid unwanted
delays is to map the training dataset inside the coprocessor. The dot product
is dotProduct =

∑l
i,j=1 xi · xj where xi and xj are training vectors and l is the

number of elements on vectors. The digital architecture that implements this
mathematical expression consists of 5 main blocks as shown in Fig. 3(a).

INPUTS represents control signals, registers and data necessary for the ar-
chitecture to work. BLOCK RAM is a memory block that contains the training
dataset. Each row corresponds to one training data sample. The Processor El-
ement (PE) is the basic computation unit which calculates the dot products
of two input vectors. OUTPUT is the element that addresses the dot product
computation results, and CONTROL LOGIC are those elements that permit to
control and data flow inside the architecture.

IN
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RAM EP

O
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Control Logic

(a) Main blocks of DotProduct ar-

chitecture.
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Through INPUTS, the DotProduct architecture obtains the indexes that will
be used on the dot product calculation. INPUTS is used for mapping training
data into BLOCK RAM. At this point, all data necessary to calculate a dot
product of input vectors are inside the DotProduct architecture. Those two vec-
tors whose indexes were given through INPUTS are delivered to the PE where
the dot product is calculated and then, the result is stored in OUTPUTS. A
general view of architecture is shown in Fig. 3(b).

There are two registers, I REG A and I REG B, which hold indexes of train-
ing data samples that will calculate the dot product. Register C REG controls
when to load data, when to read from BLOCK RAM or when to start a dot
product calculation. C REG is shown in Fig. 3(c). The Phase bit states whether
the architecture is in the Initialization and Load Data Phase (set to 0) or in the
Processing Phase (set to 1). When Reset is active (set to 1), all registers are
initialized to 0, Initialization and Load Data Phase are enabled and the PE is
ready to process new data. The Finish bit indicates when processing is finished
and it is active at 1.

When FSMO starts, the Initialization and Load Data Phases are activated
(the Phase bit of C REG is set to 0). After this, register I REG B is disabled
and the address bus of BLOCK RAM is connected to I REG A indicating the
address where the value stored in matrix will be written (see Fig. 3(b) for more
details) ensuring data transfer from training dataset into BLOCK RAM. When
BLOCK RAM is filled, the architecture stays at this state while the Phase bit
of C REG is 0. When the Phase bit is changed to 1, matrix input is disabled
and I REG B is enabled and connected to BLOCK RAM. At this moment,
the training data samples whose indexes are stored in I REG A and I REG B
are delivered to the PE where the dot product is calculated. The result of the
dot product computation is stored in R REG, Finish bit is activated and the
architecture is ready to calculate a new dot product.

The PE calculates the dot product of two given training data samples. For
this training dataset representation, the dot product computation is reduced to
apply a logical AND operation between input vectors and counts the number
of 1’s in resulting vector. In this way, the architecture that implements the PE
is shown in Fig. 4. Notice that the PE can calculate a dot product using three
clock cycles; so, the processing time for the dot product calculation is: t = 3 · v
where v is the number of dot products. To prove the validity of the architecture
proposed, the DotProduct architecture was implemented using VHDL language
over ISE 9.2 Xilinx suite, and was simulated using ModelSIM SE 6.5. Hardware
architecture was implemented on an XtremeDSP Virtex IV Development Kit
card. The software application was written using Visual C++ 6.0 and ANSI C.

Based on the fact that the Linear Kernel are used by many others, the
Dot Product architecture is suitable to perform others kernel functions. Using
the Dot Product architecture as starting point, any of most used kernel are ob-
tained just adding some blocks that implement the rest of their mathematical
formulation.



288 L. Bustio-Mart́ınez et al.

15 1314 12 11 10 9 8 7 6 5 4 3 2 1 0

15 1314 12 11 10 9 8 7 6 5 4 3 2 1 0

Vector A

Vector B

15 1314 12 11 10 9 8 7 6 5 4 3 2 1 0

+
6 5 4 3 2 1 0

Fig. 4. Hardware implementation of DotProduct architecture

5 Experiments and Results

Since the dot product is the responsible of the bottleneck in SMO execution, a
performance profile for this function was made. Eight experiments were carried
out using a Pentium IV processor running at 3GHz and the results are shown in
Fig. 1(b). The number of clock cycles required grows with the size of the input
vectors.

In hardware, the dot product calculation is independent of input vector size.
The DotProduct architecture can handle input vectors of 128-bits wide in 3 clock
cycles: 1) receives data samples indexes, 2) fetches data sample vectors and 3)
calculates the dot product. If the dot product calculation in software of two input
vectors of 128-bits wide is compared with hardware implementation, the second
one will be completed at 3 clock cycles while the first one will be completed
between 45957 and 78411 clock cycles.

5.1 Experiments on Adult Dataset

Adult dataset [1] was used by Platt in [8] to prove the feasibility of SMO, and
the same dataset was used here to prove the feasibility of proposed architecture.
Adult dataset consists of 9 corpuses which contain between 1605 and 32562
data samples of 123 characteristics each one. DotProduct can manage training
datasets of 4096 training data samples of 128 characteristics because of area
limitations of the chosen FPGA. Only Adult-1, Adult-2 and Adult-3 have sizes
that can be handled by the DotProduct architecture and the results of training
those datasets are shown in table 1. In those tables, C.C. means Clock Cycles.

Table 2 shows the results for Platt’s SMO. There is a deviation in threshold
b for this implementations when is compared to FSMO. Platt in [8] does not
present any implementation detail so it is not possible explain exactly the reason
of this deviation: the epsilon value of the PC could be responsible for that
behavior. Table 3 shows that in the worst case, the deviation incurred is less
than 0.5% when is compared to Platt’s SMO. So, the proposed architecture
trains correctly the SVM.
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Table 1. Experimental results of training Adult with FSMO

Corpus Objs. Iter. Training Time b Non Bound Bound

Adult sec. C.C.(1012) Support Vectors Support Vectors

1 1605 3474 364 1.089 0.887 48 631

2 2265 4968 746 2.232 1.129 50 929

3 3185 5850 1218 3.628 1.178 58 1212

Table 2. Experimental results of Adult’s training with Platt’s SMO

Corpus Objs. Iter. Time b Non Bound Bound

Adult sec Support Vectors Support Vectors

1 1605 3474 0.4 0.884 42 633

2 2265 4968 0.9 1.127 47 930

3 3185 5850 1.8 1.173 57 1210

Table 3. Deviation in Adult training for FSMO and Platt’s SMO

Corpus Threshold b Dif. %

Adult FSMO SMO(Platt)

1 0.887279 0.88449 0.0027 0.257

2 1.129381 1.12781 0.0015 0.139

3 1.178716 1.17302 0.0056 0.483

5.2 Analysis of Results

In this paper the hardware architecture to speed up the dot product computation
was implemented taking advantage of parallel capabilities of hardware. Also, the
heuristic hierarchy of SMO was implemented in software and it uses the hardware
architecture for the dot product calculations. FSMO trains correctly a SVM, and
it accuracy is over 99% compared to Platt’s implementation [8].

After the synthesis of the DotProduct architecture, it was determined that this
architecture can run at 35 MHz of maximum frequency. Since the dot product
in hardware takes three clock cycles is then the DotProduct architecture could
calculate 11666666 dot products of 128-bits wide input vectors in a second.
Meanwhile, the same operation for input vectors of 128-bits wide using a Pen-
tium IV processor running at 3GHz of frequency requires 45957 clock cycles, so
in this processor, we can calculate 65278 dot products in a second. This demon-
strates that the DotProduct architecture can run up to 178.7 times faster than
its implementation in a modern GPP. The DotProduct architecture requires 33%
of the available reprogrammable area, thus we can extend it to handle training
datasets three times bigger. Larger training datasets can be handled if external
memories are used, in this case the architecture can be extended 10 more times.
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6 Conclusions

In this paper we proposed a hardware-software architecture to speed up SVM
training. SMO algorithm was selected to be implemented in our architecture.
SMO uses a heuristic hierarchy to select two candidates to be optimized. The dot
product calculation in SMO spent 81% of the total execution time so this func-
tion was implemented in hardware while heuristic hierarchy was implemented
in software, on the GPP. To validate the proposed architecture we used an
XtremeDSP Virtex IV Development Kit card as coprocessor obtaining a speed up
of 178.7x for the dot product computations when compared against a software-
only implementation running on a GPP.
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Abstract. Mining frequent itemsets in large databases is a widely used

technique in Data Mining. Several sequential and parallel algorithms

have been developed, although, when dealing with high data volumes,

the execution of those algorithms takes more time and resources than

expected. Because of this, finding alternatives to speed up the execution

time of those algorithms is an active topic of research. Previous attempts

of acceleration using custom architectures have been limited because of

the nature of the algorithms that have been conceived sequentially and

do not exploit the intrinsic parallelism that the hardware provides. The

innovation in this paper is a highly parallel algorithm that utilizes a ver-

tical bit vector (VBV) data layout and its feasibility for making support

counting. Our results show that for dense databases a custom architec-

ture for this algorithm can perform faster than the fastest architecture

reported in previous works by one order of magnitude.

1 Introduction

Nowadays, many data mining techniques have emerged to extract useful knowl-
edge from large amounts of data. Finding correlations between items, specifically
frequent itemsets, is a widely used technic in data mining. The algorithms that
have been developed in this area require powerful computational resources and a
lot of time to solve the combinatorial explosion of itemsets that can be found in
a dataset. The high computational resources required to process large databases
can render the implementation of this kind of algorithms impractical. This is
mainly due to the presence of thousands of different items or the use of a very
low threshold of support (minsup1).

Attempts to accelerate the execution of algorithms for mining frequent item-
sets have been reported. The most common practice in this area is the use of
parallel algorithms such as CD [1], DD [1], CDD [1], IDD [5], HD [5], Eclat [12]

1 Is the minimum number of times in a database an itemset must occur to be consid-

ered as frequent.
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and ParCBMine [7]. However, all these efforts have not reported good execution
times given a reasonable amount of resources for some practical applications. Re-
cently, hardware architectures have been used in order to speed up the execution
time of those algorithms. These architectures were presented in [2, 3, 11, 10, 9],
and improved the execution time of software implementations by some orders of
magnitude.

Previously proposed parallel algorithms used a coarse granularity parallelism.
Generally a partition of the database is made in order to process in a par-
allel fashion each block of data. In this paper an algorithm that exploits the
inherent task parallelism of hardware implementation and the feasibility to per-
form bitwise operations is proposed. A hardware architecture for mining frequent
itemsets is developed to test the efficiency of the proposed algorithm.

The remainder of this paper is organized as follows. Section 2 describes re-
lated work. Section 3 discusses the proposed algorithm. Section 4 describes the
systolic tree architecture that supports the algorithm. The results are discussed
in Section 5 and Section 6 presents the conclusions.

2 Related Work

Algorithms that use data parallelism deal with load balancing, costs of com-
munication and synchronization. These are problems not commonly present in
algorithms that exploit task parallelism. This is because in this type of algo-
rithms the efficiency is based on the high speed that can be achieved by a simple
task executed in a multiprocess environment. Therefore, normally the data are
accessed sequentially. Currently, hardware architectures for three frequent item-
sets mining algorithms (Apriori, DHP and FP-Growth) have been proposed in
the literature [2, 3, 11, 10], where sequential algorithms are used.

A systolic array architecture for the Apriori algorithm was proposed in [2]
and [3]. A systolic array is an array of processing units that processes data in
a pipelined fashion. This algorithm generates potentially frequent itemset (can-
didates itemsets) following a heuristic approach. Then, it prunes the candidates
known to be infrequent, and finally it counts the support of the remaining item-
sets. This is done for each size of itemset until there is no frequent itemset left.
In the proposed architectures, each item of the candidate set and the database
are injected to the systolic array. In every unit of the array, the subset operation
and the candidate generation is performed in a pipelined fashion. The entire
database has to be injected several times through the array. In [2], the hard-
ware approach provides a minimum of a 4× time performance advantage over
the fastest software implementation running on a single computer. In [3], an
enhancement to the architecture is explored, introducing a bitmaped CAM for
parallel counting the support of several itemsets at once, achieving a 24× time
performance speedup.

In [11] the authors use as a starting point the architecture proposed in [3]
to implement the DHP algorithm [8]. This introduces two blocks at the end of
the systolic array to collect useful information about transactions and candidate
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itemsets to perform a trimming operation over them and to reduce the amount
of data that the architecture has to process.

In [10] a systolic tree architecture has been proposed to implement the FP-
Growth algorithm [6]. This algorithm uses a compact representation of the data
in an FP-Tree data structure. To construct the FP-Tree, two passes through the
database are required and the remaining processing is made through this data
structure. This tree architecture consists of an array of processing elements,
arranged in a multidimensional tree to implement the FP-Tree. With this archi-
tecture a reduction of data workload is achieved.

All presented works in this section use a horizontal items-list data layout.
This representation requires a number of bits per item to identify them (usually
32). Also, all architectures implement algorithms that have been conceived for
software environments and do not take full advantage of the hardware intrinsic
parallelism.

3 The Proposed Algorithm

Conceptually, a dataset can be defined as a two-dimensional matrix, where the
columns represent the elements of the dataset and the rows represent the trans-
actions. A transaction is a set of one or more items obtained from the domain in
which the data is collected. Considering a lexicographical order over the items
they can be grouped by equivalence classes. The equivalence class (E(X)) of an
itemset X is given by:

E(X) = {Y |Prefixk−1(Y ) = X ∧ |Y | = k} (1)

The proposed algorithm is based on a search over the solution space through
the equivalence class, considering a lexicographical order over the items. This
is a two-dimensional search, both breadth and depth is performed concurrently.
Using the search through the equivalence class allows us to exploit a character-
istic of VBV data layout. With this type of representation, the support of an
itemset can be defined as the number of active bits of the vector that represents
it (X). This vector X represents the co-occurrence of items in the database and
can be obtained as a consecutive bitwise and operation between all the vectors
that represent each item of the itemset(see equation 2).

X = {a, b, c, . . . , n}
Xn = a and b and c and . . . and n (2)

The process to obtain X can be done by steps. First, an and operation can be
performed between the first two vectors (a and b) and then the results are accu-
mulated. This accumulated value can be used to perform another and operation
with the third vector to obtain X for X = {a, b, c}. To obtain Xn this must be
done for all the items in X . This procedure is shown in Algorithm 1.

Defining the search space as a tree (Figure 1 shows a 5 items search space) in
which each node represents an item of the database, an itemset is determined by
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the shortest path between two nodes of the tree. Using the procedure previously
described, the vector Xn of an itemset can be obtained recursively as Xn =
Xn−1 and n, being Xn−1 the accumulated value in the parent node. Once Xn−1

is calculated, it can be used to obtain all the accumulated vectors on each child
node. With this process, each node provides partial results for each one of the
itemsets that includes it in the path of the tree.
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Fig. 1. Structure for processing 5 item solution tree

In this algorithm there is no candidate generation, but the search space is
explored until reaching a node for which the support is zero. This process is
sustained by the downward closure property, which establishes that the support
of any itemset is greater than or equal to the support of any of its supersets.
Because of this, if this node does not have active ones in the accumulated vector,
the nodes in the lower subtree will not receive any contribution in the support
value from that vector.

The lexicographical order of the items is established according to their fre-
quency, ordering first the ones with the smallest values. This order causes the
value of the support of itemsets to decrease rapidly when descending through
the tree architecture.

Managing large databases with VBV data layout can be expensive because
the size of Xn is determined by the number of transactions of the database.
To solve this, a horizontal partition of the database is made. Each section is
processed independently, as shown in Algorithm 2, and each node accumulates
the itemsets section support. Every time a node calculates a partial support, it is
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added to the accumulated support of the itemset. When the database processing
finishes, each node has the global support of all the itemsets that it calculated.

A structure of processing elements is needed to implement the algorithm.
This structure interchanges data as described in Algorithm 2. Two modes of
data injection and one for data extraction are needed to achieve the task of
frequent itemsets mining: “Data In”, “Support Threshold” and “Data Flush”.
In the first mode (Process Data()) all data vectors are fed into the structure by
the root element to process the itemsets. The second mode (Process Minsup())
injects the support threshold so the processing elements can determine which
itemset is frequent and which is not. For the data extraction Get Data(), all the
elements of the structure flush the frequent itemsets through their parent and
the data exits the structure through the root element.

To implement the algorithm we use a binary tree structure of processing
elements (PE ). Figure 1 shows a five-item solution tree processing structure. The
structure is a systolic tree and it was chosen because this type of construction
allows to exponentially increase the concurrent operations at each processing
step. For this, the number of concurrent operations can be calculated as 1 +∑cc

i=0 2i, being cc the number of processing steps that have elapsed since the
process started.

Each node of the systolic tree (narq) is associated to a node of the solution
tree (nsol ). This narq determines an itemset (ISn) and it is formed with the path
from the tree root to nsol . The narq calculates the support of the supersets of
ISn. Those supersets are the ones that are determined by all the nodes in the
path from the root to a leaf, following the node that is most to the left of the
solution tree.

A PE has a connection from its parent and it is connected to a lower PE (PEu ,
with an upper entry) and to a right PE (PEl , with a left entry). In general, the
amount of PEs a structure has, can be calculated as follows:

STn = 1 + PEun−1 + PEln−1, for n ≥ 2,

with PEun and PEln:

PEu2 = 0, PEl1 = 0,
PEu3 = 1, PEl2 = 1,
PEun = 1 + PEln−2 + PEun−1 PEln = 1 + PEln−1 + PEun−1

3.1 Processing Elements

The itemsets that a PE calculates are determined by the data vectors that the
parent feeds to it. This must be in such a way that the first vector to reach each
PE is the Xn of the prefix of the equivalence class that the ISn belongs to. Each
PE calculates the support of the vector that receives from the parent, it accu-
mulates the bitwise and operation in a local memory and propagates the data
vector that it receives from the parent or the accumulated value correspondingly.
To achieve this, the behavior of the two types of PEs is defined. In “Data In”
mode, the main difference between PEl (described in Algorithm 3) and PEu
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(described in Algorithm 4) is that PEu does not accumulate the result of the
bitwise and operation of the second data vector that it receives. This operation
provides the down PE the prefix with the equivalence class of its ISn.

3.2 Feedback Strategy

As the number of PEs of the tree is directly dependent on the number of frequent
items that exist in the database, it is impractical to create this structure for
databases with many frequent items. To solve this problem a structure for n
items can be designed and taking into account the recursive definition of trees
we could calculate the itemsets stepwise, see Figure 2. In the first step all the
itemsets that can be calculated with this structure are obtained. Since it is
known which level of the solution tree is processed for a given structure (Figure
2 shows it as the architecture processing border), data are injected back into this
structure except that this time the first vector will not be the first item, but the
prefix of the equivalence class of the itemset that is determined by the border
tree node that was not processed.

In Figure 2, an example of a six-items search space is shown. The dotted line
subtrees are examples of subtrees with different parents that have to be processed
with the feedback strategy. In the example, to process the first subtree to the
left, the first vector that has to be injected to the architecture is the vector that
represents the itemset X = {a, b, c}.

This feedback is repeated for each solution tree node that is in the border
of the nodes that were not processed. As each of these nodes defines a solution
subtree (all the subtrees that are below the processing border in Figure 2),
this structure is compatible with the entire tree and consequently can process a
solution tree of any size. This process is defined recursively for the entire solution
tree and as a result, we obtain a partition of the tree and each subtree of the
partition represents a solution tree of n items.
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4 Architecture Structure

The proposed architecture has three modes of operation: “Data In”, “Support
Threshold” and “Data Flush”. In the “Data In” mode, all Xn of each section of
the database are injected. When the entire database is injected, the architecture
enters in the “Support Threshold” mode and the support threshold value is
provided and propagated through the systolic tree. Once a node receives the
support threshold value, all the PEs change to “Data Flush” mode and the
results are extracted from the architecture.

In this architecture, the amount of clock cycles for the entire process can be
divided into two general stages: Data In (CC data) and Data Flush (CC flush).
The CC data is mainly defined by the number of frequent items in the database to
specific support threshold (nf ), the number of transactions of the database (T )
and the size of the data vector that is chosen (bw ). The data vector defines the
number of sections (S) in the partition of the database. CC data can be calculated
as follows:

CCdata = S ∗ (nf + 1) + 1, where S = �T/bw�

For the data flush stage, CC flush is mainly defined by the number of PEs that
have frequent itemsets and the number of empty PEs in the path up to the
next PE with useful data. In this strategy, once the data are extracted from
a PE , data must be extracted from the PEl , since there is no information to
determine if they will have frequent itemsets or not. In the case of the PEu
in the lower subtree, if there are no frequent itemsets in the current PE , then
no frequent itemsets will be found in the lower subtree. This is because all the
itemsets calculated in the subtree will have as a prefix the first itemset of the
current PE , and if this is not frequent, then no superset of it will be frequent.

The number of PE with and without useful data, and the position in the
systolic tree that they occupy, only depends on the nature of the data and the
support threshold. In the worst case, all the PEs will have frequent itemsets and
CC flush could be calculated as STn + |FI set|.
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4.1 Flush Strategy

To obtain the data from the architecture, each PE enters in “Data Flush” oper-
ation mode. All PE have a connection to the parent so all the frequent itemsets
can be flushed up (Parent out). In this strategy each node of the systolic tree
flushes the frequent itemsets stored in local memory, then it serves as a gateway
to data from the lower PE (Down in) and when it ends, it serves as a gateway
to the data of the right PE (Right in).

Extracting the data through the root node of the systolic tree allows to take
advantage of the characteristics of the itemsets. These characteristics permit to
define heuristics to prune subtrees in the flush strategy and therefore shortens
the amount of data that is necessary to flush from the architecture. Because of
this, less time is needed to complete the task.

5 Implementation Results

The proposed architecture was modeled using VHDL and it was verified in sim-
ulation with ModelSim SE 6.5 simulation tool. Once the architecture was vali-
dated, it was synthesized using ISE 9.2i. The target device was set to a Xilinx
Virtex-4 XC4VFX140 with package FF1517 and −10 speed grade.

For the experiments, three datasets from [4] were used: Chess, Accidents and
Retail. As explained in Section 4, the size of the architecture increases ruled by
the number of frequent items that it is capable of processing, so the size of the
device being used will highly affect the time it will take to finish the task. For the
experiments we used a 32 bits data vector and the biggest architecture that fits
the device was a structure to process 11 items with 264 PEs. This architecture
consumes 74.6% of the LUTs (94,248 out of 126,336) and 18, 6% of the flip-flops
(23,496 out of 126,336) available in the device.

Since the architecture is completely decentralized, there are no global connec-
tions and thus the maximum operating frequency is not affected by the number
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Fig. 3. Mining time comparison

of PEs of the architecture. The maximum frequency obtained for this architec-
ture was 137 MHz. The proposed algorithm is sensitive to the number of frequent
items more than the support threshold, so to show the behavior more precisely
the experiments were carried out based on this variable.

In Figure 3 we compare the mining time of the architecture against the best time
of the FP-Growth architecture presented in [9]. This Figure shows that the great-
est improvement in execution time was for the Chess database, where more than
one order of magnitude was obtained. In the other two databases it is shown how
the execution time of the proposed architecture grows slower than the FP-Growth
architecture when increasing the number of frequent items. Moreover, when in-
creasing the ratio between the number of obtained frequent itemsets and the size
of the database, the percentage of CC data decreases. In the case of Accidents and
Retail databases CC data is 99% and 97% of total time correspondingly and for
Chess database the percentage is between 62% and 68%. This is because the exe-
cution time of the “Data in” mode depends only on the amount of frequent items
and the number of transactions that the databases have and the remaining time
will depend on the number of frequent itemsets obtained.

This behavior shows a feature of the algorithm and its scalability. The archi-
tecture performs better when the density of the processed database increases and
generally performs better when the number of frequent itemsets obtained also
increases. This feature (better performance at higher density) has a great impor-
tance if it is considered that the denser the databases the more difficult to obtain
frequent itemsets and the higher the number of frequent itemsets obtained.

For sparse databases and high supports (low number of frequent items), this
task can be solved without the necessity of appealing to hardware acceleration
in most cases. This need is more evident when dealing with large databases with
low threshold of support or high density, or both. Because of this, this feature
is desirable in the algorithms for obtaining frequent itemsets.

6 Conclusion

In this paper we proposed a parallel algorithm that is specially designed for
environments which allow a high number of concurrent processes. This charac-
teristic best suits a hardware environment and allows to use a task parallelism
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with fine granularity. Furthermore, a hardware architecture to validate the algo-
rithm was developed. The experiments show that our approach outperforms the
FP-Growth architecture presented in [10] by one order of magnitude when pro-
cessing dense databases, and the mining time grows slower than the FP-Growth
architecture mining time when processing sparse matrices.
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Abstract. Cervical Cancer (CC) is the result of the infection of high risk

Human Papilloma Viruses. mRNA microarray expression data provides

biologists with evidences of cellular compensatory gene expression mech-

anisms in the CC progression. Pattern recognition of signalling pathways

through expression data can reveal interesting insights for the under-

standing of CC. Consequently, gene expression data should be submitted

to different pre-processing tasks. In this paper we propose a methodology

based on the integration of expression data and signalling pathways as a

needed phase for the pattern recognition within signaling CC pathways.

Our results provide a top-down interpretation approach where biologists

interact with the recognized patterns inside signalling pathways.

1 Introduction

Cervical Cancer (CC) is one of the most widespread cancers in women world-
wide [1]. Cervical carcinogenesis is caused by an infection of high-risk Human
Papilloma Viruses (hrHPV) [2]. After hrHPV infection and CC progression other
transformation events occur within the cell, for instance, deregulation of genes
expression levels and alteration of cellular processes either metabolic or signaling
cascades [3].

Based on the integration of signaling pathways and high-throughput gene ex-
pression data, biologists seek to find modified or unchanged cellular processes re-
lated with cervical carcinogenesis or CC progression. Signaling pathways regulate
the reception of external biochemical information, that will affect processes in-
side the cell, or intracellular interchange information; assemble of cascade events
within the cell and finally, activate of cellular response to internal or external
stimuli. Meanwhile, thousands of genes transcription levels can be measured
using a single microarray [4], either to prove or propose novel hypothesis of
complex diseases, as CC, by providing gene expression profiles. Gene expression
profiles allow individual comparison of genes expression between populations or
extrapolation of genes state [5]. Expression profiles integrated with signaling
pathways eases the process for inferring the inner state of the cellular mecha-
nisms by providing biologists with a big picture of expression compensation of

J.A. Carrasco-Ochoa et al. (Eds.): MCPR 2010, LNCS 6256, pp. 301–310, 2010.
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genes, probably related with CC progression. Microarray data should be nor-
malized before subsequent analysis could be accomplished. Normalization is the
removal of technical noise, generated by experimental protocol, leaving expres-
sion profiles intact [6]. Once expression data is normalized, different workflows
to infer internal cellular behavior could be followed.

Clustering of gene expression data is a common workflow to infer unknown
genes function, find new disease subclasses, and primarily, data reduction and
visualization. Clustering approaches group genes with similar expression level
by measuring closeness in a quantitative way [7]. Clustering methods focus on
quantitative data are considered ’unsupervised’ methods [8], meaning that no
gene functionality or previous phenotypic is considered for gene classification.
Clustering approaches provide an overall picture of data variation. Classified ex-
pression profiles can be enriched with ontology data or cellular context, i.e. Gene
Ontology [9]. An alternative method that has acquired an increased attention
from genomic and computational scientists is to use pathway contexts to infer
cellular processes alterations [10]. The pathway context provides biologists with
a functional perspective, visualization of cellular processes and the impact of
genes expression variations in such processes [11]. Furthermore, pathway analy-
sis goes beyond the genes list interpretation of expression levels by considering
cellular interactions associated with a phenotype [12]. Pathways could also be
stored and enriched by biologists’ expertise interactions or inserting new data
provided by metabolomics or proteomics experimentation [13]. Based on the im-
plementation of the methodology of data integration proposed in this work, the
results will contribute to facilitate the interpretation of CC gene expression data
and the inference of hypothesis formulation made by biologist interactions. The
integration of recognized patterns into signaling pathways, represented by Petri
nets, simplifies as well the interaction with biologists for the enrichment process
of signaling pathways.

In this work an introduction is presented in section1. The remainder of the
paper is organized as follow; section 2 exposes relevant works related with data
bases of signaling pathways and gene expression data; section 3 provides an in-
troduction of computational models and signaling pathways; section 4 describes
our methodology and in section 5 we expose our conclusion and future work.

2 Databases of Signaling Pathways and Gene Expression
Data

Nowadays, available pathway databases contain organized gene regulation re-
lationships mapped into metabolic or signaling pathways, for instance, KEGG
[16], BioCarta [14] and MetaCyc [15]. Signaling pathway databases are mostly
used as inert diagrams of signaling pathways, as KEGG or Biocarta. Neverthe-
less, some databases also provide XML or SQL interfaces of pathways data, as
KGML which provides an XML abstraction of the KEGG pathway database
[16]. Other efforts to collect gene regulation data, on a large scale, are based on
using text mining approaches, iHOP [17].
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KEGG provides a curated reference to study and analyze metabolic and
signaling pathways, including different cellular processes [16]. KEGG offers
metabolic and non-metabolic pathways. KGML data lacks of the details provided
by pathways diagrams, for instance, some relations between proteins are not in-
cluded in the KGML data. The KEGG pathway database is widely used and
different approaches have been proposed to integrate the KEGG knowledge base
into pathway modeling. Heiner and Koch [18], modeled apoptosis, from KEGG
apoptosis diagrams, and provided a qualitative Petri Net model, enabling the
confirmation of known properties as well as new insights of intrinsic and extrin-
sic apoptotic pathways. Other tools, as KEGGraph [19] converts KGML data
into graphs, capturing the topology of KEGG diagrams; KEGGanim [20] is a
visualization tool that integrates pathways and microarray expression data but
lacks of interaction with biologists to enrich the signaling pathways. Cell Illus-
trator [21] has a connection to the KGML repository; however it is limited to
the metabolism pathway acquisition. Alternatively, KEGG converter [22] is an
online tool that emphasizes the conversion of KGML data into executable SBML
models. In this work, we work with EIP and CP non-metabolic pathways from
the KEGG database; we complement and integrate KGML data and gene ex-
pression data for pattern recognition within signaling transduction cascades. We
emphasize the interaction and enrichment of results through biologists’ expertise.

3 Computational Models and Developments

Different computational models could be frameworks for experimental interpre-
tation, as expression microarrays. Notice that, acquired models could be vali-
dated, improved and enriched with accurate interpretation made by biologists.
To achieve this goal several computational and formal models have been pro-
posed, for instance, Boolean networks [23], Bayesian networks [24], graph inter-
action networks [25] and Petri nets [26].

Petri nets (PNs), proposed by Carl Petri, are bipartite graph representation
of processes useful both for visualization and computational analysis of dynamic
systems. PNs are a directed-bipartite graph with two types of nodes: places and
transitions. Reddy et al. apply PNs to represent biochemical reactions networks
[27]. PNs graph-structure enables biologist to track processes and the interac-
tions among their elements. Places represent static elements of the system and
transitions correspond to interactions between elements of the system. Transi-
tions are a powerful tool representing interactions that could result in relevant
semantic significances of the processes involved in the system. A formal overview
of PNs related with biological systems is exposed in [28].

Different extensions of standard PNs have been proposed to model signaling
pathways: coloured petri nets have been applied for modelling EGF signaling
pathway [29]; stochastic petri nets captures uncertainty related within pathways
[30]; finally, Matsuno et al proposed an extension of PNs to model continuous
and discrete behaviours in a system [31]. In this work, we use PNs as a tool that
facilitates the interaction of biologists with the modeled system.
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4 Methodology

In this section, we describe the proposed methodology to integrate cervical cancer
expression data and KGML data; recognition of patterns in signaling pathways,
and lastly, recognized patterns to be enriched with biologists’ interactions by
modifying Petri net models. Fig. 1 synthesizes the tasks we propose.

Fig. 1. This figure shows the methodology we propose. Rounded rectangles stand for

input or output data, initial data is a list of normalized gene expression data and

through methodology is transformed into a Petri net model. Normal rectangles repre-

sent a task or process that transforms input data.

4.1 Hierarchical Clustering

In this paper, we applied our methodology to a dataset of thirty nine cases
and twelve controls. A case represents a sample of CC tissue; a control repre-
sents normal tissue. All samples were analyzed with the Affymetrix HG-Focus
gene expression microarray. Each microarray represents over 8,500 genes from
the NCBI RefSeq [32]. The dataset was obtained by the Unidad de Medicina
Genómica team of the Hospital General de México.

Several algorithms to normalize expression data have been developed. In this
work, initial input data was normalized with FlexaArray, which is a statistical
program for expression microarray processing [33]. We applied a robust multi-
array average (RMA) algorithm [34]. A matrix of expression data is the output
of the RMA accomplishment.

With initial input data, our first question to answer is weather controls and
cases have different expression profiles. Therefore, we performed an unsupervised
clustering; using the R hierarchical clustering tools [35]. First, a Pearson test to
measure the correlation and dependence between samples, and secondly, we use
the Spearman correlation to group genes, dendogram with genes clustering not
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shown.The first clustering aims to express the certainty that gene expression pro-
files are well-differentiated between cases and controls. In fact, four clusters of
CC cases expression profiles are close in distance. Nevertheless, our first cluster-
ing is focus on quantitative data and provides biologists with a global reference
of data and no evidence of cellular processes if provided. In the following sec-
tion, we try to answer our next question, which genes with an expression level
are important to each CC case in comparison with controls.

4.2 Statistical Discrimination of Genes

So far, hierarchical clustering delivers a differentiation between cases and con-
trols; and four clusters of CC cases. In order to assign a significant over or sub
expression level to each gene we use a z-score. Z-scores are assigned to each gene
by grouping a CC cluster with the control group, using the matrix shown in
figure 2. Then, z-score is calculated for each gene to assign them over, normal
or sub expression values [36]. Z-scores are calculated by subtracting the total
average gene intensity, within a cervical cancer group and control group, from
the raw intensity data for each gene, and dividing that result by the standard
deviation (SD) of all of the measured intensities, according to the formula:

z − score = (gx − meang1 . . . gn)/SDg1 . . . gn (1)

Then, z-score is calculated for each gene to assign them over, normal or sub
expression values. Genes with a z-score value under -1.96 are considered to be
under expressed with respect to the media and genes with a z-score over 1.96 are
considered to be over expressed with respect to the media. Z-score provides a
discriminant by assigning an expression level to each gene per CC case within a
cluster obtained in hierarchical clustering. A z-score with a value of 1.96, either
negative or positive, represents a significant value of 0.05 for a gene to be up or
down regulated. The statistical discrimination outputs a list of over and under
expressed genes, which now will be integrated with KGML data to identify a
signaling pathway context for each gene involved in a signal transduction process.

Fig. 2. In matrix A will be represented the first cluster obtained in hierarchical clus-

tering, where, each row, gm , represent a gene; each column represent a cervical cancer

case, CCcn; and each cell is gene expression value, em,n. In matrix C, each row gm

represents a gene; each column, Cn, represents a control sample; and each cell is gene

expression value, em,n.
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4.3 Integration of Relevant Genes and KEGG Signaling Pathways

In this section, we describe the integration of over and sub expression genes and
KGML data to find each gene context within signaling pathways. As mentioned
before, we work with environmental information processing (EIP) and cellular
processes (CP) signaling pathways from the KEGG database.

At this point of the methodology, two subtasks must be achieved to integrate
expression data and signaling pathways. First, the KGML data files are down-
loaded, directly from the KEGG ftp, subsequently; each KGML file is parsed
to extract information. A local database, named KGMLD, is created to store
information of pathways, genes of each pathway and relations between genes.

And secondly, each gene, from the microarray, with an over or sub express
z-score is associated with a gene expression level by gene name matching from
the KGMLD. Context for genes, with an expression level, is accomplished by
searching genes that interact directly to the gene with a significant expression
level.

Integration of signaling pathways and expression data is presented to biolo-
gists as shown in figure 3. Figure 3 depicts the process of integration of significant
genes and a signaling pathway context, it is exemplified using a segment from the
MAPK signaling pathway: 3A) first, a set of genes G, with a significant expres-
sion level, is presented to biologists; 3B) then, a set of adjacent genes N, where
each gene gi from G is adjacent to one or more genes from N; 3C) finally, a set
of relations, R. Relations associates each gene gi with adjacent genes belonging
to the set N. Each gene, gi, could be connected with one or more genes of N.

Fig. 3. This figure shows the steps to be accomplished in the integration of significant

gene expression data into signaling pathway context. Vertices or genes with a name

in red represent genes with a significant expression level, 3A. Genes with a name in

black represent adjacent genes, 3B. Finally, relationships between both sets of genes

take place by linking them, 3C.

In the subsequent task, the set of recognized graphs, GG, is integrated with
the complete signaling pathway. In this example, only three graphs are displayed
nonetheless the Petri net model will incorporate the complete set of graphs. Prob-
ably, not all these genes are biologically interesting. Nevertheless, we recognized
a substructure inside the signaling pathway and are presented to be interpreted.
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4.4 Semi-automatic Petri Net Modeling

The full context of the integration of expression data and signaling pathways is
achieved in this step. As previous steps, the following subtasks are essential to
achieve the final model. Firstly, a petri net model is created from KGML data,
stored in the KGMLD; secondly, as mentioned, KGML data contains broken
relations or missing elements, we manually incorporated missing elements based
on KEGG diagram of the signaling pathway and saved in the KGMLD; finally,
the set of gene graphs obtained are displayed in the proper signaling pathway
petri net model. Figure 4 shows a segment of the MAPK signaling pathway
with recognized expression graphs, for lack of space we present a representative
segment of the MAPK signalling pathway.

As shown in Figure 4, blue places represent adjacent genes of those denoting a
significant expression level and whose variation in expression could impact part
of the process and genes that interact directly with them, in this particular case,
a sub module of the MAPK signaling pathway. The Petri net model provides
a framework for the interaction with biologists who will be able to validate or
enrich the recognized patterns; in the following section we describe in detail such
interaction.

Fig. 4. This figure represents the integration of a segment of the MAPK signaling

pathway and recognized genes graphs. Places in blue are genes or compounds that

interact with genes with a significant expression level. Places in red denoted genes

with a sub expression value, while places in green have an over expression level.
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4.5 Interaction of Biologist with the Framework

The signaling pathway model represented by visual Petri nets provides biologists
with an intuitive abstraction to interact. The Petri net model could be refined
by incorporating personal knowledge, new data or by modifying the structure
of the pathway. Operations of addition, deletion or modification of places and
transitions are provided by the Petri net tool. Thus, recognized patterns require
proper operations to be manipulated.

Sub-graphs or building blocks provide biologists with the capacity to manip-
ulate patterns recognized within a signaling pathway for a better interpretation
of expression microarray data. Interactions with the final output could be end-
less according with the interpretation or biological pursue. As demonstrated, an
integrative perspective of data requires the coordination of different algorithms
and computational models.

5 Conclusion

In this work, we have proposed a methodology to facilitate the interpretation of
CC gene expression data and the inference of hypothesis by providing a signal-
ing pathway context. Clustering methods, statistical discrimination, data pre-
processing and systems modeling are integrated tasks to aid biologist to clarify
the inner compensatory gene expression mechanisms of cervical cancer cells.
The steps proposed by the methodology achieve the following: data reduction of
expression profiles, selection of significantly altered genes and a visual represen-
tation of signaling pathways probably involved in the CC progression.

The facility to interrogate expression levels of thousands of genes in one ex-
periment gives biologists a fresh look of cellular machinery compensatory events.
The integration of cellular context and high-throughput expression microarray
data increases the understanding of cellular systems, by providing a more in-
terpretative model for cancer biology. At the same time the hybrid approach
provides a framework to validate hypothesis.

Finally, a pattern within a signalling pathway might be represented by repet-
itive mutated substructure within the cascade, for instance a motif. A possible
limitation of this methodology is the constant validation by biologists. In this
methodology, we proposed a Petri net representation to visualize and, more sig-
nificantly, to interact with identified patterns within a signalling pathway for
interpretation of CC progression rather than automatization of pattern analysis.
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Abstract. M-trees are used to organize and define fast queries on large 
databases of Attributed Graphs. In classical schemes based on metric trees, the 
routing information stored in a routing tree node is a selected Attributed Graph 
from the sub-cluster the node represents. Depending on the sub-cluster and the 
application, it is difficult to select a good representative of the sub-cluster. To 
that aim, we propose to use Generalized Median Graphs as the main 
information kept in the routing nodes of the m-tree. Experimental validation 
shows that in database queries, the decrease of the nodes explored in the m-tree 
while using a Generalized Median Graph is about 20% respect using a selected 
Attributed Graph.  

Keywords: Graph database, m-tree, graph organization, graph prototype, graph 
indexing. 

1   Introduction 

Indexing structures are fundamental tools in database technology; they are used to 
obtain efficient access to large collections of images. Traditional database systems 
manage global properties of images, such as histograms, and many techniques for 
indexing one-dimensional data sets have been defined. Since a total order function 
over a particular attribute domain always exists, this ordering can be used to partition 
the data and moreover it can be exploited to efficiently support queries. Several multi-
dimensional indexes have appeared, such as, color, texture, shape, with the aim of 
increasing the efficiency in executing queries on sets of objects characterized by 
multi-dimensional features. Once again, ordering systems of individual orthogonal 
dimensions are used for partitioning the search space, so these methods can, in fact, 
be considered as direct extensions of the one-dimensional case. 

Effective access to image databases requires queries addressing the expected 
appearance of searched images [1]. To this end, it is needed to represent the image as 
a set of entities and relations between them. The effectiveness of retrieval may be 
improved by registering images as structural elements rather than global features [2]. 
In the most practiced approach to content-based image retrieval, the visual appearance 
of each spatial entity is represented independently by a vector of features. Mutual 
relationships between entities can be taken into account in this retrieval process 
through a cascade filter, which evaluates the similarity in the arrangement of entities 
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after these have been retrieved on the basis of their individual features [3]. To 
overcome these systems, local entities and mutual relationships have to be considered 
to have the same relevance and to be defined as parts of a global structure that 
captures mutual dependencies. In this case, the model of content takes the shape of an 
Attributed Graph (AG). The attributes of the vertices of the AGs represent the 
features of the local entities and the attributes of the arcs of the AGs represent the 
features of the relationships. 

While the distance between two sets of independent features can be computed in 
polynomial time, the exact distance between two AGs is computed in exponential 
time respect the number of nodes of the AGs. For this reason, few contributions, of 
practical interest, have been proposed supporting the application of AGs to content-
based retrieval from image databases [4] and [5]. 

 Out of the specific context of content-based image retrieval, the problem of 
comparing an input graph against a large number of model graphs has been addressed 
in several approaches. In some applications, the classes of objects are represented 
explicitly by a set of prototypes, which means that a huge amount of model AGs must 
be matched with the input AG and so the conventional error-tolerant graph matching 
algorithms must be applied to each model-input pair sequentially. As a consequence, 
the total computational cost is linearly dependent on the number of model graphs and 
exponential (or polynomial in suboptimal methods) with the size of the AGs. For 
applications dealing with large databases, this may be prohibitive. To alleviate these 
problems, some attempts have been designed with the aim of reducing the 
computational time of matching the unknown input patterns to the whole set of 
models from the database. Those approaches assume that the AGs that represent a 
cluster or class are not completely dissimilar in the database and in this way only one 
structural model is defined from the AGs that represent the cluster; as a consequence 
only one comparison is needed for each cluster [6], [7] and [8]. 

In this paper, we show an indexing scheme implemented by an m-tree in which the 
cluster knowledge embedded in each node of the m-tree is represented by a Median 
Graph. In the experimental section, we have compared our scheme with a similar one 
in which the cluster information is represented by one of the AGs of the cluster [4]. 
We show that the use of Median Graphs instead of AGs in the m-tree scheme makes 
the queries more efficient. In the next section, we comment the related work and 
introduce our method. In section 3, we give some definitions related to AGs and 
Median Graphs. In sections 4 and 5, we first present the metric trees and then this 
technique is applied to AGs. In section 6, we experimentally evaluate our model. We 
finish the paper drawing some conclusions and presenting the future work. 

2   Related Work and Our Proposal 

Some indexing techniques have been developed for graph queries. We divide these 
techniques in two categories. In the first ones, the index is based on several tables and 
filters [9], [10]. In the second ones, the index structure is based on metric trees [4], 
[11], [12]. 

In the first group of techniques, the ones that are not based on trees, we emphasize 
the method developed by Shasha et. al. [9] called GraphGrep. GraphGrep is based on 
a table in which each row stands for a path inside the graph (up to a threshold length) 
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and each column stands for a graph. Each entry in the table is the number of 
occurrences of the path in the graph. Queries are processed in two phases. The 
filtering phase generates a set of candidate graphs for which the count of each path is 
at least that of the query. The verification phase verifies each candidate graph by 
subgraph isomorphism and returns the answer set. More recently, Yan et. al. [10] 
proposed GIndex that uses frequent patterns as index features. These frequent patterns 
reduce the index space as well as improve the filtering rate. The main drawback of 
these models is that the construction of the indices requires an exhaustive 
enumeration of the paths or fragments which increases the memory and time 
requirements. Moreover, since paths or fragments carry little information about a 
graph, the lost of information at the filtering step seems to be unavoidable. 

Considering the second group, the first time that metric trees were applied to graph 
databases was done by Berretti et. al. [4]. Attributed Graphs were clustered 
hierarchically according to their mutual distances and indexed by m-trees [13]. 
Queries are processed in a top-down manner by routing the query along the index 
tree. Each node of the index tree represents a cluster and it has one of the graphs of 
the cluster as a representative. The graph matching problem, in the tree construction 
and at query time, was solved by an extension of the A* algorithm that uses a look-
ahead strategy plus a stopping threshold. Latter, Lee et. al. [11] used this technique to 
model graphical representations of foreground and background scenes in videos. The 
resulting graphs were clustered using the edit-distance metric, and similarity queries 
were answered using a multi-level index structure. 

More recently, He and Singh [12] proposed what they called a Closure-tree. It uses 
a similar structure than the one presented by Berretti [4] but, the representative of the 
cluster was not one of the graphs but a graph prototype (called closure graph) that 
could be seen as the union of the AG that compose the cluster. Figure 1 shows the 
closure of 3 graphs. The structurally similar nodes that have different attributes in the 
graphs are represented in the closure graph with only one node but with more than 
one attribute. Closure trees have two main drawbacks. First, they can only represent 
discrete attributes at nodes of the AGs. Second, they tend to generalize to much the 
set that represent, allowing AGs that have not been used to synthesize the closure 
graph.  

 
 
 Our proposal is to use Median Graphs as a representative of the sub-clusters in the 

routing nodes of the metric trees instead of an AG representative [4] or a closure 
graph [12]. On one hand, we aim to find a better representative of the sub-set and on 
the other hand, we aim to use continuous attribute values. 

Fig. 1. Example of a Closure obtained by 3 AGs 
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3   Graph Preliminaries 

Given an alphabet of labels for the nodes and arcs of the AGs, L, we define U as the 
set of all AGs that can be constructed using labels from L. Moreover, we assume there 
is a distance function d between AGs. 

Given { } UgggS n ⊆= ,...,, 21
, the Generalized Median Graph g of S is defined as,  

          ( )i
Sg

Ug
ggdg

i

,minarg ∑
∈∈

=                   (1) 

That is, the generalized median graph g  of S is a graph Ug∈  that minimizes the sum 

of distances to all the graphs in S. Notice that g  is usually not a member of S, and in 

general, more than one generalized median graph may exist for a given set S. The 
computation of a generalized median graph is a NP-complete problem. Nevertheless, 
several suboptimal methods to obtain approximate solutions for the generalized 
median graph, in reasonable time, have been presented [14], [15] and [16]. These 
methods apply some heuristic functions in order to reduce the complexity of the graph 
distance computation and the size of the search space. 

An alternative to the generalized median graph but less computationally 
demanding is the Set Median Graph. 
 

          ( )i
Sg

Sg
ggdg

i

,minarg ∑
∈∈

=                   (2) 

The difference between the two models consists in the search space where the median 
is looked for. As it is shown in (1), the search space for the generalized median graph 
is U, that is, the whole universe of graphs. In contrast, the search space for the set 
median graph is simply S, that is, the set of given graphs. It makes the computation of 
set median graph exponential in the size of the graphs, due to the complexity of graph 
edit distance, but quadratic with respect to the number of graphs in S. 

4   Database Indexing Based on m-trees 

A metric tree [13], m-tree, is a tree of nodes, each containing a fixed maximum 
number of m entries, < node > := {< entry >}m. In turn, each entry is constituted by a 
routing element H; a reference to the root rH of a sub-index containing the element in 
the so-called covering region of H; and a radius dH providing an upper bound for the 
distance between H and any element in its covering region, < entry > := {H, rH, dH}. 
During retrieval, triangular inequality is used to support efficient processing of range 
queries. That is, queries seeking for all the elements in the database which are within 
a given range of distance from a query element G. To this end, the distance between 
G and any element in the covering region of a routing element H can be lower-
bounded using the radius rH and the distance between G and H. 

 To perform range queries in Metric Trees, the tree is analyzed in a top down 
fashion. Specifically, if dmax is the range of the query and G is the query graph, the 
following conditions are employed, at each node of the tree, to check whether all the 
elements in the covering region of H, subH, can be discarded or accepted. The 
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conditions are based on the evaluation of the distance between the routing element 
and the graph query d(G,H). 

If condition (3) holds, we will reject all elements deeper from the routing element. 

          ( ) ⇒+≥ HrdHGd max,  No element in subH is acceptable               (3) 

In a similar manner, the following condition checks whether all the elements in the 
covering region of H, subH, fall within the range of the query. In this case, all the 
elements in the region can be accepted: 

          ( ) ⇒−≤ HrdHGd max,  Every element in subH is acceptable               (4) 

In the critical case that neither of the two inequalities holds, the covering region of H, 
subH, may contain both acceptable and no acceptable elements, and the search must be 
repeated on the sub index subH. 

5   Graph Indexing Based on Median Graphs 

In this section, we first present the qualities of the Median Graphs as routing elements 
and second, the method used to obtain a metric tree based on Median Graphs. 

 Accordingly to the definition of the Median Graphs, they are supposed to be the 
best representatives of a set of graphs, due to they represent a graph which minimizes 
the sum of distances to all other graphs of the set. The advantages of using Median 
Graphs as routing elements in an m-tree are manifold. The main effect of using them 
is the reduction of the overlap between sub-clusters, due to the radius of the covering 
region can be more tightly adjusted. In fact, if we use the Generalized Median Graphs 
as a routing element, the radius of the covering region has to be equal or lower than 
the radius of the covering region represented by a Set Median Graph. 
 

 

  
 

Figures 2.1 and 2.2 show the same 6 elements in two sub-clusters and the radius of 
their covering regions. The representative of sub-clusters in figure 2.1 is the Set 
Median Graph and in figure 2.2 is the Generalized Median Graph. Suppose a 
hypothetical query graph Q with a query range represented by the outer doted circle. 
The execution of the search will behave very different on both representations. In the 

Fig. 2.2. Clusters represented by a 
Generalized Median 

Fig. 2.1. Clusters represented by a Set 
Median 
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Set Median approach, neither entry p nor q holds for equations (3) and (4), so the subq 
and subp must be explored. However, due to the better representation that the 
Generalized Median provides, (3) holds for both tree node entries p and q. 
Consequently, it can be assumed that none of the entries contain any desired graph. 
Thus, they can be discarded and not explored. 

 We provide a general construction methodology from which we are able to 
construct a metric tree independently of the type of the routing element; a Generalized 
Median Graph or a Set Median Graph. Given an AG set, it is crucial to obtain the 
same structure of the m-tree for both types of routing elements, since we want to 
compare its representational power in similar conditions. We use a non-balanced tree 
constructed through a hierarchical clustering algorithm and complete linkage 
clustering. In this way, given a set of graphs, we first compute the distance matrix 
over the whole set and then we construct a dendogram. We obtain a set of partitions 
that clusters the AGs with the dendogram using some horizontal cuts. With these 
partitions we generate the m-tree and we synthesize a Generalized Median or a Set 
Median. Figure 3.1 shows an example of a dendogram. The AGs Gi are placed on the 
leaves of the dendogram and the Generalized Medians or Set Medians Mj are placed 
on the junctions between the cuts and the horizontal lines of the dendograms. Figure 
3.2 shows the obtained m-tree. 
 

   
 
 
 

  

 

Fig. 4.2. Third radius computation rule Fig. 4.1. Second radius computation 

Fig. 3.1. Example of a dendogram Fig. 3.2. The obtained m-tree 
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Computing the m-tree based on the Generalized Median Graph 
At each node of the m-tree, we have to compute a Generalized Median, we use the 
method presented in [17]. With the aim of reducing the computational cost of 
computing these Medians, we compute them as pairwise consecutive computations 
of the Medians obtained in lower levels of the tree. For instance, to compute M7, 
which appears at Figure 3.1, we only use M2 and M3 Medians. That is, we assume 
that:     

)),(,),((),( 9876327 GGGGMMM ≅≅  (5) 

The covering region radius rp of the Generalized Median Mp is computed applying 
three rules, depending whether the type of the descendant of Mp in the dendogram is 
another Median (that is, a routing node of the m-tree) or an AG (that is, a leaf of the 
m-tree): 

- When both descendants are AGs (Ga and Gb): 

)),(),,(( bpapp GMDistGMDistMaxr =  (6) 

- When a descendant is a Median (Ma) and the other is an AG(Gb): 

)),(,),(( bpaapp GMDistrMMDistMaxr +=  (7) 

- When both descendants are Medians (Ma and Mb): 

)),(,),(( bbpaapp rMMDistrMMDistMaxr ++=  (8) 

Fig. 4.1 and 4.2 illustrate the second and third rule, respectively. In the first case, 
Dist(M5,M4) + rM4 is greater than Dist(M5,G6), and in the second case Dist(M7,M3) + 
rM3 is greater than Dist(M7,M2)+rM2. 
 
Computing the m-tree based on the Set Median Graph 
At each node of the m-tree, it is desired to compute the Set Median. Given the 
distance matrix of the whole set of AGs, the computation of the Set Median given a 
sub-set is simply performed by adding the pre-computed distances between the 
involved AGs. For instance, to compute M7 that appears at Figure 3.1, we use the 
distances between the AGs G6, G7, G8 and G9. 

The covering region radius rp of the Set Median Mp is computed as the maximum 
distance between Mp and any of the AGs in the sub-set. 

6   Evaluation 

To evaluate the performance of both model, we used two indices. The first index is 
addressed to evaluate the quality of the tree. The lower is the overlap between the 
covering regions of sibling nodes, the higher is the quality of the m-tree since they are 
more discriminative and therefore the time to compute the query reduces. 

Given two sibling nodes, we define the overlap of their covering regions as 
follows, 
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Given a node of the m-tree, their own overlap is computed as the normalized overlap 
between their children. The radius of the sub-clusters that the children represent is 
obtained from the parameter dH in their m-tree nodes. 
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where E is the number of entries of the m-tree node. Finally the general overlap of an 
m-tree is computed as, 

desnumberOfNoSS g∑=  (11) 

The second index, called access ratio, is addressed to evaluate the capacity of the m-
tree to properly route the queries. Given a query element, this index is the number of 
accessed nodes and leaves of the m-tree. That is, the number of comparisons required 
between the queried AG and the median graphs (in the case of nodes of the m-tree) 
plus the number of comparisons between the queried AG and the AGs (in the case of 
leaves of the m-tree). This value is normalized by the number of AGs used to generate 
the m-tree. 

elementsofnumber
scomparisonofnumberratioaccess =  (12) 

In the evaluation phase, we used the Letter database created at the University of Bern 
[18]. It is composed by 15 classes and 150 AGs per class representing the Roman 
alphabet. Nodes are defined over a two-dimensional domain that represents its plane 
position (x, y). Edges have a binary attribute that represents the existence of a line 
between two terminal points. 

We constructed 12 different m-trees per each letter (or class) varying the number of 
dendogram partitions {4, 7, 10 , 12} and the number of AGs that represent each class, 
that is, the AGs that are used to generate the m-tree  {30, 50, 100}. Therefore, we 
analyzed 15x12=180 m-trees with the Generalized Median Graph as routing elements 
and other 180 m-trees with the Set Median Graph as routing elements. Figures 5.1 and 
5.2 show the general overlap (11) of the m-trees depending on the number of 
partitions and the number of AGs per class. Figure 5.3 shows the difference between 
the Set Median and the Generalize Median. 

The overlap index is slightly lower in the Generalize Median model in comparison 
with the Set Median model. The difference increases when the number of AGs per 
partition decreases since it is statistically more difficult to find a good representative 
using the Set Median. 
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To analyze our model through the access ratio (12) we generated several queries on 

the above m-trees. Each test was carried out by 9 queries in which we used 9 different 
AGs. 3 of these AGs were used to create the m-tree, 3 AGs where not used to create 
the m-tree but belong to the same letter and 3 AGs belong to other letters. Figures 6 to 
8 show the access ratio of these queries on m-trees with Generalized Median, Set 
Median and the difference between them. In these figures, we applied the following 
query ranges (section 4) of dmax = {Dmax/8, Dmax / 4, Dmax/2}, respectively, where Dmax 
is the maximum distance of any two AGs of the m-tree. 
 

 

   
 
 

    

Fig. 5.3. Overlap difference 
of both methods 

Fig. 5.2. Overlap using
Generalized Median 

Fig. 5.1. Overlap using Set 
Median 

Fig. 7.3. Difference of 
access ratio 

Fig. 7.2. Access ratio using 
dmax = Dmax/4 

Fig. 7.1. Access ratio using 
dmax = Dmax/4 

Fig. 6.1. Access ratio using 
dmax = Dmax/2 

Fig. 6.2. Access ratio using 
dmax = Dmax/2 

Fig. 6.3. Difference of 
access ratio 
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Analyzing the experimental results, we conclude that the Generalized Median 

decreases the number of accesses in about 20%. As a consequence, we conclude that 
the Generalized Median has better representational power than the Set Median as 
routing objects in the m-trees. Note that the access ratio of some experiments on the 
Set Median is higher than one. That means that without any indexing structure, the 
run time would be lower. 

7   Conclusions 

We have presented a graph indexing technique based on metric trees and Median 
Graphs. Furthermore, we have compared the use of the Generalized Median Graph 
and the Set Median Graph as routing elements in the m-trees. We arrive at the 
conclusion that the construction of the m-tree is computationally harder using the 
Generalized Median Graph but better performance can be obtained while using them 
as routing elements. Experimental validation on a real database shows that the general 
overlap of the m-trees is lower when using the Generalized Medians instead of Set 
Median. Moreover, we have verified that the number of comparisons done while 
performing the queries is lower in the Generalized Medians than the Set Medians and 
so, the run time is also lower. With these results, we conclude that it is preferably to 
use Generalized Medians as routing elements in m-trees instead of Set Medians.  
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Abstract. We research on the possible orientations patterns of a grid

graph G, and propose a method for counting certain combinatorial struc-

tures over the class of orientations of G. For example, our method can

be applied for counting sink-free orientations of G, as well as it can be

applied for solving the #2SAT problem for grid Boolean formulas.

Our proposal extends the classical transfer matrix method used for

counting the number of independent sets in a grid.

Keywords: Grid Computing, Transfer Matrix Method, #2SAT
Problem.

1 Introduction

Many important combinatorial problems are modelled as constraint satisfaction
problems. Constraint satisfaction problems form a large class of combinatorial
problems that contains many important ‘real-world’ problems. An instance of
a constraint satisfaction problem consists of a set V of variables, a domain D,
and a set F of constraints. For example, the domain may be {0, 1}, and the
constraints may be clauses of a Boolean formula in Conjunctive Normal Form
(CNF). The objective is to assign values in D to the variables in such a way that
all constraints are satisfied.

In general, constraint satisfaction problems (CSP) are NP-hard; and consider-
able efforts, both practical and theoretical, have been made to identify tractable
classes for that class of problems [7].

One application of the CSP has been for recognizing combinatorial patterns
on graphs and to apply techniques developed for the CSP problem for solv-
ing different combinatorial problems on graphs. For example, given an undi-
rected graph G = (V, E), we can associate a monotone 2-CNF formula FG with
variables V , and where FG =

∧
(u,v)∈E(u ∨ v), a conjunctive normal form FG

is called monotone when each variable of FG occurs with just one of its two
signs.

A set I ⊆ V is called an independent set if no two of its elements are joined by
an edge. Let SI = {vj : j ∈ I} be an independent set in G, then the assignment
defined by xi = 0 if i ∈ I or xi = 1 otherwise, satisfies FG. The reason is that
in every clause (xi ∨ xj) (representing the edge {vi, vj} of G) at least one of

J.A. Carrasco-Ochoa et al. (Eds.): MCPR 2010, LNCS 6256, pp. 322–331, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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the variables is assigned to 1, since otherwise the nodes vi and vj are in the
independent set SI and then there are not an edge in G.

Other interesting problem to be modeled using 2-CNF’s is about the ori-
entation of a graph. Considering again, an undirected graph G = (V, E), an
orientation of G is an assignment of exactly one direction to each of the edges
of G. Then, an orientation of {u, v} ∈ E is (u, v) denoted as u → v or (v, u)
denoted as u → v. For an oriented edge u → v, u is called the tail and v is called
the head of the edge. The number of edges where u is a head is the in-degree of
u and its out-degree is the number of edges where u is the tail. A node u ∈ V
with out-degree zero is called a sink of the graph.

An orientation O of a graph is sink-free if no node is a sink in O. There
are important and classic problems related with recognize patterns and count
combinatorial structures on the orientations, like: decision, construction, unique,
listing, counting sink-free graph orientations and the acyclic orientations of the
graph [5,3]. For example, the decision problem SFO on instance G is to deter-
mine whether G has a sink-free orientation, and the #SFO problem is to count
the number of sink-free orientations of G.

Notice that an oriented edge u → v can be represented by the constraint
(¬u ∨ v) and then, problems related to oriented graphs can be considered as a
restricted class of the CSP. In fact, Russ [11] has shown that the SFO problem
is equivalent to determine the satisfiability of Boolean Conjunctive Formulas
where each literal appears exactly once, problem knowing as Twice-SAT.

In this work, we consider a more general case of the patterns of orientations
of an undirected edge. Given an undirected graph G = (V, E), we associate to
each edge {u, v} ∈ E an ordered pair (s1, s2) of signs assigned as the labels
of the edge. The signs s1 and s2 are related to the signs of the literals u and
v respectively. For example, the clause (¬x ∨ ¬y) determines the labeled edge:
“x− −y”.

Then, we have four different orientations for any edge {u, v} ∈ E; when
(s1, s2) = (−, +) the edge is type u → v, if (s1, s2) = (+, −) the edge is v → u,
both cases are called ordinary edges. The cases where (s1, s2) = (+, +) denoted
as v ↔ u, and where (s1, s2) = (−, −) denoted as v →← u are called skews
edges.

This type of orientations generalize the class of problems which could be mod-
eled and solved through methods applied in the area of Constraint Satisfaction
Problems. We present a new matrix method for recognizing and counting the
number of sink-free orientations of a planar grid graph G under this class of
orientations, for solving its related constraint satisfaction problem; to count the
number of models of a 2-CNF on formulas whose constrained graph is a grid
graph.

The constraint satisfaction problem has been a helpful language to model
processing on Grid graph which is one of the most important physical graph
topology for modeling parallel and distributed computing.
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2 The Transfer Matrix Method and the #2SAT Problem

An undirected planar grid graph of size m × n is a graph Gm,n with vertex set
V = {0, ..., m} × {0, ..., n} and edge set E = {{u, v} : u, v ∈ V ∧ ‖u − v‖ = 1}.
where ‖· ‖ is the euclidean norm of R2. Let I(Gm,n) be the number of independent
sets of Gm,n. There is a large volume of literature devoted to recognize and count
structures in a grid graph, e.g., spanning trees, Hamiltonian cycles, independent
sets, acyclic orientations, k-coloring, and so on [1,4,8,6].

In other line research, the transfer matrix method is a general technique which
has been used to find exact solutions for a great variety of problems. For example,
Calkin [4] used this method for computing the number of independent sets over
a grid graph Gm,n.

Shortly, we describe the method used by Calkin as follows. Let Cm be the
set of all (m + 1)-vectors v of 0′s and 1′s without two consecutive 1′s (the
number of these vectors is Fm+2, the m + 2-th Fibonacci number). Let Tm be
an Fm+2 × Fm+2 symmetric matrix of 0′s and 1′s whose rows and columns are
indexed by the vectors of Cm. The entry of Tm in position (u,v) is 1 if the
vectors u,v are orthogonal, and is 0 otherwise, Tm is called the transfer matrix
for Gm,n. Then, I(Gm,n) is the sum of all entries of the n-th power matrix T n

m,
i.e., I(Gm,n) = 1tT n

m1, where 1 is the (Fm+2)-vector whose entries are all 1′s.
For example, if m = 2 and n = 3 we have that C2 = {(0, 0, 0), (1, 0, 0), (0, 1, 0),

(0, 0, 1), (1, 0, 1)},

T2 =

⎛

⎜⎜⎜⎜⎝

1 1 1 1 1
1 0 1 1 0
1 1 0 1 1
1 1 1 0 0
1 0 1 0 0

⎞

⎟⎟⎟⎟⎠
and T 3

2 =

⎛

⎜⎜⎜⎜⎝

17 12 13 12 9
12 7 10 8 5
13 10 9 10 8
12 8 10 7 5
9 5 8 5 3

⎞

⎟⎟⎟⎟⎠

therefore I(G(2, 3)) = 1T 3
2 1 = 227.

The study of I(Gm,n) is closely related to the “hard-square model” used in
statistical physics and, of particular interest is the so-called “hard-square entropy
constant” defined as limm,n→∞ I(Gm,n)1/m·n [1]. Applications also include for
instance tiling and efficient coding schemes in data storage [10].

Given a monotone Boolean formula F in 2-conjunctive normal form (2-CNF),
we can associate an undirected signed graph GF = (V, E), called its constrained
graph, where V is the set of variables of F and two vertices of V are connected
by an edge in E if they belong to the same clause of F . We say that a 2-CNF
formula is a cycle, path, tree, or grid formula if its constrained graph is a cycle,
path, tree, or grid graph respectively.

It is known that the number of independent sets of GF is the number of
satisfying assignments (models) for monotone formulas F [9]. The number of
models of a Boolean formula F is denoted as #SAT(F ). The computation of
#SAT(F ) for formulas in 2-CNF is a classic #P-complete problem [3].

In order to extend the transfer matrix method for considering any kind of
2-CNF’s, we have to deal with grid graphs with signed edges.
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3 Oriented Grids

For each undirected edge e = {u, v} ∈ E of an grid graph Gm,n, we consider
four types of orientations for e: (+, +), (+, −), (−, +) and (−, −) (see figure 1).

(+,+) (-,+) (+,-) (-,-)

Fig. 1. Types of orientations

An oriented grid graph is a triplet G = (V, E, ψ), where (V, E) is a graph
(grid graph), and ψ is a function with domain E and range {+, −} × {+, −}.
The evaluation ψ(e) is called the orientation of the edge e ∈ E.

Let e = {u,v} be an edge of an oriented grid graph, if the vector u − v is
parallel to the vector (0, 1), e is called column edge, if u − v is parallel to the
vector (1, 0), e is called a row-edge.

A k-column of an oriented grid graph Gm,n is the vertex-induced subgraph
by the nodes

xk0, ..., xkm

where xij = (i, j). The vertex-induced subgraph by the nodes

xk0, ..., xkm, x(k+1)0, ..., x(k+1)m

is denoted by Gm,k,k+1(see figure 2a).
From the k-columns and �-rows of an oriented grid graph Gm,n we define the

vectors sk, rk, −→r k,←−r k ∈ {+, −}2m defined by

sk = (s′0k, s1k, s′1k, ..., sm−1k, s′m−1k, smk)

rk = (r′0k, r1k, r′1k, ..., rm−1k, r′m−1k, rmk)
−→r k = (r0k, r1k, r1k, ..., rm−1k, rm−1k, rmk)
←−r k = (r′0k, r′1k, r′1k, ..., r′m−1k, r′m−1k, rmk)

The k-column nodes of Gm,n induces a vector xk ∈ {0, 1}2m given by

xk = (x′
k0, xk1, x

′
k1, ..., xkm−1, x

′
km−1, xkm)

(see figure 2b).
The vector sk is called the k-oriented vector induced by the column nodes from
Gm,n. xk is called the k-vector induced by the column nodes from Gm,n and the
pair 〈sk, sk+1〉 is called the sign vectors induced by xk and xk+1.
A valuation of the nodes xij is a function ϕ with domain {0, ..., m}×{0, ..., n} and
range {0, 1}. We define the operation · : {+, −}×{0, 1} → {0, 1} as +0=0,+1=1,-
0=1, and -1=0. The operation

� : {+, −}2m × {0, 1}2m → {0, 1}
is defined by (si) � (xi) = (si· xi).
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0k

x

x

x’
1k

1k

x

x

x’

0 k+1

1 k+1

1 k+1

s
0k

1k

s’1k

s

mk

mk

0 k+1

s

s

1 k+1

s’1 k+1

m k+1

m k+1

0kr’ r
0 k+1

r’1k

r’1k

1 k+1

r’

1 k+1

r
r

mk rm k+1

x
0k

x

x

1k

x

x

x

0 k+1

1 k+1

mk m k+1

a) b)

x’

s’

x’

s’

Fig. 2. a) Vertex-induced subgraph Gm,k,k+1 b) Vectors sk, rk

x 00

x

x

10

20

x

x

x

01

11

21

x

x

x

02

12

22

Fig. 3. Grid graph G2,2

4 A Novel Matrix Method for Processing Grids

Let Fm be the set of all 2m-vectors v of 0′s and 1′s, and let Cm ⊂ Fm be the
set of all 2m-vectors v of 0′s and 1′s, such that v does not have two consecutive
1′s. The cardinality of Cm (denoted by |Cm|) is F2m+1 (the 2m+1-th Fibonacci
number), while |Fm| = 22m. Given s ∈ {0, 1}2m, we define

Fs
m = {e ∈ Fm : s � e ∈ Cm}

Following the idea proposed in [4], we define a matrix Tk = Tm,k, the transfer
matrix of Gm,k,k+1 as follows. Tk is an | Fsk+1

m | × | Fsk
m | matrix of 0′s and 1′s

whose rows and columns are indexed by vectors (v,u) of Fsk+1

m ×Fsk

m . The entry
of Tk in position (v,u) is 1 if the vectors −→r k � u and ←−r k+1 �v are orthogonal,
and is 0 otherwise.

Notice that if −→r k and ←−r k+1 have positive entries, then Tk is the transfer
matrix used in the transfer method [4]. For example, if G2,2 is the grid graph with
labeled edges as illustrated in figure 3. For G2,0,1, we have that s0 = (+, −, +, +),
s1 = (−, −, +, +) and −→r 0 = ←−r 1 = (+, +, +, +), then Fs0

2 = {u1, · · · ,u4} and
Fs1

2 = {v1,v2,v3,v4}, where u1 = (0, 0, 0, 0), u2 = (0, 1, 1, 0), u3 = (0, 0, 0, 1),



A Novel Method for Counting Models on Grid Boolean Formulas 327

u4 = (1, 1, 1, 0), v1 = (1, 0, 0, 0), v2 = (0, 1, 1, 0), v3 = (1, 0, 0, 1) and v4 =
(1, 1, 1, 0). The transfer matrix T0 = (aij)4×4, is a 4 × 4 matrix determined, for
1 ≤ i, j ≤ 4, as aij = 1, if (←−r 1 �vi) · (−→r 0 �uj) = 0 and aij = 0 otherwise. Since
−→r 0 = ←−r 1 = (+, +, +, +), then ←−r 1 � vi = vi and −→r 0 � uj = uj . Then,

T0 =

⎛

⎜⎜⎝

1 1 1 0
1 0 1 0
1 1 0 0
1 0 1 0

⎞

⎟⎟⎠ (1)

We have s1 = (−, −, +, +), s2 = (+, +, +, +), −→r 1 = (−, −, −, +) and ←−r 2 =
(−, +, +, +), then Fs1

2 = {μ1,...,μ4} and Fs2
2 = {ν1,...,ν5}, where μ1=(1,0,0,0),

μ2=(0,1,1,0), μ3=(1,0,0,1), μ4=(1,1,1,0), ν1=(0,0,0,0), ν2=(1,0,0,0), ν3=(0,1,1,0),
ν4=(0,0,0,1) and ν5=(1,0,0,1). Then,

{−→r 1 � μ : μ ∈ Fs1
2 } = {(0, 1, 1, 0), (1, 0, 0, 0), (0, 1, 1, 1), (0, 0, 0, 0)}

and

{←−r 2 � ν : ν ∈ Fs2
2 } = {(1, 0, 0, 0), (0, 0, 0, 0), (1, 1, 1, 0), (1, 0, 0, 1), (0, 0, 0, 1)}

The transfer matrix T1 = (bij)5×4, is such that, for 1 ≤ i ≤ 5 and 1 ≤ j ≤ 4,
bij = 1, if (←−r 2 � νi) · (−→r 1�μj) = 0 and bij = 0 otherwise. Then

T1 =

⎛

⎜⎜⎜⎜⎝

1 0 1 1
1 1 1 1
0 0 0 1
1 0 0 1
1 1 0 1

⎞

⎟⎟⎟⎟⎠
(2)

Remark 1. When we compare our method with the Calkin’s method, if −→r k

and ←−r k+1 have positive entries, then Tk = T for all k = 1, ..., n, and then T will
be the classic transfer matrix used in [4].

In the case, not necessarily monotone, of a formula F having a constrained an
oriented grid graph Gm,n and transfer matrices T0, . . . , Tn−1, is straightforward
to conclude that the sum of all entries of the product matrix Tn−1 · · ·T0 is the
number of satisfying assignment of F . This fact is expressed in the following
theorem.

Theorem 1. Let F be a grid formula such that its constrained graph is an ori-
ented grid graph Gm,n (1 ≤ n), then the number of satisfying assignments of F
is given by the sum of all of the entries of the product matrix Tn−1 · · ·T0, where
Tk is the transfer matrix of Gm,k,k+1, k = 0, ..., n − 1.

Before detailing the proof, we consider the following example.
Example: Let F = (x0 ∨y0)∧ (¬y0 ∨¬z0)∧ (z0 ∨z1)∧ (z1 ∨z2)∧ (z2 ∨y2)∧ (y2 ∨
x2)∧ (x2 ∨x1)∧ (¬x1 ∨ x0) ∧ (x1 ∨ y1)∧ (¬y1 ∨ z1)∧ (¬y1 ∨¬y0)∧ (y1 ∨ y2). The
constrained graph of F is the oriented grid graph G2,2 with depicted in Figure
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3. Then, from last example, T0 and T1 are the transfer matrices given in (2) and
(3) respectively. Now, we have that the product matrix T1T0 is the following

T1T0 =

⎛

⎜⎜⎜⎜⎝

3 2 2 0
4 2 3 0
1 0 1 0
2 1 2 0
3 1 3 0

⎞

⎟⎟⎟⎟⎠

therefore, #SAT(F ) = 30.
If Fm,n denotes a grid formula having as constrained graph a grid Gm,n, for

n > 0, we can write

Fm,n = (
n∧

i=0

Ci) ∧ (
n−1∧

�=0

R�) (3)

where

Ci =
m−1∧

k=0

(s′kixki ∨ sk+1,ixk+1,i) (4)

s′ki, sk+1,i ∈ {+, −},

R� =
m∧

j=0

(r′j�xj� ∨ rj,�+1xj,�+1) (5)

r′j�, rj,�+1 ∈ {+, −}. Here, the formulas Ci and R� are called column-formula
and row-formula respectively. Notice that for m, n > 0

Fm,n = Fm,n−1 ∧ Cn ∧ Rn−1, Fm,0 = C0, F0,n = R0. (6)

For i = 0, ..., n − 1, we define

Fm,i,i+1 = Ci ∧ Ci+1 ∧ Ri (7)

Note that

Fm,n =
n−1∧

i=0

Fm,i,i+1 (8)

If φ : {x0i, . . . , xmi} → {0, 1} is an assignment of values for the variables of Ci

(partial assignments of the variables of Fm,n), is denoted by the (m + 1)-vector
(φ(x0i), ..., φ(xmi)). Also, observe that can be considered as a partial assignment
on the nodes of a k column induced vector from the oriented grid graph Gm,n .

xk = (x′
k0, xk1, x

′
k1, ..., x

′
k,m−1, xkm)

where φ(xki) = φ(x′
ki) for i = 1, ..., m−1. That is, an assignment for the variables

of Ci can be seen as a vector in {0, 1}2m.
To prove theorem 1, first, we characterize the partial assignments of the vari-

ables of Fm,n, such that satisfy each column-formula Ci (lemma 1). Second, we
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characterize the pairs of assignments that satisfy the formula (8), i.e. satisfy
two consecutive column-formulas Ci, Ci+1 and the respective row-formula Ri

(lemma 2). Finally, we prove that all matrix of partial assignments derived from
the lemmas 1 and 2, satisfies the formula Fm,n. Next, for simplicity, we omit the
index i of vji, xji, sji, rji, s

′
ji and r′ji.

Lemma 1. The vector x ∈ {0, 1}2m satisfies the formula (4) if and only if
x ∈ Fs

m, where x = −x and s is the sign vector of Ci.

Proof. If we assume that x = (x′
0, x1, x

′
1..., x

′
m−1xm) satisfies the formula (4) and

s = (s′0, s1, s
′
1, ..., s

′
m−1, sm), then (s′�x� ∨ s�+1x�+1) = 1 for all � ∈ {0, ..., m− 1},

that is equivalent to (s′�x�, s�+1x�+1) �= (1, 1).
It is straightforward to verify that the vector

(s′0x0, s1x1, s
′
1x

′
1, ..., s

′
m−1xm−1, s

′
mxm) = s � x

does have no two consecutive 1’s, since any case is implied by conditions φ(xki) =
φ(x′

ki) for i = 1, ..., m − 1 and (s′�x�, s�+1x�+1) �= (1, 1). Therefore, x ∈ Fs
m.

Suppose that s � x ∈ Cm, for � = 0, ..., m then (s′�x�, s�+1x�+1) does not have
two consecutive 1′s. The vector x satisfies the column-formula Ci (equation (4)),
otherwise, there is � ∈ {0, ..., m−1} such that s′�x� ∨s�+1x�+1 = 0, then s′�x� = 1
and s�+1x�+1 = 1 (contradiction). �

Lemma 2. The pair (x,y) ∈ {0, 1}4m satisfies Fm,i,i+1 if and only if (x,y) ∈
Fsi

m × Fsi+1
m and (←−r i � x) · (−→r i+1 � y) = 0.

Proof. Suppose that x = (x′
0, x1, x

′
1..., x

′
m−1, xm) and y = (y′

0, y1, y
′
1..., y

′
m−1, ym)

are such that (x,y) satisfies Fm,i,i+1. From lemma 1, x ∈ Fsi
m and y ∈ Fsi+1

m ,
we must prove that (←−r i � x) · (−→r i+1 � y) = 0.

By hypothesis (r′ijxj∨ri+1,jyj) = 1 for all j = 0, ..., m, then r′ijxj∧ri+1,jyj = 0
for all j = 0, ..., m, therefore (←−r i � x) · (−→r i+1 � y) = 0.

If x ∈ Fsi
m and y ∈ Fsi+1

m , from lemma 1, x satisfies Ci and y satisfies Ci+1.
Now, if (←−r i � x) · (−→r i+1 � y) = 0, then r′ijxj · ri+1,jyj = 0 for all j = 0, ..., m,
hence (r′ijxj ∨ ri+1,jyj) = 1 for all j = 0, ..., m. Therefore (x,y) satisfies the
row-formula Rj (equation (5)) for j = 0, ..., m. �
Remark 2. Notice that if Fsi

m = {xi
0, ...,x

i
ri

}, then the sum of the entries of the
matrix Ti = (ai

kl)ri+1×ri where ai
kl = 1 if (−→r i+1 � xi+1

k ) · (←−r i � xi
l) = 0 and

ai
kl = 0 otherwise, is #SAT (Fm,i,i+1), that is, there is a bijection between the

set of non zero entries of Ti and the set of satisfying assignments of Fm,i,i+1.
Therefore, from previous lemma we have that 1tTi1 = #SAT (Fm,i,i+1), where
Ti is the transfer matrix of the column i to the column i + 1 of Gm,n (the
constrained graph of Fm,n). Finally, we prove the theorem 1.

Proof (Theorem 1). From equation (8), it is clear that the vector (x0, ...,xn)
∈ {0, 1}2m(n+1) satisfies the formula Fm,n if and only if (xi,xi+1) satisfies
Fm,i,i+1 for i = 0, ..., n − 1. By lemma 2, (x̄i, x̄i+1) ∈ Fsi

m × Fsi+1
m and

(←−r i � x) · (−→r i+1 � y) = 0
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for i = 0, ..., n − 1. Let ai
li+1li

be the entry of the transfer matrix Ti in position

(x̄i+1, x̄i) ∈ Fsi+1
m × Fsi

m

Then, by definition of Ti and previous analysis,

(x0, ...,xn) ∈ {0, 1}(2m)(n+1)

satisfies the formula Fm,n if and only if

(x̄0, ..., x̄n) ∈ Fs0
m × · · · × Fsn

m and an−1
lnln−1

· · ·a0
l1l0 = 1

Therefore #SAT (Fm,n) is the cardinality of the set

{(x̄0, · · · , x̄n) ∈ Fs0
m × · · · × Fsn

m : an−1
lnln−1

· · · a0
l1l0 = 1}

Taking into account all the terms an−1
lnln−1

· · ·a0
l1l0

= 0, we obtain

#SAT (Fm,n) =
∑

(l0,...,ln)∈I0×···×In

an−1
lnln−1

· · · a1
l2l1 · a0

l1l0 = 1tTn−1 · · ·T01

where Ik = {0, ..., tk}, tk =| Fsk
m | for k = 0, ..., n. �

In [2] we show a possible application of our method for modeling a distributed
work among a team formed by 16 remote collaborators, and which is represented
by a network grid. Some constraints are defined on the orientations which dis-
tribute the flow of tasks among the members of the team. Our method is applied
for counting the number of different paths of the oriented grid where such paths
violate the defined constraints.

5 Conclusions

We have considered the different pattern orientations of an undirected edge, and
applying those pattern on a grid graph G, we develop a new matrix method for
recognizing and counting the number of sink-free orientations of G for solving
its related constraint satisfaction problem; to count the number of models of a
2-CNF on formulas whose constrained graph is a grid graph.

The type of orientations considered here generalize the class of problems which
could be modeled and solved through methods applied in the area of Constraint
Satisfaction Problems.
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Abstract. This paper presents the identification of document level emotions 
from the sentential emotions obtained at word level granularity. Each of the 
Bengali blog documents consists of a topic and corresponding user comments. 
Sense weight based average scoring technique for assigning sentential emotion 
tag follows the word level emotion tagging using Support Vector Machine 
(SVM) approach. Cumulative summation of sentential emotion scores is 
assigned to each document considering the combinations of some heuristic 
features. An average F-Score of 59.32% with respect to all emotion classes is 
achieved on 95 documents on the development set by incorporating the best 
feature combination into account. Instead of assigning a single emotion tag to a 
document, each document is assigned with the best two emotion tags according 
to the ordered emotion scores obtained. The best two system assigned emotion 
tags of each document are compared against best two human annotated emotion 
tags. Evaluation of 110 test documents yields an average F-Score of 59.50% 
with respect to all emotion classes.  

Keywords: Document, SVM, Emotion Tagging, Heuristic Features. 

1   Introduction 

From the classification of reviews [18] or newspaper articles [15] to Question 
Answering systems [6] and modern Information Retrieval systems [4], all the areas 
are increasingly incorporating emotion analysis within their scope. It sometimes 
important to track users’ emotion expressed in online forums or blogs or twitters for 
different applications such as sentiment review, customer management, stock 
exchange prediction etc. Blogs are the communicative and informative repository of 
text based emotional contents in the Web 2.0 [15]. Researches on emotion show that 
blogs play the role of a substrate to analyze the reactions of different emotional 
enzymes. In general, sentence level emotion identification plays an important role to 
track emotions or to find out the cues for generating such emotions or to properly 
identify it. Sentences as the information units of any document identify the overall 
document level emotion whereas emotion of individual sentence in the documents is 
based on the emotions expressed by the word(s) [3, 16]. 

In the present task, each of the Bengali blog documents containing individual topic 
and corresponding user comments is collected from the web blog archive 
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(www.amarblog.com). Each of the blog documents is annotated with Ekman’s (1993) 
[17] six basic emotion tags. The method adopted for assigning sentential emotion tag 
is based on word level constituents follows the same approach as in [9]. But, instead 
of using Conditional Random Field (CRF) [2] based classifier, Support Vector 
Machine (SVM) [5] is used for word level emotion tagging in the present task. It is 
observed that SVM outperforms CRF in word level emotion tagging. The sense 
weight based average scoring technique [9] is applied for assigning sentential emotion 
tags based on word level emotion tagged constituents. The document level emotion 
tagging with emotion scores from emotion tagged sentences is carried out based on 
some combinations of heuristic features (e.g. emotion tag of the title sentence or end 
sentence of a topic, emotion tags assigned to an overall topic, most frequent emotion 
tags expressed in user comment portions of a document, identical emotions that 
appear in the longest series of tagged sentences etc.). The best two emotion tags are 
assigned to a document based on the ordered maximum emotion scores obtained. The 
development set gives the best average F-Score of 59.32% after applying all possible 
feature combinations. Evaluation is carried out against the best two annotated emotion 
tags of 110 test documents containing 1298 user comments sections. Average F-Score 
of 59.50% has been achieved with respect to all emotion classes. 

The rest of the paper is organized as follows. Section 2 describes the related work 
done in this area. Corpus preparation followed by sentence level emotion tagging is 
discussed in Section 3. Document level emotion tagging is mentioned in Section 4. 
Section 5 describes subsequent emotion class wise evaluation with respect to the best 
two emotion tags. Finally Section 6 concludes the paper. 

2   Related Work 

Several efforts have been attempted by the natural language processing researchers to 
identify emotion at different level of granularities. In [16], work on opinions mining 
at word, sentence and document levels from news and web blog articles has been 
conducted along with opinion summarization. The present work is similar only in the 
sense that both of the works adopted the granular fashion to represent and solve the 
problem related to opinion or emotion. But tour approach differs in assigning 
document level emotion tags along with the knowledge of heuristic features. 

In [13, 14], Support Vector Machine (SVM) based classifier was used on the blog 
data to classify the documents according to the mood of the author during writing. 
The authors used emoticons in LiveJournal posts to train a mood classifier at the 
document level. Another related article described in [15] has focused on the 
classification of news articles into the readers’ emotions instead of the authors’. The 
work discussed in [8] used Yahoo! Kimo Blog as corpora to build emotion lexicons. 
In their studies, emoticons are used to identify emotions associated with textual 
keywords. In the present task, the perspective of reader is selected only to judge the 
emotional counterpart. The emoticons of Bengali blog documents are also considered 
in the present task. 

The task described in [12] adopted different unsupervised, supervised and semi 
supervised strategies to identify and classify emotions. The researchers of [8] have 
done an experiment of the emotion classification task on web blog corpora using 
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SVM and CRF machine learning techniques. It is observed that the CRF classifiers 
outperform SVM classifiers in case of document level emotion detection. In contrast, 
the present task shows that SVM outperforms over CRF in word level emotion 
detection as CRF suffers from sequence labeling issues used for tagging emotion to 
discrete word tokens. However, most of the related work has been conducted for 
English. Bengali is less privileged and less computerized than English. Works on 
emotion analysis in Bengali have started recently [9, 10]. The present work differs in 
the respect that the knowledge extracted from different heuristic features and their 
combinations play a novel role in document level emotion tagging. 

3   Word to Sentence Level Emotion Tagging 

3.1   Corpus Preparation 

As Bengali is very resource constraint language, the emotion annotated Bengali blog 
corpus [9] is being developed manually. A small portion has been considered in the 
present task. The blog documents stored in the format as shown in Figure 1 are 
retrieved from the web blog archive (www.amarblog.com). Each of the blog 
documents is assigned with a unique identifier (docid) followed by a section devoted 
for topic section and several sections devoted for different users’ comments. Each of 
the sections of users’ comment that is associated with corresponding user id (uid) may 
also contain the comments of other users. Such overlapped comments are 
differentiated using their corresponding user ids (uid).  

 
-<DOC docid = xyz> 

       -<Topic>…. </Topic> 
       -<User Comments> 
                    -<U uid=1>… </U> 

                        -<U uid=2>… </U> 
                    -<U uid=3>….   
                            -<U uid=1>…</U> </U>… 

         </User Comments>  
</DOC> 

Fig. 1. General structure of a blog document 

Total of 24678 sentences are employed in the present task. Although we have 
considered 95 and 110 documents as our development and test sets respectively but 
300 and 200 development and test sentences of [9] are used in the present task for 
conducting different experiments and comparative evaluations of sentential emotion 
tagging. Out of total 1200 sentences collected from 14 different comic related blog 
documents, rest 700 sentences are considered for SVM based training of the word 
level emotion tagging system. 
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3.2   Sentential Emotion Tagging 

In the present task, the technique adopted for assigning sentential emotion tags is 
similar with the approach that was considered in [9]. But, instead of using Conditional 
Random Field (CRF), the Support Vector Machine (SVM) based classifier is used in 
the present task to classify each word into any of the Ekman’s(1993) six emotion 
categories. Feature plays a crucial rule in any machine-learning framework. Hence, 
among 10 active singleton features of [9], 9 features have been employed to 
accomplish the current task. Instead of SentiWordNet emotion word, the Bengali 
WordNet Affect [11] has been used in this task to identify feature for emotion words. 
Different unigram and bi-gram context features (word level as well as POS tag level) 
have been applied. The features are as follows. 

• POS information (adjective, verb, noun, adverb) 
• First sentence in a topic or title sentence [7] 
• Emotion words of Bengali WordNet Affect (e.g.  kয্ামা(khyama) [pardon] )  
• Reduplication (e.g., bhallo bhallo [good good], khokhono khokhono [when 

when] etc.) 
• Question words (ki [what], keno [why] etc.)  
• Colloquial / Foreign words (e.g., kshyama [pardon] etc.) and foreign words 

(e.g. Thanks, gossya [anger] etc.) 
• Special punctuation symbols (!,@,?..) 
• Quoted sentence (“you are 2 good man”) 
• Sentence Length (>=8, <15) 
• Emoticons ( ☺, ,  ..) 

The CRF classifier generally performs the classification task for sequence labeling 
problem, and thus it carries out word level classification task with a significant loss of 
word level emotional constituents. As SVM gives better performance in discrete (e.g. 
word) information tagging, the improvement is found in the word level emotion 
classification task. The comparative results of CRF and SVM for word level emotion 
tagging are shown in Table 1. The improvement of word level emotion tagging 
system also carries its effects to the sentential emotion tagging.  

Table 1. Word level emotion tagging accuracies (%) for six emotion classes on the 
Development and Test set using CRF and SVM 

Emotion Classes Development Set (# words) Test Set (#words) 
CRF-based model    SVM-based model 

Happy 61.17 (185) 67.67 (106) 69.55 (106) 
Sad 64.63 (151) 63.12 (143) 65.34 (143) 
Anger 62.85 (136) 51.00 (70) 56.15 (70) 
Disgust 68.66 (100) 49.75 (65) 53.35 (65) 
Fear 63.38 (96) 52.46 (37) 54.78 (37) 
Surprise 79.05 (230) 68.23 (204) 69.37 (204) 

 
The default emotion tag weights for six emotion types are taken from [9, 10]. In 

the method, the basic six words “happy”, “sad”, “anger”, “disgust”, “fear” and 
“surprise” are chosen as the seed words corresponding to each emotion type. The 
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positive and negative scores in the English SentiWordNet [1] for each synset in which 
each of these seed words appear are retrieved and the average of the scores is fixed as 
the Sense_Tag_Weight (STW) of that particular emotion tag. 

The present work differs from the approach in [9] while assigning emotion scores 
and sentential emotion tags to the blog sentences. In the present method, the emotion 
tagged words have been considered instead of depending on the fixed emotion tag 
weights assigned for the words. For supporting the task, a Bengali SentiWordNet is 
being developed by replacing each word entry in the synonymous set of the English 
SentiWordNet by its possible set of Bengali synsets using a synset based English to 
Bengali bilingual dictionary being developed as part of the EILMT1 project. 

Each word tagged with a particular emotion type is searched in the Bengali 
SentiWordNet and the positive and negative scores of the word are retrieved from the 
SentiWordNet. The average of the scores is fixed as the Sense_Tag_Weight (STW) for 
the emotion tag assigned to the word. If an emotion tagged word is not found in the 
Bengali SentiWordNet, the default weight calculated earlier is assigned for that word. 
The total Sense_Tag_Weight (STW) for each emotion tag i is calculated by summing 
up the STWs of all assigned emotion tags with type i. Stemming is included during 
the searching process. Bengali, like any other Indian languages, is morphologically 
very rich. Different suffixes may be attached to a word depending on the various 
features (e.g. the features for a Bengali verb are Tense, Aspect, and Person). A 
Bengali stemmer uses a suffix list to identify the stem form of the word. 

Apart from the search technique, the sentential emotion tagging is carried out in a 
similar fashion that was adopted by [9]. Each sentence is assigned with a 
Sense_Weight_Score (SWS) for each emotion type. The weight is calculated by 
dividing the total STW of all occurrences of that emotion tag in the sentence by the 
total STW of all types of emotion tags present in that sentence. The sentence is 
assigned with the emotion tags for which the sentence level Sense_Weight_Score 
(SWS) is highest. The sentences are tagged as neutral type if for all emotion tags, the 
total Sense_Weight_Scores (SWS) produce zero (0) emotion score. The post 
processing strategies [9] related to negative words have been incorporated in the 
present system. The comparative results of the CRF based model with SVM for 
sentence level emotion tagging is shown in Table 2. 

Table 2. CRF and SVM based test set accuracies (in %) per emotion class for sentential 
emotion tagging 

Emotion Class (Total 
# sentences) 

CRF-based model SVM- based model 

happy     (40) 65.28 66.05 
sad         (41) 66.42 68.12 
angry     (32) 60.28 62.77 
disgust   (21) 52.18 53.54 
fear        (23) 57.14 60.11 

     surprise  (43) 66.45 69.82 

                                                           
1 English to Indian Languages Machine Translation (EILMT) is a TDIL project undertaken by 

the consortium of different premier institutes and sponsored by MCIT, Govt. of India. 
 



 Sentence to Document Level Emotion Tagging 337 

4   Document Level Emotion Tagging 

Assigning a single emotion tag to a particular document does not always bear the actual 
emotions present in that document. This module identifies document level emotion tags 
and their associated weights based on the sentence level emotion tags along with the 
contribution of some heuristic feature combinations. Emotion_Weight_Score (EWS) 
based technique applied on the sentence level emotion tags produces six possible 
emotion scores for a document. But, the evaluation is carried out for the best two 
emotion tags only.  

4.1   Calculation of Document Level Emotion Tag Weights 

Each document is assigned with an Emotion_Weight_Score (EWS) for each of the six 
emotion tags. In general, the document level Emotion_Weight_Score (EWS) for a 
particular emotion tag is calculated by summing up the total Sense_Weight_Scores 
(SWS) of all occurrences of the sentential tags corresponding to that emotion category, 
i.e., EWSi = ∑ SWSi, where SWSi is the sentence level Sense_Weight_Score (SWS) 
for the emotion tag i in the document. Each document is assigned with two document 
emotion tags DETi and DETj, for which EWSi is the highest and EWSj is the second 
highest Emotion_Weight_Score. SETi = [Max i=1 to 6(EWSi)] and SETj = [Max j=1 
to 6 && j ≠ i (EWSj)]. But, the document level emotion tagging incorporates the 
heuristic features and their combinations into consideration.  

4.3   Heuristic Features 

Document level emotion identification depends not only on the emotion expressed in 
the sentential constituents but also on the combination of different characteristic 
features of that document (e.g. the blog structure). Irrespective of linguistic attributes 
alone, blog itself contains some special inherent features that help in identifying 
emotion at sentence as well as document level. In the present task, the following 7 
active features identified heuristically for the document level emotion tagging. 

(I) Emotion tags of the title sentence (95, 110) 
(II) Emotion tags of the end sentence of a topic (95, 110) 
(III) Emotion tags assigned to an overall topic (95, 110) 
(IV) Emotion tags for user comment portions of a document (1156, 1298) 
(V) Most frequent emotion tags identified from the document (95, 110) 
(VI) Identical emotions that appear in the longest series of tagged sentences 

(67, 61) (Yang et al., 2007) 
(VII)    Emotion tags of the largest section among all of the user comments’     

sections (1274, 1322) 

The numeric figures in brackets after each heuristic feature denote the number of 
times the corresponding feature has appeared in the development and test set 
respectively. Each of the documents contains a title and a topic and hence the 
frequencies of the first three features are same as the number of documents. The 
development and test documents contain a total of 1156 and 1298 number of sections 
specified for user comments only. The emotions reflected inside user comment 
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sections are helpful for predicting the emotions at document level. The emphasis is 
also given to the frequency of the emotion tags identified at document level. 
Sometimes comments portion of a user contain other user comments in a nested 
fashion. Hence, one or more comment sections contain a large number of emotional 
sentences than other sections. This feature enhances the continuity of emotion in 
document for predicting the overall emotions expressed in the document. The 
contributions of the features alone and in combination with other features have been 
evaluated on 95 developmental documents. Information related to the frequency of 
different features is shown in Table 3 on basis of importance. It has been observed 
that the emotion classes e.g. fear, disgust contain less frequent information regarding 
features I, II and V.  

Table 3. Frequencies of seven features per emotion class in the development and test sets 
respectively 

Emotion 
Classes 

Information (Feature id, #Frequency) 
          Development Set                            Test Set 

happy     (I, 24), (II, 22), (III, 27), (IV, 
201), (V, 43), (VI, 9), (VII, 287) 

(I, 28), (II, 26), (III, 31), (IV, 
219), (V, 54), (VI, 12), (VII, 308)  

sad         (I, 29), (II, 22), (III, 28), (IV, 
177), (V, 32), (VI, 12), (VII, 264) 

(I, 23), (II, 25), (III, 33), (IV, 
203), (V, 49), (VI, 17), (VII, 288) 

angry      (I, 22), (II, 23), (III, 21), (IV, 
243), (V, 36), (VI, 11), (VII, 253) 

(I, 27), (II, 29), (III, 27), (IV, 
278), (V, 43), (VI, 12), (VII, 276) 

disgust   (I, 8), (II, 12), (III, 11), (IV, 
122), (V, 21), (VI, 10), (VII, 64) 

(I, 19), (II, 21), (III, 16), (IV, 
145), (V, 32), (VI, 4), (VII, 79) 

fear       (I, 10), (II, 8), (III, 15), (IV, 
110), (V, 27), (VI, 12), (VII, 44) 

(I, 17), (II, 11), (III, 12), (IV, 134), 
(V, 31), (VI, 5), (VII, 67) 

surprise (I, 28), (II, 37), (III, 26), (IV, 
215), (V, 51), (VI, 13), (VII, 362) 

(I, 21), (II, 24), (III, 23), (IV, 
218), (V, 56), (VI, 11), (VII, 304) 

5   Evaluation  

Emotion tags are assigned to each document by counting the total number of 
sentential emotion tags and summing up the associated average weight scores. The 
best two tags are assigned to the document based on the maximum and next to 
maximum emotion scores obtained. The F-score value is calculated on the 
development set for each of the features and individual contribution of each feature is 
measured. It is found that the contribution of each feature is not uniform and can be 
fairly distinguished according to the level of importance. For example, the 
combination of topic as well as user comments is identified as a contributory feature 
pair denoted by the experiment id ii (8). The contributions of all the features are not 
mentioned but the detailed experimental evaluation and associated results regarding 
features are shown in Table 4. The emotion tags corresponding to maximum and next 
to maximum Emotion_Weight_Scores (EWS) of a document are considered as the 
probable candidate emotion tags. The set, namely, GSDT (Gold Standard Document 
Tag) contains two emotion tags assigned to a document in the gold standard annotated 
corpus and is defined as {dmax1, dmax2}. Document level emotion tagging module 
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has generated the set SGDT (System Generated Document Tag) that contains two 
probable candidate emotion tags to a document based on their ordered 
Emotion_Weight_Scores (EWS) and the set is described as {dmax1΄, dmax2΄}.  The 
emotion tags dmax1and dmax2 correspond to the maximum and next to maximum 
scores for two emotion tags assigned to a document in the gold standard corpus and 
dmax1΄ and dmax2΄ are the maximum and next to maximum scores for two emotion 
tags to a document generated by the system. 

Table 4. F-scores (in %) of different heuristic features and their combinations on development 
set 

Expt. Id. Current Feature Set  F-Score (in %) 

i 
 

   (1) Emotion tags of the title sentence 
   (2) Emotion tags of the end sentence of a topic 
   (3) Emotion tags assigned to an overall topic  
   (4) Emotion tags for user comment portions of a 
document  
   (5) Most frequent emotion tags identified from the 
document 
   (6) Identical emotions that appear in the longest 
series of tagged sentences  
   (7) Emotion tags of the largest section among all of 
the user comments’ sections. 

31.12 
28.25 
48.87 
52.66 
 
53.95 
 
37.29 
 
35.11 

ii (8).   i(3)+i(4) 
(9).   i(3)+i(5) 
(10). i(3)+i(7) 
(11). i(4)+i(5) 
(12). i(4)+i(6) 
(13). i(4)+i(7) 

57.32 
56.55 
55.42 
54.87 
53.25 
55.57 

iii 
(14).  ii(8)+i(6) 
(15).  ii(8)+i(7) 
(16).  ii(11)+i(6) 
(17).  ii(11)+i(7) 

58.54 
58.04 
56.21 
56.55 

iv 
(18).  iii(14)+i(5) 
(19).  iii(13)+i(5) 
(20).  iii(15)+iii(16) 

59.32 
58.70 
58.02 

 
The F-Score for each emotion tag pair is measured by considering the number of 

system generated document tags that are matched correctly with annotated tags. The 
final average F-Score is calculated for each emotion class considering any four 
combinations of the two sets. The tagged documents are evaluated against the 
manually annotated 95 gold standard documents of the development set and then 
applied on 110 test documents. It is observed that 59.32% F-score has been achieved 
with these four combinations on a development set. The corresponding feature 
combination that gives best F-Score on the development set is applied for 110 test 
documents and finally an average F-Score of 59.50% is achieved. It is also observed 
that the emotions expressed in the title of the document do not convey the actual 
emotions expresses inside the document. Hence, the coarse grained evaluation based 
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on the heuristic features helps to predict the document level emotions extensively. An 
important observation is that, as the number of feature instances varies in the emotion 
classes, they have imposed an impact on the document level tagging for that emotion 
classes respectively. It has to be mentioned that the performance of the system in 
terms of F-Score has not improved significantly by conducting the extended 
evaluation with adding of more than two tags in GSDT and SGDT sets.  

Table 5. Evaluation of Document Level Emotion Tagging 

Tag Combination of GSDT and 
SGDT 

Test Documents  (#110) 
F-Score        Average F-Score    

(in %) 
 
happy      

{dmax1 ,   dmax1΄} 
{dmax1 ,  dmax2΄ } 
{dmax2 ,  dmax1΄ } 
{dmax2 ,  dmax2΄ } 

61.23 
58.11 
57.08 
58.56 

 
 
58.74 
 

 
sad         

{dmax1 ,   dmax1΄} 
{dmax1 ,  dmax2΄ } 
{dmax2 ,  dmax1΄ } 
{dmax2 ,  dmax2΄ } 

60.98 
61.08 
59.77 
61.32 

 
 
60.78 
 

 
angry      

{dmax1 ,   dmax1΄} 
{dmax1 ,  dmax2΄ } 
{dmax2 ,  dmax1΄ } 
{dmax2 ,  dmax2΄ } 

61.57 
59.22 
59.69 

     60.54 

 
 
60.25 

 
 
disgust   

{dmax1 ,   dmax1΄} 
{dmax1 ,  dmax2΄ } 
{dmax2 ,  dmax1΄ } 
{dmax2 ,  dmax2΄ } 

57.87 
58.06 
58.17 
59.51 

 
 
58.40 
 

 
fear       

{dmax1 ,   dmax1΄} 
{dmax1 ,  dmax2΄ } 
{dmax2 ,  dmax1΄ } 
{dmax2 ,  dmax2΄ } 

57.34 
57.81 
59.37 
58.25 

 
 
58.19 
 

 
surprise 

{dmax1 ,   dmax1΄} 
{dmax1 ,  dmax2΄ } 
{dmax2 ,  dmax1΄ } 
{dmax2 ,  dmax2΄ } 

60.33 
60.81 
61.37 
60.25 

 
 
60.69 
 

6   Conclusion 

In the present task, the sentence level emotion tags are used to assign document level 
emotion tags. The resulting document level emotion tagger can be used in an emotion 
based information retrieval system where retrieved documents will match the user 
defined query word(s) and emotion specification. The idea of assigning two emotion 
tags to the documents can then be related to the ranking of the retrieved sentences and 
documents. Emotion analysis related to the effect of metaphors (especially in blogs) is 
the research area to be explored in future. But the clause level analysis of the complex 
emotional sentences may be an area for further studies.  
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Abstract. In recent years we have seen a vast increase in the volume of 
information published on weblog sites and also the creation of new web 
technologies where people discuss actual events. The need for automatic tools 
to organize this massive amount of information is clear, but the particular 
characteristics of weblogs such as shortness and overlapping vocabulary make 
this task difficult. In this work, we present a novel methodology to cluster 
weblog posts according to the topics discussed therein. This methodology is 
based on a generative probabilistic model in conjunction with a Self-Term 
Expansion methodology. We present our results which demonstrate a 
considerable improvement over the baseline. 

Keywords: Clustering, Weblogs, Topic Detection. 

1   Introduction 

In recent years the World Wide Web has shown huge changes as a tool of 
socialization, bringing up new services and applications such as weblogs, wikis as 
part of the Web 2.0 technologies. The blogosphere is a new medium of expression, 
becoming more popular all around the world. We can find weblogs in all subjects 
from sports, games to politics and finance.  

In order to manage the large amount of information published in the blogosphere, 
there is a clear need for systems that provide automatic organization of its content, in 
order to exploit the information more efficiently and retrieve only the information 
required for a particular user. Document clustering –the assignment of documents to 
previously unknown categories— has been used for this purpose [20]. We consider it 
more appropriate to employ clustering rather than classification, since the latter would 
require providing tags of categories in advance and in real scenarios we usually deal 
with information from the blogosphere without knowing the correct category tag. 

The focus of this research work is to study a novel approach for clustering weblog 
posts according to their topics of discussion. For this purpose, we have based our 
approach in a topic detection method. Topic detection and tracking is a well-studied 
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area [2] [3], which focuses on extraction of significant topics and events from news 
articles. We consider the topic detection task as the problem of finding the most 
prominent topics in a collection of documents; in general terms, identifying a set of 
words that constitute topics in a collection of documents. 

The main contribution in this work is a novel methodology of clustering weblog 
posts based on a topic detection model for text in conjunction with a Self-Term 
Expansion methodology [16]. In our approach we treat the weblog content purely as 
raw text, identifying the different topics inside of the documents and using this 
information in the clustering process.  

In [15], the features of weblogs are discussed, for instance, weblogs can be 
characterized as very short texts and with a general writing style. These are 
undesirable characteristics from a clustering perspective, as not enough discriminative 
information is provided. In order to tackle the particular characteristics of weblogs, 
we employ an expansion methodology, the Self-Term Expansion Methodology [16], 
that does not use external resources, relying only on information included in the 
corpus itself then. Our hypothesis states that the application of this methodology can 
improve the quality of topic clusters, and further that the improvement will be more 
significant where the corpus is composed of well-delimited categories which share a 
low percentage of vocabulary (wide domain corpus). 

The methodology we present consists of four parts. Firstly, it improves the 
representation of the text by means of a Self-Term Enriching Technique. External 
resources are not employed because we consider it difficult to identify appropriate 
linguistic resources for information such weblogs. Secondly, a Term Selection 
Technique is applied in order to select the most important and discriminative 
information of each category thereby reducing processing time for the next two steps. 
The third step is the use of the Latent Dirichlet Allocation method [5], which is a 
generative probabilistic model for discrete data. We use this model to construct a set 
of reference vectors which can be used as categories prototypes for a better and faster 
clustering process. Finally, we use the well-known Jaccard coefficient [14] as a 
similarity measure to form the clusters. 

The rest of this paper is organized as follows. Section 2 presents the related work. 
Section 3 describes the dataset used in the experiments. Section 4 explains our 
approach and the techniques used in our research work. Section 5 shows the obtained 
results. Section 6 provides an analysis of results and, finally, in Section 7 we present 
the conclusions. 

2   Related Work 

There are previous attempts on topic detection in online documents such as in [8], 
where the authors present a topic detection system composed of three modules that 
attempt to model events and reportage in news. The first module (pre-processing) is 
used to select and weight the features, i.e., words that are representative of short 
events. The clustering module is a hybrid technique that uses a slow accurate 
hierarchical method with a fast partitional algorithm. Finally, the last module is the 
presentation module which displays each cluster to the user.  
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The task of finding a set of topic in a collection of documents has also been 
attempted in [21]; the authors based their approach on the identification of clusters of 
keywords that are taken as representation of topics. They have employed the well-
known k-means algorithm to test some distance measures based on a distribution of 
words. The experiments were conducted using Wikipedia articles, reporting acceptable 
results, but the calculation of the distributions seems to be computational expensive.  

Topic detection is also addressed in [18], where the authors present a method 
which uses blogger’s interests in order to extract topic words from weblogs. In this 
approach the authors assume that topic words are words commonly used by bloggers 
who share the same interests, and they use these topic words to compute similar 
interests between each two bloggers by using the cosine similarity measure. A topic 
score is assigned to each word. The processing time is also a problem in this 
approach, as they have pointed out, and the optimization for some of their calculations 
is needed. 

Recently, the clustering of weblogs has become an active topic of research; for 
instance in [13] the authors build a word-page matrix by downloading weblog pages 
and have applied the k-means clustering algorithm with different weights assigned to 
the title, body, and comment parts. In [1], the authors use weblog categories to build a 
category relation graph in order to join different categories; they use edges in the 
category relation graph to represent similarity between different categories and they 
represent nodes as categories. They also consider different values of link strengths 
and level of directories.  

Our approach is focused on detecting the topic clusters contained in the corpus 
itself, and the novel aspect is based on using a topic detection method to identify 
possible references that could be used in the clustering process, and the expansion 
methodology in order to improve the representation of the weblogs. 

3   Description of Dataset 

In this section, we describe the corpus used in our experiments. The corpus is a subset 
of the ICWSM 2009 Spinn3r Blog Dataset1, the content of the data includes metadata 
such as the blog’s homepage, timestamps, etc. The data is in XML format and 
according to the Spinn3r crawling2 documentation; it is further arranged into tiers, 
approximating search engine ranking to some degree.  

Even if the Spinn3r blog dataset contains several blogs sites in a number of 
different languages, we only focused the experiments carried out on the “Yahoo 
Answers”, weblog site3 – in which people share what they know and ask questions on 
any topic that matters to the user, in order to be answered by other users. We have 
extracted from this corpus two distinct subsets (see Fig. 1). The first subset contains 
10 categories with 25,596 posts and vocabulary size of 66,729. It may be considered 
as “narrow domain”, since the vocabulary in the categories is similar. The second 

                                                           
1 The corpus was initially made available for the 2009 Data Challenge at the 3rd International 

AAAI Conference on Weblogs and Social Media, 
http://www.icwsm.org/2009/data/ 

2 http://spinn3r.com/documentation/ 
3 http://answers.yahoo.com/ 
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subset contains 10 categories with 48,477 posts and a vocabulary size of 122,960 
terms. As opposed to the narrow domain subset, it may be considered “wide domain” 
because its categories have a low overlapping vocabulary. 
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Womens_Health 4,262 Languages 1,914 

Politics 2,527 Elections 3,628 

Dogs 3,205 Books_Authors 2,468 

Fig. 1. Topics of discussion of the two datasets (narrow and wide domain) 

Clustering of narrow domains brings additional challenges to the clustering 
process. Moreover, the shortness of this kind of data will make this task more 
difficult. The purpose of constructing two subsets with these characteristics is to 
demonstrate the effectiveness of our method across both wide and narrow domains, 
and also to test the relative effectiveness of the approach in each case. 

Regarding the categories tags, they were only used for gold standard construction 
purposes, and provide a better idea of the subsets used in our experiments. The posts 
are treated as raw text, i.e. we have not used any additional information provided by 
the XML tags. As a preprocessing step, we have removed stop words –high-frequency 
word that has not significant meaning in a phrase– and punctuation symbols as well. 

4   Methodology Proposed 

In this section, we present the techniques used in our approach in order to improve the 
quality of clusters. This methodology clusters weblog posts using prototypes as 
reference, therefore, we have also called this approach prototype/topic based 
clustering. Our approach is composed of three steps: the Self-Term Expansion 
Methodology (S-TEM), which consists of a Self-Term Enriching Technique and a 
Term Selection Technique. This is followed by the application of the Latent Dirichlet 
Allocation model and the prototype/topic based clustering process. 

4.1   Self-Term Expansion Methodology 

The Self-Term Expansion Methodology [16] comprises a twofold process: the Self-
Term Enriching Technique, which is a process of replacing terms with a set of co-
related terms, and a Term Selection Technique with the role of identifying the 
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relevant features. The idea behind Term Expansion has been studied in previous 
works such as [17] and [9] in which external resources have been employed. Term 
expansion has been used in many areas of natural language processing as in word 
disambiguation in [4], in which WordNet [7] is used in order to expand all the senses 
of a word. However, in the particular case of the S-TEM methodology, we use only 
the information being clustered to perform the term expansion, i.e., no external 
resource is employed. 

The technique consists of replacing terms of a web post with a set of co-related 
terms. We consider it particularly important to use the intrinsic information of the 
data set itself. A co-occurrence list is calculated from the target dataset by applying 
the Pointwise Mutual Information (PMI) [14]. PMI provides a value of relationship 
between two words; however, the level of this relationship must be empirically 
adjusted for each task. In this work, we found PMI equal or greater than 3 to be the 
best threshold. This threshold was established empirically. In other experiments [16], 
a threshold of 6 was used; however, in weblog documents correlated terms are rarely 
found. This list will be used to expand every term of the original corpus. 

The Self-Term Enriching Technique is defined formally in [16] as follows: Let D 
= {d1, d2, . . . , dn} be a document collection with vocabulary V(D). Let us consider a 
subset of V (D)×V (D) of co-related terms as RT= {(ti, tj)|ti, tj V(D)} The RT 
expansion of D is D’ = {d’1, d’2, . . . , d’n}, such that for all di  D, it satisfies two 
properties: 1) if tj  di then tj  d’i, and 2) if tj di then t’j d’i, with (tj , t’j)  RT. 
If RT is calculated by using the same target dataset, then we say that D’ is the Self-
Term Expansion version of D. The degree of co-occurrence between a pair of terms is 
determined by a co-ocurrence method, this method is based on the assumption that 
two words are semantically similar if they occur in similar contexts [10]. 

The Term Selection Technique helps us to identify the best features for the 
clustering process. However, it is also useful to reduce the computing time of the 
clustering algorithms. In particular, we have used Document Frequency (DF) [19], 
which assigns the value DF(t) to each term t, where DF(t) means the number of posts 
in a collection, where t occurs. The Document Frequency technique assumes that low 
frequency terms will rarely appear in other documents; therefore, they will not have 
significance on the prediction of the class of a document.  

4.2   Latent Dirichlet Allocation Model 

In general, a topic model is a hierarchical Bayesian model that associates each 
document to a probability distribution over topics. The Latent Dirichlet Allocation 
(LDA) model [5] is derived from the idea of discovering short descriptions of the 
members of a collection, in particular discrete data, in order to allow efficient 
processing of huge collections, while keeping the essential statistical relationships that 
may be used in other tasks such as classification.  

There are other sophisticated approaches that use dimensionality reduction 
techniques such as Latent Semantic Indexing (LSI) [6], which can achieve significant 
compression in large corpora using single value decomposition of the X matrix to 
identify a linear subspace in the space of tf-idf features by capturing most of the 
variance in the corpora. An alternative model is probabilistic Latent Semantic Index 
(pLSI) [11], in which the main idea is to model each word in a document as a sample 
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5   Experiments 

In this section, we present the experiments and results using the approach proposed in 
this research work. These experiments were carried out over the two subsets described 
in Section 3. 

5.1   Wide Domain Subset 

Fig. 3 presents a comparison of our approach against the baseline for the wide domain 
corpus. We have obtained the baseline by generating the prototypes with the LDA 
method from the original posts, i.e., without using the S-TEM methodology in the 
construction of the prototypes, and finally, clustering the posts with the Jaccard 
coefficient. We have summarized the results in the graph showing the minimum, 
maximum and average F-measure value obtained from the different percentage of 
vocabulary selected (from 10% to 90% with steps of 10%) with the Term Selection 
Technique in the S-TEM methodology. 

 

Fig. 3. Clustering results using the “wide” domain corpus 

The objective of using this selection is to reduce the noise (terms included in more 
than one category that can be highly correlated with discriminative information) 
generated by the enriching technique and to highlight the most important features of each 
category. We have obtained the best results when we have selected 10% of vocabulary 
(achieving an F-measure value of 0.53). It means that after the enriching process, it only 
needs 10% of the vocabulary to generate the best prototypes. We have also confirmed 
that in all the cases we have outperformed the baseline (0.26 in the best case). We have 
limited the number of terms selected by the LDA method from 100 to 3,000 terms per 
topic in order to confirm the minimum number of terms for the prototype which can give 
us acceptable results in the clustering process. Furthermore, by reducing the number of 
terms, we can reduce the processing time for the clustering task. 

5.2  Narrow Domain Subset 

In Fig. 4 we present the improvement that the S-TEM methodology provides to this 
clustering approach for the narrow domain corpus. In this particular case the gap 
between the baseline and the average is smaller. 
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Fig. 4. Clustering results using the “narrow” domain corpus 

In other words, the performance of our methodology is not as high as that obtained 
with wide domain, but in any case we still achieve an improvement. We consider that 
the reduced improvement in this domain is due to the fact that when the enrichment 
process expands the corpus, it introduces some noisy terms, i.e., terms that share 
many categories in this kind of domain. Even if we have used the Term Selection 
Technique to avoid this noisy information, it is difficult to highlight the discriminative 
information of each category. All of this makes the clustering task more difficult. 
Therefore, the size of the each document (in this case, weblog posts) is another 
important factor involved in this complex clustering process. 

6   Analysis of Results 

In this section, we discuss the results obtained in the experiments. As we expected we 
have obtained the best results with the wide domain corpus, because the categories 
share a low percentage of vocabulary. On the other hand, the narrow domain has a 
very high overlapping vocabulary between categories, which is a very important 
factor reflected in the clustering process. We have found out that the S-TEM 
methodology can help the generation of prototypes because the LDA has taken 
advantage of the expansion methodology. The improvement of the representation that 
S-TEM gives to the narrow domain posts is less because of the high overlapping 
vocabulary, and also the noise introduced by the enriching process derived from the 
Pointwise Mutual Information that is based on the frequency of correlated terms. It is 
also important to mention that we have outperformed the baseline in both cases 
(narrow and wide domain).  

An additional aspect found in our experiment and shown in Figures 3 and 4 is that 
using nearly a thousand terms per category in the prototypes is good enough to get 
acceptable result the clustering process this may impact in the processing time due to 
we can manage relatively low-dimension vectors. 

7   Conclusions and Further Work 

We have presented a novel methodology to cluster weblogs based on a generative 
probabilistic model (LDA) in conjunction with an enriching methodology (S-TEM) 
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applied to two different kind of corpus, one considered as “narrow” domain with very 
similar categories, and other considered as “wide” domain with low overlapping 
vocabulary or dissimilar categories.  

We have confirmed that our approach works well with wide domain corpora 
obtaining 0.53 in F-measure with just 10% of the vocabulary to generate the best 
prototypes and it has also shown improved results (albeit with a smaller gain) with 
narrow domains. Finally, due to the simplicity of the clustering method used, our 
approach has shown acceptable ranges in the processing time. 

In future work, we plan to modify our approach and cluster the expanded posts 
used in the generation of the prototypes with the objective of giving better 
information to the clustering process and improve representation of the post in 
particular in narrow domain. We are also interested in working on the scalability of 
our approach in order to be able to manage data sets with huge number of documents 
and classes. To further this aim, we are intending to adapt the approach described in 
[12]. 
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Abstract. Word Sense Disambiguation (WSD) is considered one of

the most important problems in Natural Language Processing [1]. It

is claimed that WSD is essential for those applications that require of

language comprehension modules such as search engines, machine trans-

lation systems, automatic answer machines, second life agents, etc. More-

over, with the huge amounts of information in Internet and the fact that

this information is continuosly growing in different languages, we are

encourage to deal with cross-lingual scenarios where WSD systems are

also needed. On the other hand, Lexical Substitution (LS) refers to the

process of finding a substitute word for a source word in a given sen-

tence. The LS task needs to be approached by firstly disambiguating the

source word, therefore, these two tasks (WSD and LS) are somehow re-

lated. In this paper, we present a näıve approach to tackle the problem of

cross-lingual WSD and cross-lingual lexical substitution. We use a bilin-

gual statistical dictionary, which is calculated with Giza++ by using the

EUROPARL parallel corpus, in order to calculate the probability of a

source word to be translated to a target word (which is assumed to be

the correct sense of the source word but in a different language). Two

versions of the probabilistic model are tested: unweighted and weighted.

The results were compared with those of an international competition,

obtaining a good performance.

1 Introduction

Word Sense Disambiguation is a task that consists in selecting the correct sense
of a given ambiguous word in a given context. There are several approaches that
have been proposed for WSD [1], however, the problem of automatic WSD has
not been resolved. Competitions such as Senseval1 and recently SemEval2 have
also motivated the generation of new systems for WSD, providing an interesting
� This work has been partially supported by the CONACYT project #106625, as well
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1 http://www.senseval.org/
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environment for testing those systems. Despite the WSD task has been studied
for a long time, the expected feeling is that WSD should be integrated into real
applications such as mono and multi-lingual search engines, machine translation
systems, automatic answer machines, etc [1]. Different studies on this issue have
demonstrated that those applications benefit from WSD. For instance, the case
of machine translation [2,3].

Even if the problem of WSD is difficult when dealing in only one language,
when we consider its cross-lingual version (C-WSD), this problem becomes to
be much more complex. In this case, it is needed not only to find the correct
translation, but this translation must consider the contextual senses of the orig-
inal sentence (in a source language), in order to find the correct sense (in the
target language) of the source word.

For the experiments carried out in this paper, we have considered English
as the source language and Spanish as the target language. We do not use an
inventory of senses, as the most of the WSD systems do. Instead, we attempt
to find those senses automatically by means of a bilingual statistical dictionary
which is calculated on the basis of the IBM-1 translation model3, by using the
EUROPARL parallel corpus4. In this way, we obtain a set canditate translations
for the source ambiguous word and applying a probabilistic model we may rank
those translations in order to determine the most probable word/sense for the
ambiguous word.

We have also considered the problem of Cross-lingual Lexical Substitution(C-
LS) for the experiments presented in this paper. The aim was to test the results ob-
tained in C-WSD to solve the problem of C-LS. In general, the C-LS problem may
be defined as follows: given a paragraph and a source word, the goal is to provide
several correct translations for that word in a given language, with the constraint
that the translations fit the given context in the source language. We consider this
task to be a step forward of the English lexical substitution task from SemEval-
2007 [4], but this time the problem is considered in a cross-lingual scenario.

The rest of this paper is structured as follows. Section 2 presents the two
datasets used in the experiments. In Section 3 we define the probabilistic model
used as classifier for both, the cross-lingual WSD and LS. The experimental
results are shown in Section 4 together with a discussion of findings. Finally, the
conclusions and further work are given in Section 5.

2 Datasets

For the experiments conducted on cross-lingual word sense disambiguationwe have
used 25 polysemous English nouns. We selected five nouns (movement, plant, oc-
cupation, bank and passage), each with 20 example instances, for conforming a
development corpus. The remaining polysemous nouns (twenty) were considered
for a test corpus. In the case of the test corpus, we used 50 instances per noun. A
list of the ambiguous nouns of the test corpus may be seen in Table 1.
3 We used Giza++ (http://fjoch.com/GIZA++.html)
4 http://www.statmt.org/europarl/

http://fjoch.com/GIZA++.html
http://www.statmt.org/europarl/
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Table 1. Test set for the cross-lingual WSD task

Noun name

coach education execution figure

job post pot range

rest ring mood soil

strain match scene test

mission letter paper side

Table 2. Development set for the cross-lingual lexical substitution task

Polysemous word name

take v stand v run v manage v lie v

forget v fix v find v fear v bar v

well r tight r severely r nearly r finally r

wild n stand n gall n film n examination n

dark n cross n can n bar n wild a

rough a rich a reasonable a outdoor a neat a

nasty a grim a cross a bright a

On the other hand, for the experiments carried out on the cross-lingual lexi-
cal substitution we employed two corpora: the development corpus and the test
corpus. In Table 2 we may see the different polysemous words used in the de-
velopment corpus. Whereas, Table 3 shows the different ambiguous words used.
As may be seen in the case of the C-LS task, we have considered other gram-
matical categories different than nouns. We denoted verbs with v, nouns with n,
adjectives with a and adverbs with r.

3 A Näıve Bayes Approach to WSD and LS

In this section it is presented an overview of the presented system, but also we
further discuss the particularities of the general approach for each task evaluated.
We will start this section by explaining the manner we deal with the C-WSD
problem.

3.1 Cross-Lingual Word Sense Disambiguation

In Figure 1 we may see the complete process of approaching the problem of
cross-lingual WSD.

We have approached the cross-lingual word sense disambiguation task by
means of a probabilistic system which considers the probability of a word sense
(in a target language), given a sentence (in a source language) containing the
ambiguous word. In particular, we used the Naive Bayes classifier in two different
ways. First, we calculated the probability of each word in the source language of
being associated/translated to the corresponding word (in the target language).
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Table 3. Test set for the cross-lingual lexical substitution task

Polysemous word name

work v wind v touch v throw v tap v

strike v skip v show v shed v see v

return v render v put v pass v order v

let v hold v go v fire v drop v

draw v dismiss v clear v clean v check v

charge v carry v call v burst v bring v

acquire v yet r right r only r now r

late r hard r forward r closely r away r

around r about r way n test n strain n

side n shot n shade n scene n ring n

rest n range n pulse n pot n post n

paper n mission n match n mass n lead n

investigator n girl n function n figure n field n

execution n coach n cap n bug n board n

blow n account n tender a strong a straight a

stiff a special a solid a soft a serious a

rude a raw a profound a poor a open a

new a live a light a liberal a informal a

heavy a good a fundamental a fresh a flat a

extended a dry a clear a civil a blue a

Fig. 1. An overview of the presented approach for cross-lingual word sense disambigua-

tion
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The probabilities were estimated by means of a bilingual statistical dictionary
which is calculated using the Giza++ system over the EUROPARL parallel cor-
pus. We filtered this corpus by selecting only those sentences which included
some senses of the ambiguous word which were obtained by translating this am-
biguous word on the Google search engine. The second approach considered a
weighted probability for each word in the source sentence. The closer a word of
the sentence to the ambiguous word, the higher the weight given to it.

In other words, given an English sentence S = {w1, w2, · · · , wk, · · · , wk+1, · · · }
with the ambiguos word wk in position k. Let us consider N candidate transla-
tions of wk, {tk1 , tk2 , · · · , tkN} obtained somehow (we will further discuss about this
issue in this section). We are insterested on finding the most probable candidate
translations for the polysemous word wk. Therefore, we may use a Näıve Bayes
classifier which considers the probability of tki given wk. A formal description of
the classifier is given as follows.

p(tki |S) = p(tki |w1, w2, · · · , wk, · · · ) (1)

p(tki |w1, w2, · · · , wk, · · · ) =
p(tki )p(w1, w2, · · · , wk, · · · |tki )

p(w1, w2, · · · , wk, · · · ) (2)

We are interested on finding the argument that maximizes p(tki |S), therefore,
we may avoid calculating the denominator. Moreover, if we assume that all the
different translations are equally distributed, then Eq. (2) must be approximated
by Eq. (3).

p(tki |w1, w2, · · · , wk, · · · ) ≈ p(w1, w2, · · · , wk, · · · |tki ) (3)

The complete calculation of Eq. (3) requires to apply the chain rule. However, if
we assumed that the words of the sentence are independent, then we may rewrite
Eq. (3) as Eq. (4).

p(tki |w1, w2, · · · , wk, · · · ) ≈
|S|∏

j=1

p(wj |tki ) (4)

The best translation is obtained as shown in Eq. (5). Nevertheless the position
of the ambiguous word, we are only considering a product of the probabilites of
translation. Thus, we named this approach, the unweighted version. Algorithm
1 provides details about implementation.

BestSenseu(S) = arg max
tk
i

|S|∏

j=1

p(wj |tki ) (5)

with i = 1, · · · , N .
A second approach (weighted version) is also proposed as shown in Eq. (6).

Algorithm 2 provides details about implementation.

BestSensew(S) = arg max
tk
i

|S|∏

j=1

p(wj |tki ) ∗ 1
k − j + 1

(6)

with i = 1, · · · , N .
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Algorithm 1. An unweighted näıve Bayes approach to cross-lingual WSD
Input: A set Q of sentences: Q = {S1, S2, · · · };
Dictionary = p(w|t): A bilingual statistical dictionary;

Output: The best word/sense for each ambiguous word wj ∈ Sl

for l = 1 to |Q| do1

for i = 1 to N do2

Pl,i = 1;3

for j = 1 to |Sl| do4

foreach wj ∈ Sl do5

if wj ∈ Dictionary then6

Pl,i = Pl,i ∗ p(wj |tk
i );7

else8

Pl,i = Pl,i ∗ ε;9

end10

end11

end12

end13

end14

return arg maxtk
i

∏|S|
j=1 p(wj |tk

i )15

With respect to the N candidate translations of the polysemous word wk,
{tk1 , t

k
2 , · · · , tkN}, we have used of the Google translator5. Google provides all

the possible translations for wk with the corresponding grammatical category.
Therefore, we are able to use those translations that match with the same gram-
matical category of the ambiguous word. Even if we attempted other approaches
such as selecting the most probable translations from the statistical dictionary,
we confirmed that by using the Google online translator we obtain the best re-
sults. We consider that this result is derived from the fact that Google has a
better language model than we have, because our bilingual statistical dictionary
was trained only with the EUROPARL parallel corpus.

The experimental results of both, the unweighted and the weighted versions
of the presented approach for cross-lingual word sense disambiguation are given
in Section 4.

3.2 Cross-Lingual Lexical Substitution

In Figure 2 we may see the complete process of approaching the problem of
cross-lingual lexical substitution. Notice that this task is complemented by the
WSD solver.

This module is based on the cross-lingual word sense disambiguation system.
Once we knew the best word/sense (Spanish) for the ambiguous word (English),
we lemmatized the Spanish word. We searched, at WordNet, the synonyms of
this word (sense) that agree with the grammatical category (noun, verb, etc) of
the query (source polysemous word).
5 http://translate.google.com.mx/

http://translate.google.com.mx/
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Algorithm 2. A weighted näıve Bayes approach to cross-lingual WSD
Input: A set Q of sentences: Q = {S1, S2, · · · };
Dictionary = p(w|t): A bilingual statistical dictionary;

Output: The best word/sense for each ambiguous word wj ∈ Sl

for l = 1 to |Q| do1

for i = 1 to N do2

Pl,i = 1;3

for j = 1 to |Sl| do4

foreach wj ∈ Sl do5

if wj ∈ Dictionary then6

Pl,i = Pl,i ∗ p(wj |tk
i ) ∗ 1

k−j+1
;7

else8

Pl,i = Pl,i ∗ ε;9

end10

end11

end12

end13

end14

return arg maxtk
i

∏|S|
j=1 p(wj |tk

i ) ∗ 1
k−j+115

Fig. 2. An overview of the presented approach for cross-lingual lexical substitution
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Table 4. Description of runs

Run name Description

FCC-WSD1 : Best translation (one target word) / unweighted version

FCC-WSD2 : Ten best translations (ten target words - oof) / unweighted version

FCC-WSD3 : Best translation (one target word) / weighted version

FCC-WSD4 : Ten best translations (ten target words - oof) / weighted version

4 Experimental Results

In this section we present the obtained results for both, the cross-lingual word
sense disambiguation task and the cross-lingual lexical substitution task.

4.1 Cross-Lingual Word Sense Disambiguation

In Table 5 we may see the results we have obtained with the different versions of
the presented approach. In particular, we have tested four different runs which
correspond to two evaluations for each different version of the probabilistic clas-
sifier. The description of each run is given in Table 4.

In the same Table we can find a comparison of our runs with others ap-
proaches presented at the SemEval-2 competition. The UvT team submitted
four runs (UvT-WSD1 and UvT-WSD2 for the both best and the oof evaluation)
which make use of a k-nearest neighbour classifier to build one word sense for
each target ambiguous word, and select translations from a bilingual dictionary
obtained by executing the GIZA package on the EUROPARL parallel corpus
[5]. The University of Heidelberg participated submitting other four runs (UHD-
1 and UHD-2 for both the best and the oof evaluation). They approached the
cross-lingual word sense disambiguation by finding the most appropriate trans-
lation in different languages on the basis of a multilingual co-ocurrence graph,
which is automatically induced from the target words aligned contexts found
in the EUROPARL and JRC-Arquis parallel corpora [5]. Finally, there was an-
other team which submitted two runs: ColEur1 (best evaluation) and ColEur2
(oof evaluation) with a supervised approach that uses the translations obtained
with GIZA from the EUROPARL parallel corpus in order to distinguish be-
tween senses in the English source sentences [5]. In general, we may see that
all the teams used the GIZA software in order to find a bilingual statistical
dictionary. Therefore, the main differences among all these approaches are in
the way that they represents the original ambiguous sentence (including the
pre-processing stage), and the manner the teams filter the results obtained by
GIZA.

We obtained a better performance with those runs that were evaluated with
the ten best translations than with those that were evaluated with only the best
ones. This fact lead us to consider in further work to improve the ranking of
the translations found by our system. On other hand, the unweighted version
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Table 5. Evaluation of the cross-lingual word sense disambiguation task

System name Precision (%) Recall (%)

UvT-WSD1 23.42 23.42

UvT-WSD2 19.92 19.92

FCC-WSD1 15.09 15.09

FCC-WSD3 14.43 14.43

UHD-1 20.48 16.33

UHD-2 20.2 16.09

ColEur1 19.78 19.59

System name Precision (%) Recall (%)

UvT-WSD1 42.17 42.17

UvT-WSD2 43.12 43.12

FCC-WSD2 40.76 40.76

FCC-WSD4 38.46 38.46

UHD-1 38.78 31.81

UHD-2 37.74 31.3

ColEur2 35.84 35.46

a) Best translation b) Five best translations (oof)

of the proposed classifier improved the weighted one. This behavior was unex-
pected, because in the development dataset, the results were opposite. We got a
better performance than other systems, and those runs that outperformed our
system runs did it by around 3% of precision and recall in the case of the oof
evaluation.

4.2 Cross-Lingual Lexical Substitution

In Table 6 we may see the obtained results for the cross-lingual lexical substi-
tution task. The obtained results are low in comparison with the best one (the
complete description of all the runs may be found in [6]). Since this task relies
on the C-WSD task, then a lower performance on the C-WSD task will conduct
to a even lower performance in C-LS. Firstly, we need to improve the C-WSD
solver. In particular, we need to improve the ranking procedure in order to ob-
tain a better translation of the source ambiguous word. Moreover, we consider
that the use of language modeling would be of high benefit, since we could test
whether or not a given translation together with the terms in its context would
have high probability in the target language.

Table 6. Evaluation of the cross-lingual lexical substitution task (the ten best results

- oot)

System name Precision (%) Recall (%)

UvT-v 58.91 58.91

UvT-g 55.29 55.29

UBA-W 52.75 52.75

WLVUSP 48.48 48.48

UBA-T 47.99 47.99

USPWLV 47.6 47.6

ColSlm 43.91 46.61

ColEur 41.72 44.77

TYO 34.54 35.46

IRST-1 31.48 33.14

FCC-LS 23.9 23.9

IRSTbs 8.33 29.74
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5 Conclusions and Further Work

In this paper we have presented a system for cross-lingual word sense disam-
biguation and cross-lingual lexical substitution. The approach uses a Näıve Bayes
classifier which is feed with the probabilities obtained from a bilingual statistical
dictionary. Two different versions of the classifier, unweighted and weighted were
tested. The results were compared with those of an international competition,
obtaining a good performance. As further work, we need to improve the rank-
ing module of the cross-lingual WSD classifier. Moreover, we consider that the
use of a language model for Spanish would highly improve the results on the
cross-lingual lexical substitution task.
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Abstract. The meaning of word combination such as give a book or lend 
money can be obtained by mechanically combining the meaning of the two 
constituting words: to give is to hand over, a book is a pack of pages, then to 
give a book is to hand over a pack of pages. However, the meaning of such 
word combinations as give a lecture or lend support is not obtained in this way: 
to give a lecture is not to hand it over. Such word pairs are called collocations. 
While their meaning cannot be derived automatically from the meaning of their 
constituents, we show how to predict the meaning of a previously unseen word 
combination using semantic regularities we observe in a training set of 
collocations whose meaning has been specified manually. 

1   Introduction 

In natural language, individual words can either combine freely or form so-called 
collocations. The meaning of a free word combination can be understood from the 
meaning of its constituents. In particular, in automatic text understanding, semantic 
representation of a free word combination can be constructed by concatenating two 
definitions. For example, to make is ‘to create’, a dress is ‘a piece of clothes’, thus to 
make a dress is ‘to create a piece of clothes’. However, the combination to make an 
announcement means ‘to communicate information’ but not ‘to create information’. 
That is, simply concatenating the two definitions does not work here: while one 
word’s meaning is literal, the other’s is quite different. Such word combinations are 
called collocations. For example: to make an announcement, to give a lecture, to pose 
an obstacle. 

The word used in a collocation in its literal, or typical, meaning is called the base 
of the collocation, and the other word, the collocate. In a collocation (e.g., make an 
announcement), the collocate (make) acquires a meaning (‘communicate’) different 
from its typical meaning (‘create’), i.e., the meaning it has in free word combinations 
(e.g., make a dress). 

Collocations present a difficulty in automatic text understanding because the 
dictionaries usually do not include as senses all meanings that a word can have in 
collocations. One solution to this problem is to include all such meanings in the 
dictionary: with each word, add senses corresponding to all the meanings this word 
can have as a collocate in some collocation, along with the corresponding base. This, 
however, would be time and space consuming. What is more, such list of senses 
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would always be incomplete, since new collocations constantly appear in the 
language. A better solution is to build a system capable of predicting those new 
meanings on the fly. 

In this paper we examine the latter approach. We look for semantic patterns in 
collocations and train a system to detect them, in order to predict a meaning of 
previously unseen collocations. 

It has been observed in linguistic research that different collocates may express the 
same meaning. For example, consider collocations deliver a lecture, take a walk, pose 
an obstacle. Though the nouns functioning as bases in these collocations (lecture, 
walk, obstacle) show diverse semantics, the collocates expressed by the verbs have 
the same semantic content, namely ‘to do, perform, carry out something’. In 
collocations plant a garden, give surprise, create a difficulty, all the verbs have the 
meaning ‘to cause that something come into existence’.   Thus, the first group of 
collocation has the semantic pattern “do what is denoted by the base” and the second 
group, “cause that what denoted by the base come into existence”. Semantic patterns 
can be specified using a formalism called lexical function1. 

Lexical function (LF) is defined in lexical semantics [2] as a function that 
associates a word with a corresponding word such that the latter expresses a given 
abstract meaning indicated by the name of lexical function. The concept of lexical 
function was introduced in linguistics as an element of functional models of natural 
language called Meaning-Text Models. The framework of the said models is 
Meaning-Text Theory. For details, see [6] and [3].  About 70 lexical functions have 
been identified. Each LF has been given a name in the form of an abbreviated Latin 
word whose meaning corresponds to the semantics of collocation. LF takes an input, 
termed the keyword, and produces the output, termed the value of LF. The notation of 
LF also includes information of syntactic structure of utterances where the keyword is 
used together with the LF’s value in a collocation. The syntactic structure is encoded 
with a string of integers put as an index after the LF’s name. Integer values specify 
semantic roles of LF’s keyword. For example, 1 stands for the agent, 2 stands for the 
patient, etc. Positions of integers in the string signify syntactic functions. First 
position in the string stands for subject, the second for direct object, etc. For example, 
the string 12 says that the subject is the agent, and the direct object is the patient. We 
illustrate the above said with the examples given in Table 1, where K stands for 
keyword. Meanings of LFs are taken from [7]. 

Table 1 presents simple lexical functions which capture a single semantic element. 
There are collocations where the collocate may express a complex meaning including 
more than one semantic element. The semantic structure of such collocations are 
represented by complex semantic functions. Examples of some complex LFs are 
given in Table 3 of Section 4. 

The rest of the paper is organized as follows. Section 2 defines the problem; 
Section 3 sketches related work and presents state of the art results. Section 4 
describes the dataset and classification methods. The results obtained in our 
experiments are discussed in Section 5. Finally, Section 6 gives conclusions and 
speaks of future work. 

                                                           
1 Not to be confused with a similar term used in computer programming.  
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2   Problem 

Our task is to examine performance of supervised learning algorithms for 
classification of Spanish collocations according to the typology of LFs. The system is 
trained on a manually build corpus of verb-noun collocations annotated with LFs. 
Then the system is tested for recognition of eight LFs chosen for the experiments and 
the class of free word combinations (FWC), which gives us the total of nine semantic 
classes. We aim at detecting classifiers whose performance is best for each of these 
semantic classes. 

Table 1. Examples of lexical functions 

LF Meaning Keyword Value Syntactic 
structure Example 

Oper1 support lend Subject is the 
agent of K. 

The company  
lends support to  
charity. 

Oper2 
Lat. operari – ‘to do, 
carry out’ resistance meet Subject is the 

patient of K. 
Allied Forces 
 meet resistance 
in Afganistan. 

Labor12 Lat. laborare – ‘to work, 
toil’ 

control keep 
under 

Subject is the 
agent of K, direct 
object is the 
patient of K. 

Sometimes people 
can not keep 
 stress under 
control. 

Real1 Lat. realis – ‘real’. The 
values are verbs meaning 
‘to fulfill the requirement 
of K’. 

obligation fulfill The same as for 
Oper1. 

Adult children  
must fulfill their 
obligation to care 
for elderly 
parents. 

Stop2 Lat. stuppare  – ‘to stop 
up, to plug’. The values 
are verbs meaning ‘to 
stop functioning’. 

breath loose The same as for 
Oper2. 

She suddenly lost 
her breath and 
turned very pale. 

3   Related Work 

It was mentioned in the Introduction that the concept of lexical functions was first 
elaborated in the frame of Meaning-Text Theory. Some research has been done on 
automatic detection of lexical functions. L. Wanner [13] proposed to view the task of 
LF detection as automatic classification of collocations according to LF typology. To 
fulfill this task, the nearest neighbor machine learning technique was used. Datasets 
included Spanish verb-noun pairs annotated with nine LFs. Every example in the 
datasets was represented by its hyperonyms retrieved from the Spanish part of 
EuroWordNet [12]. Every hyperonym was accompanied by its Basic Concepts and 
Top Concepts. A candidate instance was assigned that LF whose prototype was the 
most similar to the instance. Similarity was measured using path length in hyperonym 
hierarchy. These experiments gave the average F-measure of about 70%. 
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For classification of Spanish verb-noun collocations by LFs, Wanner et al. [14] 
applied four machine learning methods, namely, Nearest Neighbor technique, Naïve 
Bayesian network, Tree-Augmented Network Classification technique and a decision 
tree classification technique based on the ID3-algorithm. Experiments were carried 
out for two groups of verb-noun collocations. The first group included collocations 
where nouns belonged to the semantic field of emotions. In the second group, nouns 
were field-independent. In Section 5, we compare our results with those of [14] for 
verb-noun bigrams with field-independent nouns. 

Alonso Ramos et al. [1] extracted collocations support verb + object from 
FrameNet corpus of examples [8]. Then they checked if the extracted collocations are 
of Opern. Their algorithm employ some syntactic, semantic and collocation 
annotations in the FrameNet corpus which serve as LF indicators. The proposed 
algorithm was tried out on a set of 208 instances and showed 76% accuracy. The 
authors come to a conclusion that it is feasible to extract and classify collocations 
according to LFs using semantically annotated corpora. Since the formalism of lexical 
function represents the correspondence between the keyword’s semantic valency and 
of syntactic patterns together with semantic contents of collocation, such a conclusion 
sounds rather reasonable. 

4   Data and Methodology 

Our approach is based on supervised machine learning algorithms as implemented in 
the WEKA version 3-6-2 toolset [4, 15, 10]. Table 2 lists 68 classifiers tested for 
distinguishing between lexical functions. Table 3 presents LFs chosen for the 
experiments. LF meaning descriptions are taken from [7] and [13]; K stands for 
keyword. Examples are taken from the list of verb-noun pairs used in the experiments. 
The verb is the value of a corresponding LF, the noun is the keyword. Since examples 
are not grammatically well-formed utterances, the words are put in the form they 
appear in dictionary entries, with the exception of the verbs for Func0 as explained 
further. The use of articles in the verb-noun pairs may vary depending on the context 
in which they are used in speech. 

Now we give an explanation why the verbs for Func0 are not used in their 
dictionary form in Table 3. This touches upon a peculiarity of the Spanish syntax. In 
Spanish, the pattern verb + noun, where the noun is the subject of the verb noun, is 
not as rare as in English, where the subject typically precedes the verb. For example, 
it is common to see such headings in newspapers as, for instance, Sube inflación en 
Eurozona a 1.4%, lit. Rises inflation in Eurozone by 1.4% (cited from the newspaper 
Excelsior, issue of April 16, 2010). Verbs which are values of Func0 are used in 
utterances with their keywords as the subjects, so to give an example of a verb-noun 
pair where the verb is the value of Func0, we have to put the verb in the form that 
corresponds to the dictionary form of the noun, i.e., the verb has the form of 3rd 
person, singular number, present tense, indicative mood. The same is valid for the 
English translation. The words in the example hace un mes are always used in this 
word order. The corresponding English translation is a month ago. In English, there is 
no verb which is the exact equivalent of the verb hacer in the expression hace un mes, 
so hacer is translated not with a verb but the adverb ago.  
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For the experiments, we used the a list of the 1000 most frequent verb-noun pairs 
extracted automatically from the Spanish Web Corpus in the Sketch Engine [5]. All 
collocations in this list were annotated with lexical functions by human experts, who 
also tagged all the words in the collocations with word senses of the Spanish 
WordNet [9, 12]. The words in the pairs which are free word combinations (FWC) 
were also tagged with word senses and viewed as belonging to its own semantic class. 
Thus in our experiments, we treat FWC as a lexical function.   

Table 2. WEKA classifiers trained to distinguish between lexical functions 

AODE                                  ClassificationViaClustering      VFI 
AODEsr                                 ClassificationViaRegression     ConjunctiveRule        
BayesianLogisticRegression   CVParameterSelection              DecisionTable            
BayesNet                               Dagging                           JRip                            
HNB                                    Decorate                                NNge                          
NaiveBayes                             END                             OneR                          
NaiveBayesSimple                  EnsembleSelection                    PART                         
NaiveBayesUpdateable           FilteredClassifier                     Prism                         
WAODE Grading                                 Ridor                          
LibSVM                         LogitBoost                              ZeroR 
Logistic                          MultiBoostAB                          ADTree                      
RBFNetwork                    MultiClassClassifier                 BFTree                       
SimpleLogistic                  MultiScheme                           DecisionStump           
SMO                               OrdinalClassClassifier              FT                               
VotedPerceptron                  RacedIncrementalLogitBoost   Id3                              
Winnow            RandomCommittee                   J48                              
IB1                                     RandomSubSpace                     J48graft                      
IBk                                    RotationForest                         LADTree                    
KStar                                   Stacking                                RandomForest            
LWL     StackingC                            RandomTree               
AdaBoostM1                           ThresholdSelector                   REPTree                     
AttributeSelectedClassifier     Vote         SimpleCart                 
Bagging                             HyperPipes                             

 
Input files were constructed in the Attribute-Relation File Format (ARFF) [11] 

accessible by WEKA classifiers. For each verb-noun pair, we used binary feature 
representation. For each word in the list of annotated verb-noun pairs, all its 
hyperonyms were retrieved from the Spanish WordNet referenced above, and the 
word itself is considered as the zero-level hyperonym. This gives 654 features to 
represent the nouns, and 280 features to represent the verbs. Each verb-noun pair in 
the training set is represented as a vector: 

v1, v2, ..., v654, n1, n2, ..., n280, LF, 

where vn, nk can be 0 or 1, and LF is a categorical feature having the value yes for 
positive instances of LF for which classification is done, and no for negative 
instances. Negative instances are collocations that belong to all other LFs in the list of 
collocations except to the LF chosen for classification. 

The performance of WEKA classifiers was evaluated by comparing the values of 
precision, recall, and F-measure using 10-fold cross-validation. The precision is the 



 Supervised Learning for Semantic Classification of Spanish Collocations 367 

proportion of the examples which truly have class x among all those which were 
classified as class x. The recall is the proportion of examples which were classified as 
class x, among all examples which truly have class x. The F-measure is: 

RecallPrecision

RecallPrecision
2F

+
××=  (1)

Table 3. Lexical functions chosen for the experiments 

Collocation: LF value + keyword LF Meaning 
Spanish English translation 

Oper1  Lat. operare – ‘to do, 
perform’. Experience 
(if K is an emotion), 
carry out K. 

alcanzar un objetivo 
aplicar una medida 
corregir un error 
satisfacer una 
necesidad 

achieve a goal 
apply a measure 
correct a mistake 
satisfy a necessity  

Oper2 Undergo K, be source 
of K 

aprender una lección 
obtener una respuesta 
recibir ayuda 
sufrir un cambio 

learn a lesson 
get an answer  
receive help 
suffer a change  

IncepOper1 Lat. incipere – ‘to 
begin’. Begin to do, 
perform, experience, 
carry out K.   

adoptar una actitud  
cobrar importancia  
iniciar una sesión 
tomar posición 

take an attitude  
acquire importance 
start a session 
obtain a position  

ContOper1 Lat. continuare – ‘to 
continue’. Continue to 
do, perform, 
experience, carry out 
K. 

guardar silencio 
mantener el equilibrio 
seguir un modelo 
llevar una vida 
(ocupada) 

keep silence 
keep one’s balance 
follow an example 
lead a (busy) life  

Func0 Lat. functionare – ‘to 
function’. K exists, 
takes place, occurs.  

el tiempo pasa  
hace un mes  
una posibilidad cabe  
la razón existe  

time flies  
a month ago  
there is a possibility 
the reason exists   

CausFunc0 Lat. causare – ‘to 
cause’. Do something 
so that K begins 
occurring.  

encontrar respuesta 
establecer un sistema 
hacer campaña 
producir un efecto  

find an answer  
establish a system  
conduct a campaign  
produce an effect  

CausFunc1 A person/object, 
different from the 
agent of K, does 
something so that K 
occurs and has effect 
on the agent of K.  

abrir camino 
causar daño 
dar respuesta  
producir un cambio  

open the way  
cause damage 
give an answer 
produce a change  

Real1 Lat. realis – ‘real’. To 
fulfill the requirement 
of K, to act according 
to K. 

contestar una pregunta 
cumplir el requisito 
solucionar un 
problema  
utilizar la tecnología 

answer a question  
fulfill the requirement 
solve a problem  
use technology  
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5   Experimental Results 

In Table 4, we present the main results obtained in our experiments. For each LF, we 
list three classifiers that have shown the best performance. 

Table 4. Results showed by WEKA classifiers on the training set of lexical functions 

Time 
LF # Classifier P R F 

Train Test 
BayesianLogisticRegression 0.879 0.866 0.873 1.22 0.50 
Id3 0.879 0.861 0.870 2.53 0.67 

Oper1 157 

SMO 0.862 0.866 0.864 5.19 0.39 
J48 0.923 0.571 0.706 0.72 0.45 
PART 0.923 0.571 0.706 0.72 0.45 

Oper2 
 

16 

AttributeSelectedClassifier 0.923 0.571 0.706 1.58 0.42 
SMO 0.813 0.650 0.722 2.44 0.50 
NNge 0.923 0.600 0.727 1.61 1.17 

IncepOper1 14 

Prism 0.750 0.800 0.774 1.47 0.45 
J48 0.833 0.769 0.800 0.30 0.44 
FilteredClassifier 0.833 0.769 0.800 0.38 0.47 

ContOper1 11 

DecisionTable 0.909 0.769 0.833 10.0 0.30 
AttributeSelectedClassifier 0.636 0.636 0.636 1.63 0.42 
HyperPipes 0.636 0.636 0.636 0.03 0.45 

Func0 
 

22 

BFTree       0.667 0.727 0.696 13.7 0.27 
REPTree   0.750   0.648   0.695   0.88 0.41 
EnsembleSelection 0.744   0.659 0.699   67.5 2.19 

CausFunc0 
 

102 

JRip 0.747 0.705 0.725   0.97 0.39 
J48   0.842 0.696  0.762 1.22 0.42 
OrdinalClassClassifier    0.842 0.696 0.762 1.22 0.42 

CausFunc1 
 

60 

END 0.842 0.696 0.762 1.39 0.42 
Id3     0.600 0.574 0.587 2.33 0.66 
NNge   0.614  0.574 0.593 2.64 2.75 

Real1 
 

45 

FT    0.650  0.553 0.598 12.7 15.1 
SMO 0.656 0.623 0.639 4.67 0.36 
BayesianLogisticRegression 0.658 0.629 0.643 0.89 0.45 

FWC 198 

Prism 0.639 0.702 0.669 25.9 0.34 
Total: 625 Average best: 0.737   

 
Often, in classification experiments, the baseline is the performance of ZeroR 

classifier. ZeroR is a trivial algorithm that always predicts the majority class. It 
happens that the majority class in our training sets is always the class of negative 
instances. Even in the case of the LF which has the largest number of positive 
instances in the training set (198), the number of negative instances is still larger 
(427). Therefore, the ZeroR does not classify any test instances as positives, which 
gives always recall of 0 and undefined precision. Thus ZeroR is too bad a baseline to 
be considered. 

In Table 4, the column marked by # specifies the number of positive instances for 
each LF. Recall that the whole dataset consists of all instances for all LFs mixed 
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together and contains 635 items, so the number of negative instances is 625 minus the 
value of the # column. For each classifier, the amount of time taken to build the 
model is given as well as the time taken to test the model on the training set. Note that 
these figures are meaningful because all LFs used the same set of 625 collocations as 
its training set and the same test sets in the tenfold cross-validation procedure. 

As it is seen from Table 4, no single classifier is the best one for detecting all LFs. 
For each LF, the highest result is achieved by a different classifier. However, Prism 
reaches the highest F-score for both IncepOper1 and FWC, though recall that FWC 
(free word combinations) is not a lexical function but is considered as an independent 
class along with LFs. The maximum F-measure of 0.873 is achieved by 
BayesianLogisticRegression classifier for Oper1. The lowest best F-measure of 0.598 
is shown by FT for Real1. The average F-measure (calculated over only the nine best 
results, one for each LF) is 0.737. 

The maximum time taken to build a model on the training data is shown by 
EnsembleSelection classifier for CausFunc0, and the minimum time, by HyperPipes 
for Func0. The maximum time taken to test the model is given by FT for Real1, and 
the minimum time, by BFTree for Func0. 

We observed no correlation between the number of instances in the training set and 
the results obtained from the classifiers. For example, a low result is shown for the 
class FWC which has the largest number of positive examples. On the contrary, the 
second top result is achieved for LF ContOper1, with the smallest number of positive 
examples. The minimum F-measure is obtained for Real1 whose number of positive 
examples is about 77% smaller than the largest number of positive examples (FWC) 
and about 71% smaller than the number of positive examples for Oper1, the detection 
of which was the best. 

Table 5. State of the art results for some LFs taken from [14] 

 NN   NB   ID3   TAN  Our 
LF 

P R F P R F P R F P R F F 
Oper1 0.65 0.55 0.60 0.87 0.64 0.74 0.52 0.51 0.51 0.75 0.49 0.59 0.87 
Oper2 0.62 0.71 0.66 0.55 0.21 0.30  N/A  0.55 0.56 0.55 0.71 
ContOper1  N/A   N/A  0.84 0.57 0.70  N/A  0.83 
CausFunc0 0.59 0.79 0.68 0.44 0.89 0.59  N/A  0.45 0.57 0.50 0.73 
Real1  0.58 0.44 0.50 0.58 0.37 0.45  N/A  0.78 0.36 0.49 0.60 
          Average: 0.75 

 
For comparison, Table 5 gives the state of the art results reported in [14] for LF 

classification using machine learning techniques. Out of nine LFs mentioned in [14] 
we give in Table 5 only those five that we used in our experiments, i.e., that are 
represented in Table 4. Also, as we have explained in Section 3, [14] reports the 
results for two different datasets: one for a narrow semantic field (that of emotions) 
and another for a field-independent (general) dataset. Since our dataset is also general, 
comparing them with a narrow-field dataset would not be fair, so in Table 5 we only 
give the field-independent figures from [14]. 

Not all methods have been applied in [14] for all LFs; if a method was not applied 
for a particular LF, the corresponding cells are marked as N/A. In this table, NN 
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stands for the Nearest Neighbor technique, NB for Naïve Bayesian network, ID3 is a 
decision tree classification technique based on the ID3-algorithm, and TAN for the 
Tree-Augmented Network Classification technique; P, R, and F are as in Table 4. In 
fact [14] did not give the value of recall, so we calculated it using (1). The last column 
repeats the best F-measure results from Table 4, for convenience of the reader. For 
each LF, the best result from [14], as well as the overall best result (including our 
experiments), are marked in boldface.  

As seen from Table 5, for all LFs our experiments gave significantly higher figures 
than those reported in [14]. The best average F-measure from [14] is 0.66, while our 
experiments demonstrate the best average F-measure of 0.75. However, the 
comparison is not fair because different datasets have been used: the exact dataset 
used in [14] is unfortunately not available anymore;2  ours is available from [16]. 

6    Conclusions and Future Work 

We have shown that it is feasible to apply machine learning methods (specifically, 
those implemented in the WEKA toolkit) for predicting the meaning of unseen 
Spanish verb-noun collocations. Specifically, we trained a classifier to assign the 
semantic classes to a previously unseen collocation according to the formalism of 
lexical functions [7]. 

As features, both previous works and this work used the set of all hyperonyms of a 
word taken from WordNet [9, 12]. With this we re-confirmed that the set of 
hyperonyms can be used to describe lexical meaning and discriminate word senses. 

Our experiments achieved the average F-measure of 74% (calculated basing on the 
best classifier for each of the nine LFs). This significantly outperforms the previously 
reported result of 66% [14] (our average result for the same subset of five LFs is 
75%). However, the comparison is not fair because we used a dataset different from 
the one that has been used in [14], which is no longer available. 

In the future, we plan to test other classification methods that were not examined in 
our experiments, both WEKA’s modules that we did not yet test and methods not 
included in WEKA. We also plan to study the effect of other features, such as 
WordNet glosses. Finally, we intent to experiment with a word space models 
representing various similarity measures between collocations. 
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Abstract. In this paper we propose a new cause-effect non-symmetric measure 
applied to the task of Recognizing Textual Entailment .First we searched over a 
big corpus for sentences which contains the discourse marker “because” and 
collected cause-effect pairs. The entailment recognition is based on measure the 
cause-effect relation between the text and the hypothesis using the relative fre-
quencies of words from the cause-effect pairs. Our measure outperformed the 
baseline method, over the three test sets of the PASCAL Recognizing Textual 
Entailment Challenges (RTE). The measure shows to be good at discriminate 
over the “true” class. Therefore we develop a meta-classifier using a symmetric 
measure and a non-symmetric measure as base classifiers. So, our meta-
classifier has a competitive performance. 

1   Introduction 

One of the biggest challenges in Natural Language Processing (NLP) is to provide a 
computer with the linguistic knowledge necessary to successfully perform language-
based tasks. For example, the query “What does Peugeot manufacture?” a Question 
Answering (QA) system must be able to recognize, or infer, and answer which may 
be expressed differently from the query. Thus from text “Chrétien visited Peugeot’s 
newly renovated car factory” entails the hypothesized answer from “Peugeot manu-
factures cars”. A fundamental phenomenon in NLP is the variability of a semantic ex-
pression, which the same meaning could be expressed or infer from different text. 

A task underlying this phenomenon is the ability to Recognize Textual Entailment. 
This task is defined as a directional relationship between pair of text expressions, de-
noted by T -the entailing “Text” and H -the entailed “Hypothesis”. We say that T en-
tails H if the meaning of H can be inferred from the meaning of T as could typically 
de interpreted by people [2]. 

Moreover, many NLP tasks have strong links to entailment: in Summarization 
(SUM), a summary should be entailed by the text; Paraphrases (PP) can be seen as 
mutual entailment between a text T and a hypothesis H; in Information Extraction 
(IE), the extracted information should also be entailed by the text; in QA the answer 
obtained for one question after the Information Extraction (IR) process must be en-
tailed by the supporting snippet of text. 
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To address this task, different methods have been proposed, with various degrees 
of success. The classification of methods depends on the level of representation of the 
T-H pair. Therefore the common criteria for entailment recognition were similarity 
between T and H, or the coverage of H by T in lexical representation methods and 
lexical syntactic representation methods, and the ability to infer H from T, in the logi-
cal representation approach. Zanzotto et al also measured the similarity between dif-
ferent T-H pairs, crosspair similarity. Some works [6] tried to detect non-entailment, 
by looking for various kinds of mismatch between the text and the hypothesis. 

In this paper we propose a new cause-effect non-symmetric measure for entailment 
recognition based on the causal relation between the text and the hypothesis. The 
causal relation is measure by using the relative frequencies of words in a cause-effect 
set. These sets are extracted from a corpus by searching sentences containing the dis-
course marker “because”. Finally, we applied our method on a meta-classifier. 

The paper is structured as follows. An overview of the related work in Section 2, 
Section 3 describes the proposed measure. Section 4 we shown experiments, and a 
comparison with previous results. Finally the conclusions are presented in Section 5. 

2   Related Work 

The RTE approaches can be classified depending in which textual entailment phe-
nomena address or the type of representation (levels of language) of the T-H pair. 

Thus each type of representation has operations in order to establish the entailment 
decision (e.g., word matching in the lexical level, tree edit distance in the syntactic 
level). The principal operations are similarity measures between T-H pair representa-
tions. But many of the similarity measures are symmetric. So a symmetric measure 
can not capture some of the aspects in the T→H relation. Because of if we altered the 
entailment relation (i.e., H→T) a symmetric function will give us the same score. 
Therefore methods like [9] propose a non-symmetric similarity measure, used in 
RTE-1 Challenge. 

Glickman [3] uses as definition: T entails H iff P(H |T) > P(H). The probabilities 
are calculated on the base of Web. The accuracy of the system is the best for RTE-1 
(56%). 

Another non-symmetric method is that of Kouylekov [7], who uses the definition: 
T entails H if and only if there exists a sequence of transformations applied to T such 
that H is obtained with a total cost below of a certain threshold. The following trans-
formations are allowed: Insertion: insert a node from the dependency tree of H into 
the dependency tree of T; Deletion: delete a node from the dependency tree of T; Sub-
stitution: change a node in the T into a node of H. Each transformation has a cost and 
the cost of edit distance between T and H, ed(T, H) is the sum of costs of all applied 
transformations. The entailment score of a given pair is calculated as 

score(T,H) = ed(T,H), 

where ed(·,H) is the cost of inserting the entire tree H. If this score is bigger than a 
learned threshold, the relation T →H holds. The accuracy of method is of 0.56. 
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In [9] an even “more non-symmetric” is proposed: when the edit distance (which is 
a Levenshtein modified distance) fulls the relation: 

ed(T,H) < ed(H,T), 

Then the relation T→H holds. 
Other teams use a definition which in terms of representation of knowledge as fea-

ture structures could be formulated as: T entails H iff H subsumes T [9]. Even the 
method used in [2] is a non-symmetric one, as the definition used is: T entails H iff H 
is not informative in respect to T. 

A method of establishing the entailment relation could be obtained using a non-
symmetric measure of similarity between two texts presented by Corley and Mihalcea 
[1], the authors define the similarity between the texts Ti and Tj with respect to Ti as: 
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∑ ∑
∈

∈
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Here the sets of open-class words (nouns, verbs, adjective and adverbs) in each text 
segment are denoted by WSTi PoS (PoS: Part of Speech) and WSTj PoS. For a word wk 
with a given PoS in Ti, the highest similarity of the words with the same pos in the 
other text Tj is denoted by maxSim(wk). 

Starting with this text-to-text similarity metric, we derive a textual entailment rec-
ognition system by applying the lexical refutation theory presented above. As the hy-
pothesis H is less informative than the text T, for a TRUE pair the following relation 
will take place: 

sim(T,H) × T < sim(T,H) × H 

This relation can be proven using the lexical refutation [9]. A draft is the following: to 
prove T→H it is necessary to prove that the set of formulas {T; negH} is lexical con-
tradictory (they denote also by T and negH the sets of disjunctive clauses of T and 
negH). 

3   Proposed Methods 

A causal relation refers to the relation between a cause and its effect or between regu-
larly correlated events. One type of coherence relation we used is cause-effect, illus-
trated above. For example: (1) states the cause for the effect given in (2). 

1. There was bad weather at the airport 
2. and so our flight got delayed. 

The causal relation subsumes the cause and the explanation relations in Hobbs [3]. 
Hobbs’s cause relation holds if a discourse segment stating a cause occurs before a 
discourse segment stating an effect; an explanation relation holds if a discourse seg-
ment stating an effect occurs before a discourse segment stating a cause. The causal 
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relation is encoded by adding a direction. In a graph, this can be represented by a di-
rected arc going from cause to effect.  

 

Fig. 1. Cause effect graph 

Thus from Fig. 1 the causality is a directional relationship such as the relationship 
between a T-H pair. A non-symmetric similarity measure based on the count of co-
occurrences of causal lexical pairs could be as follows: If a word x is a necessary 
cause of a word y, then the presence of y necessarily implies the presence of x.  

3.1   Causal Non-symmetric Measure 

The hypothesis behind our method is based on treat the T-H pair as a causal relation. 
Where the text T is a cause and the hypothesis H is its effect (i.e., T causes H).  

The general scheme of the method is showed in Fig. 2: 

 

Fig. 2. General data flow of our system 

In Fig. 2 we show the general data flow of the proposed method. The non-
symmetric similarity measure is based on the count of co-occurrences of causal lexi-
cal pairs from a C-E pairs extracted from a corpus.  
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Algorithm 1. New non-symmetric similarity measure 

As we se in the Algorithm 1 the first causal frequency function is the count of 
words ti and hi related by the cue phrase (For example, a sentence, h…because…t) in 
a corpus of C-E pairs and the second causal frequency function is the count of word hi 
in the C-E pairs, which gives us a non-symmetric score. Because the co-occurrences 
of T causes H is not the same like H causes T. 

To each T-H pair the system measures the causal relation between them and then 
decides if the pair is true or false given a certain entailment decision.  

Algorithm 2. Entailment decision 

In Algorithm 2 we show that the entailment decision basically penalize a T—H 
pair when the H→T relation is stronger than the T→H relation. Therefore the hy-
pothesis H is more probably an effect than the text T. Therefore it is more probable 
that the text T implies the hypothesis H. 

3.2   Symmetric and Non-symmetric Meta-classifier 

It has been observed for related systems that a combination of separately trained fea-
tures in the machine learning component can lead to an overall improvement in sys-
tem performance, in particular if features from a more informed component and shal-
low ones are combined.  

One of the main problems when machine-learning classifiers are employed in prac-
tice is to determine whether classifications assigned to new instances are reliable. The 
meta-classifier approach is one of the simplest approaches to this problem. Given a 
base classifiers, the approach is to learn a meta-classifier that predicts the correctness 
of each instance classification of the base classifiers. The sources of the meta-training 
data are the training instances. The meta-label of an instance indicates reliable classi-
fication, if the instance is classified correctly by a base classifier; otherwise, the meta-
label indicates unreliable classification. The meta-classifier plus the base classifiers 
form one combined classifier. The classification rule of the combined classifier is to 

For each word ti in T 

 For each word hj in H 

  cej=causal frequency(ti,hj)

  ej=causal frequency(hj) 

 maxi = argmax(cej/ej) 

nonsymetric(T,H)= Σ maxi 

if non-symmetric(T,H) > non-symetric(H,T) then TRUE 

else FALSE 
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assign a class predicted by the base classifier to an instance if the meta-classifier de-
cides that the classification is reliable. 

Thus some questions on how to design a meta-classifier are: 

• What type of base classifiers do we have to learn for meta-classifier, for what type 
of data? 

• What is the role of the accuracy of the base classifiers in the whole scheme? 
• How do we have to represent meta-data? 
• How can we have to generate meta-data? 

4    Experimental Setting 

In this subsection we explain at detail some of the blocks in the Fig 2. First the pre-
processing we used to represent the T-H pair and second the data used to create the C-
E pairs. 

The preprocessing we used in each T-H pair is as follows: 

• Tokenize. 
• Quit stop words. 

Normally, an early step of processing is to divide the input text into units called to-
kens where each is either a word or something else like a number or a punctuation 
mark. This process is referred to as the treatment of punctuation varies.  

The system has just stripped the punctuation out. We consider as word any object 
within the occurrence of a withespace. The withespace is the main clue used in Eng-
lish (RTE benchmark is in English). Finally the system quits any stops words from a 
stoplist. Common stop words are the, from and could. These words have important 
semantic functions in English, but they rarely contribute information if the criterion is 
a simple word-by-word match. 

The data we used to collect the frequency of the causal lexical pairs came from 
sentences which contain the cue phrase because. ). The sentences were striped in two 
parts: one corresponding to the cause and one corresponding to its effect to finally 
form the cause-effect pairs. The sentences were extracted from the Sketch Engine sys-
tem over a big corpus (ukWAC from the Sketch Engine1). The Sketch Engine is a cor-
pus query system which allows the user to view word sketches, thesaurally similar 
words, and ‘sketch differences’, as well as the more familiar Corpus Query Systems 
(CQS). 

The answers to the questions of how to design a meta-classifier are as follows: 

• We used symmetric and non-symmetric measures as base classifiers. 
• We chose the best symmetric measure (we optimize accuracy). 
• We represented the T-H pairs as a BoW.  
• We used as meta-data the RTE Challenge test sets. 

For the symmetric base classifier we tested between the cosine, word overlap, and the 
Bleu algorithm. Thus the cosine measure was the bet of all. 
                                                           
1 http://www.sketchengine.co.uk/ 
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5   Experimental Results 

As we see in previous sections we varied the entailment decision in order to prove 
some differences between the uses of our non-symmetric measure. The experiment 1 
was tested over the RTE-1 Challenge test set: 

• Experiment 1: The system penalizes a pair if the H→T relation is greater than 
T→H relation. 

• Experiment 2: The system determines the entailment decision based on a meta-
classifier. 
The outline of the information displayed on each experiment is the next one: 

• Contingency matrix. 
• Evaluation matrix. 
• Comparison with previous wok. 
• Accuracy depending on task. 

First, we present the method applied to the RTE-1. The contingency table, Table 3 
show how many times the method misclassified the T-H pairs (i.e. fp and tn) and how 
many times the method its right. From this table we can obtain some measures to 
evaluate the entailment decision. 

Table 3. RTE-1 contingency matrix 

Table 3 also shows that our approach tends to say true. 

Table 4. RTE-1 evaluation measures 

From Table 4 this approach obtains a better recall than precision. Therefore the en-
tailment decision got right the proportion of the target items that the system selected.  

Table 5. RTE-1 comparison with previous results 

To compare our approach with previous works we use the accuracy measure (i.e. 
the most common measure in the RTE Challenge).The proposed measure is compared 
to non-symmetric measures. We compare out approach with: 

 true false 
true 257 245 
false 143 155 

Accuracy Precision Recall F-measure 
0.51 0.51 0.64 0.57 

Method Accuracy 
GLICKMAN 0.56 

LEVENSHTEIN 0.53 
C-E 0.51 

BLEU 0.49 
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• Bleu algorithm RTE baseline [8]  
• Probabilistic measure [3] 
• Levenshthein modified measure [9] 

In Table 5 the results are show. Thus the best one is Glickman. Our measure is the last 
one compare to the non-symmetric measures. Our measure only outperforms the Bleu 
algorithm. 

 

Fig. 3. RTE-1 comparison with previous results by tasks 

The results of our approach were the lowest between the non-symmetric measures 
in general. So if we make a comparison depending on each task. We see that our 
measure outperforms the other non-symmetric measures in some of the tasks. These 
tasks are: 

• QA. 
• IR. 
• MT. 

The results of the meta-classifier over the RTE Challenge are: In the RTE-1 and RTE-
2 the results did not achieve great differences against the Experiment 1. Thus in the 
RTE-3 the system achieve the best accuracy of all our experiments with 0.61. 

In the RTE-3 we achieve the better results for our approach, comparing it to the 
other results in our research. Thus the results to the RTE-3 are competitive to other 
participants on the same Challenge. 

The percentage of the coverage of the different base classifiers over the RTE-1 de-
velopment data is as follows: Most of the T-H pairs could be resolved either by  
the symmetric and the non-symmetric measures (36.62%). Following the examples 
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resolved by the symmetric measure (29.38%) and the non-symmetric at last (14.12%). 
Finally the 18.88% of the instances could not be resolved by any measure. 

Table 6. RTE-3 meta-classifier contengiency matrix 

 true false 
true 264 163 
false 146 227 

Table 7. RTE-3 meta-classifier evaluation measure 

Accuracy Precision Recall F-measure 
0.61 0.61 0.64 0.63 

 

Fig. 4. RTE-3 meta-classifier comparison with base classifiers by tasks 

6   Conclusion and Future Work 

We proposed a non-symmetric similarity measure to the RTE task. Therefore our un-
supervised method is no language dependent.  

We have shown that our measure has a lower accuracy than the state of the art 
methods and outperforms the RTE baseline. These results are significant because they 
are based on a very simple algorithm that relies on co-occurrences of causal pairs. 

We once more confirmed that the web could be used as a lexical resource for RTE 
(i.e. The Sketch Engine developers have built their corpora from the Web). Also our 
meta-classifier has a competitive accuracy of 0.61; the average accuracy for the RTE-
3 is of 0.61.  
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In our future work we will explore the use of different meta-features for the meta-
classifier, as well as linguistically-motivated meta-features (such as a syntactic unit) 
and evaluate our method against the RTE machine learning approaches. 
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Garćıa, Adán José 199
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