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Preface

The International Conference on Computer Vision and Graphics, ICCVG, orga-
nized since 2002, is the continuation of the International Conferences on Com-
puter Graphics and Image Processing, GKPO, held in Poland every second year
from 1990 to 2000. The founder and organizer of these conferences was Prof. Woj-
ciech Mokrzycki. The main objective of ICCVG is to provide a forum for the
exchange of ideas between researchers in the closely-related domains of computer
vision and computer graphics.

ICCVG 2010 gathered about 100 authors. The proceedings contain 95 papers,
each accepted on the grounds of two independent reviews. During the conference
two special sessions were organized: Advances in Pattern Recognition, Machine
Vision and Image Understanding and Human Motion Analysis and Synthesis.

The content of the issue has been divided into three parts. The first and
second parts are related to the two special sessions mentioned above, containing
11 chapters each. The third part, named like the whole book, Computer Vision
and Graphics, collects all the remaining chapters.

ICCVG 2010 was organized by the Association for Image Processing, Poland
(Towarzystwo Przetwarzania Obrazów – TPO), the Polish-Japanese Institute of
Information Technology (PJWSTK), and the Faculty of Applied Informatics and
Mathematics, Warsaw University of Life Sciences (WZIM SGGW).

The Association for Image Processing integrates the Polish community work-
ing on the theory and applications of computer vision and graphics. It was formed
between 1989 and 1991.

The Polish-Japanese Institute of Information Technology, founded in 1994
by the Computer Techniques Development Foundation under the agreement of
the Polish and Japanese governments, is one of the leading, non-state (private)
Polish universities. We are highly grateful for the fact that the institute has been
hosting and supporting the Conference.

The Faculty of Applied Informatics and Mathematics, established in 2008
at the Warsaw University of Life Sciences, offers two programs of studies: In-
formatics, and Informatics and Econometrics. Its main advantage is its focus
on merging technical education with applied sciences, including application of
computer sciences to the management and analysis of the agricultural industry.

We would like to thank all the members of the Scientific Committee, as well as
the additional reviewers, for their help in ensuring the high quality of the papers.
We would also like to thank Grażyna Domańska-Żurek for her excellent work on
technically editing the proceedings, and Bernadeta Bonio and Pawe�l Wieman for
their engagement in the conference organization and administration.

September 2010 Leonard Bolc
Ryszard Tadeusiewicz
Leszek J Chmielewski

Konrad Wojciechowski
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M. Iwanowski (Poland) R.M. Palenichka (Canada) V. Valev (Bulgaria and

Saudi Arabia)
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Vı́tězslav Beran and Pavel Zemč́ık
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Andrzej Polański, and Konrad Wojciechowski

Electrooculography Signal Estimation by Using Evolution–Based
Technique for Computer Animation Applications . . . . . . . . . . . . . . . . . . . . . 139
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Micha�l Choraś, Adam Flizikowski, Rafa�l Kozik, and
Witold Ho�lubowicz

Detection of Near-Regular Object Configurations by Elastic Graph
Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283

Gerardus Croonen and Csaba Beleznai

Traffic Scene Segmentation and Robust Filtering for Road Signs
Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

Bogus�law Cyganek

Fast Distance Vector Field Extraction for Facial Feature Detection . . . . . 300
Wojciech Czarnecki, Szymon Gburek, and Maciej Smiatacz

Vision-Based Vehicle Speed Measurement Method . . . . . . . . . . . . . . . . . . . . 308
Witold Czajewski and Marcin Iwanowski



XII Table of Contents – Part I

A Particle-Based Method for Large-Scale Breaking Waves Simulation . . . 316
Emmanuelle Darles, Benoit Crespin, and Djamchid Ghazanfarpour

A Hierarchical Classification Method for Mammographic Lesions Using
Wavelet Transform and Spatial Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324

Silvana G. Dellepiane, Irene Minetti, and Sara Dellepiane

Easy Rigging of Face by Automatic Registration and Transfer of
Skinning Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

Ludovic Dutreve, Alexandre Meyer, Veronica Orvalho, and
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Abstract. This paper explores techniques in the pipeline of image de-
scription based on visual codebooks suitable for video on-line process-
ing. The pipeline components are (i) extraction and description of local
image features, (ii) translation of each high-dimensional feature descrip-
tor to several most appropriate visual words selected from the discrete
codebook and (iii) combination of visual words into bag-of-words using
hard or soft assignment weighting scheme. For each component, several
state-of-the-art techniques are analyzed and discussed and their usability
for video on-line processing is addressed. The experiments are evaluated
on the standard Kentucky and Oxford building datasets using image
retrieval framework. The results show the impact loosing the pipeline
precision in the price of improving the time cost which is crucial for
real-time video processing.

1 Introduction

The main interest of this work is the exploration of image retrieval techniques
based on visual codebooks for their utilization for video on-line processing. The
image retrieval frameworks based on visual codebooks are mainly composed from
several components. The local visual features are extracted from the images
and described using high-dimensional descriptors. Having pre-trained discrete
visual codebook, the high-dimensional descriptors are translated to several most
appropriate visual words. The images are then represented as the distribution of
these visual words that is called bag-of-words.

Described approach is inspired by text retrieval systems. One of the first work
introducing visual codebooks was Video Google [1]. The work utilized widely
used SIFT transformation [2] as local features. The visual vocabulary training
was based on naive k-means algorithm. When introduced, the visual codebooks
were used in image and object retrieval applications. Similarly to text retrieval,
the database of images is indexed by inverted file approach. Search for a query
image in database results in immediate returning of a ranked list of documents
(key frames, shots, etc.) in the manner of search in text documents.

Later works utilized more types of local image features such as corner-like
detector with full affine adaptation or detection of stable regions. When the

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 1–10, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 V. Beran and P. Zemč́ık

local features are finally described, the performance of the visual vocabulary
approach correlates to performance of particular image feature extraction tech-
nique. Needs for large, more discriminative vocabularies lead the research to find
faster clustering methods. Two significant methods were developed: hierarchical
k -means [3] and approximated k-means [4]. The developed methods allow cre-
ation of vocabularies with size about 1M of visual words with reasonable time
and computational cost.

The later research experimenting with different translation schemas when
translating the local image features into bag-of-words showed that the discrim-
inative power of the vocabulary could be improved not only by extending the
vocabulary size. Instead of the standard approach, where one local feature is
translated in just one visual word, a single image feature could be assigned to
several visual words. The approach is known as soft-weighting.

The existing works mainly explore the solutions for their best precision per-
formance. The work [5] compares several detectors of local image features and
evaluate their performance on visual codebooks with different sizes. The ex-
plored detectors are time expensive and the codebook sizes are only up to 10k.
Other solution [6] also offers the results of comparison of visual codebooks with
different size (up to 1M), but also uses the time expensive image feature de-
tector solution. The work [7] is focused on time effectiveness. Standard SIFT
and SURF feature extractors are optimized for dense sampling and descriptors
dimensionality is reduced by PCA.

This paper analyzes the state-of-the-art techniques used in each pipeline com-
ponent in the utilization in video on-line processing point of view. Next Section
contains an overview of local image feature extraction and description methods
explaining their crucial attributes for real-time systems. The process of building
the visual codebook is described in Section 3 together with codebook searching
methods. The possibilities of visual words weighting when bag-of-words are con-
structed are discussed in Section 4. Sections 5 and 6 describe the experiments
and discuss the results.

2 Image Local Features

Real-time applications such as on-line video synchronization introduce specific
demands to the commonly used techniques. The attributes of image local feature
extraction methods are stability, repeatability and robustness to several types
of transformations or distortions [8]. The characteristic of feature descriptor is
its discriminative power. Usually, the more powerful the feature extraction and
description methods are, the higher is their time cost. For the real-time applica-
tions dealing with consecutive video-frame processing, the methods performance
could be decreased at the expense of execution time increase. The computa-
tional cost demands also deriving the size of the visual vocabulary. Detected
local image features are expected to be invariant to geometric and illumination
changes. Different detectors emphasize different aspects of invariance, resulting
in keypoints of varying properties and sampled sizes.
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Widely used method is SIFT [2]. The method is sensitive to blob-like struc-
ture and is invariant to scale and orientation. Besides the local feature detection,
SIFT also describes the local regions using histogram of gradients. The SIFT
preserves the gradient location information by dividing the region into regular
grid of 4x4 subregions. SIFT is often used only as a descriptor for different im-
age local feature detectors. The blob-like structures can be also detected using
Hessian matrix [8]. The approach based on Hessian matrix can be effectively
approximated by block filters (SURF [9]). The SURF detector is based on effec-
tive platform computation of Haar-wavelets on integral images. The authors also
introduced new descriptors utilizing the same platform. The approach known as
FAST corners ([10]) employs machine learning to construct a corner detector
that outperforms all know approaches in the speed point of view. The FAST
itself is neither invariant to scale nor to shear. When full affine invariance is
necessary, the characteristic scale selection and affine adaptation [11] can be
applied. Unfortunately, full affine transformation detection significantly slows
down the process. Detected corners are described using a gradient distribution
of the region around the detected point. Gradient distribution can be described
by Histogram of Gradients (HOG [12]) or Gradient Location and Orientation
Histogram (GLOH [13]).

The FAST detector combined with the GLOH or HOG descriptor is not ro-
tational invariant. This paper present some modification of these descriptors to
improve their robustness to rotation transformation.

3 Visual Codebooks

The idea of visual vocabulary, firstly used in Video Google by [1], brings the
techniques from natural language processing and information retrieval area. The
document (image) is represented as an unordered collection of words (bag-of-
words model). In computer vision, the (visual) words might be obtained from
the feature vectors by a quantization process. The objective is to use vector quan-
tization to descriptors to translate them into clusters’ labels which represents
the visual words.

Visual vocabulary is built during the training stage. A part of the data (train-
ing data) is used to divide the descriptor space into clusters. Each cluster is
labeled; has its own identification number. The vocabulary is then the list of
cluster centers and identifiers. The clustering procedure based on k -mean al-
gorithm contains the search step, when the sample should be assigned to the
nearest. The later research introduced several solutions to avoid time consuming
naive sequential search. Figure 1 schematically shows the different approaches
described in detail below.

When the size of the resulting vocabulary is small (k < 103), the naive k-
means algorithm can be used (Fig. 1(a)). The time complexity of the k -means
algorithm is O(kN), where N is the number of training feature vectors. Some ap-
plications (e.g. for object retrieval [4]) need more discriminative vocabulary. One
possible way how to reduce the time complexity is using Hierarchical k-means
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Fig. 1. Clustering strategies - (a) naive sequential, (b) hierarchical, (c) kd-tree and (d)
random forest

[3] (Fig. 1(b)). Instead of solving one clustering with a large number of clus-
ter centers, a tree organized hierarchy of smaller clustering problems is solved.
This reduces the time complexity to O(N. log k). The problem with Hierarchical
k-means is that it optimizes the problem only locally, per tree branch. Other
approach reducing the time complexity is replacing the nearest neighbor search
of k -means by kd -tree (Fig. 1(c)) or by random forest of kd -trees (Fig. 1(d)).
This approach is called Aproximate k-means [4]. The quantization error after
clustering procedure is expressed as a sum of distances of training samples to
their nearest cluster as follows:

D =
1
N

N∑
i=1

d(pi, Q[pi]) (1)

where N is the number of training samples Q is the nearest cluster center to the
sample pi and d is the distance function.

Having visual codebook and the dataset, each visual word appears in different
amount of images and also different times in each particular image. Some of the
visual words are quite rare in contrary to visual words that appears very often.
Usually, standard weighting used in text retrieval is employed that is known
as ’term frequency - inverse document frequency’ - tf-idf. The term frequency
reflects the entropy of a word with respect to each document unlike inverse
document frequency down-weights words that appear often in the database. The
resulting weight is then:

tf − idf(w) = tf(w).idf log(w) (2)

=
|d(w)|
|d| . log(

|D|
|D(w)

) (3)

where d is a document (image signature), |d| is a number of words in d and |d(w)|
is the number of occurrences of word w in d, D is a dataset of all documents
and D(w) is a set of documents containing the word w.

The idf weighting function emphasizes the rare visual words and down-weights
the frequent ones. The rare visual words does not necessarily mean that they are
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best informative. We introduce another weighting function idfhat that is defined
as follows:

idfhat(w) = exp (−1
2
(
|D|
|D(w)

− 1)2c) (4)

where c is the steepness of the function experimentally evaluated and suggest
c = 9.0. The hat-like function down-weights both frequent and rare visual words
and emphasizes the common ones.

4 Visual Words Assignment

The bag-of-words is a collection of weighted visual words representing the image
content. The bag-of-words is also known as image signature. This collection can
be seen also as a vector of visual word frequencies. It degrades to a set-of-words
when the weights represent only the word’s presence (binary vector). Otherwise,
it is a bag-of-words. The Figure 2 shows the process of describing the image
content by an image signature.

Fig. 2. Image signature extraction procedure

Having visual codebook, for each descriptor of local features from the image,
the k visual words (nearest clusters) are found. The weight for each word is
computed and used to increase the value of the image signature at the word’s ID
position. The image signature then can be seen as a histogram of occurred visual
words. The works ([5], [6]) reflected the fact that the quantization effect provides
a very coarse approximation to the actual distance between two features - zero
if assigned to the same visual word and infinite otherwise. Such approach is
called hard assignment. The soft-assignment (soft-weighting) techniques assign
a single descriptor to several visual words nearby in the descriptor space. Given
the sorted list of k nearest visual words, the weighting functions assign different
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weight to the visual word according to its distance or its rank in the list. The
weighting functions can be defined as follows:

wratio
i =

d0
di

(5)

wexp
i = exp(− d

2
i

2σ2 ) (6)

wrank
i =

1
2i−1 (7)

where i is the rank and di is the distance of the ith descriptor point in the list to
its closest visual word. The basic weighting function (Eq 5.) is the ratio between
the distance of the descriptor point to the closest visual word and distance of
the actual point to its closest visual word. The exponential function (Eq 6.) uses
σ so that substantial weight is only assigned to a small number of cells. The
authors [6] experimentally evaluated and suggest k = 3;σ2 = 6.250. The similar
idea is realized by rank function (Eq 7.) replacing the distance by the visual
word’s rank[5].

During the retrieval stage, documents are ranked by their similarity. One
of the frequently used similarity metric in text retrieval is normalized scalar
product (cosine of angle) between the query vector q and all document vectors
d in the database. The cosine similarity can be seen as a method of normalizing
document length during comparison and is defined as sim(q,d) = q.d

|q||d| where .

is dot product and || is the vector magnitude. The cosine similarity of two image
signatures will range from 0 meaning independent images to 1 meaning exactly
the same images, since the word weights cannot be negative.

5 Experiments

The image datasets was used for the presented experiments analyzing the char-
acteristics of various parameters of feature extraction and visual vocabulary
building. Kentucky Dataset was created as a recognition benchmark at Ken-
tucky University [3]. The set consists of 2550 groups of 4 images each, that is
10200 images in total. The objects images are taken from different angles and
rotations. The size of the images is approximately 640x480 pixels. More details
about the extracted local features is in Table 1.

Table 1. The number of images and features for each dataset

dataset images SIFT SURF FAST HOG FAST OGH

Kentucky 10200 13.161.824 6.541.246 2.664.175 5.013.715

The experiments evaluating the clustering process based on k-mean algorithm
are designed to measure the clustering error (Eq. 1) in each iteration step. The
measurement procedure is repeated several times to analyze the influence of the
initialization error.



Visual Codebooks Survey for Video On-Line Processing 7

Next set of experiments are design to analyze the relation between the speed
and precision performance. The speed is measured and compared for each pipeline
component separately. The precision is measured for the entire retrieval pipeline
as a Mean Average Precision (mAP). Average Precision represents the area un-
der Precision-Recall curve for a query and can be directly computed from the
ranked list of retrieved images as:

AP =
1
m

n∑
i=1

relevant(xi)
i

(8)

where n is the number of retrieved images, m is the number of relevant images,
xi is the i-th image in the ranked list of retrieved images X = x1, . . . , xn and
relevant(xi) returns the number of relevant images in the first i images, only if
the xi is relevant image itself, and 0 otherwise. This measure gives a number in
range (0, 1] where a higher number corresponds to a better performance.

Evaluation of different methods for their usability for video on-line processing
is done by experimenting with different sizes of codebook, different clustering
strategies, various weighting schemes in bag-of-words and different types of image
local feature extractors.

6 Results

Clustering error. The k-mean clustering used to create the visual codebook is
an iterative process. The method minimizes the error in each step. The clustering
error progress was evaluated in SIFT and SURF descriptor space. The resutls
in Fig. 3 shows the considerable clustering improvements up to 4 iterations in
average.

Fig. 3. Clustering error for SIFT and SURF descriptor space

The k-means clustering is known to be sensitive to initialization. The exper-
iments with different clustering initialization result in nearly same clustering
error. It approves the hypotheses that the samples in the descriptor space do
not gather in significant groups but are rather regularly distributed.
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Vocabulary size. The previous works approved the assumption, that bigger
codebook gives better results. The designed experiments compares the codebooks
with size 100, 1k, 10k, 100k and 1M using two baseline image features SIFT and
SURF focusing also on the speed of each run. The results in Fig. 4 show that
the naive search strategy outperforms the kd-tree search but the time cost is
exponentially higher. Depending on the image data type, the precision of bigger
codebooks with naive search reach the precision of smaller ones with kd-tree
search. The results are evaluated using idf log and hard-assignment.

size kd-tree naive log(speed)
SIFT SURF SIFT SURF kd-tree naive

100 0.583 0.525 0.591 0.524 1.21 1.52
1k 0.594 0.550 0.637 0.574 1.21 2.54
10k 0.600 0.551 0.659 0.600 1.47 3.69
100k 0.669 0.569 0.756 0.674 1.76 4.64
1M 0.728 0.614 1.78

Fig. 4. Performance comparison of the codebooks with different sizes

Codebook weighting. The proposed weighting function for computing inverse
document frequency idfhat was compared to standard approach based on log-
arithm function idf log. The assumption that the enhancing of the rare visual
words negatively influence the codebook precision is wrong. The results in Fig. 5
show that idf log outperforms the idfhat function. The performance for code-
book with size 1k is caused clearly by soft-assignment approach. The results are
evaluated using SURF descriptor and kd-tree search strategy.

knn=1 knn=10
size Log Hat

Ratio0 Ratio0 Ratio0 Exp0 None0
100 0.525 0.472 0.517 0.509 0.498
1k 0.550 0.481 0.572 0.573 0.554
10k 0.551 0.464 0.506 0.510 0.488
100k 0.569 0.510 0.549 0.550 0.518
1M 0.614 0.556 0.607 0.608 0.590

Fig. 5. The number of images and features for each dataset

Soft assignment. The soft-assignment techniques significantly improves the
pipeline performance. Several combinations of weighting functions are explored.
The abbreviations used in result tables and graphs means - None for no weight-
ing, Exp for exponential function and Ratio for ratio function. These functions
are combined with Rank function which is marked by number 2 in the name
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of the experiment run (when 0, no ranking is used). The number of used vi-
sual words for soft-assignment is in the knn (k nearest neighbor) column. The
experiments in Fig. 6 revealed that no more than 4 closest visual words to the
descriptor significantly improved the overall performance.

knn None0 Exp0 Exp2 Ratio0 Ratio2
1 0.550 0.550 0.550 0.550 0.550
4 0.584 0.606 0.612 0.608 0.609
10 0.588 0.606 0.615 0.609 0.611

Fig. 6. Soft-assignment functions and their combinations

Image local features. Four image local feature extracts and descriptors were
evaluated in experiments - SIFT, SURF, FAST detector combined with HOG de-
scriptor (FHOG) and FAST detector combined with GLOH descriptor (FGLOH).
The GLOH descriptor contain modification for descriptor rotation invariance.
The results in Fig. 7 show that the SURF has comparable precision as SIFT but
is 3 times faster. The speed results are measured as average time of one feature
extraction in 10−6 seconds.

size SIFT SURF FHOG FGLOH
1k 0.587 0.609 0.472 0.457

100k 0.649 0.593 0.465 0.445
speed 1.00 3.28 3.65 8.34

Fig. 7. Speed and performace comparison of different image local feature extraction
methods

Balancing the speed and precision performance, the codebook for SURF or
FAST+GLOH with 100k visual words using the kd-tree search strategy and
soft-assignment yield the usable results for video processing solutions working
on-line.

7 Conclusion

The presented work explores the image retrieval pipeline components. The state-
of-the-art techniques based on visual codebooks were discussed for their uti-
lization for video on-line processing. The experiments cover the influence of
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method choice and their parameters configuration for each component. The
results show the precisions and speeds of codebooks with various sizes, with
different weighting functions computing the visual word entropy, couple of soft-
assignment strategies and two different search strategies for clustering method.
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Abstract. In this paper, a shape description methodology, introduced
by Jakubowski [6] is applied to hand radiographs interpretation, in order
to recognize bones borders shapes in the fingers regions. It is shown
that the classical approach can be used only for preliminary analysis.
Therefore, the improved method, based on fuzzy approach, is considered.

1 Introduction

Hand radiographs are source of important clinical information. One of the most
significant radiological features of inflammatory and non-inflammatory diseases
is joint surfaces erosion [11]. To give a diagnosis, an X-ray is taken of the patients
hand and symmetric metacarpophalangeal joint spaces and interphalangeal joint
spaces are analyzed.

The changes in border of metacarpophalangeal joints surfaces observed on
hand radiographs are a crucial point in medical diagnosis and support important
information for estimation of therapy efficiency. However, they are difficult to
detect in an X-ray picture when examined by a human expert, due to the quantity
of joints. The possibility of performing such analysis by a computer system is
a key point for diagnosis support. Therefore, studies concerning possibilities of
implementation such systems are topic of numerous publications [9, 10, 13] (see
other references in [4]).

This paper is a continuation of studies described in [1–4, 15, 16]. In the pre-
vious papers the preprocessing and joint location algorithms were presented. At

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 11–18, 2010.
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Fig. 1. Radiograph of the healthy metacarpophalangeal joint (a), borders of its upper
(b) and lower (c) surfaces and their respective contours (d, e)

the beginning, the applied approach turned to be effective in about 90% of cases
[4], however the algorithm was then improved in [16] and efficiency at 97% was
achieved. Based on those locations, the algorithm identifying the borders of the
upper and lower joint surfaces was proposed [3]. Results of such algorithm for
joint in Fig.1a are presented in Fig.1b and Fig.1c for upper and lower surface,
respectively.

In this paper, a shape description methodology, introduced by Jakubowski
[6] is applied to hand radiographs interpretation, in order to recognize bones
borders shapes in the fingers regions.

2 Analysis of the Characterological Description

Let us recall a formalism presented in [6, 7], where basic unit of the analyzed
pattern is one of the sixteen primitives, being line segments or quarters of a circle.
Since circle quarters are insufficient to approximate human bones borders, ellipse
quarters have been introduced instead of circle ones. Let us also recall definition
of a contour k = p1 � p2 � ...� pm, where p1, p2, ..., pm are successive primitives
of the contour k. Symbols pi � pi+1 denotes that pi is connected to pi+1, such
that hd(pi) = tl(pi+1), where hd(pk) and tl(pk) corresponds to head and tail
of the primitive pk. Characterological description of contour k contains chain of
primitives types and is defined as char(k) = s1s2...sm.

To apply recalled formalism, which was originally introduced for the borders
of regular objects (e.g. machine parts), let us transform border in Fig.1b into
contour in Fig.1d, composed of primitives divided by dots. Then, characterolog-
ical description of the contour equals:

char(kU ) = s23s23s43s33s44s24s31s21s41s24s34s31s31s22s22. (1)
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On the other hand, characterological description of the contour in Fig.1e, created
on the basis of the border in Fig.1c equals:

char(kD) = s22s22s41s31s32s41s21s41s44s24s24s24s24s23s33. (2)

Due to the anatomy of the metacarpophalangeal joint, borders presented in
Fig.1b and Fig.1c are representative for upper and lower surfaces, respectively.
Therefore, their characterological description can be used as patterns in the
analysis of other characterological descriptions. This analysis is divided into two
steps. In the first step, characterological description is transformed into a chain
of biquads (see [6]) using appropriate transducer. In the second step, a finite
state machine is used to parse this chain.

2.1 Transducer

According to definition 10, paper [6], transducer is a 5-tuple:

T = (G,Σ,Δ, δ,G0), (3)

where G is a finite nonempty set of states, Σ is a finite nonempty input alphabet,
Δ is a finite nonempty output alphabet, G0 is a finite nonempty set of start
states, G0 ⊂ G and δ is a finite subset of G×Σ∗ ×Δ∗ ×G.

Intuitively, if (q, u, v, q′) ∈ δ, it means that the machine is in the state q and
the string u ∈ Σ∗ is given as an input. Then, the state of the machine is changed
into the state q′ and v ∈ Δ∗ becomes the machine output.

Consider the transducer Tm = ({q1, q2, q3, q4}, S, {1, 2, 3, 4}, δ, {q1, q2, q3, q4}),
where δ is given by the graph depicted in paper [6], Fig.14b. If u causes the
transition from the state qi to qj , i �= j, then u designates the switch of an (i,
j)-biquad (see [6, 7]), what simply means, that there is a switch between ith and
jth quadrant.

2.2 Regular Grammars for Chains of Biquads

Let us consider upper surface contour of the healthy joint, presented in Fig.1d.
It can be easily noticed, that after proceeding its characterological description
with transducer Tm, the following chain is obtained:

cU = 34.41.14.41.12. (4)

Moreover, generally chains of the healthy upper surfaces can be described by
similar regular expression. As there is regular expression, it is possible to create
regular grammar and a corresponding finite state machine to parse chains of
other upper surfaces.

In the case of the lower surface, regular expression is more complex and has
the following form:

(21 + (21.12.21))14(43 + (43.34.43)), (5)
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whereas, chain obtained for its characterological description equals:

cD = 21.14.43.34.43. (6)

In the case of surfaces affected by disease, output chain produced by transducer,
usually does not belong to the language corresponding to presented regular ex-
pressions. Due to this fact, those chains are not accepted by the finite state
machine and recognized as unhealthy. The examples of such kind of borders
are presented in Fig.2a and Fig.2b, for upper and lower surfaces, respectively. In
such cases, chain produced for upper surface equals 34.41.14.41.14.41.12, whereas
chain produced by lower surface equals 21.14.41.14.43.34.43. Obviously, both
chains are not accepted by corresponding finite state machines.
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Fig. 2. Borders of upper and lower surfaces affected by disease: lateral erosion of the
upper (a) and lower (d) surfaces and central erosion of the upper (c) and lower (b)
surfaces

2.3 Lack of the Description Based on Regular Grammars

It is usually possible to separate healthy surfaces from surfaces affected by dis-
eases using regular grammars. However, in some cases this is impossible, due to
the general resemblance between healthy and affected bones.

For upper surfaces, this problem is reflected in case of central erosion. As can
be observed in Fig.2c, erosion was created around the centre of the bone and thus
was merged with the normal shape. As the result, chain produced by transducer
will be equal to 34.41.14.41.12 and thus will be accepted by finite state machine
of healthy surfaces, although it should be rejected.

Similar problem appears in case of lower surface, presented in Fig.2d, due
to the lateral erosion. Obtained chain equals 21.14.43.34.43, just like in case of
normal description. Thence detection of the disease is impossible.
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To recapitulate, if the investigated characterological descriptions of the con-
tour was not accepted by the transducer, it means that border presents patho-
logical changes. Otherwise, if the characterological descriptions of the contour
has been accepted, this means that either the border represents a healthy joint
or it represents central erosion in the case of upper surface or lateral erosion in
the case of lower surface.

3 Fuzzy Characterological Description of a Contour

Due to the problems related to cases presented in subsection 2.3, the simple
analysis, carried out with transducer, is not sufficient in case of some pathological
bone changes. Therefore fuzzy characterological description is proposed, to create
more detailed description and thus make analysis more accurate.

Algorithm presented in this section, produces fuzzy description of a contour
from the list of border points. Thus, it is assumed that there are no redundant
points and that the successive points of the border are connected to each other
with 8-neighbourhood. That kind of input can be achieved by using algorithms
described by authors in [1, 2, 4, 15, 16].

3.1 Fuzzy Primitives

Each of the sixteen defined primitives will be regarded as a fuzzy set with two
membership functions. It is due to the fact that bones, as opposed to parts of ma-
chinery, slightly vary in shape for different patients. In accordance with this fact
and following the terminology proposed by authors in [2], those two membership
functions will be considered for successive fragments of border.

The first membership function (μ) depends on the angle between a given
primitive and the considered border fragment.

The second membership function (η) is related to the accuracy of the bor-
der fragment computed by its comparison to discrete representation of the given
primitive (line segment or ellipse quarter) and is also a trapezoid function. Mem-
bership functions η corresponds to distance from analyzed border fragment to
primitive.

Fuzzy characterological descriptions of a contour is denoted as [[...]...[...]] and
consists fuzzy descriptions of the successive border fragments. These, however,
are build from primitives descriptors si,j , i, j ∈ {1, 2, 3, 4} and values of the
membership functions. For example, first fragment in Fig.1b can be described as
[(s14, 0.6, 0.9)(s23, 0.4, 0.9)(s33, 0.4, 0.1)(s43, 0.4, 0.1)]. Due to the fact that con-
sidered border fragment lies in third quarter, only fuzzy primitives from this
quarter have membership function μ greater than 0 and therefore the rest of the
primitives were omitted.

That kind of description will be investigated to separate healthy joints from
joints with central erosion in the case of upper surface or lateral erosion in the
case of lower surface. It will be possible due to the additional information - about
the angle and the accuracy of the border fragment.
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3.2 Border Division

Let border = [P1P2...Pn] be array with successive points of border going from
left to right. The aim of this step is to divide border into fragments separated
by dots in Fig.1b and 1c. It can be done by direct analysis of the border points
coordinates or by using one of the curvature estimators, such as in paper [8].

3.3 Membership Function Depended on Angle

Let D1 = [xD1 , yD1 ] and D2 = [xD2 , yD2 ] be the first and the last points of
the considered fragment, respectively and let vector D1D2 be defined as follows
D1D2 = [xD1D2 , yD1D2 ] = [xD2 −xD1 , yD2−yD1 ]. To obtain μ function, an angle
between vector and x axis is computed, using the following equation:

α =

{
arccos( xD1D2

|D1D2|), yD1D2 ≥ 0
2π − arccos( xD1D2

|D1D2|), yD1D2 < 0,
(7)

where |D1D2| is length of vector D1D2. Then, value of the membership function
μ for each primitive is computed using α angle. If angle is smaller or equal
π
8 , membership function μ equals 1. In case of angle from the interval (π

8 ,
π
4 ),

membership function decreases from 1 to 0. In other cases, it equals 0.

3.4 Accuracy Membership Function

The second membership function, η, describes the distance between analyzed
fragment, which starts in point D1 and ends in point D2 and ideal discrete
primitive, which starts and ends in the same points. However, to eliminate prim-
itives from quarter different than this in which the analyzed fragment lies, only
those with membership function μ > 0 are computed. If, for some primitive
μ = 0, then its second membership function η = 0 as well. Moreover, discrete
representation have to be as close to constant representation as possible and has
to be deterministic.

All sixteen primitives have been divided into two groups. The first one contains
axial and sloped primitives, which are line segments (G1 = {sij : i = {1, 2}, j =
{1, 2, 3, 4}}). Second group contains concave and convex primitives, which are
quarters of an ellipse - not only circles like in case of shape languages (G2 =
{sij : i = {3, 4}, j = {1, 2, 3, 4}}).

Discrete representation of the primitives from first group is computed using
Bresenham line algorithm described in [5]. The Bresenham line algorithm de-
termines which points in an image should be plotted in order to form a close
approximation to a straight line between two given points. Exampled discrete line
segment created using this algorithm for line segment D1D2, where D1 = [0, 0]
and D2 = [9, 4], can be observed in Fig.3 - green line presents constant repre-
sentation of the line segment; black dots presents its discrete representation.

Another group of primitives requires more complicated algorithm to calculate
its discrete representations. In this case, an efficient ellipse-drawing algorithm
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Fig. 3. Constant (line) and discrete (dots) representation of line segment (a) and ellipse
(b)

described in paper [14] was used. This algorithm, called also midpoint algorithm,
draws ellipses on raster graphics displays. The most important advantage of this
algorithm is that it requires only a few integer additions per pixel, so it is very
effective. The difference between existing algorithm and algorithm used in this
paper is that authors used only quarters of ellipse instead of the whole one.
Quarter of the constant and discrete representation of ellipse, corresponding to
primitive of type s41, described by the equation (x−9)2

92 + y2

42 = 1 is shown in
Fig.3b.

Let I = [I1...Im] and A = [A1...An] be successive points of discrete representa-
tion of primitive and analyzed fragment, respectively. Let dI

Ai
, for i = {1, ...,m}

be minimal distance between point Ai and curve I. Distance between cure I and

A is then defined as DI
A =

∑m
i=1 dI

Ai

m .
As distance correspond to membership function η, it is then defined as value

of a trapezoid function with DI
A as its argument.

At the end of this stage each analysed border fragment is described by chain
of triples containing primitive type and two membership functions values ui =
[(sii1j1

, μi
1, η

i
1)...(s

i
ikjk
, μi

k, η
i
k)]. The characterological descriptions of a contour is

then defined as char(k) = u1...un.

4 Concluding Remarks

As it was already mentioned, this paper is a continuation of studies described
in the series of articles [1, 2, 4, 15, 16]. Summing up, the following has been
already done: preprocessing of the whole image, the image segmentation, skele-
tization, joint localization and surface border extraction. In this paper, a bones
characterological descriptions of a contour is obtained and implementation of
transducer for border shape analysis is applied. Furthermore, it has been shown
that such approach, based on shape description methodology introduced by
Jakubowski [6, 7] is sufficient only for preliminary bone border analysis. There-
fore, the method improvement, consists in fuzzy sets application, is considered by
introducing fuzzy characterological descriptions of a contour with more detailed
description than regular characterological descriptions. Fuzzy characterological
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descriptions parsing is currently a topic of authors investigations and has been
generally described in [2]. Our goal is not only to recognize the image, but also
to understad it [12] through the use of as much features as possible - including
those in papers [1–4, 9, 13, 15, 16].
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Abstract. In this paper, we develop novel methods for extracting and
tracking regions of interest from a given set of images. In particular, it is
our aim to extract information about luminaires making up an airport
landing lighting pattern in order to assess their performance. Initially
to localise the luminaires we utilise sub pixel information to accurately
locate the luminaire edges. Once the luminaires are located within the
data, they are then tracked. We propose a new tracking algorithm based
on control points and building blocks. Tests performed on a set of 422
images taken during an approach to an airport in Northern Ireland have
shown that when combined the localisation and tracking techniques are
very effective when compared to standard techniques (KLT and SIFT)
as well as to model based matching technique for this application.

Keywords: Photometrics, vibration, luminaire localisation, tracking.

1 Introduction

The airport landing lighting at an airport is used to provide visual cues to a
pilot regarding the position and direction of the runway when approaching a
given airport. It is important that all the luminaires in the pattern perform
according to the standards set by the aviation governing bodies as described in
[8]. To date, no physical system exists which can assess the performance of the
complete lighting pattern. We propose using a remote camera based assessment
technique to solve this problem. A camera is placed inside an aircraft and used
to record images of the luminaires during an approach. These images can then
be post processed to determine a performance metric for the lighting pattern.

In this paper, we aim to provide a solution to the problem of localising and
tracking of luminaires within the image data. Section 3 describes the localisation
method of the luminaires using sub pixel analysis. Performance assessment of the
luminaires is highly dependent on the accurate tracking of each luminaire. Due
to the vibration in aircraft images may become blurred which makes tracking
difficult. A novel vibration correction method is described in section 4. Finally
the method of tracking each luminaire in the image sequence is outlined in section
5. Note, this paper does not aim to document the techniques for performance
assessment using the extracted information.
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2 Related Research

Segmentation is mainly conducted using the shape, texture or colour information
for an object. Saha et al. [9] proposes a convex hull based technique to segment
out prominent objects from a scene. They have considered that there should be
one prominent object in the scene. However, in this research there are multi-
ple objects of interest per image. Nhat et al. proposed a different segmentation
technique in [3] using a combinatorial graph. This works well for segmenting over-
lapped objects where the prominent edge information of the objects is present
except in the overlapped region. In this research there is no such prominent edge
information on overlapping objects.

Because of the large number of luminaires in the lighting pattern and the
distance between this and the camera, all the luminaires may appear in a small
region of the image and it is very difficult to uniquely identify each luminaire.
Any incidence of misinterpretation yields a high negative impact on the ac-
curacy of the performance assessment [1]. Thus prediction of the position of
luminaires in the image based on computer vision [5] or random sample consen-
sus (RANSAC) based tracking does not suit properly. Niblock et al. used model
based tracking [6] to identify luminaires in the collected images. One of the lim-
itations of this work is that accuracy of the tracking is dependant on image
quality and it is very difficult to isolate luminaires which are very close together
in the image data. Existing known tracking techniques within the community, the
Kanade−−Lucus−−Tomasi (KLT) and scale invariant feature transform (SIFT)
technique also show very poor success rate [4]. KLT performs at ∼ 60% accuracy
whereas SIFT shows only ∼ 20% success rate where,

Success rate(%) =
number of correctly identified luminaires

number of luminaires in the image
100 . (1)

This illustrates the need to develop other tracking techniques for this application.

3 Sub Pixel Luminaire Analysis

Widely used and primitive techniques for localising bright objects from a
monochrome image normally utilises one or more threshold values [2], [7], [10].
When such techniques were applied to the collected images runway markings,
the sky and luminaires were all identified. Therefore we developed a localisation
method based on the sub-pixel data. This is now discussed.

i) Iso-illuminated Ridge (IIR) Image Construction: Each pixel in an
image stores a number which relates to the colour of that pixel. For a single byte
camera, each pixel can take a value ranging from 0 (black) to 255 (pure white).
To date, segmentation techniques have utilised this single pixel value. However,
each byte of information is made up from 8 single bits, each of which hold
information regarding that pixel. The luminaire is circular in nature and in the
centre it normally has a high intensity which decreases towards the perimeter.
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Fig. 1. (a) Changes in the intensity for different bit movements (b) Original image of
the lighting pattern (c) 7-IIRL image

A cross section of the intensity profile along the diameter of a luminaire results
in a bell shaped curve (Fig. 1(a)). In a byte, 8 bits (0 to 7) have their different
positional weightage factor. Typically the bit at location 7, is termed the most
significant bit (MSB). And the bit at location 0, is termed the least significant bit
(LSB).By omitting the MSB the highest value of that byte will decreased to 127.
To keep the highest value in the same range, the value is multiplied by a factor
2. Similarly after omitting the two MSBs, the value is multiplied by a factor 22.
After the omission of the MSB and the two MSBs changes in the bell shaped
curve is demonstrated in Fig. 1(a) which show a significant edge profile for the
luminaire, making it easier to detect. In general α-IIR signifies the omission of
all the bits in position same or higher than α followed by a multiplication with
28−α. Let the function bI(x) give the value of the xth bit of the intensity value
I then in α-IIR image, the modified value of I will be

Iα =
α−1∑
x=0

bI(x)2x+1 . (2)

ii) Iso-illuminated Ridge Line (IIRL) Marking: When the ridges are con-
structed, a discontinuity in the ridge can be associated with the edge of a lu-
minaire. Fig. 1(b) shows a image taken from the aircraft during landing and

(a) (b)

Fig. 2. (a) Part of the pattern in 7-IIRL image (b) Part of the pattern in 6-IIRL image
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Fig. 1(c) illustrates the results when 7-IIRL is applied to that image, with a
“close up” given in Fig. 2(a). For comparison the results of 7-IIRL for the same
section is shown in Fig. 2(b). By using either 7-IIRL or 6-IIRL only the lumi-
naires within the image are localised. This is a very positive result. Indeed this
technique would be applicable in the other research domain as a reliable means
of detecting light sources in image data.

4 Skew Correction and Region of Interest

Having identified each luminaire with an IIRL, it is now necessary to correlate
each luminaire with a physical description of the lighting pattern in order to
uniquely identify each luminaire. However because of aircraft movement, images
of the lighting are frequently rotated in the 2D image plane of the camera. In
an ideal situation, the centreline and crossbars (Fig. 3(a)) should appear in the
vertical and horizontal directions of the image plane. Typically however they
appear skewed within the image. It is necessary to remove the skew to simplify
luminaire tracking. To do this, we propose a two step technique.
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Fig. 3. (a) Major skew correction (b) Composite structure after closing (c) Detected
crossbars after opening (d) Control blocks formation using the lighting pattern

4.1 Major Skew Correction (MSC)

In order to quickly identify any major skew within the image of the lighting it
is necessary to define control points (CP) in the pattern. The top luminaire in
the centreline is automatically chosen as CP-1. From CP-1 two straight lines
are formed on both the left and right side of the pattern. Initially the two lines
are projected horizontally in the image. The left line is rotated anticlockwise
until an intersection occurs between it and the IIRL. A similar process is carried
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out for the right line except it is rotated in the clockwise direction. Most likely
this intersection will occur at the top crossbar (see Fig. 3(a)), however this can
not be guaranteed in the case of missing luminaires. In that situation using the
nearest intersected point another end is obtained. Let the final touch points on
the same crossbar be the P l and P r. For any point x, the function MV P (x)
finds the middle point of the vertical cross section of the component. The angle
function AN(x, y) finds the angle in between two points x and y. Thus the angle
between the points MVP (P l) and MV P (P r) are measured in βM ,

βM = AN(MV P (P l),MV P (P r)) . (3)

The image is then rotated in −βM direction to correct the major skew. Using
this technique most of the skew can be removed from the image.

4.2 Finer Skew Correction (FSC)

FSC is achieved by measuring the deflection of the crossbars from the horizontal
direction. In order to determine the crossbars, morphological filters are utilised.
Morphological operations are undertaken using a variable length structuring
element (VLSE).

i) Composite Structure Construction: At any row position i, the function
ASC(i) gives the average horizontal spread of the centreline. The approximated
row position of the first and second crossbars are labelled as R1 and R2 if they
are present in the image. Let V LSEC be used for morphological closing where,
the height and width of this VLSE are denoted by V LSEH

C and V LSEW
C . Both

V LSEH
C and V LSEW

C are two dimensional image functions where, V LSEH
C (i, j)

and V LSEW
C (i, j) represents the height and width of the VLSE on a pixel in

ith row and jth column. Here V LSEH
C (i, j) = λ1ASC(i) and V LSEW

C (i, j) =
λ2ASC(i) where, the value of λ1 is kept 2 and λ2 is 3. The reason for choosing
these particular λ values is to ensure that the morphological closing operation
should not miss any present luminaires. Morphological closing on an IIRL image
with V LSEC results in a single structure with all the luminaires. This image
will be known as IIRLC for future use. Fig. 3(b) shows the composite structure
after the morphological closing operation.

ii) Crossbars Extraction: Let V LSEO be used for morphological opening
where, height and width of this VLSE are denoted by V LSEH

O and V LSEW
O .

Opening is performed with a horizontal line like structuring element (SE). Thus,
V LSEH

O is of a constant value 1 and V LSEW
O (i, j) = λASC(i). The value of

λ is kept as 2 to ensure that the opening element will definitely remove the
centreline links in between two crossbars to form them like horizontal lines.
Fig. 3(c) illustrates the results after VLSE.

iii) Deflection Angle Calculation: Connected component analysis (CCA) on
the residual after binary morphology opening will label all the crossbars. Let
us assume a total T (1 ≤ T ≤ 5) number of components are present where the
spread of the kth component is from the point P l

k to P r
k . The distance function

DS(x, y) determines the distance in between two points x and y. As defined
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earlier, the angle function AN(x, y) measures the angle. Average deflection of
all the crossbars from horizontal line is calculated as βF where,

βF =
T∑

k=1

DS(P l
k, P

r
k )AN(P l

k, P
r
k ) /

T∑
k=1

DS(P l
k, P

r
k ) . (4)

The IIRLC image is rotated with the −βF angle to get the IIRLCR which is
fully skew corrected (< 0.5◦) and all the crossbars become horizontally aligned.

Finally having identified each crossbar and the centreline a number of control
blocks can be automatically defined using segmentation techniques. The final
defined 21 control blocks are shown in Fig. 3(d).

5 Pattern Based Tracking of ALS Luminaires

At this stage a different tracking scheme is applied to the centreline (CLi) , wing
((CBL

i ), (CBR
i )) and centre body blocks ((CBC

i )).

i) Tracking the Centreline Blocks: In each of the centreline blocks, binary
morphological closing is done with a VLSE (V LSEO). For a given block if the
expected number of luminaires are not found, then the centreline block which
is in between two crossbars CBk and CBk+1 are vertically divided into four
regions. However, the division of the regions can not be linear because of the
perspective error. Using all the vertical distances in between crossbars, amount
of perspective error is calculated and then corrected. Now the sets in a block
(k) is horizontally analysed in the same method as described for the centre body
blocks tracking. This uses the virtual central line (V CLk) which is defined as the
the linear regression calculated on all the luminaires present in the block CBk.

ii) Tracking for Centre Body Blocks: Use of the V CLk is used to analyse
the (k − 1)th centre body (CBC

k−1). If there are three luminaires in the centre
body block’s pattern then V CLk is used to track the position of the middle
one and the position of the others two can be determined from that. Where
two luminaires are in the centre body block, V CLk will act as a clear separator
among them.

iii) Tracking for Wing Blocks: It is observed from the ALS pattern that the
intermediate distance among the luminaires in the wing blocks are highest com-
pare to any other blocks. Both of the left and right wings are analysed together
to find the median distance among the horizontally distributed luminaires. Using
this distance and the absence history all the luminaires in the wing are tracked.

6 Results

The localisation and tracking algorithms were applied to two sets of videos taken
during an approach to an airport in Northern Ireland. Each video had approxi-
mately 200 images. Thus over 400 images were tested using the new algorithms.
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Initially when the IIR analysis was applied to the images, it was shown that
removal of the two MSBs from the image data, could effectively create a large
intensity shift at the edges of the luminaire, aiding in its detection. It was found
that this technique was also very effective and its accuracy is 100% for localising
all the prominent luminaires. In addition, a noticeable benefit to using the IIR
analysis, is that it was also very effective for isolating very small luminaires in the
image data. For example, a number of luminaires at the top of the pattern only
cover 7 pixels at the start of the approach. This outperforms other published
techniques for this applications [6].
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Fig. 4. (a) Number of luminaires per image, the number of luminaires correctly tracked
by the Pattern based tracking and the Model based matching technique (b) Success
rate (%) of the correctly tracked luminaires

Having successfully located the luminaires within the image data, the devel-
oped tracking technique was applied to the images. Success rate on the tracking
is measured in each frame by the ratio of the correctly tracked luminaires and
total number of luminaires visible in the image (Eq. 1). It has already reported
in [4] that the existing KLT and SIFT technique gives < 60% and < 20% accu-
racy in tracking of the luminaires and model based matching technique produces
much better result compare to the others. So, we only compared our result (pat-
tern based tracking) with the model based matching (Fig. 4(a) and 4(b)). In
our method, when a luminaire is clearly distinguishable within the images, the
tracking accuracy is 100%. However, this reduced when the luminaires are highly
overlapped. Thus in terms of the tracked luminaires in the video sequence an
overall success rate of 91% for tracked luminaires was achieved. This again per-
forms well when compared to other published tracking algorithms in the area
[4]. It is also interesting to note that the processing time for the localisation and
tracking of luminaires per image was found to take 1 second (for Model based
matching technique it is 2.3s/image), when running on a standard pc. Whilst
not real time, the processing speed is still very acceptable.

7 Conclusion

The authors present new techniques for localising and tracking luminaires within
images. In particular, the techniques have been applied to images of an airport
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lighting pattern that were collected during an approach to an airport in North-
ern Ireland. The new technique for localising the luminaires utilises sub pixel
information in order to determine the edges of the luminaires. This technique
would work well for any application that requires the localisation of a light source
within an image. Tracking of a known pattern is discussed and performs very
well. Again this tracking technique could be applied to any video sequence where
there is a known pattern of points of interest. Finally it can be concluded that
the complete preprocessing presented here is very useful for the target applica-
tion. Future work will concentrate on using the information extracted from the
images to determine the performance metric of the lighting.
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Abstract. The arterial lumen is modeled by a spatially continuous right
generalized cylinder with piece-wise constant parameters. The method is
the identifies the parameters of each cylinder piece from a series of planar
contours extracted along an approximate axis of the artery. This curve is
defined by a minimal path between the artery end-points. The contours
are extracted by use of a 2D Fast Marching algorithm. The identification
of the axial parameters is based on a geometrical analogy with piece-wise
helical curves, while the identification of the surface parameters uses the
Fourier series decomposition of the contours. Thus identified parameters
are used as observations in a Kalman optimal estimation scheme that
manages the spatial consistency from each piece to another. The method
was evaluated on 15 datasets from the MICCAI 3D Segmentation in
the Clinic Grand Challenge: Carotid Bifurcation Lumen Segmentation
and Stenosis Grading (http://cls2009.bigr.nl/). The average Dice
similarity score was 71.4.

1 Introduction

The goal of this work is the segmentation of carotid arteries.Complex patho-
logical deformations of normally circular vascular cross-sectional shapes can be
represented by the Right Generalized Cylinder state model (RGC-sm) proposed
in [1]. The model is composed of two parts respectively describing: 1) the axial
shape by means of orthonormal bases attached to the axis, and 2) the surface
by means of planar contours orthogonal to the axis. According to the system-
state formalism, both components (the local base and the cross-sectional con-
tour) corresponding to any arc-length location, can be calculated knowing only
one initial base and contour, as well as their dynamics (parameters describ-
ing their variation). Our algorithm reconstructs the RGC shape step-by-step,
by extracting consecutive cross-sectional contours along an approximate vessel
axis. At each step, the RGC parameters are calculated from the current and
previous contour. The continuity and smoothness are controlled by a Kalman
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state estimator (KSE) [2]. A preliminary version of this work is available on-line
(http://hdl.handle.net/10380/3106).

2 RGC Model Overview

The RGC-sm associates a generating curve H and the surface S. It assumes
that a cylinder can be subdivided into pieces such that the model parameters
be piece-wise constant. Each piece Hi of the generating curve is defined by its
length Δi, curvature κi, torsion τi and by the azimuthal rotation angle νi of
the local base Γ i(t) attached to Hi, with respect to the corresponding Frenet
frame. Each piece Si of the surface, i.e. a continuous stack of contours ci(t, ω),
is defined by the Fourier coefficients Zi = {zi,l ∈ C;−q ≤ l ≤ +q} describing the
first contour in the piece, and by Λi = {λi,l ∈ C;−q ≤ l ≤ +q}, an ordered set
of 2q + 1 coefficients linearly transforming the contour along Hi:

ci(t, ω) =
+q∑

l=−q

(λi,l(t− ti) + zi,l)ejlω , (1)

where t and ω respectively are arc-length and azimuthal parameters. The number
q of harmonics controls the level of details. Each surface piece Si is connected
to the corresponding generating curve piece Hi by the following equation:

si(t, ω) = Γ i(t) ·

⎡
⎣ 0
Re(ci(t, ω))
Im(ci(t, ω))

⎤
⎦+ hi(t), (2)

where hi(t) is the spatial location of the origin of Γ i(t), which belongs to Hi.
The entire model is thus M≡ {h0,Γ 0,Z0, {κi, τi, νi, Δi,Λi; 0 ≤ i < n}} ,where
h0 ≡ h0(t = 0) is the first point of H, Γ 0 ≡ Γ 0(t = 0) is the first base attached
to h0 and Z0 ≡ Z0(t = 0) is the Fourier decomposition of the first contour.

3 Retrieval of Model Parameters from Image Data

The vascular segment of interest is delimited by two points interactively given by
the user. The initialization of the RGC-sm reconstruction process requires h0,
Γ 0 and Z0. One of the seed-points (typically the distal one) is taken as h0. The
extraction of the first discrete contour C0 = {c0,k : 0 ≤ k < K} is initialized by
h0 and is performed in the plane orthogonal (in h0) to the initial approximate
axis H̃. The orthonormal base Γ 0 is constructed such that its first vector is
tangent to H̃ in h0, the second vector is oriented along the vector h0 − c0,0,
and the third one is orthogonal to both. Z0 is calculated as the Fourier series
corresponding to C0, using the harmonics up to the third order (q = 3), which
is sufficient to represent reasonably complex cross-sections.

The KSE predicts the 3D locations, orientations and shapes of the contours
that delimit the consecutive cylinder pieces [3]. The observation vector, coding
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the RGC-sm parameters of the i-th piece, is computed from the result of the
contour extraction performed in the predicted plane. The observation is then
filtered by the KSE to produce a corrected estimate of the parameters, which
is expected to smooth out the possible errors of the contours and initial axis
extraction. Only the very first contour remains uncorrected. The KSE adapts
the tracking speed to the complexity of the local vascular shapes (axial and
superficial). In complex shapes (high local changes of curvature, for example)
the length of the cylinder piece is automatically reduced. This occurs when the
predicted contours are too different from the observations.

Approximate Axial Shape Extraction
The initial line H̃ coarsely describing the axial shape of the vessel, is constructed
as follows:

1. A binary image B(p) coarsely representing the vascular lumen is computed
from the initial image f(p), using a flooding algorithm. This algorithm uses
locally adaptive thresholds fL, fH depending on the distance of each voxel
to the seeds. These local values are computed using the Robust Automatic
Threshold Selection (RATS) scheme [4] and the properties of the vascular
lumen intensities along the carotids, presented in [5].

2. An Euclidean distance map E(p) is computed within B(p) using the algo-
rithm proposed in [6].

3. A cost function F(p) = 1
1+E(p) is used for a minimal path algorithm (as

proposed in [7]), which finds a set H̃ of points ordered along the shape
and connecting the seed-points even in the presence of lumen discontinuities
(severe stenoses). These points are expected to be located near the center of
the vessel due to the cost function F(p), related to the distance map E(p).

4. The curve is smoothed by use of a Laplacian filter.

Contours Extraction
The planar contours are extracted using the fast marching (FM) method [8].
FM is a front propagation technique that provides a set of (counter-clockwise)
ordered points Ci = {ci,k : 0 ≤ k < K}. This technique needs the definition of
a potential field P(p) expected to be maximum at discontinuities (edges) and
minimum within uniform regions. We use the potentials proposed in [9], where
the native image intensities f(p) along with image discontinuities represented
by the gradient magnitude |∇f(p)| are used:

P (p) = |∇f (p)| K (d (p) , α1, β1)K (f (p) , α2, β2)K (f (p) , α3, β3) . (3)

The function K (·) of a scalar u is defined as follows:

K (u, α, β) = 1 + exp
(
−u− α

β

)
, (4)
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where α is a shift, β is a signed sharpness parameter and d (p) is a mono-
dimensional derivative of |∇f (p)| along the direction normal to the front. With
α1 = 0, α2 = fL, α3 = fH , β1 = 100, β2 = 1 and β3 = −1, this potential
function P strongly decreases the propagation speed when the front moves be-
yond local maxima of the gradient norm (i.e. beyond borders of the arteries)
or beyond the range [fL, fH ] of luminal intensities, defined as described in pre-
vious subsection. Furthermore, in this work the authors recommend that the
FM propagation should be stopped at time value T when the growth of the
area A encompassed by the front becomes very slow, which is characterized
by a large value of ΔT/ΔA. Actually, at each iteration we compute the mean
mT/A and the standard deviation σT/A of ΔT/ΔA and the propagation stops
when ΔT/ΔA > mT/A + 10σT/A. All the coefficient settings correspond to the
experimental values from [9].

Additionally, the search space of the FM algorithm is restricted as follows:
1) the distance map values on the initial line H̃ are low-pass filtered along H̃,
within the binary mask B(p), 2) in the segments of H̃ falling beyond B(p), the
distance values are interpolated between the values defined within B(p), 3) thus
calculated distance values are used as an additional stopping criterion.

Front propagation is performed in the plane passing through the predicted
point ĥi ∈ H̃, and oriented according to the predicted vessel orientation ex-
pressed by the orthogonal base Γ̂i. Summarizing, the point set Ci is extracted as
follows:

1. The potential field P(p) is sliced by the plane passing by ĥi and oriented by
the first column vector of Γ̂i, to obtain a 2D image Qi(p).

2. The FM algorithm is executed on Qi(p) with ĥi as the first trial point (front
initialization), and the propagation stops when ΔT/ΔA > mT/A + 10σT/A

or when the first point of the front reaches the above defined distance from
the initialization point.

3. The FM generates the level set Li(p) which contains Ci as its last level.

Calculation of Model Parameters
Without loss of generality, we explain the process for the first cylinder piece.
Under the assumption of constant curvature and torsion, each piece of H is
a helix, and a geometrical reasoning demonstrates that its parameters can be
recovered if the frames Γ 0, Γ 1 at its extremities, as well as their origin locations
h0 and h1, are available. The remaining parameters are calculated using the
Fourier decompositions of the contours Z0 and Z1.

We first compute the transition operators, respectively rotation and transla-
tion, between the extremities:

Φ(0, Δ0) = Γ�
0 · Γ 1, (5)

Tr(0, Δ0) = Γ�
0 · (h1 − h0) . (6)

Φ is a rotation operator and one of the properties of the rotation matrices is the
existence of Θ and Ξ such that Φ(0, Δ0) − Φ(0, Δ0)� = 2 sinΘ · Ξ, where Θ
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is the rotation angle and the non-zero elements of the antisymmetric matrix Ξ
compose the vector defining the rotation axis. Moreover, it can be demonstrated
that Φ(t1, t2) = exp((t2 − t1) · Ψ ), where Ψ is proportional to Ξ: Ψ = μΞ. In
the case where Φ describes the rotation between two frames attached to a helix,
the coefficient μ is also involved in the calculation of the curvature and torsion
of the helix. Indeed, these are proportional (via μ) to the cosine and sine of the
angle ϕ that represents the ”slope” of the helix. Hence, the second step is the
subtraction:

Φ(0, Δ0)−Φ(0, Δ0)� =

⎡
⎣ 0 −c b
c 0 −a
−b a 0

⎤
⎦⇒ Θ = arcsin

(√
a2 + b2 + c2/2

)
.

It can be demonstrated that a, b, c can be used to calculate ϕ, then μ:

ϕ = arcsin
(
a/
√
a2 + b2 + c2

)
, μ =

sinΘ cos2 ϕ+Θ sin2 ϕ[
Φ(0, Δ0) [1 0 0]�

]�
Tr(0, Δ0)

,

which in turn permits the computation of the axial parameters:⎧⎪⎪⎨
⎪⎪⎩
ν0 = arctan(b/c),
κ0 = μ cosϕ,
τ0 = μ sinϕ,
Δ0 = Θ/μ.

(7)

Numerical stability problems might arise when Φ(0, Δ0) = I, which occurs when
H0 is a straight line segment. This is checked after the computation of Γ 0

and Γ 1, and the parameters, in this case, are set as follows:
[
κ0 τ0 ν0 Δ0

]� =[
0 0 0 |h1 − h0|

]�. Another important point of the numerical implementation
is the appropriate choice between two solutions, theorically equally valid, re-
spectively associated with the rotation Θ and the counter-rotation 2π−Θ. The
algorithm first checks that the resulting Δ is positive. Then, it checks that thus
estimated end-point h̃1 of the resulting helix falls within the corresponding con-
tour, more precisely within its fundamental ellipse. If both solutions meet these
criteria, the one that corresponds to the shortest curve is kept, i.e. min(Θ, 2π−Θ)
is chosen. Otherwise, the solution with smallest distance between h̃1 and the
contour center is kept.

The last step is the computation of the parameters describing the linear evo-
lution of the Fourier decomposition of the contours:

Λ0 =
{
z1,l − z0,l

Δ
∈ C : −q ≤ l ≤ +q

}
. (8)

4 Results

The method was evaluated on 15 Computed Tomography Angiography (CTA)
datasets available within the Carotid Bifurcation Algorithm Evaluation Frame-
work (http://cls2009.bigr.nl). These datasets are provided together with
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reference standard constructed from manual annotations performed by 3 ex-
perts per dataset, as well as with three initialization points per artery, located
in the common, external and internal carotid arterial segments, i.e. CCA, ECA
and ICA respectively. Therefore, for each carotid artery we extracted two cylin-
ders, respectively corresponding to CCA+ICA and CCA+ECA. The final result
of our segmentation was the union of the two cylinders (overlapping in the CCA
part). According to the framework, the evaluation in each dataset was performed
on a volume of clinical interest defined as follows: 20mm below from the bifur-
cation plane in the CCA, 40mm above the bifurcation plane in the ICA and
10mm above the bifurcation plane in the ECA. Four criteria were evaluated to
assess the lumen segmentation: Dice similarity index, mean surface distance,
RMS surface distance and maximal surface distance. Details of the evaluation
methodology can be found in [10].

Figure 1 displays examples of qualitative segmentation results. The quantita-
tive results are provided in Table 1. The average running time of our algorithm,
including lumen segmentation and display of intermediate and final results, was
less than 2 minutes per artery (ICA+ECA+CCA), which actually means 57 sec.
per cylinder (ICA+CCA or ECA+CCA).

5 Discussion and Conclusion

RGC-sm is a powerful tool that permits a concise description of complex gener-
alized cylindrical shapes. The theoretical framework permits the reconstruction
of a continuous surface corresponding to the lumen, based on a limited number
of discrete contours. Additionally, the Kalman estimator permits a correction
of the observation errors when these remain within a reasonable range. How-
ever, the evaluation results are not completely satisfactory. One can argue that
the overlap between the segmentation result and the reference would be better
if the whole artery was considered. Indeed, owing to pathological deformations
and image intensity alterations (calcifications, hypodense plaque), the volume of
interest used for the evaluation is clearly the most difficult part of the artery.
Nevertheless, our current implementation of the image processing steps devised
to provide the observations is not optimal. The initial rough extraction of the ax-
ial shape begins by a thresholding step, which is prone to errors when neighboring
structures have a similar intensity range. Actually, this initial curve needs to be
quite well-centered within the lumen. Indeed, as the Fast Marching algorithm
in planes orthogonal to this initial curve starts from the intersection between
the plane and the curve, this intersection has to fall within the lumen, other-
wise the contour extraction fails. Failures are also observed when the curve is
located within the lumen, close to a poorly contrasted boundary. In fact, the use
of an always inflating deformable contour, such as the Fast Marching front, is
uneasy, since the speed function and stopping criteria hardly can cope with all
possible configurations (nearby veins, calcifications, etc.). Furthermore, 2D Fast
Marching does not exploit the 3D continuity of the vascular lumen, which might
be helpful in some complicated situations. Future work will be oriented towards
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(a) (b) (c) (d)

Fig. 1. Two examples of the segmentation of a CTA image of a carotid using our algo-
rithm. The internal carotid is presented in cyan and the external carotid is presented
in red. The yellow and blue lines represent the generating curves calculated. Examples
of cross-section show various levels of difficulties in boundary detection: (a top) well
defined lumen, (a bottom) lumen with 2 bright calcifications, (d top) hardly identifiable
lumen surrounded by a heterogeneous plaque, and (d bottom) lumen stuck to a nearby
structure of same density. Please note that the artery center is always at the center of
the image.

Table 1. Summary of the quantitative evaluation

Measure min. max. avg.

Dice similarity index 32.89% 98.21% 73.16%
mean surface distance 0.55mm 3.52mm 1.58mm
RMS surface distance 0.74mm 5.12mm 2.55mm

maximal surface distance 2.32mm 16.22mm 8.50mm

an implementation that do not require the initial extraction of an approximate
axial shape and that perform a piece-wise local 3D boundary extraction. Let
us also note that the current implementation was designed with an implicit as-
sumption (constraint) that the seed-points are also end-points, and are given at
”easy” locations, i.e. healthy circular cross-sections without neighboring struc-
tures ”stuck” to the artery of interest. Hence, the method had difficulties in
datasets where the seed-point in the internal carotid artery was located either
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close to the bifurcation, so that our method segmented a too short part of the
artery, or near the skull where the assumption of the absence of neighboring
structures did not hold. Further work is necessary to cope with seed-points lo-
cated anywhere within the vessel of interest.
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Abstract. Rapidly developing Medical Image Understanding [1] field
requires fast and accurate context and semantic oriented object recog-
nition methods. This is crucial due to both description’s substantialness
requirements and diagnostic responsibility. Synthetic approach to med-
ical image analysis is expected, integrating various kinds of knowledge,
to facilitate processing and make the results more meaningful. Cognitive
Hierarchical Active Partitions is a flexible image analysis tool, facilitat-
ing use of semantic and contextual knowledge encoded in patch based
linguistic description of a given image. In the paper presented, this tech-
nique is evaluated in ventricular system recognition task on example set
of brain CT scans.

1 Introduction

Semantic image analysis can be regarded as a process in which sementically
meaningful fragments are extracted from an image. Such a fragment is called
spatch, which is a blend of spatial and patch to emphasize that it can be used
not only in two-dimensional case. The fragments can have different meanings,
depending on the analysis level (e.g. blue patch, sky etc.) and domain considered
(e.g. bright patch, tumour, etc.). Before the image content is understood, seman-
tic meaning is assigned only to basic elements of the image, i.e. pixels. Only by
further analysis supported by additional knowledge can one retrieve complex
structures, which then can form other semantically meaningful structures. This
is regarded as a bottom-up cognitive process.

The present paper applies Cognitive Hierarchical Active Partitions (CHAP),
an approach first introduced in [2]. First, in a deterministic way circular patches
of approximately the same colour, which are used as a basis for further analysis,
are sought. Then, iterative optimisation process, supported by an expert knowl-
edge about the shape, location and colour, retrieves the subset that represents
an image fragment which is new from the semantic point of view. The approach
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presented is innovative in that it takes into account additional knowledge about
mutual relations between patches, which places it among systems that apply
linguistic knowledge about an image [1,3,4].

2 Linguistic Based Object Recognition

Linguistic-based object recognition is one of the most rapidly developing research
domains connected with pattern analysis. Like in structural pattern analysis, an
object processed is assigned another object which is to describe it in possible
most exact way. In the present paper, the describing objects are circle graphs,
generated automatically by using the algorithm presented in [2]. The choice of
graph language as a tool of linguistic description is not accidental. Being formal
and semantically exact, it is also expressive enough to carry both information
about the object’s structure and external knowledge about the object.

2.1 Circle Graph

Let G = (V,E) be an undirected graph of linguistic description of an image I.
For any vertex v ∈ V let us define a sphere K(v) in pixel coordinate space of
image I, centred at point O(v) and of radius r(v). In the case of two-dimensional
images, considered in this paper, each sphere is in fact a circle overlapping some
area of I, and, as a result it carries spatial information. Two vertices w, v ∈ V
are adjacent in G if and only if K(w) and K(v) are adjacent (within admissible
error margin).

Fig. 1. Description of example image

2.2 Spatio-semantic Information

A fundamental characteristic of a linguistic description is its information content.
In the case of a circle graph, spheres defined for each node, contain information
about subareas of I which are cohesive colour-wise. Edges carry information
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about neighbourhood of such subareas and the possibility of their composition
into larger areas which may constitute potential candidates in the recognition
process. Above all, however, the edges carry information about the shape of an
area, supplementing superficial information contained in a set of vertices and
associated circles.

Fig. 2. Verticle and edge carry spatial and shape information

Following the nomenclature introduced in the previous section, let G be a
linguistic description of an image I. Assuming that the description is a collection
of descriptions of objects distinguishable on I at a given precision level, we can
set a task of searching subgraphs Gc of graph G that would fulfil the criteria
taken. In the present paper, the criterion taken is described by a prototype graph
Gp. Supported by analogous functions K, O and r, the prototype graph carries
shape information. Note that the circles are described in abstract coordinate
space, which enables one to „put” the prototype in any point of the image in
order to compare it with any candidate graph Gc.

3 Linguistic Similarity Measure

The core of the method presented is an algorithm which evaluates the similarity
degree between two graph linguistic descriptions: of the candidate (Gc,Kc, Oc, rc)
and of the prototype (Gp,Kp, Op, rp).

3.1 Graph Transformations

The algorithm of evaluation presented in 4.1 is based on the search for home-
omorphism between graphs Gc and Gp. The algorithm performs matching op-
erations which aim at possibly most exact reflection of Gp structure with the
components ofGc. Every matching operation is assigned an edit cost, which helps
evaluate the similarity of those shapes which are not homeomorphic according
to the definition.
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Algorithm of graph description analysis was presented in detail in [2]. In search
of homeomorphism of graphs [5,6], two basic edit operations are performed,
namely path substitution and path deletion.

3.2 Matching Cost

Both operations, which are multi-stage, use path segment approximation, node
substitution, node deletion and path segment deletion. Because every such op-
eration results in graph’s modification, it is assigned a cost, estimated in the
context of graph descriptions. The final measure of similarity of two graph de-
scriptions (Gp,Kc, Oc, rc) and (Gc,Kc, Oc, rc) is the weighted sum of the costs
of edit operations performed during the matching of Gp and Gc. Note that there
are many matching possibilities of the graphs that differ in cost. The measure is
minimum matching.

cost(Gc, Gp) =
∑

i

wici (1)

where ci denotes the cost of a subsequent edit operation, whereas wi is the weight
coefficient of the edit operation, which enables the algorithm to be matched with
a class of descriptions considered.

4 Evaluation

During the evaluation process, the algorithm is to locate one of the ventricles of
the brain on a computed tomography picture. The analysis of brain ventricles is
crucial from a diagnostic point of view, since any deformation of the ventricular
system, including compression or expansion of the ventricles or their asymmetry
is a factor indicating a disease or pathological changes in the brain.

In the study of the left lateral ventricle, a series of prototypes have been
prepared , the following of which have been classified for further research:

Fig. 3. Knowledge driven prototypes

The search through subgraph’s spaces is performed by simulated annealing
algorithm with the movement generator which performs random graph change,
on the condition that the resultant graph must be connected.
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Procedure. GraphSimilaritySearch(Gp,Gc) ∈ R

/*Initial match is 1-1 matching between one node from Gp and one
from Gc; while computing costs prototype is considered to be
placed on the candidate so that centers of initially matched nodes
overlap. */

M - set of all initial 1-1 matches
while true do

/*remove worst partial matches; heuristically reduces memory
consumption ant time complexity */

trim(M)
best ←− match from M having smalles cost
remove( best from M)
/*Extending paths has been described in [5]. In short, searching
homeomorphism between Gp and Gc requires searching for
mappings between features of both graphs (here edges). */

if best has extending paths then
foreach not previously matched pathp extending best do

/*it is possible to leave pathp unmatched, or to check all
possibly matching paths in Gc */

bestnp ←− best with pathp matched to nothing
cost(bestnp) ←− cost (best) + penalty for unmatched pathp

add(bestnp to M)
foreach pathc in Gc do

best+ ←− best extended with pathp � pathc match
cost(best+) ←− cost(best) + (pathp, pathc) match cost
add(best+ to M)

else
costold ←− cost(best)
cost(best) += unmatched prototype edges penalty
cost(best) += unmatched candidate edges penalty
if costold = cost( best) then

/*cost(best) didn’t change, so it smaller than any other
processed matching, finishing */

return cost(best)
else

add(best to M)

4.1 Heuristic Graph Comparison Algorithm

Optimal matching is performed by the algorithm presented above. It is based on
heuristic iterative expansion strategy of best possible graph matching.

4.2 Expert Knowledge Consideration

The information about shape similarity is not enough for calculating the correct
solution energy. There may be more sets of circles, which correspond to the
prototype, but are not necessarily located in the ventricular system.
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On the basis of semantic knowledge of an expert, additional optimised energy
components can be defined:

– blackness - B(Gc) - its value is an average of the values of the pixel colours
situated in central points of the circles divided by 255. If the result is lower
than the threshold (empirically estimated as 0.2), then the final blackness
value is 0. Note that the image is an 8-bit greyscale image, in which black
corresponds to 0.

– centrality - C(Gc) - its value is an average distance between circles’ centres
and the centre of the image divided by half of the image’s diagonal. On
computer tomography images, the head is usually situated just underneath
the centre. For this reason, the central point is defined by half width and
0.55 height of the image (counting from the top).

The energy function optimised during subdescription space search is the sum of
matching cost 1 and the values of blackness and centrality of the candidate.

Ep(Gc) = cost(Gp, Gc) +B(Gc) + C(Gc) (2)

Fig. 4 presents exemplary search errors resulting from the omission of energy
component.

Fig. 4. Example recognition result

4.3 Research Methodology and Effectiveness Measures

The research is based on a selected set of pictures which clearly show ventricular
system of the brain. By means of a standard circle algorithm [2] it is possi-
ble to automatically retrieve image circles, then manually determine subgraphs
describing the left lateral ventricle. Graph descriptions determined in this way
constitute the recognition standard.

The efficiency evaluation of the recognition algorithm was performed by the
standard precision and recall, which have been combined with measure F1, av-
eraging the results for 10 separate recognition processes.
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4.4 Results

In the first stage of the research, general correctness of the algorithm was verified.
The prototype used here was the description which exactly corresponded to the
set of circles we were searching for. The subgraph was found correctly each
time. In the second stage, the prototypes were expert graphs based on medical
knowledge about the shape of left ventricle. Both are presented in Fig. 3. Each
image was assigned a prototype which approximately corresponded to the shape
presented in the picture. The results are depicted in Table 1.

Table 1. Results of evaluation on selected images

Image Measure Precission Recall F1 Image Measure Precission Recall F1

no
rm

1 mutualinf 0.8 0.46 0.58
pa

th
.1

mutualinf 0.7 0.41 0.51
purity 1 0.58 0.73 purity 0.6 0.33 0.43

fmeasure 0.9 0.52 0.73 fmeasure 0.4 0.25 0.30
entrophy 0.8 0.52 0.73 entrophy 0.5 0.33 0.40

no
rm

2 mutualinf 0.49 0.61 0.54

pa
th

.2

mutualinf 0.9 0.43 0.58
purity 0.45 0.55 0.49 purity 0.7 0.33 0.45

fmeasure 0.49 0.61 0.54 fmeasure 0.7 0.35 0.46
entrophy 0.5 0.61 0.55 entrophy 0.9 0.43 0.58

Basing on the conducted experiments it can be observed that the method
presented correctly localises chambers of ventricular system. Yet, the exact seg-
mentation is still unsatisfactory if precie area or shape recognition are expected.
This can be, however, considered as the first step in image processing, where
the skeleton of an object described by the graph is later improved. Moreover, it
can be noticed, that not all of the results presented in Table 1 are satisfactory.
It can be explained by the wrong choice of the energy parameters. Depending
on the size of the circles in graph descriptions unmatching penalties used by
the GraphSimilaritySearch procedure must be properly adjusted in order not to
marginalise circles with small diameters.

Fig. 5. Example prototype, description and results in 3D space
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5 Conclusions and Further Work

The present paper applies graph linguistic description of images to object re-
trieval and recognition in the image. The method presented is characterised by
high efficiency not only when exact prototype description is provided. It was
designed in such a way as to retrieve even shapes described in an inexact or
superficial way. However, in the latter case, efficiency depends to a large extent
on the object’s characteristics and the context. It is worth mentioning that the
method presented can be also easily applied in multidimensional space. Fig. 5
visualises the same description method applied in three-dimensional space.
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Abstract. An approach to computer-assisted image content understand-
ing is presented. It is based on using domain ontology as a source of
knowledge concerning the external world whose objects are visualized by
the image. The ontology is presented in the form of ontological models
constructed on the basis of widely-defined relations. Image content is
recognized through solution of relational equations. The main steps of
computer-assisted image interpretation and their content understanding
are illustrated by examples.

Keywords: Image processing, image content understanding, domain on-
tology, relations, relational equations.

1 Introduction

Image can be considered as multidimensional (2D, (2+1)D, 3D, (3+1)D, etc.)
signal characterised by a multi-level organisation. In a computer-aided image
processing context the 1/ physical (spectral), 2/ syntactic (statistical, morpho-
logical, structural), 3/ semantic, 4/ pragmatic and 5/ systemic image organi-
zation levels can be distinguished. For the first decades of image processing
methods development attention on the physical and syntactic image properties
was focused. However, in many application areas (science, technology, medicine,
arts etc.) where important role by visual information is played a computer sup-
port to image content recognition, image practical usefulness assessment, detec-
tion of their relationships to other documents stored in the systems, etc. is also
highly desired. That is why the interest to the semantic, pragmatic and systemic
aspects of computer-aided image processing for the last decades was growing up
[10]. Solution of any of the above-mentioned problems needs a deal of informa-
tion about the application area to be taken into consideration. There are many
ways of explaining what image understanding means. E.g., in a large context,
J. Hawkins and S. Blakeslee [7] explained understanding a situation as an ability
of a living individual to preview the life-important effects of the situation. In this
sense image understanding includes recognition of semantic, pragmatic as well as
systemic aspects of the image under consideration. R. Penrose [18] additionally
stresses the role of consciousness in understanding a situation. Below, following
the J. Hawkins and S. Blakeslee concept (and without going into philosophical
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deliberations whether it is or is not ,,conscious” (the more that consciousness
also has not been by R. Penrose exactly defined), we define image content un-
derstanding as ability: 1st to interpret image in the terms of an assumed model
of external world reflected in the image, and 2nd on the basis of image analysis,
to reply queries concerning image itself as well as reflected by it objects, their
properties, widely defined relationships among the objects, and their relationships
with other, directly non-observed objects. In such sense, image understanding be-
comes a synonym of rational image interpretation. Effective image understanding
is strongly dependent on a primary knowledge about a given application domain
(a selected part of real or abstract world under consideration) and about the
image acquisition or creation circumstances. The above-mentioned types of pri-
mary knowledge may take various forms. In the simplest case they may take
the form of less or more formalized models. For example, non-formalized models
which in ancient astronomy were used to explain configurations of stars visi-
ble on a night sky had the forms of animals (Lion, Taurus, Great Bear, Small
Bear, etc.) or of mythological figures (Orion, Archer, Gemini, etc.). This sort
of external world models helping sky image interpretation made a preview of
the position of given stars constellations possible. However, it was unusual for
the positions of moving planets, comets, etc. previewing. A well-known sort of
formalized external world models used in pattern recognition problems based on
Bayesian rule has the form of a priori probability distributions of the patterns.
In this case image interpretation is limited to indication of the similarity class of
objects the presently recognized one probably belongs to. Let us suppose that for
each recognized pattern (similarity class) links to some pattern properties, prac-
tical aspects, etc. are given. Then, after the pattern recognition act all attached
data can be presented to the user. Consequently, in principle, answering many
questions on the basis of those data becomes possible. Does it mean that the
recognizing system ,,understood” the content of the image? This example shows
that despite the formerly given explanation of what image content understanding
means the borders of meaning still remain fuzzy. On one hand, the correctness
of understanding can be evaluated only within a given, more general concept
of the external world (the previously assumed models of the application area);
on the other one, the depth of understanding depends on the class of questions
we expect to be answered on the basis of image analysis. From a user’s point
of view it is not so much important that the image content interpreting system
acts ,,consciously”, it is rather important that it correctly replies to the queries
concerning the image under consideration and presented by it objects and their
environment. The replies should be based on the application domain knowledge.
The more deep, correct, extended and adequate to the user?s expectations the
domain knowledge is, the better computer-assisted image content understanding
is possible. The domain knowledge is usually provided to the system by experts
in the given application area. Therefore, a computer-based image content un-
derstanding system may take the form of a specialized expert system shown in
Fig. 1.
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Fig. 1. General scheme of an image’s content understanding system

In this scheme, besides the user, two groups of experts have been indicated.
The first one provides the system with reference data used to pattern recog-
nition. The second one provides to image understanding necessary application
area knowledge. The user does not need to get direct contact with any of those
groups. He communicates with the system by two ways: one concerning image
introduction and recognition process control and another one concerning im-
age interpretation, i.e. putting questions about the objects visible in the images
rather than the images themselves and evaluating the system replies. The com-
munication tracts concerning image interpretation procedures have been marked
in the scheme by enlarged arrows.

Our interest will be focused below on a concept of the image interpretation
program and application area knowledge database. In this context two main
problems arise: 1st, what should be the form of application area knowledge rep-
resentation in the system, and 2nd, how to use this knowledge for answering
the user’s queries concerning the observed objects and their relationships with
other application area objects. Below, a short view on a concept of the above-
formulated problems solution will be given. It is based on a general concept of
ontology as a form of domain knowledge representation which in the last decades
became popular in various application areas [1, 2, 5, 6]. The concept of using
ontologies in pattern recognition was formulated in [12] and developed in [13, 14,
15, 16] where a particular attention to the relations as mathematical tools for
ontological models construction was paid. However, it should be remarked that
for the last years many other approaches to the image content understanding
problem have been proposed in the literature, e.g. [3, 4, 8, 17, 19]. It seems that
until a significant number of non-trivial experimental results of computer-aided
image content understanding has been gathered no strong preferring of some
approaches to the problem with respect to the other ones will be sufficiently
plausible.
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The paper is organized as follows. In Sec 2. the idea of ontological models
as tools of application area knowledge representation is shortly reminded and a
concept of their general structure is proposed. In Sec. 3 the way of ontological
models representation using the formalism of relations and hyper-relations is
described. Sec. 4 contains an example of USG cardiac images interpretation
method using elements of cardiologic ontology and corresponding ontological
models. Conclusions are gathered in Sec. 5.

2 Ontological Models

The below-presented approach to image content understanding is based on sev-
eral basic assumptions.

2.1 Domain Ontology

The application domain knowledge needed to image content understanding can
be presented in the form of domain ontology O specifying a taxonomy T of basic
concepts and a family of relationships between the concepts representing various
aspects of the given application area of interest. By the concepts we mean any
real or abstract individual objects or their ensembles (classes of similarity). The
qualitative attributes of objects and numerical parameters characterising the
objects can be considered as concepts as well.

For pattern recognition and image analysis purposes it is appropriate to rep-
resent the domain ontology O in a formalized way as an ensemble of ontological
models (OM):

O = {OM1, OM2, . . . , OMI ;Q,A} (1)

where Q denotes a subset of super-relations between the OMs describing a
general structure of the ontology and A is a set of axioms concerning the models
(e.g. extended algebra of relations or hyper-relations, probabilistic assumptions,
etc.). Ontological model can formally be defined as a quadruple:

OMi = [CiRi, T opi, Ai], i = 1, 2, ..., I, (2)

such that: Ci is a non-empty subset of concepts, Ri is a super-relation describing
the elements of Ci containing, in particular, a multi-aspect taxonomy Ξi of the
elements of Ci; Topi ∈ Ci being its highest element; Ai is a subset of model
assertions. Using the notions of ontological models a domain ontology O can
be constructed in a bottom-up process by construction and completing onto-
logical models adequate to the description of the given application domain. In
particular, a multi-aspect taxonomy can be defined as a set of taxonomic trees:

Ξi = {T (1)
i , T

(2)
i , . . . , T

(m)
i , T opi} (3)

having a common root Topi and classifying the elements of Ci from different
points of view.
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The set of concepts of a given ontology:

C = ∪iCi (4)

can also be presented by a sum of three (not obviously non-overlapping) classes:

C = C(im) ∪ C(ob) ∪ C(ad) (5)

where C(im) denotes concepts directly concerning the analyzed image, C(ob) - the
concepts concerning objects belonging to the application area visualized by the
image, and C(ad) - other concepts concerning the application domain, indirectly
related to the analyzed objects. On the basis of so-defined concepts three types
of ontological models as shown in Fig. 2 can be constructed: 1st those image
describing in statistical, geometrical, spectral, morphological or structural terms,
2nd those assigning application area concepts (terms) to the identified image
details, and 3rd those interpreting the recognized objects’ properties and the
relationships between them and other, non-observed directly objects belonging
to the application area and constituting a large image analysis context.

Fig. 2. Hierarchy of image interpretation models

The idea of a domain ontology construction can be illustrated by the following
example.

Example 1
Let us assume that practical problems consist in computer-aided interpretation
of medical cardiac images. The application area thus can be defined as Cardiology
and the corresponding taxonomy of concepts can be displayed in a taxonomic
tree whose upper layers may have the following form:
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Cardiology:

– Heart,

◦ Heart anatomy,
◦ Cardiac physiology,
◦ Cardiac pathology

– Heart treatment,

◦ Prevention methods,
◦ Diagnostic methods,
◦ Pharmacological methods
◦ Surgical methods,
◦ Rehabilitation

– Cardiologic drugs and instruments,
– Cardiologic medical care,
– Cardiac patients,

etc.

In cardiac image processing various concepts may be of particular interest. One
can reach them following selected paths on the taxonomic tree, like e.g.:

Cardiology - Heart -

– Heart anatomy - Cardiac chambers - Left cardiac ventricle,
– Pathology - Cardiac failure - Ventricle’s contractility disorder - Akinesis,

etc. In similar way, we can draw the paths:

Cardiology - Heart treatment -

– Cardiac diagnostic methods - Cardiac imaging analysis - USG modality -
– Kinetic contours description - Kinetic parameters;

Cardiology - Cardiologic medical care - Cardiac examinations -

– Visual diagnosis - Visual examination file - Radiological examination file,
– Electrocardiography - ECG. examination file - Electrocardiogram,

etc.

In practice, construction of a complete taxonomy of concepts of an applica-
tion domain is a laborious task needing collaboration of a large number of
specialists. However, for narrow classes of image interpretation tasks solution
sub-taxonomies based on existing repertories of practically used terms and/or
concepts can be used. On the other hand, a clearly defined hierarchy of concepts
concerning images and related to them application areas makes construction of
ontological models adequate to image content understanding much easier.
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2.2 Relations

The relations occurring in ontological models are considered in a wide sense in-
cluding extended, conditional, parametric relations and super-relations (relations
described on lower-level relations considered as sets) [9], as well as hyper-relations
(sums of [11]). From another point of view, they may be of deterministic, prob-
abilistic or indeterministic (e.g., on multi-valued, fuzzy or relative logic based)
type. Due to this, relations become a large and flexible tool for a wide class of
real situations description.

Taking into account the above-mentioned three classes of concepts all relations
in the ontological models can be divided into the following groups:

a) Relations described on the concepts of C(im) only, characterizing structural
properties of images;

b) Relations described on the concepts of C(im) ∪ C(ob), characterizing the re-
lationships between images and visualized objects, making the recognition
of image content possible;

c) Relations described on the concepts of C(ob)∪C(ad), characterizing the inter-
objects relationships within the application domain and making possible an
extended semantic, pragmatic or systemic image aspects analysis.

The above-given assumptions make construction of a large class of ontological
models possible. However, for effective image content understanding system con-
struction the domain ontology should be flexible and extendable. Moreover, de-
spite the fact that the ontology-based approach to image understanding is mainly
declarative, fitting it with some elements of a procedural approach seems reason-
able. This can be reached due to several possible ways of relations description:

◦ by listing instances (elements of the corresponding Cartesian product, n-
tuples) satisfying the relation;

◦ by algebraic compositions of other, formerly described relations;
◦ by using testing procedures to select instances satisfying the relation.

Choosing an adequate structure of application domain ontology is thus a cru-
cial point in ontology-based image content understanding. Established domain
ontology concepts should put a bridge between the world description used by
computer specialists and this of the application domain experts.

Example 2
Let us assume that the following concepts have been established: Patient identi-
fier (Pid), Examination date (Exd), Examination file (Exf). They are specified
as the following sets:

Pid = {AK,KL,NP,WZ} - (symbols stand here for shortened names of
patients),
Exd = {01− 01, ..., 31− 12} - (all days round the year),
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Exrf = {a/001, ..., a/999} - (identifying symbols of radiological examination
files)
Exef = {b/001, ..., b/999} - (identifying symbols of ecg examination files).

On the basis of the above-given sets two relations describing radiological (R1)
and electrocardiographic (R2) examinations by listing their instances are
described:

Pid× Exd× Exrf ⊇ R1 ≡ {(AK, 12− 02, a/127), (NP., 14− 02, a/131),
(WZ, 16− 02, a/137)},

P id× Exd× Exef ⊇ R2 ≡ {(NP, 06− 02, b/328), (AK, 12− 02, b/329),
(AK, 12− 02, b/331), (KL, 12.02, b/343)}.

Then, on the basis of an extended algebra of relations [4] there can be defined:
• An extended sum of relations:

Pid× Exd× Exrf × Exef ⊇ R1 ∪R2 ≡ {(AK, 12− 02, a/127, ∗),
(NP., 14− 02, a/131, ∗),
(WZ, 16− 02, a/137, ∗),
(NP, 06− 02, ∗, b/328),
(AK, 12− 02, ∗, b/329),
(AK, 12− 02, ∗, b/331),
(KL, 12.02, ∗, b/343)}.

Stars * are used for denoting any element of the corresponding set.
• An extended intersection of relations:
Pid× Exd × Exrf × Exef ⊇ R1 ∩R2 ≡ {(AK, 12− 02, a/127, b/329)},

• Extended differences of relations:

Pid× Exd× Exrf × Exef ⊇ R1/R2 ≡ {(NP, 14− 02, a/131, ∗),
(WZ, 16− 02, a/137, ∗)}.

Pid× Exd× Exrf × Exef ⊇ R2/R1 ≡ {(NP, 06− 02, ∗, b/328),
(KL, 12.02∗, b/343)}.

• Extended symmetrical difference of relations:

Pid× Ext× Exd× Exrf ⊇ R1÷R2 ≡ {(NP, 14− 02, a/131, ∗),
(WZ, 16− 02, a/137, ∗),
(NP, 06− 02, ∗, b/328),
(KL, 12.02, ∗, b/343)}.

• Extended conditional relations:

Pid× Ext× Exd× Exrf ⊇ R1|R2 ≡ {(AK, 12− 02, a/127), ∗)},
P id× Ext× Exd× Exrf ⊇ R2|R1 ≡ {(AK, 12− 02, ∗, b/329),

(AK, 12− 02, ∗, b/331)}.
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2.3 Super-Relations

For the ontological models construction and description purposes the names of
relations as well as of their arguments are given as symbolic denotations of con-
cepts provided by ontological taxonomic trees. For example, above, in Example
2 there have been defined relations which can be denoted as R1(Pid,Exd,Exrf)
and R2(Pid,Exd,Exef). However, some of relations’ arguments can be defined
as relations themselves. In the above-given case the argument Exd is, in fact,
a relation Exd(Day,Month) where Day is a concept defined as a set of inte-
gers Day = {1, 2, 3, . . . , 31} and, similarly, Month = {1, 2, . . . , 12}. Therefore,
the former relations could also be written as R1[Pid,Exd(Day,Month), Exrf ]
and, respectively, R2[Pid,Exd(Day,Month), Exef ]. The last form of relation
directly indicating some of its arguments as lower-level relations is called a
super-relation.

Example 3
Let us assume that it is defined a relation Patient(Pn, P id, Pbd, Pad) where
Pn denotes patient’s name, Pid is patient’s identifier (look Example 2), Pbd
is patient’s birth date, and Pad is patient’s address. Pbd and Pad can be ex-
tended into lower-level relations. It will be also taken into consideration the
formerly-defined relation R1 ≡ R1(Pid,Exd,Exrf). Then, a conditional rela-
tion Patient|R1 will consist of all instances of the relation Patient such that there
exist in R1 instances containing the same patient’s identifier (Pid), while an in-
tersection Patient∩R1 is a relation depending on the arguments (Pn, P id, Pbd,
Pad,Exd,Exrf).

2.4 Hyper-relations

The number and order of arguments of classical relations are strongly fixed. In
ontological models construction this constraint is rather undesired. The concept
of hyper-relations tries to overcome this inconvenience [18]. Let F be a family
of |F | non-empty sets (below, it will be assumed that |F | is a finite natural
number). We take into consideration a family G = 2F of all sub-families of F
and a family BG of all linearly ordered permutations of the elements of G. Each
element of BG is thus a linearly ordered sub-family of the sets belonging to F
and as such, it may generate some relations. We denote by RF the family of
all relations described on any elements of BG. Then any set of instances of any
relations belonging to RF is called a hyper-relation (a h-relation) described on
the family F of sets. The instances of a h-relation are thus some sequences of the
elements of sets belonging to linearly ordered sub-families of F , the admissible
lengths of sequences varying from 0 to |F |.

Example 4
Let us take into consideration the above-defined relation R1(Pid,Exd,Exrf).
We shall denote by R1(NN, ∗, Exrf) its sub-relation consisting of all instances
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for which Pid = NN is strongly fixed and Exd = ∗ denotes any admissible ex-
amination date. Then, we select a projection of this sub-relation on the argument
Exrf : Q = R1(NN,Exd,Exrf)|Exrf being a set of all radiological examina-
tion files acquired at any date from the patient NN . The examination files are
given in the form of sequences of radiologic snapshots (frames). The sequences
consist of time-ordered sub-sequences of various lengths presenting the given
cardiac action in fixed projections. All such sequences are thus a sub-family of
the above-mentioned family BG of linearly ordered sequences of elements drawn
without repetitions from a set C of all radiologic snapshots under consideration.
Then, a set of all sub-sequences of radiologic snapshots presenting cardiac action
in a fixed projection is a h-relation described on the family F of sets C (taken
as many times as the maximal length of sequences of frames is).

2.5 Parametric and Fuzzy Relations

If r(C1, C2 . . .Ck) is a relation described on a Cartesian product C1×C2×. . .×Ck

then formally it is easy to assign a numerical parameter μ, μ ∈ M , to its
instances and to replace the relation by its extended form r∗(C1, C2, . . . , Ci,
. . . , Ck,M) described on a Cartesian product C1 × C2 × . . .× Ci × . . .Ck ×M .
This form of relation will be called a parametric relation. The parameter μ may
in general provide any sort of meta-information about the relation instances,
e.g. their costs, importance, credibility, etc. In principle, they also may repre-
sent probability of the instances considered as random events or membership
coefficients when the relation is considered as a fuzzy in L. Zadeh sense rela-
tion. However, in the last cases the values of the parameter assigned to the
relation instances should satisfy the normalization constraints: Σiμi ≡ 1 being
itself a hyper-relation described on a countable Cartesian product of the sets
M . We denote this hyper-relation by Norm(M). Therefore, it is better to con-
sider a probabilistic or a fuzzy relation as conditional parametric relation of the
form r∗(C1, C2, . . . , Ci, . . . , Ck, μ)|Norm(μ) which is satisfied by such instances
of r∗(C1, C2, . . . , Ci, . . . , Ck, μ) for which the normalization condition by the pa-
rameter values μ is satisfied.

2.6 Relational Equations

For a given relation r(C1, C2, . . . , Ci, . . . , Ck) described on a Cartesian product
C1 × C2 × . . .×Ci × . . .× Ck where C1, C2, . . . , Ci, . . . , Ck denote some sets an
expression:

r(ai, bj, . . . , x, . . . , ek) = t. (6)

where ai ∈ C1, bj ∈ C2, . . . , x, . . . , ek ∈ Ck, t ∈ {,,true”, ,,false”}, can be inter-
preted as an equation with respect to the variable x. Its solution is any x0 ∈ Ci

such that (ai, bj, . . . , x0, . . . , ek) is an instance of the relation r.
Relational equations make formulation of questions for a relations-based de-

cision system possible, because (6) is semantically equivalent to the query: ,,Are
there any, and if so, what are the elements x of Ci such that the relation
r(ai, bj , . . . , x, . . . , ek) takes assigned to it logical value”.
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Example 5
Let us take into consideration the above defined relations R1(Pid,Exd,Exrf)
and R2(Pid,Exd,Exef). A set of relational equations:{

R1(x, (12, 03), Exrf) = ,,true”
R2(x, (12.03), Exef) = ,,false”

is semantically equivalent to the query: ,,Are there any, and if so, what are the
identifiers of patients who have passed a radiological examination on 12.03 and
have not passed the same day an ECG examination”.

The concept of single-variable relational equation can easily be extended on
multi-variable relational equations as well as on sets of single- or multi-variable
relational equations. Basic properties of relational equations still need to be
investigated. Some remarks concerning the way to solve the sets of relational
equations will be given below.

2.7 General Structure of a Domain Ontology

A general structure Q of the domain ontology O can be described by a set
of super-relations between the ontological models OMs. Two types of super-
relations can be mentioned as the most important ones. The first one concerns
expression (3) showing that, unlike the widely used definitions of ontologies [1, 2,
6], construction of a domain ontology needs sometimes using several taxonomic
trees to show the hierarchies of concepts based on various approaches. For exam-
ple, a taxonomy of drugs can consist of particular taxonomies based on chemical
components, therapeutic destination, way of pharmacological action, etc.

The second type of super-relations represents semi-ordering of relations caused
by inclusions of their sets of arguments. If R′(G′) and R

′′
(G

′′
) are two relations

described, correspondingly, on the sub-families of sets G′ and G
′′
, then it can be

called that:

a) R′(G′)isapredecessorofR
′′
(G

′′
) if G′ ⊂ G′′

,
b) R′(G′)isasuccessorofR

′′
(G

′′
) if G′ ⊃ G′′

,
c) R′(G′)andR

′′
(G

′′
)arerelated if G′ = G

′′
,

d) R′(G′)andR
′′
(G

′′
)arenon− related otherwise.

The above-defined situations can be, respectively, denoted by R′(G′) →
R

′′
(G

′′
), R′(G′) ← R

′′
(G

′′
), R′(G′) ↔ R

′′
(G

′′
), and R′(G′)?R

′′
(G

′′
). Moreover,

the non-related pairs of relations can be divided into two sub-classes:

a. R′(G′), R
′′
(G

′′
)areconnected,R′(G′) R

′′
(G

′′
), if they are non-relative but

G′ ∩G′′ �= ∅ where ∅ is an empty set;
b. R′(G′), R

′′
(G

′′
)aredisconnected,R′(G′) ⊥ R′′

(G
′′
), if they are non-relative

and G′ ∩G′′
= ∅.

According to this,

1. R′(G′) is a predecessor of R
′′
(G

′′
) if it is: a partial relation of R

′′
(G

′′
);
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2. an extended sum of relations is a successor of its components as well as of
its sub-relations;

3. an intersection of extended relations is their predecessor;
4. any relation is a successor of its conditional relations,

etc.
The domain ontology structure Q is thus given by a semi-ordering of relations

given by the assumptions a) - d) and, in addition, by a binary super-relation of
connection given by the assumption a). Both super-relations can be presented in
the form of a graphH whose nodes are assigned to the relations and selected pairs
of nodes are linked by three types of edges: arcs → between the predecessors-
successors, double arcs ↔ between the related nodes, and undirected lines -
between connected nodes. We call H a structural graph of the domain ontology.

Example 6
Let us take into consideration the following family of relations:

Patient(Pn, Pid, Pbd, Pad), Pbd(Day, Month, Year), Exd(Day, Month, Year),
Pad(Town, Postal-code, #House, #Flat), R1(Pid, Exd, Exrf), R2(Pid, Exd,
Exef), Exrf(Pid, Rld), Exef(Pid, Ecgd), Rld(Imf), Ecgd(Ecgf), Cardiag(Pid,
Cardis, Rld, Ecgd)

where the meaning of the relations Patient, R1, R2, P bd, Exd, Pad,Exrf and
Exef has been explained in the former examples while the meaning of other
relations or sub-relations is given below:

Imf - radiological image file, Ecgf - ECG file, Rld - radiological examination
data, Ecgd - electrocardiographic examination data, Cardiag - cardiac diagnosis,
Cardis - cardiac disease.

The structure of this part of a domain ontology is shown below in Fig. 3.
Existence of a → type or a type connection between nodes indicates that the
corresponding relations provide information which may be combined through
a set of relational equations. For example, a pair R1 Cardiag having common
component Pid and Exrf , by fixing the parameters Pid = NN and Exd =
(DD,MM,Y Y ) makes it possible to formulate a relational equation:

Cardiag(NN, x,Exrf,Exef)|R1(NN, (DD,MM,Y Y ), Exrf) = ,,true”

which can be interpreted as follows: ,,What is the disease x of the patient NN
diagnosed on the basis of radiological (Exrf) and electrocardiographic (Exef) ex-
amination data assuming that (R1) the radiological examination Exrf has been
performed on (DD, MM, YY)”. In this case the relational equation realizes a
process of extended interpretation of the results of basic image processing rep-
resented by a relation Rld(Imf) assigning a set of diagnostic parameters to the
original radiological image Imf .

A ↔ type connection in the structure of ontology is useless from the above-
presented point of view as connecting relations of similar structures but totally
disjoint in semantic sense (like: Birth date and Examination date). A sub-graph
obtained by removing from the structural graph H all ↔ type edges represents
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Fig. 3. Relationships between the components of a part of domain ontology

the structure of ontological concepts and relations distinguished within the given
application area. We denote the graph by SF and call it a structural semantic
field of the given ontology.

3 Image Interpretation

Till image understanding is considered as ability to give rational replies to queries
concerning image itself as well as its relationships with other application domain
objects, phenomena or processes, the structural semantic field SF determines
the borders of the area of possible image interpretations that can be based on
the given domain ontology.

The sub-family C(im) of sets mentioned in Sec. 2.1 is a basis of relations
describing the properties of analyzed images on their spectral, morphological,
statistical, geometrical and/or structural levels. Any relational equations for-
mulated on the basis of this sub-class of relations can be used to reply queries
formulated using the concepts concerning formal aspects of the images.

Extension of C(im) on C(ob) leads to the possibility of assigning semantic val-
ues to the geometrical, morphological or structural details recognized on the
basic image-level. In this case talking about recognized veins, cardiac chamber
contours, moving cars, human faces, etc. as well as about artifacts like shadows,
occlusions, image defects, etc. becomes possible. Relational equations formu-
lated on the basis of the C(im) ∪ C(ob)-type relations make possible replying
the queries like: ,,Is the white spot (in a mammogram) a calcification?”, ,,Are
there any cancerous cells in the given cytological specimen?”, ,,Which objects (in
a series of street traffic photo-shots) are moving cars?”, etc. In semantic im-
age interpretation associations between application area concepts and pattern
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recognition concepts are realized through the domain ontology concepts repre-
sented by common relation arguments. This can be illustrated by the following
example.

Example 7
Let us assume that series of left cardiac ventricle contours are analyzed. Image
analysis provides some parametersW based on spectral coefficients S describing
the ventricle shape changes along several heart evolution cycles; the parame-
ters W describe in particular the irregularity of the process (which only at a
first glance is periodical). The shape changes can thus be formally described
by a relation SHC(W,S) assigning contour changes irregularity parameters W
to the spectral process coefficients S. On the other hand, the domain ontology
contains a concept of Heart contraction (HC) which is specified by a relation
HC(HCT,W ) where HCT denotes the concept of Heart contraction type (e.g.
Fairly regular, Regular, Irregular, Interrupted, Wasting). Extended intersection
of the relations HC(HCT,W ) ∩ SHC(W,S) links the corresponding medical
and pattern recognition concepts, the concept W playing an associating func-
tion. When the relations are given various queries on their basis can be replied,
e.g.: {

HC(x, y) = ,,true”,
SHC(y, s) = ,,true”

which for given values S = s are interpreted as: What heart contraction type
(x) corresponds to the contour described by the given spectral process coefficient
s?” ;

HC(regular, x) = ,,true”

interpreted as: What contour changes irregularity parameters (x) justify the
conclusion that the heart contraction type is regular?”;

SHC(y, x)|HC(irregular, y) = ,,true”

interpreted as: What are the spectral contour coefficients (x) and the corre-
sponding contour changes irregularity parameters (y) assuming that they led to
the conclusion that the heart contraction type was irregular?” , etc.

For a given image the structural semantic field SF becomes limited to its
compact part containing the image (as argument of lower-level relations) and,
possibly, some other relations whose instances or selected arguments represent
auxiliary knowledge taken into account in image interpretation. So-modified and
limited part of SF will be called a data-oriented structural semantic field and will
be denoted by d−SF . The d−SF determines the area of possible interpretations
of the given image, i.e. of formulation queries concerning the image, representing
them in the form of relational equations and of reaching replies to the queries in
the form of solution of the equations. Of course, the scope of image interpretation,
i.e. the variety of admissible queries and replies depends on the scope of the
domain ontology, the correctness of replies depends on this of ontological models
(relations), their pertinence depends on the pertinence and accuracy of the data
entered in the instances of relations. Computer-assisted image interpretation
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is evidently different than the human one. Computer action is not conscious
(whatever does it mean). Moreover, till now, computers cannot create going
beyond the domain ontology hypotheses about the image content, while humans
can do it and due to this - sometimes go to unexpected and valuable conclusions.

4 Conclusions

Image content understanding is the next step in computer-assisted image pro-
cessing methods. There are many possible approaches to the problem what ,,im-
age understanding” means and how could it be realized. In any case it needs
taking into consideration a large context of image arising and of its relation-
ships to an real or abstract external world. In this paper an approach based
on domain ontology concepts and on widely-defined relations used to ontologi-
cal models construction is presented. This approach leads to a general way to
interpret images, their contents and to recognize their relationships with exter-
nal world through solution of adequately chosen relational equations. However,
this general way leads also to many new problems: how to construct ontologi-
cal models, how to effectively solve relational equations, etc. Basic problems of
non-contradiction and existence of solutions of relational equations need also to
be investigated.
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Abstract. In image processing and pattern recognition, the accuracy
of most algorithms is dependent on a good parameterization, generally
a computation scale or an estimation of the amount of noise, which may
be global or variable within the input image. Recently, a simple and
linear time algorithm for arc detection in images was proposed [1]. Its
accuracy is dependent on the correct evaluation of the amount of noise,
which was set by the user in this former version. In the present work we
integrate a promising unsupervised noise detection method [2] in this arc
recognition method, in order to process images with or without noise,
uniformly distributed or variable within the picture. We evaluate the
performance of this algorithm and we compare it with standard arc and
circle detection methods based on extensions of the Hough transform.

1 Introduction

Since the last three decades, the problem of arc and circle detection is inten-
sively studied in the computer vision and pattern recognition community. Even
if important progresses have been made from the classical generalized Hough
Transform, current methods are always dependent on a good choice of parame-
ters. As shown in Fig. 1, a correct choice of parameter is necessary to get good
quality in the arc detection (method of [1]). Furthermore, the complexity of sev-
eral detection methods is very dependent on their parameterization, which may
forbid their use in real time applications (see example (f) of

The arc and circle detection gives important information for detecting specific
objects in digital images or for shape recognition. We can classify the existing
methods into two main groups: image and contour-based approaches. The first
group contains the methods that detect directly arcs and circles through some
well known techniques of transformation in images (Hough or Radon transform).
The generalized Hough transform is widely used as a basic tool for solving this
problem[3–5]. These methods try to transform the input image into the parame-
ter space and the circle candidates are detected as peaks in this space. However,
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a) b)

Fig. 1. Detected arcs at different widths 2 (a) and 3 (b)

these methods require a lot of computation and memory space, which hinders
their efficiency when detecting large arcs or circles. In addition, they depend on a
threshold for both accepting short arcs and eliminating noises. The second group
of methods contains the ones that recognize arcs and circles on extracted con-
tours [1, 6]. Although some of them can process damaged contours [1], all require
user parameterization indicating the expected amount of noise. The approach
of Roussillon et al.allows to perform arc recognition in linear time however it
requires one of three constraints (see [7] for more detail).

The main contribution of this work is to propose a simple, efficient and un-
supervised contour based algorithm for arc and circle detection. The method is
based on the linear time supervised approach [1] and exploits an original and
simple automatic noise detector based on discrete geometry [2]. It can process
indifferently perfect images, or damaged by a uniformly distributed or variable
noise. In addition, it is more efficient than traditional and improved methods
based on Hough transform. The paper is organized as follows. Section 2 intro-
duces a linear method for arc recognition. The unsupervised noise detection is
presented in section 3. In section 4, we present a framework for arc segmentation
along noisy curves. Several experiments and comparisons are given in section 5.

2 Linear Method for Arc Recognition and Segmentation

The arc recognition algorithm proposed in [1] is based on some properties of arcs
in the tangent space representation introduced by Latecki et al. [8]. The discrete
circles are seen through the arithmetic definition of Andres [9] that defines a
digital circle as a sequence of points included in a ring.

Tangent space representation for arc recognition. The main idea of this
representation is to transform the polygon C = {Ci}n

i=0 of Z2 by using lengths
and angles between the successive segments of this polygon (see Fig. 2). We de-
note by αi the angle ∠(

−−−−→
Ci−1Ci,

−−−−→
CiCi+1). If Ci+1 is on the right hand side of

−−−−→
Ci−1Ci then αi > 0, otherwise αi < 0. Some properties of a set of sequential
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Fig. 2. Tangent space representation

chords of a circle in the tangent space have been established in [1]. They are
summarized in the following property 1.

Property 1. Let C = {Ci}n
i=0 be a polygon, αi = ∠(

−−−−→
Ci−1Ci,

−−−−→
CiCi+1) such that

sinαi � αi, 0 < i < n. The length of CiCi+1 is li, for i ∈ {1, . . . , n}. We consider
the polygon T (C), that corresponds to its representation in the modified tangent
space, constituted by the segments Ti2T(i+1)1, T(i+1)1T(i+1)2 for i from 0 to n−1.
MpC = {Mi}n−1

i=0 is the midpoint set of {Ti2T(i+1)1}n−1
i=0 . So, C is a polygon that

approximates a circle or an arc of circle if and only if MpC = {Mi}n−1
i=0 is a set

of collinear points.

Fig. 3. Arc segmentation results on a digital curve: (a) input curve, (b) vertex of the
approximated polygon and result of arc segmentation

Blurred Segment of width ν [10]. It is a set of points that is included in a
band of width ν. It can thus represent a discrete straight segment while taking
into account the amount of noise contained in the initial data (according to ν).
This notion is used for both the polygonalisation step (ν1) and for the collinearity
evaluation (ν2).

The main steps of the algorithm are illustrated on Fig. 3: (a,b) polygonaliza-
tion step, (d) associated tangent space representation (d). The midPoints curve
(e) highlights arc circles in its straight parts (c). The algorithm is detailed in [1].
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3 Unsupervised Noise Detection

In the work presented in [2], the authors propose a simple and efficient approach
for detecting noise along discrete contours. We present here briefly the main
ideas and refer the reader to the preceding reference for more details.

Fig. 4. Illustration of maximal segments on (a) an initial contour C, and (b) on its
subsampled contour φ3(C)

The noise estimation is linked to the asymptotic properties of the maximal
segment primitive. We recall first that a standard digital straight line (DSL) is a
4-connected digital set {(x, y) ∈ Z2, μ ≤ ax− by < μ+ |a|+ |b|}, all parameters
being integers. A digital straight segment (DSS) is a 4-connected piece of DSL.
If we consider a 4-connected path C, a maximal segment M is a subset of C that
is a DSS and which is no more a DSS when adding any other point of C\M .

a) b)

Asymptotic properties of maximal segments. The presence of noise is re-
lated to the discrete lengths of maximal segments. Let us denote by Digh(X)
the Gauss digitization with step h of a shape X . Let p be some point on the
boundary of X . We denote by (Lh

j ) the discrete lengths of the maximal seg-
ments, defined around Digh(X), and which cover p. It can be shown that ifX is a
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simply connected shape in R2 with a piecewise C3 boundary ∂X and U an open
connected neighborhood of p, then we have:

if U is strictly convex or concave, then Ω(1/h1/3) ≤ Lh
j ≤ O(1/h1/2) (1)

if U has null curvature everywhere, then Ω(1/h) ≤ Lh
j ≤ O(1/h) (2)

Since in practice, it is not possible to obtain the asymptotic digitizations of
the initial shape O with finer and finer grid steps h, a solution is to consider
the subsampling φi(O) with increasing covering pixel sizes i × i for i = 2, .., n.
Then, we can consider the discrete lengths (Lhi

j ) of the maximal segments on
the subsampled shapes with the increasing sequence of digitization grid steps
hi = ih (see

For a given subsampling size i, the average discrete length of all the maximal
segments containing the subsampled pixel is denoted as L

hi .

Multiscale profile and noise detection. The multiscale profile Pn(P ) of a
point P is defined as the sequence of samples (Xi, Yi) = (log(i), log(L

hi))i..n.
Some multiscale profiles are illustrated on the real contour of the following float-
ing figure. According to inequality (1) (resp. (2)), if P is located on curved (resp.
flat) part, the slope of an affine approximation of the multiscale profile should be
in [− 1

2 ,−
1
3 ] (resp. [−1,− 1

2 ]). Since for noisy contour parts the preceding prop-
erties are not valid, it is used to detect such a part. A threshold tm is given
to determine the meaningful scale defined as a pair (i1, i2), 1 ≤ i1 < i2 ≤ n,
such that for all i, i1 ≤ i < i2, Yi+1−Yi

Xi+1−Xi
≤ tm. For the example of Fig. 5, the

meaningful scales of the points P1, P2 and P3 are respectively equal to (1, 11),
(4, 11) and (1, 11).

From the previous meaningful scale (i1, i2) , i1 − 1 defines the noise level of
a point P (denoted as η(P )). Experimentally the threshold value tm = 0 gives
best results both on curved or flat noisy parts. Fig. 5 shows some results ob-
tained on various shapes (a,b). The noise level is well detected on both synthetic
and real images. The curved/flat part areas of a shape can also be detected by
thresholding the slope of the multiscale profile on the meaningful scale (see the
multiscale of the point P3 of the previous floating figure). Fig. 5 (c) shows such
a detection (curved area represented by a thick contour).

4 A Framework for Arc Recognition along Noisy Curves

As mentioned in Section 2, the arc detection algorithm uses a parameter ν1
to take into account the amount of noise in the polygonalization step. This
parameter is adjusted manually to obtain a representative polygon that allows a
good arc recognition. As mentioned in [1], an interesting question is raised: “For
each noisy curve, how can we choose the value of ν1 to obtain the best result?”.
This section proposes a framework to obtain a parameter-free method.
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a) b) c)

Fig. 5. Noise level detection (a,b). For each point P the noise level is represented by a
centered box of size η(P ) + 1. (c) Curved/flat areas detection from meaningful scales
(curved areas represented by a thick contour).

4.1 Polygonalization Adapted to Noisy Curves

We propose here two solutions for the arc recognition on noisy curves. Both
solutions construct an approximating polygon by taking into account the amount
of noise of the discrete contour. We have considered different hypotheses on the
noise distribution. The first one considers the hypothesis of uniform distribution
while the second one is an adaptive solution which take into accounts locally the
amount of noise of the discrete contour.

Algorithm 1. Polygonalization based on unsupervised noise detection
Data: C = {Ci}n

i=0 digital curve, η = {ηi}n
i=0 noise information,

uniformNoise- true if uniform noise distribution, false otherwise
Result: P-approximated polygon
begin

b ← 0; Add Cb to P ;
if !uniformNoise then

while b < n do
Use [10] to recognize {Cb, . . . , Ce} as blurred segment of width ηb;
b ← e ; Add Cb to P ;

else
η̄ ← mean value of η = {ηi}n

i=0;
while b < n do

Use [10] to recognize {Cb, . . . , Ce} as blurred segment of width η̄;
b ← e ; Add Cb to P ;

end

These solutions are based on the unsupervised noise detector presented in
Section 3. This method gives noise information at each point of the noisy input
curve. The local noise estimation is used to construct a polygonal approximation
of the curve, adapted to the local amount of perturbation. These two processes of
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polygonalization are described by Algorithm 1. It considers two possible options
for the noise distribution:
Uniform noise distribution. In this case the approximated polygon is con-
structed by using a constant width value in the blurred segment based polygo-
nalization. This width value is defined as the mean noise level η̄ obtained on the
whole input curve.
Non-uniform noise distribution. Here the construction of the approximated
polygon is obtained by modifying the width of the blurred segments from each
new segment recognition. The width is chosen according to the noise level η of
the first point added to the blurred segment.
Independence with respect to starting point. To do so, the information
related to flat/curved areas determines the better way to start the polygonal-
ization. Indeed we compute the largest interval (fb, fe) b, e < n of the contour
that is a flat area. Then, if the contour is closed, we apply Algorithm 1 with a
circular permutation of size e of the initial contour. Otherwise Algorithm 1 is
called twice with the partial contours C′

e,n and C′
0,b.

4.2 Arc Recognition along Noisy Curves

Algorithm 2 presents a parameter-free approach for arc segmentation along noisy
curves. As it is shown in [1], the error bound of arc recognition depends on the
width ν2 of the blurred segment recognition and on the maximal admissible
variation angle αmax in the tangent space. To guarantee the quality of segmen-
tation, we fix these parameters to ν2 = 0.25 and αmax = π

4 in Algorithm 2 (see
also section 7.4 of [1] for more details and for the αmax setting). Therefore, the
proposed method is in practice parameter-free when we work with noisy curves,

Algorithm 2. Arc segmentation along a noisy digital curve
Data: C = {Ci}n

i=0 noisy digital curve
Result: ARC- sequence of extracted arcs
begin

N ← {Ni}n
i=0 noise information determined by [2] (see Section 3);

ARC ← ∅; Use Algorithm 1 to polygonalize C in P = {P}m
i=0;

Represent P in the tangent space by T (P ) (see Section 2);
Determine the midpoint set MpC = {Mi}n

i=1 (see Section 2);
Use [10] to polygonalize MpC into a sequence S = {S}k

i=0 of blurred
segments of width 0.25;
for i from 0 to k − 1 do

{Mj}e
j=b: sequence of points of MpC that corresponds to SiSi+1;

C
′
: part of C that corresponds to SiSi+1;

isArc ← true;
for i from b to e − 1 do

if Mi+1.y − Mi.y > π
4

then isArc ← false

if isArc then Add C
′

to ARC

end
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thanks to the unsupervised noise detection. It uses no thresholding and auto-
matically provides detected arcs in noisy curves.

5 Experimental Evaluation

The first experiments were performed on the noisy synthetic shapes of Fig. 6.
Gaussian noise was added globally in images (a,b) and specifically to each quad-
rant in images (c,d). The user has only to choose between a uniform or a variable
noise distribution to obtain a more precise arc detection (boolean parameter
uniformNoise). Another experiment on a real image from a 10 million pix-
els digital camera is presented on Fig. 7. All the experiments presented here
were obtained on a Mac OS X, 2.8GHz, 4GB DDR3 Intel Core Duo. The con-
tours were extracted from a simple threshold set to 128. Fig. 8 presents some
others experiments on real pictures, with also a comparison with three meth-
ods based on the Hough transform: CHT [3], MHT [4] and FHT [5]. For all of
these experiments the source image was thresholded by a value defined in the
HSB color space. The numerous parameters μC , μM , and μF were respectively
associated to (radiusMin, radiusStep, nbCircles), (minRadius,maxRadius),
(gradT reshold, radius, radiusV ariation). Note that other parameters were not
mentioned here, like for FHT and can have some influence in the result (α and
β see [5]).

a) b) c) d) e) f)

Fig. 6. a) global 1.07s 2228 points; b) adaptive 0.98s 2228 points; c) global 0.96s 2228
points; e) adaptive 0.88s 1926 points.

Arcs detection from the global noise based approach (a,d) and the adaptive ap-
proach (b,e) (image size 512x512). (d,f) close-up view of (c,e).

Fig. 7. Arc detection with our method on an image of a car (size 4000x2672 pixels)
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Fig. 8. Application of our method on a real picture (size 4000x2672 pixels) with the
possible values for uniformNoise (a-c), and comparison with three methods based on
Hough transform (d-f)

6 Conclusion and Perspectives

We have presented a new approach for arc segmentation of digital curves in
noisy images by combining it with an unsupervised noise detector. The proposed
methods lead to an efficient arc detector in images, especially in comparison with
methods based on the Hough transform, which require both large memory and
execution time. Moreover the proposed method is not dependent to the need
to set a specific parameter. In the future, we plan to integrate the detection of
curved zone in noisy curves of [2] (see also figure 5(c)) as a preprocessing step
to enhance the robustness of the arc detector.
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Abstract. This paper discusses a concept of computational understand-
ing of medical images in a context of computer-aided diagnosis. Fundamen-
tal research purpose was improved diagnosis of the cases, formulated by
human experts. Designed methods of soft computing with extremely im-
portant role of: a) semantically sparse data representation, b) determined
specific information, formally and experimentally, and c) computational
intelligence approach were adjusted to the challenges of image-based di-
agnosis. Formalized description of image representation procedures was
completed with exemplary results of chosen applications, used to explain
formulated concepts, to make them more pragmatic and assure diagnos-
tic usefulness. Target pathology was ontologically described, characterized
by as stable as possible patterns, numerically described using semantic de-
scriptors in sparse representation. Adjusting of possible source pathology
to computationalmap of target pathology was fundamental issue of consid-
eredprocedures.Computationalunderstandingmeans: a)putting together
extracted and numerically described content, b) recognition of diagnostic
meaning of content objects and their common significance, and c) verifica-
tion by comparative analysiswith all accessible information and knowledge
sources (patient record, medical lexicons, the newest communications, ref-
erence databases, etc.).

Keywords: Computational intelligence, image understanding, sparse im-
age representation,nonlinear approximation, semantic information theory.

1 Introduction

A process of radiological interpretation generally includes the understanding of
medical image content resulting in recognition of possible pathology symptoms,
most often called detection, and assessment of comprehensive image information
in a context of current clinical case-knowledge. It involves image-based detection
of disease, defining disease extent, determining etiology of the disease process,
assisting in designing of the clinical management plans for the patient, based
on imaging findings, and following response to the therapy. This exclusive work
of humans needs computer-based support mostly because of limited accuracy of
diagnosis.
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1.1 Error in Radiology

Errors occur frequently in the practice of radiology. Many years ago L.H. Garland
noticed that a substantial degree of observer error was prevalent in radiologic
interpretation – not only should clinicians recognize their own errors; they should
admit them [1]. Approximately 4% of radiological interpretations rendered by
radiologists in their daily practice contain errors [2]. The rate of false negatives
approximates 30% [3]. Moreover, such high rate of observer errors is stable across
tens of years [3, 4].

Generally two kinds of errors are distinguished: perceptual errorswhen recorded
image features were not appreciated and cognitive (reasoning or interpretation)
errors whereas image features, though appreciated, led to wrong conclusions. Per-
ceptual error occurs four times more frequently than cognitive error. Underreading
error occurs five times more frequently than overreading error [4].

Supposed set of error causes includes:

– diagnostic knowledge shortage, i.e. a shortage of reliable gold standards (pro-
cedures, objective and unique criteria, pathology and normality patterns),
shortage of formal knowledge (evidences, models, lexicons, ontologies), short-
age of specific knowledge or experience (reference datasets, patterns – any
lesion manifestation is significantly diversified across scale, form, number,
size, shape and localization), lack of consultation conditioning;

– recognition difficulty because of limitation of imaging technology, interpre-
tation conditioning, diverse case-specificity, uncertainty in decision making
(incomplete information available, ambiguous rationales);

– general human factor problem, i.e. human being perspective (fatigue, subjec-
tivity, observer variations), imperfect human perception (blind spot, pseudo-
vision, attention, first sight, image scanning order, intuition, happy eye
syndrome), unexplained human equation in interpretive process (partly visual
and partly psychological, with perceptual and intellectual aspects);

– environmental problems, i.e. limited technical conditioning of imaging (in-
adequate radiological examination, the abnormality is outside the area of
primary examination), poor communication, poor work organization (er-
gonomics, equipment quality, clinical history access, prior examinations ac-
cess), misdirected search.

1.2 Computer-Based Improvements of Diagnosis

Among methods of reducing radiological errors, the following procedures were
suggested: supporting better quality of images, i.e. more sensitive and straight-
forward imaging technologies, suitable time spent interpreting studies or optimal
volume of cases interpreted per unit of time, comparison with previous radio-
logical studies, reasonable use of clinical history (before or after initial interpre-
tation?), double interpretation or consultations, care, training and experience,
education, teaching of normal anatomic and physiologic variants, elucidation
and correction of the factors involved (retrospective evaluation of missed cases,
group discussion) [5–8], etc.
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Extensions of these postulates require computer technologies and information
systems. According to many experiences, digital technology can potentially im-
prove screening and even diagnostic procedures by providing compatibility for
computer-assisted detection of lesions and by permitting flexible manipulation
of gray-scale and edge enhancement of the images presented to the radiologist
[9]. Real challenges formulated for compute assistance of image diagnosis include
the following effects, results and general inputs:

– effects of perception enhancement of image content (semantically-driven im-
age processing), extraction of subtle or visually hidden information (semant-
ically-driven image analysis), automatic indications of abnormalities – diag-
nostic content understanding and diagnostic interpretation of the objects;

– results for
• perception – increased sensitivity of scanning procedures,
• cognition – consultant opinion of computational intelligence,
• decision – assistance in careful synthesis of evaluation and conclusion;

– general inputs as follows:
• formalized, structured hierarchy of knowledge domain – ontology for

standardized rating criteria and semantic-driven models of computa-
tional intelligence,

• objectivization and systemization of interpretation process (i.e. criteria,
comparisons, rules, reports, evaluation factors),

• straightforward, consensus definition of diagnostic decision rules (scales,
recommendations etc.),

• reference case study through content-based image retrieval.

Computer-based aiding tools are able to storage, index and retrieve, communi-
cate, select, emphasize, analyze, recognize, understand and visualize image-based
diagnostic content. Because the initial and key constituents of diagnosis are the
true detection and defining of the disease, full understanding and accurate as-
sessment of image content including semantics of recognized objects, mutual
relations and accessible information complements is a key issue of successful
exploitation of imaging capabilities in diagnosis.

2 Concepts of Image Understanding

Generally, image understanding is originated in semantic information theory1

and means recognized essence of diagnostic image information. It means addi-
tional perspectives on the same image, taking into account the meaning and
significance of its content.

According to research of R. Tadusiewicz and M. Ogiela [10–12], the human
understanding process is always based on the physician knowledge opposite to
typical image processing and analysis methodology, which is ever data-driven
procedure. The task performed by the doctors mind is all the time knowledge-
based reasoning. Thus, automatic image understanding investigates the meaning
1 http://plato.stanford.edu/entries/information-semantic/

http://plato.stanford.edu/entries/information-semantic/
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of the fact that visible objects have certain features and reasons consequences
arising from the fact that objects may be assigned to certain selected classes.
The proposed solutions imitate a natural way of thinking of a human expert
by linguistic description of the meritorious content of the image allowing its
semantic representation without an aprioristic definition of a number of the
recognized classes. The created linguistic description is of a structural character
and allows analyzing the meaning as detailed as needed for classification or
indexation purposes. Therefore, during the linguistic analysis of medical patterns
the problem of generalization of features of a selected image to obtain semantic
content description is solved [13].

Semantic content descriptors, extractors and enhancements are fundamental
for providing automatic interpretation of diagnostic image information. High-
level analysis and recognition include the use of computationally intelligent tech-
niques based on effective data representation and models adjusted with help
of functional analysis tools, atoms of harmonic analysis, approximation theory
methods and human visual models for image perception and interpretation. The
relationship between image components, objects and patterns taking into ac-
count occurrence context plays fundamental role for diagnosis. It is modeled,
adjusted and classified according to representative diagnostic knowledge gained
from reliable formal and informal sources. Computational image interpretation
are expected to be additional, semantic eyes of diagnosis.

More generally, in a heterogeneous world of ubiquitous information flow se-
mantic technologies allow a flexible and seamless integration of applications and
data sources. They provide an intelligent access with understanding of context-
based content, give answers and generate knowledge including as objective as
possible object description. Semantic annotation of images is a key concern
for the newly emerged applications of networked multimedia. Automatic under-
standing to improve machine interpretation of the images is actually demanding
challenge. Quality image estimates, numerical accuracy estimates and seman-
tic information metrics reflect automatic understanding of the image content.
Numerical descriptors of image content resonant to semantic image extent are
designed according to structured knowledge and following expert requirements.
The expected results are computational models of image semantics.

2.1 Conditioning of Cognitive Resonance

Key problem of a semantic gap between the low level numerical descriptors and
the high level image interpretation in diagnostic categories is still challenging
problem of computer-aided diagnosis. Because low level descriptors cannot be
uniquely associated with any meaningful label unless explicitly declared or de-
rived as the outcome of a classification procedure, retrieval or automatic recogni-
tion and evaluation based on knowledge level constructions is a non-trivial task
to achieve in general.

Suggested solution is cognitive resonance of selective sparse descriptors
with structured or empirically established knowledge platform. Considered me-
thodology includes estimation of semantic sparse representation of an image that
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is optimized with medical knowledge platform. Thanks that following classifica-
tion of extracted semantic components is simplified and designed according to
specified diagnostic categories.

Principal issue of image understanding is image content modeling based on
semantic sparse representation designed with the following conditions:

– initial approximation of diagnostic content with the methods of nonlinear
target estimation, nontrivial segmentation, specific denoising, etc.;

– as sparse as possible image data representation arranged locally or globally
according to diagnostic reasons;

– components of the model defined according to imaging reality and interpre-
tation task;

– resulting representation susceptible to flexible, reliable and specific numerical
description of diagnostic image content, i.e. meaning of local regions, detailed
structures, textures and global image features;

– semantic adjusting of the representation reasoned in medical knowledge plat-
form by:
• characteristics of observer possibilities and limitations due to image per-

ception and understanding,
• reliable observer performance characteristics – a methodology of inter-

pretation: rules and protocols of effective diagnosis,
• formalized, hierarchical medical knowledge platform: objective taxon-

omies and complete ontologies,
• informal knowledge extent basing on empirical heuristic procedures of

reference pattern analysis;
– sparse data classification in diagnostic categories.

3 Representation Based Approach as a Method

The problem of data representation is one of the most critical issues concerning
the realization of intelligence machines which are able to solve real life problems
[14]. Adjustment of signal or source data representation to application require-
ments is a clue problem of many theories and algorithmic solutions. General
purpose is successful separation of a signal content to effectively manipulate it.

Adjustment of image representation to automatic diagnosis requirements was
optimized with criteria of sparsity of semantically modeled content. Proposed
outline of medical image understanding for computer-aided diagnosis purposes
uses medical knowledge platform and consists of:

– estimation of target signal with nonlinear approximation procedure based
on approximants adjusted to whole image diagnostic model (including mor-
phology, important structures, area of interests, noise and artifacts charac-
teristics, etc.);

– sparse decomposition of local texture characteristics based on
• fixed patch cover according to diagnostic knowledge guidelines,
• multi-component analysis with redundant dictionaries,
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• multiscale, local basis of dictionary adjusted to local diagnostic model
for regions of interests;

– simplified supervised classification of local textures based on
• diagnostic categories of specific application,
• features extracted from semantic sparse representation of the image,
• training sets of representative pathology patterns and control groups.

Formal description of selected items possible realization was shortly outlined.

3.1 Formal and Informal Medical Knowledge Platform as a Method

More formal medical knowledge extraction like ontologies should be completed
with experimentally selected pathology patterns verified according to reference
database paradigm. Primary goal of ontology is to represent effectively a do-
main knowledge, adequately and exhaustively define relevant concepts, object
characteristics and relationships between them, to provide a common, standard-
ized vocabulary comprehensible by humans and machines by which users and
computer systems can communicate. Thus, ontology means systemization, objec-
tivization and verification of knowledge base to formulate the model populated
with concept’s instances. Such structured model constitutes standard diagnos-
tic knowledge database. Ontologies are the foundation of the Semantic Web,
where integration and interoperability of heterogeneous sources of information
is needed. Ontologies also form the basis foundation of evidence-based-medicine
and standardization efforts.

An implementation of mammographic onthology [15] is exemplary realization
of formalized medical knowledge platform, useful for automatic understanding
of mammograms according to proposed image understanding methodology.

3.2 Sparse Data Representation

Sparse data representation is considered in a context of analyzing a given signal
f using the local dictionary D of basis (atoms) well approximating investigated
features of f . Sparse signal expansion in D means that only a few atoms of D
are active to describe f .

Sparsity leads to efficient data modeling and separation, estimations, cod-
ing, dimensionality reduction, feature extraction and pattern recognition. For
instance, respective data representation influences the generalization error of
kernel based learning machines like Support Vector Machines (SVM) for classi-
fication [16]. In case of sparse data representation, the generalization capacity
of an SVM trained by using polynomial or Gaussian kernel functions is equal to
the one of a linear SVM. It means that sparse data representations reduce the
generalization error as long as the representation is not too sparse, as in the case
of very large dictionaries.

Sparse texture analysis is used for semantic component selection. Identifica-
tion of dominant morphological ingredients is the most optimistic step for image
analysis. For the purpose of analysis, extracted texture characteristics may be
useful for specific object recognition. Defining object class of interests is derived
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from semantic problem description. Numerical data analysis is used for sensing
compliment of dominant, recognized and identified basic content. But computer
aided diagnosis (CAD) is directed mostly to subtle signatures of pathology in
a context of general content characteristics. Thus formalized medical knowl-
edge is used for dominant component recognition but empirical knowledge from
reference database is used for subtle but key compliment of diagnostic image
understanding for accurate interpretation. In other words, probable anomalies
(ROI) detection is based on multi-component procedure with local but exhaust-
ing analysis based on sparse patch representation. Detected subtle lesions are
verified and interpreted with help of differential texture analysis completed by
supervised empirical procedure.

3.3 Nonlinear Approximation

The fundamental problem of approximation theory is to resolve a possibly com-
plicated target function by simpler, easier to compute basis functions called the
approximants. Formally, an approximation process can be simply defined in a
Hilbert space with inner product < ., . > and norm

∥∥.∥∥
H

. Let {ϕi}i=1,2,... be an
orthonormal basis for complete H . Each signal f ∈ H can be decomposed in this
basis f =

∑+∞
i=1 aiϕi with the coefficients of orthogonal expansion ai =< f, ϕi >.

In case of nonlinear approximation we use the nonlinear space AN for ex-

pression of
≈
f ∈ H, where AN replaces linear space of dimension N , typically

used for discrete signal representation. Signal approximation
≈
f is defined as

≈
f (N) =

∑
i∈Λ aiϕi, where Λ ⊂ N is a finite set of indexes with the cardinality

#Λ =M � N for sparse representation. M terms are chosen depending on the
meaningful features of approximated f .

Nonlinear approximation error ≈
ε2

N (f) =
∑

i/∈Λ |ai|2 is minimal and decays
as M increases if Λ corresponds to the M vectors that best correlate to f ,
i.e. having the largest coefficients of the expansion |ai|. For the set of indexes
Λr = {ik}k=1,2,..,M sorted according to decreasing order of the corresponding
coefficients - |aik

=< f, φik
> | ≥ |aik+1 |, 0 < k < M we have f approximation

≈
f (M) =

∑M
k=1 aik

ϕik
with the error ≈

e2
N (f) =

∑+∞
k=M+1 |aik

|2. The decay rate of
≈
ε2

N (f) as M increases is a measure of approximation efficiency. Consequently,
the basis functions of approximation space should represent the most impor-
tant, precisely characterized and distinguishable features of the target function,
according to knowledge platform.

Among possible bases, wavelets are tailor-made for nonlinear approximation
because of fast and simple computation, simplified characterization of approx-
imation spaces based on almost unconditional function classes with controlled
regularity and transparent strategies of basis selection and target function es-
timates. A nonlinear approximation in a wavelet orthonormal basis defines an
adaptive grid that refines the approximation scale in the neighborhood of the
signal singularities. If the target function is smooth on a region of interests
a coarse scale of dyadic decomposition is used. For regions where the target
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function is less smooth, wavelet functions of higher resolution scales are used
for the approximation. More accurate allocating terms in a nonlinear strategy
depend on signal energy distribution across scales and subbands.

More efficient nonlinear image approximation may be constructed with scaled
basis functions whose support shape can be flexibly adapted to the orientation
and regularity of the object contours. It refers to non-separable wavelet ker-
nels called 2D wavelets with anisotropic dilations, rotations and translations of
mother function ϕm,n,θ(·, ·) oriented by θ. The basic concepts of 2D wavelets
use adaptive geometry-based approaches such as wedgelets (beamlets, platelets
etc.), or directional frames such as ridgelets, curvelets, contourlets [17].

The best nonlinear approximation may be calculated by applying threshold-
ing function with zeroing the expansion coefficients of magnitude less than the
threshold value τ . For the source signal s = f + η (with masking background
η) we can estimate target function f by selection of the coefficients a(s)i with
thresholding function d(·) as follows: f̂ =

∑N
i=1 d(a

(s)
i )ϕi.

The thresholds are matched adaptively considering coefficients distribution
across scales, subbands and orientations keeping only wavelet domain transients
coming from the target function. A wavelet thresholding is equivalent to esti-
mating the signal by averaging it with a kernel that is locally adapted to the
signal regularity.

3.4 Multi-component Data Representation

One of possible realization is morphological component analysis (MCA). It was de-
signed to separate several components which have different morphologies through
decomposition of the signal into building blocks [18]. MCA decomposition exploits
morphological diversity of selected data features associated to respective atoms of
used dictionary. Fundamental assumption is that for every signal target behavior
to be separated, there exists in dictionary a basis enabling its sparse and as sparse
as possible representation.

Let a given signal f be a sum of K components, i.e. f =
∑K

k=1 fk, having dif-
ferent morphology μk and meaning Σk: fk(μk, Σk) according to available a priori
knowledge. We assume that a dictionary of basis D = {Φ1, . . . , ΦK} exists such
that for each k component fk is satisfactorily sparse in respective Φk. It means
that ∀j �= k, ||ΦT

k fk||0 < ||ΦT
k fj||0 and ||ΦT

k fk||0 << ||fk||0, where ||f ||0 denotes
the l0 pseudo-norm of the vector (de facto the number of nonzero coefficients
of f).

To make the problem solution more accurate and useful, two semantic com-
ponents of lesion symptom fl and normal background fn were assumed. We
have f = fl + fn with heuristically and empirically determined bases Φl and Φn,
respectively. The components fl and fn are estimated by solving the following
constrained optimization problem:

min
fl,fn

{||ΦT
l fl||1 + ||ΦT

nfn||1} subject to ||Σf −Σfl
−Σfn ||2 < Σσ (1)
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where Σσ is acceptable approximation of meaning Σf by a sum of component
meanings taking into account diagnostic problem specificity.

The algorithm of respective component estimation relies on an iterative alter-
ate matched filtering and thresholding scheme [18].

3.5 Patch Domain Modeling

Local patches are block contexts of each or selected pixels to be decomposed
according to multi-component sparse criteria. According to [19], an image f ∈
RN of N pixels is processed by extracting patches p(fx) of size ν × ν around
selected pixel position x ∈ {1, . . . , X}, X ≤ N .

∀t∈{−ν/2+1,...,ν/2}2 , pt(fx) = fx+t (2)

Thus, the patch p(fx) is handled as a vector of size n = ν2. Next, linear modeling
operator P : f → {p(fx)}x extracts all the patches from an image.

Each patch is approximated M -sparse representation of local features as

≈
fx =

M∑
k=1

wjk
ϕjk

(3)

where each wjk
∈ R is sorted coefficient associated to the atom ϕjk

∈ Rn from
patch-adjusted dictionary Dx = {ϕj}.

4 Experimental Conclusions

Presented methodology of image understanding was implemented and developed
in several applications of computer-aided diagnosis, i.e. ischemic stroke diagnosis,
screening mammography diagnosis or videobronchoscopy - based tumor mass
detection [20–22].

Sparse, hierarchical and multiscale image representation occurred extremely
useful for subtle or hidden signal extraction because its capability for signal
energy packing with preserved localization across scales and subbands. Selection
of specific decomposition atoms adjusted to crucial image features allow target
content modeling and extraction through sparse data representation.

Usefulness of sparse representation was confirmed by effective extraction of
hidden diagnostic information in case of acute ischemia detection. Accurate early
diagnosis of hyperacute ischemic stroke is critical due to limited timing of ap-
plicable thrombolytic therapy. However, clinical phenotype is today obligatory
completed with neuroimaging. It should allow identification of patients with
acute stroke and selection of suitable treatment. Computed tomography (CT)
as an imaging method of first choice is used for efficient identification of pa-
tients with acute stroke. Consequently, it allows selection of suitable treatment,
exclusion of intracerebral hemorrhage and determination of etiology as well as
follow-up therapy and its possible complications.
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A CT image of the brain in acute stroke patients is not self-evident. Reading
of CT needs training and additional knowledge about the physical conditions
of image contrast distribution with noise and artifacts-caused limitations [23].
Significant CT number instability masks very subtle hypodense changes within
ischemic region making pathology detection extremely difficult for many cases
of irreversible infarcts. Thus, a challenge for CAD applications is making hypo-
density distribution more distinct to reveal the diagnostic content and improve
accurate recognition of infarct signatures.

The sparse model of masked tissue density was used to extract subtle, diag-
nostically important hypodensic changes. Multiscale image processing method
was designed according to semantic sparse representation paradigm:

– initial estimation of diagnostic content:

• image conditioning with segmentation of stroke-susceptible regions of
brain tissues – locally adaptive region growing and thresholding methods
with smooth complement of segmented diagnostic areas,

• target content estimation with adjusted tensor wavelet kernel – orthog-
onal filter bank defined by low pass filter h̃ = [1/4, 2/4, 1/4];

– sparse data representation for subtle hypodensity signs extraction – selected
curvelet atoms through nonlinear approximation with ”waveshrink”;

Fig. 1. Disease signature extraction based on sparse image representation. The follow-
ing images (left to right, top-down) are: –acute CT scan, –estimated density distri-
bution with reduced noise, –five successive hypodensity visual expressions from sparse
representation consisting of: 27% of nonzero coefficients, 6%, 2.5%, 1.2%, 0.06% and
0.005% of nonzero coefficients, –follow-up CT confirming ischemic stroke (by indicated
area of hypodensity).
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– visual hypodensity expression - display arrangement of processed regions and
source scans with greylevel quantization and contrast enhancement according
to observer suggestions and semantic content models;

– sparse data classification in diagnostic categories – automatic recognition of
the regions of ischemic brain tissue - texture features extracted in spatial
and sparse multiscale domain, selected and classified with SVM.

More details of paradigm implementation was given in [20, 25]. Exemplary results
of hypodensity extraction dependent on a representation sparsity were presented
in Fig. 1.

Achieved results are promising and the potential of semantic sparse data rep-
resentation for diagnostic content modelling seems to be almost unlimited. But
clue optimization problems are: – new atoms of multiscale, local, flexible image
approximants adjusted to representative pathology patterns, – more effective
schemes of target content estimation, – investigation of pursuit algorithms of
best basis matching based on diagnostic knowledge criteria. Comparative study
to other automatic image understanding concepts including theoretical analysis
and experimental verification are planned.
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Abstract. In this paper discussed are the manners of applying methods
of computational intelligence to the development of a syntactic seman-
tic description of spatial visualisations of the heart’s coronary vessels.
The IT methodology described in this work makes it possible to find, for
each biological 3D structure considered, its semantic description whose
elements make reference to the medical significance of the entire struc-
ture described, while at the same time refrain from the formal differences
of individual visualisations.

Keywords: Medical image understanding, syntactic pattern analysis,
artificial intelligence, Computer-Aided Diagnosis.

1 Introduction

Despite the huge progress in the equipment that allows obtaining a great variety
of coronary vessel visualisations, and especially the latest achievements that al-
low their 3D visualisation, the progress in the automatic analysis of these images
is highly limited [3, 4, 7, 12, 13]. Most research is still made manually by the
operator or diagnostician and unfortunately, no computer-assisted systems of-
fering automatic interpretation comparable to that conducted by the specialist’s
keen eye. For that reason, the article in its further part describes the manner
of developing linguistic semantic representation of spatial structure of coronary
vessels showing certain pathological changes and their analysis with the use of
cognitive methods of image understanding [8, 11]. Thanks to such a description,
it will later be possible to support interpretative tasks and define the seman-
tics of actual pathologies. The technical solutions proposed do not aim at the
elimination of the physician from the diagnostic process, on the contrary, they
should provide the physician with additional information to provide him or her
with higher efficiency in discrimination between obvious cases from ones that
may require a more thorough consideration. The problem embarked upon in
this work may be considered significant due to the frequency of practical use of
identification of location of stenoses in coronary vessels in ischemia, being one of
the most burning medical problems of the early 21st century [2]. A system for
understanding 3D medical images may also facilitate interpretation of especially
complex and atypical cases, when even the physician’s knowledge combined with
experience may be insufficient for diagnosing and defining treatment strategy.
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2 Modelling and the Meaning Analysis of Coronary
Vessel Reconstructions

To allow the introduction of linguistic formalisms in the form of graph-based
grammar, several visualisations sequences were performed during diagnostic ex-
aminations of the heart with a helical CT scanner. Such visualisations present in
a very clear manner all morphologic changes of individual sections of arteries in
any plane. The structures made visible in this manner will be described with the
use of graph-based grammars - constituents of the graph-based language defining
their proper, spatial topology [8–11]. In order to analyze a 3D reconstruction, it
becomes necessary to select the appropriate projection showing lesions in vessels
in a way that enables them to be analysed on a plane. In the clinical prac-
tice, this operation is done manually by the operator. In our research we have
attempted to automate the procedure of finding such a projection by using se-
lected geometric transformations during image processing. Using the fact that
the spatial layout of an object can be determined by projecting it onto the axes
of the Carthesian coordinate system, values of horizontal Feret diameters, which
are a measure of the horizontal extent of the diagnosed coronary artery tree, are
calculated for every subsequent animation frame during the image rotation. The
projection for which the horizontal Feret diameter is the greatest is selected for
further analyses, as this visualisation shows both the right and the left coronary
artery in the most convenient take (Fig. 1).

Fig. 1. Projections for which the horizontal Feret diameter are the greatest (A) and
the smallest (B)

To enable a linguistic representation of the spatial reconstructions studied,
the coronary vessels shown in them had been subjected to the operation of
thinning, referred to as skeletonising. The skeleton can then be subjected to the
operation of labelling, which determines the start and end points of main and
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surrounding branches of coronary arteries in it. These points will constitute the
peaks of a graph modelling the spatial structure of the coronary vessels of the
heart. The next step is labelling them by giving each located informative point
the appropriate label from the set of peak labels which unambiguously identify
individual coronary arteries forming parts of the structure analysed. In the case
of terminal points (leaves of a graph modelling the coronary vascularisation),
the set of peak labels comprises abbreviated names of arteries found in coronary
vascularisation and have been defined as follows:

a) for the left coronary artery: LCA - left coronary artery, LAD - anterior
interventricular branch (left anterior descending), CX - circumflex branch,
L - lateral branch, LM - left marginal branch

b) for the right coronary artery: RCA - right coronary artery, A - atrial branch,
RM - right marginal branch, PI - posterior interventricular branch, RP -
right posterolateral branch.

If a given informative point is a branching point, then the peak will be labelled
with the concatenation of names of the peak labels of arteries which begin at
this point. This way, all initial and final points of coronary vessels as well as all
points where main vessels branch or change into lower level vessels have been
determined and labelled as appropriate. After this operation, the coronary vas-
cularisation tree is divided into sections which constitute the edges of a graph
modelling the examined coronary arteries. This makes it possible to formulate a
description in the form of edge labels which determine the mutual spatial rela-
tions between the primary components, i.e. between subsequent arteries shown
in the analysed image. These labels have been identified according to the fol-
lowing system. Mutual spatial relations that may occur between elements of the
vascular structure (represented by a graph) are described by the set of edge
labels. The elements of this set have been defined by introducing the appro-
priate spatial relations: vertical, defined by the set of labels {α, β, . . . , μ} and
horizontal, defined by the set of labels {1, 2, . . . , 24} on a hypothetical sphere
surrounding the heart muscle. These labels designate individual final intervals,
each of which has the angular spread of 15◦. Then, depending on the location,
terminal edge labels are assigned to all branches identified by the beginnings and
ends of the appropriate sections of coronary arteries. The presented methodology
draws upon the method of determining the location of a point on the surface
of our planet in the system of geographic coordinates, where a similar carto-
graphic projection is used to make topographic maps. This representation of
mutual spatial relationships between the analysed arteries yields a convenient
access to and a unanimous description of all elements of the vascular structure.
At subsequent analysis stages, this description will be correctly formalised us-
ing ETPL(k) graph grammars [9, 10], supporting the search for stenoses in the
lumen of arteries forming parts of the coronary vascularisation.

As the structure of coronary vascularisation may be characterised by three
different types of artery distribution over the heart surface, in the following part
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we will propose a grammar for the left dominance artery distribution. The left
dominance artery distribution is present on average 10-14% of cases [2, 6]. Before
we define the representation of the analysed image in the form of IE graphs, we
have to introduce the following order relationship in the set of Γ edge labels:
1 ≤ 2 ≤ 3 ≤ ... ≤ 24 and α ≤ β ≤ γ ≤ . . . ≤ μ. This way, we index all
peaks according to the ≤ relationship in the set of edge labels which connect
the main peak marked 1 to the adjacent peaks and we index in the ascending
order (i = 2, 3, . . . , n). This gives us IE graphs for the right and the left coronary
arteries (Fig. 2).

Fig. 2. The representation of the left and the right coronary artery using IE graphs

When graphs shown in Fig. 2 are represented by their characteristic descrip-
tions, they look as presented in Table 1 and Table 2.

The graph structure created in this way will form elements of a graph language
defining the spatial topology of the heart muscle vascularisation including its
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Table 1. Description for the right coronary artery

ST1 RCA2 PI3 RM4

1 2 1 −
16η 11ι 12λ 1ε −
2 3 4 4 −

Table 2. Description for the left coronary artery

ST1 LCA2 LM CX3 L LAD4 CX5 LM6 L7 LAD8

1 2 2 2 1 − 1 −
2κ 13ι 16ι 1λ 13θ 2λ 18ι 22κ − 23η −
2 3 4 5 6 7 8 6 − 8 −

possible morphological changes. For IE graphs defined as above, in order to locate
the place where stenoses occur, the graph grammar may take the following form.

a) for the right coronary artery: GR = (Σ,Δ, Γ, P, Z)
Σ = {ST,RCA,PI,RM,C Right}
Δ = {ST,RCA,PI,RM}
Γ = {16η, 11ι, 12λ, 1ε}
The start graph Z and the set of productions P shown in Fig. 3.

Fig. 3. Start graph Z and the set of productions for grammar GR

b) for the left coronary artery: GL = (Σ,Δ, Γ, P, Z)
Σ = {ST, LCA,LM CX,L LAD,CX,LM,L,LAD,C Left, C Left ant,
C Left circum}

Δ = {ST, LCA,LM CX,L LAD,CX,LM,L,LAD}
Γ = {2κ, 13ι, 16ι, 13θ, 22κ, 1λ, 2λ, 18ι, 23η}
The start graph Z and the set of productions P shown in Fig. 4.

This way, we have defined a mechanism in the form of ETPL(k) graph grammars
which create a certain linguistic representation of each analyzed image in the
form of an IE graph [9, 10]. The set of all representations of images generated
by this grammar is treated as a certain language. Consequently, we can built
a syntax analyzer based on the proposed graph grammar which will recognize
elements of this language. Theoretical aspects of conducting the syntax analysis
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Fig. 4. Start graph Z and the set of productions for grammar GL

and constructing parsers for ETPL(k) grammars are described in [9, 10]. It is
worth remembering at this point that for the graph grammar class considered
here, there are deterministic automatons (parsers) which perform syntax analysis
in a multinomial time, characterised by the complexity of O(n2).

3 Results

The proper element of the syntactic and semantic analysis is parsing that, in the
case of structural analysis of the representations developed, provides automat-
ically (thanks to the use of semantic actions and procedures) full information
defining the spatial topology of the graph in question, describing the coronary
vessels together with the individual constituents. Subsequently, such information
is used for the structural and semantic analysis of individual sections of the arter-
ies. The recognition of stenoses, including the determination of their locations,
lumens of the artery, and the types (concentric or eccentric), was conducted in
such a way that while reasoning out the grammar for the graph representation
of the coronary vascularisation, particular edges of the graph determined the
actual beginnings and ends of particular sections of coronary arteries. During
the grammar reasoning and the course of the transform of embedding graph
representations on the actual images, the corresponding sections of arteries were
analysed with regard to the presence of potential stenoses in them. The method
of this analysis also consisted in applying a context-free sequential grammar to
detect stenoses in 2D coronarography images. Such a grammar has been defined
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in publication [9–11]. Applying a context-free sequential grammar to analyse
particular sections of arteries in the obtained spatial reconstructions turned out
to be quite effective, as it allowed the unanimous location of the lesion present
together with defining their size and type. On the image data tested, the effi-
ciency of recognition (locating and defining the type of stenosis) amounted to
85%. In order to estimate the correct value of the narrowing degree, obtained
with the use of grammars semantic actions, several comparative values from
syngo Vessel View [14] clinical application were used. Such system is often used
in clinical practice with the SOMATOM Sensation Cardiac 64 [14], which was
equipped with vessel segmentation routines allowing for measurement stenosis
quantification.

4 Conclusion

The results achieved show that, thanks to the application of AI graph-based
linguistic formalisms, allowing semantic interpretation of spatial reconstruction
of coronary vessels, it is possible to analyse the correct morphology of individual
sections of arteries and their branches. Furthermore, applying methods of com-
putational intelligence to the development of a syntactic semantic description of
spatial visualisations of the heart’s coronary vessels may be used for both smart
ordering of images while archiving them and for their semantic searches. This is
a significant innovation among the existing approaches to the computer-assisted
medical diagnostics and broadens greatly the scope of use of AI methodologies
towards the computer-assisted methods of understanding diagnostic images and
the definition of medical significance of pathologies present therein.

Acknowledgement

This work has been supported by the AGH University of Science and Technology
under Grant No. 10.10.120.783.

References

1. Bankman, I. (ed.): Handbook of Medical Imaging: Processing and Analysis. Aca-
demic Press, London (2002)

2. Faergeman, O.: Coronary Artery Disease. Elsevier, Amsterdam (2003)
3. Higgins, W.E., Karwoski, R.A., Ritman, E.L., Spyra, W.J.T.: System for analyzing

true three-dimensional angiograms. IEEE Trans. Med. Imag. 15, 377–385 (1996)
4. Hoffman, K.R., Sen, A., Li, L.: A system for determination of 3D vessel tree cen-

terlines from biplane images. The International Journal of Cardiac Imaging 16,
315–330 (2000)

5. Meyer-Baese, A.: Pattern Recognition in Medical Imaging. Elsevier-Academic
Press, San-Diego (2003)

6. Khan, M.G.: Heart Disease Diagnosis and Therapy. Williams & Wilkins, Baltimore
(1996)



88 M. Trzupek

7. Lewandowski, P., Tomczyk, A., Szczepaniak, P.S.: Visualization of 3-D Objects in
Medicine - Selected Technical Aspects for Physicians. Journal of Medical Informat-
ics and Technologies 11, 59–67 (2007)

8. Ogiela, M.R., Tadeusiewicz, R.: Modern Computational Intelligence Methods for
the Interpretation of Medical Images. Springer, Heidelberg (2008)

9. Skomorowski, M.: A Syntactic-Statistical Approach to Recognition of Distorted
Patterns. Jagiellonian University, Kraków (2000)

10. Tadeusiewicz, R., Flasiński, M.: Pattern Recognition. PWN, Warsaw (1991)
11. Tadeusiewicz, R., Ogiela, M.R.: Medical Image Understanding Technology.

Springer, Heidelberg (2004)
12. Wild, P.S., Zotz, R.J.: Fragment reconstruction of coronary arteries by trans-

esophageal echocardiography - A method for visualizing coronary arteries with
ultrasound. Circulation 105, 1579–1584 (2002)
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Abstract. The aim of this paper is to present three approaches to
cardiac ventricle segmentation, which apply the potential active con-
tour method. Two of these approaches use three-dimensional, and one
of them - four-dimensional representation of data. The approaches pre-
sented simulates expert’s behaviour. They aim at image segmentation of
cardiac ventricles performed at all slices simultaneously, thanks to which
every slice can be analysed in the context of knowledge about other slices.
The medical image understanding method is not fully automatic, how-
ever in comparison to manual segmentation performed by an expert, it
saves much time, which may be of vital importance for patient’s health
e.g. in pulmonary embolism diagnosis.

1 Introduction

The aim of this paper is to present and compare three semi-automatic methods of
cardiac ventricle image segmentation, which may support pulmonary embolism
diagnosis. Pulmonary embolism is a potentially lethal condition, which consists
in a blockage of the lung artery. Consequently, the heart has difficulty in pumping
blood to the lungs, which brings on high blood pressure. This, in turn, results in
changes of ventricles’ shape. The ventricles are enlarged and the interventricular
septum becomes deformed. Such changes can be detected by analysing a series of
ventricle images. The methods discussed are applied to four-dimensional images,
which present the cardiac cycle. The methods currently used have proved to be
very time-consuming, since they require manual detection of ventricle shape on
each slice. Automation of this process can save much time, which is of vital
importance for the patients.

Expertise shows that it is hard to determine the shape of ventricles on the
basis of one image, separated from the others. Therefore, the methods presented
attempt at retrieving heart contour by the analysis of image sequences (time
sequences, space sequences, or both). Such an approach simulates expert’s be-
haviour. Partial automation shortens the time needed for heart shape detection.
The segmentation is performed by the potential active contour method. Its main
advantage is the ability to detect cylindric, rounded shapes, which is particularly
important in medical image analysis. In order to achieve a similar effect with
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other active contour methods one would have to define additional components of
energy function responsible for smoothness of the contour. Another advantage
of the method presented is the ability to adapt itself easily to both three- and
four-dimensional data. Examples of the results are shown in Fig. 1.

a)

b)

c)

Fig. 1. Exemplary heart slices, respectively: contour of both heart ventricles, line in-
dicating interventricular septum and contour of left ventricle (a) - contour detected
by 3D space sequence analysis, (b) - contour detected by 3D time sequence analysis,
(c) - contour detected by 4D approach

2 Potential Active Contours

Potential active contour method is one of the methods used for automatic image
analysis. Supported by expert knowledge, it can be used for context image seg-
mentation. The method was described in detail in [9]. Contrary to the typical,
two-dimensional active contour methods, such as snakes that require additional
modification to be used in higher-dimensional space, potential active contours
make it possible to define contour model in space Rn (potential hypercontour
model). The contour is defined as a set of points for which the values of fields
generated by two types of sources are equal:{

x ∈ Rn : So(x) = Sb(x)
}

(1)
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where:

So(x) =
No∑
i=0

PΨo
i ,μo

i
(ρ(xo

i ,x)) (2)

Sb(x) =
Nb∑
i=0

PΨb
i ,μb

i
(ρ(xb

i ,x)) (3)

In the above equations ρ denotes a metric in Rn and P is a function defining char-
acteristic of the potential field. In the methods presented, it has been assumed
that:

PΨ,μ(d) =
Ψ

1 + μd2
(4)

Sources No are called object sources, whereas sources N b denote background
sources.

For contour evaluation, it is necessary to define objective function the value
of which will be optimised in subsequent iterations. The objective function is
usually a sum of several scalar energy functions. Their form depends closely
on the method employed and its application, which will be described in detail
below. The optimisation is performed using the simulated annealing algorithm,
the fundamental advantage of which is that it requires defining only the objective
function, without the necessity to define its derivatives. These derivatives are
often very hard to define or it is impossible to calculate them analytically. In
potential active contour method, the contour is determined by potential sources,
thus the location of potential sources and their values are optimised: xo

i , Ψ
o
i , μo

i

for i = 1, . . . , No and xb
i , Ψ

b
i , μb

i for i = 1, . . . , N b.

3 Application

In the approach presented, potential active contours are used for both three- and
four-dimensional segmentation. In the former case, either all space sequences
(slices) connected to a given phase of the heart cycle, or all time sequences
(frames) connected to a given slice are analysed parallelly. In the latter case, the
segmentation is performed parallelly on all images i.e. on both time and space
sequences. In all cases discussed, ventricle shape detection is based on knowledge
gained from many slices, none image is analysed in separation from the other
ones.

Irrespective of the kind of data analysed, the process of cardiac ventricle
detection consists of several stages, which simulates actions performed by an
expert. At the first stage, the general shape of both ventricles is detected. Then,
the shape is made more specific. The next step is to detect the interventricular
septum ( [11,10]). Having found that information the left ventricle can be found.
Further it is assumed that:

– I ⊂ Rn – represents the set of all image elements
– Cin =

{
x ∈ I : So(x) ≥ Sb(x)

}
– represents the subset of all image elements

situated inside contour C
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– Cout =
{
x ∈ I : So(x) < Sb(x)

}
– the subset of all image elements situated

outside contour C

Additionally, it is assumed that Sb(x) > So(x) for x /∈ I. Thus, the elements
situated outside the image are considered as the background. The method pre-
sented is not fully automatic as it requires indicating the value of threshold T
above which the heart is clearly visible in the images (the heart is brighter than
the surrounding tissues thanks to the contrast the patient was injected during
the examination). The value of T is indicated only once for a given set of images,
which is much faster and easier than manual contour drawing.

3.1 Three-Dimensional Approach with Space Sequences Analysis

This method was described in [5]. It is similar to the method which applies time
sequences, discussed below.

3.2 Three-Dimensional Approach with Time Sequences Analysis

With T value determined both ventricles can be detected. The first step is rough
segmentation, performed by a minimal set of potential sources, i.e. one image
source and one background source. The contour detected is evaluated by means
of the following energy functions:

E(C) = Ewhite(C) + Eblack(C) (5)

where:

Ewhite(C) =

∑
x∈Cin

fwhite(x)
1 + |Cin|

(6)

Eblack(C) =

∑
x∈Cout

fblack(x)
1 + |Cout|

(7)

and:
fwhite(x) = min

y∈I∧fT (y)=1
(ρ(x,y)) (8)

fblack(x) = min
y∈I∧fT (y)=0

(ρ(x,y)) (9)

Function fT (y) describes the image after thresholding:

fT (x) =
{

1 , L(x) > T
0 , L(x) ≤ T (10)

where L(x) is the brightness of an image element x ∈ I. The next step, is a more
precise retrieval of both ventricles. For this purpose, a configuration with more
sources is used, which enables the contour to take more complicated shapes. Each
source from the initial configuration is replaced by several new sources (a group
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of sources) situated in the same place as the original source. The sum of source
potentials in the group equals the value of the original source potential. As a
result, the initial contour in precise segmentation is identical to the final contour
in rough segmentation. As the initial temperature in the simulated annealing
algorithm decreases, contour optimisation is greedy. For contour evaluation, the
following energy function is applied:

E(C) = Ewhite(C) + Eblack(C) + Ecohesion(C) (11)

where Ecohesion(C) denotes energy member, which is responsible for cohesion
of the contour. Its value is calculated for each slice separately and it equals the
difference between the number of all pixels belonging to the inside part of the
contour in a given slice and the number of pixels constituting a cohesive area of
the contour.

Next, the interventricular septum is detected. This can be accomplished con-
sidering the following observation: the line must go through the previously de-
tected heart contour and should also have a much lower value of brightness than
the pixels forming the ventricles. This action is performed by means of a brute
force algorithm. The algorithm searches through all segments that begin at the
top edge and end at the bottom edge of the image and chooses the segment that
goes through the largest number of dark pixels i.e. those with brightness level
below T .

The last step is left ventricle segmentation. Analogously as with both ventri-
cles, the segmentation is divided into two parts: the rough one - with a minimal
set of potential sources, and the one with more sources. In both parts, an addi-
tional component is added to the evaluating function, which increases the value
of energy for each pixel situated inside the contour but on the wrong side of the
line representing interventricular septum.

The optimisation algorithm stops either after an initially set number of iter-
ations or when the value of energy function does not change.

3.3 Four-Dimensional Approach

In the four-dimensional approach all images were analysed simultaneously. En-
ergy function did not have to be redefined. However, the detection of interven-
tricular septum was performed for each two-dimensional image independently.

4 Results

At each stage, different configurations of potential sources have been used. For
initial shape detection, regardless of the number of dimensions, the minimal
configuration No = 1, N b = 1, has been used. For a more precise detection, the
authors have applied a configuration which has resulted in detection of more
complex shapes (No = 4, N b = 2). Analogously, the left ventricle detection was
initially performed by using a minimal configuration (No = 1, N b = 1) and then
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a) b)

c) d)

Fig. 2. 3D views with the corresponding slice in the background (a) - both ventricles,
detected by 3D space sequence analysis, (b) - left ventricle, detected by 3D space
sequence analysis, (c) - both ventricles, detected by 3D time sequence analysis, (d) -
left ventricle, detected by 3D time sequence analysis

a) b)

c)

Fig. 3. Charts illustrating precision and recall values for the left ventricle slices seg-
mentation: (a) - detection applying 3D space sequence analysis, (b) - detection applying
3D time sequence analysis, (c) - detection applying 4D analysis
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more precisely, by using 4 object sources and 2 background sources respectively
(No = 4, N b = 2) for both three- and four-dimensional space.

The contours that were drawn by an expert are regarded as a model solu-
tion here. It has been assumed that they represent the desired division into
pixels of the object (cardiac ventricles) and pixels of the background. Thus, it is
possible, which was presented in [9], to evaluate the retrieved contours by pre-
cision and recall values where the contour is treated as binary classifier. Recall
reflects the classifier’s ability to retrieve all relevant objects, whereas precision
provides information on how many objects retrieved by the classifier actually
are relevant. The closer their score to 1.0, the better the results generated by
the classifier. If the precision score is smaller than 1.0 , the retrieved contour
is bigger than the model. The recall score smaller than 1.0 indicates that the
classifier has omitted some of the pixels that have been indicated by an expert as
relevant. The values of precision and recall for the same heart 4D image and three
different segmentation approaches presented in this paper are depicted in
Fig. 3.

5 Summary

The paper has presented three approaches to cardiac ventricles detection sup-
ported by potential active contour methods. All of them simulate behaviour of
an expert. The three-dimensional method, which analyses space sequences, con-
siders all images connected to the same moment of cardiac cycle simultaneously,
whereas the method, which analyses time sequences, is based on various images
of one slice of the heart recorded at various stages of the cardiac cycle. The
four-dimensional method combines the two three-dimensional methods. Owing
to this approach, each heart image may be segmented in the context of informa-
tion gained from the other slices. The obtained results are promising, however,
they reveal that context constituted by other slices and frames do not allow
to gain contours that are close enough to the contours drawn by an expert. It
suggests that other than pure visual information kind of knowledge, especially
expert’s knowledge and experience, should be incorporated into energy function.
Those aspects are under further investigation.
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Abstract. This article presents a proposition of using inductive learn-
ing methods in the task of creating the knowledge base for an image
understanding system. With the help of the evolutionary algorithm, it is
possible to synthesize an optimized system with the hierarchical struc-
ture of knowledge. The paper points to the key problem of the whole
method - the creation of an effective algorithm of conceptual clustering.
Some possible solutions are discussed.

1 Introduction

The most important characteristic of the image understanding idea is the extrac-
tion of the semantic content of the image (or more generally - the phenomenon).
It is constructed by the automatic reasoning process, according to the knowl-
edge about the images [6]. This scheme can essentially improve the automatic
interpretation of the image. However, we can point to some weaknesses of this
approach. The first one is the assumption that we have a useful model of the
phenomena. The process of creating the model of a domain and defining the
relationships between the concepts is often performed with the help of ontol-
ogy. There are several tools which support the ontology building process but the
starting point still depends on the knowledge and intuition of human being [5].
The second weakness is associated with a problem of knowledge acquisition -
learning. We have a specific situation. The knowledge base applied to the im-
age understanding system is relatively small, so the problems may be solved by
simple, even primitive methods. What is more, typical image processing systems
can easily collect a lot of data about the environment (we will assume that the
environment is fully observable [5]). This encourages us to use inductive learn-
ing methods [3]. In order to use them in the concept creation process we should
reduce our model to only necessary assumptions.

2 The Method Outline

The reduction of the assumptions and knowledge about the domain leads to the
statement that the phenomenon consists of a kind of atomic, elementary parts,
called primitive objects or instances. They correspond to primitive “concepts”,
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called also types or classes. Suffice it to say that concepts are some kind of gen-
eralization of objects [1]. The objects are connected by primitive relationships.
We will use the following notations:

X — space of all objects,
X, X ⊂ X — set of objects,
C0,C — sets of concepts,
D0,D — sets of relationships.

At the beginning, we assume that C0,D0 represent primitive concepts and prim-
itive relationships respectively. Additionally, C = C0,D = D0. These sets con-
tain the whole initial knowledge. The main idea is that the general knowledge is
included in the structure of concepts. So, the increasing of knowledge is possible
by the creating new concepts, on the basis of visible objects. Let us assume, we
can select the objects and recognize them as particular instances corresponding
to the certain concepts (classification task). Let us also assume that it is possible
to check all prior defined relations between all objects. Let us consider one of
them, indicated by:
ri, where: ri ∈ D, i ∈ I, I = {1, 2, . . . , u} is a set of indices of relations.

Let us presume, ri has n arguments, so it may be satisfied by some n-tuple (or-
dered sequence of n elements) indicated by:
t, t ∈ Xn (nth Cartesian power of set X)

Of course, this relationship may be satisfied by many other sequence, denoted
by:
tik, where: i ∈ I, k ∈ K, K = {1, 2, . . . ,m} is a set of indices of tuples, which

satisfy ri relation (the first index of tuple tik, point to ri relation).
Based on the selected tuples we will try to create a group of objects, that

will allow us to construct the new concept. The objects should be in some way
significant. We assume that it will happen if these objects will be connected by
the relationships. We should also pay attention to a frequent “arrangement” of
objects in the group, following the simple rule: this phenomenon occurs many
times, so it must be important. Now we will be more precise about this. Let us
define the group G as an ordered set of selected tuples:

G = {tik : i ∈ I, k ∈ K}
(we assume here that indexing of tuples allows us to identify their relations).

Let us transform the G set by the simple replacing of each object in each tuple
by the label of object type. We obtain a set, denoted by S, that describes an
abstract1 arrangement of relations in the group. The groups that have identical
or similar2 arrangement will be regarded as similar. Many such groups may
appear in the sequence of input images. So, we should consider a set of similar
groups:

G = {G1,G2, . . . ,Gz}
The G set will be used in creation of the new concept. The next chapter presents
a simple method of construction of the G set. Generally, this task should consist

1 Depending on the types, not on the particular objects.
2 Similarity may be defined here in several ways.
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of a kind of conceptual clustering3, in domain of defined above groups. After the
clustering process we can obtain a set of groups, which are similar to each other,
and according to this we can determine one, most characteristic group. We will
use G′ to denote this group, and S′ to denote an arrangement of relations in G′.
The whole task of creation of G′ set will be denoted by FG.

4

7

1
2

5

6

9

8

10

11

3

Fig. 1. Example of the group structure

Figure 1 shows several indexed objects x1, x2, . . . of three types (circle, pen-
tagon, square). The few relationships are also defined (r1 - red oval, r2 - blue,
r3 - orange, r4 - green, r5 - black). We can specify several tuples:
t31 = (x2), t32 = (x9), t33 = (x11) (the t31 denotes 1-st tuple of relation r3)
t21 = (x1, x4), t22 = (x1, x2), t23 = (x8, x9), t24 = (x8, x7)
t41 = (x3, x5), t42 = (x10, x11),
t11 = (x1, x2, x3), t12 = (x9, x8, x10).

So, we can point to two groups “strongly” connected by the relations:
G1 = {t31, t21, t22, t11}, G2 = {t32, t24, t23, t12} then G = {G1,G2}, G′ = G1

Let us go back to the main problem. As a first approximation, we can say:

new concept = S′

The new concept is treated as an arrangement of relationships enriched by the
information about the types of their arguments. To let us describe the new
phenomena more completely, it should contain an additional information. We
can define the object of a new concept as a combination of several sub-objects
according to the structure of the group. The new objects may have new attributes
(new properties vector). The objects should in some way inherit properties from
sub-objects. It may be done for example by the simple copying, calculating a
sum or average of given values. Generally, we can imagine the task of calculating

3 We have a n-ary relations, that might be represented by the predicate P(t), t ∈
X

n. So, the solution of the clustering task may base on the usage of first-order
representations and methods of inductive logic programming (ILP) [3].
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the attributes as a combination of certain standard transformation. Let FA be
a whole process of creating of new properties vector.

There is another significant question. The new objects are the combination
of sub-objects, but may they be applied as arguments of old relationships? Or,
should the old relationship be rather redefined in order to be applied to the
new objects? It depends on how long we require the new objects to inherit a
behavior of its parents. To be more precise, it depends on how the attributes
are transformed (in the previous FA process) and what new interpretation they
have. Let FR be a process of adapting or creating the new relationships.

Finally, we can consider the concept as a composition of elements:

S′,FG,FA,FR

So, the creation of the new concept is performed by the combination of trans-
formations FG, FA and FR. As a result we obtain the new concept, new rela-
tionships and new objects. We can join them into the C,D,X sets respectively.
The whole process may be operated repetitively. This results in creating a hier-
archical structure of concepts and hierarchical structure of new objects. We can
say: in the structure of concepts the new general knowledge is included, while
the structure of objects contains the knowledge about the particular scene.

But the fundamental question appears: is this knowledge really useful? The
evaluation of the knowledge may be performed by the practical action. Let us
imagine our system as an agent acting in the certain environment. According to
the given scene and its own concept structure the agent can create the structure
of objects. Then, we can compute the correlation between the existence of objects
of certain concepts and the agent’s ability to make correct decisions (or simple
ability to survive). We assume that the agent be able to do the correct decisions
has the most useful knowledge.

That suggests that to find the suitable concept structure we can use a ”trial
and error method” or a certain kind of evolutionary algorithm (a particular sys-
tem is considered as an individual). However, the direct usage of such methods
is problematical. We are fully aware that there are many possible kinds of trans-
formation FG, FA and FR used repeatedly. Our solution is one point of the
extremely large hypothesis space. In order to decrease the number of solutions,
we can propose some heuristic approach. Let us assume that the selection of each
of transformations is done with the help of a certain local criterion function. This
function plays a role of a guide that helps searching through the decision tree.
The next chapter provides some examples.

Let us consider the process FG of creation of groups again. This is a clustering
process based on a prior defined performance function [5]. This function as well
as the criterion functions mentioned earlier have a local character. The final,
global evaluation of the agent system is performed by the genetic algorithm and
depends on the agents capability to survive.

The situation depicted in the Figure 2 is an allegory that is associated with
a simple example described in the next chapter.
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Fig. 2. The indigenous inhabitants of the America and the Spanish conquistadors

3 The Simple Solution - The Example of Using the
Method in the Image Analysis System

A general approach presented above is used in the simple image understanding
system, designed mainly as a field of experiments. We will explain how the few
simple concepts may be represented in the system. The example is trivial, but
allows us to point to some important problems.

The first step refers to defining the initial sets C0,D0 (primitive concepts
and relationships). As a system input is considered a sequence of pictures from
CCD camera (we have used figures of animals drawn by a child). By using the
segmentation method we can identify sets of pixels which create a simple raster
figures. These figures may be easily transformed to vectors with properties like:
number of pixels, color, center coordinates, approximate shape. This structure
will be considered as a primitive object. Between such objects some primitive
relationships are defined: binary - neighboring, and a few unary, for example:
having a small size, having a red color. The next steps relate to the FG, FA and
FR transformations.
1. The FG transformation, selection of the G and G′ sets.
The relationships which hold between the objects in the groups generally refer to
any, multi-argument predicates. In our simple case we will take into consideration
only one- or two-argument relationships. A group G will be created by one main
object om ∈ X and several objects which are connected with it by some relations.
That group may be easily determined by checking all possible relationships of
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the om object. In this way we can create groups for all om objects. Having the
set of groups, we can perform a simple clustering. In this connection we should
draw attention to several universal criteria:

1. The count of similar groups. The groups which have identical arrangement of
relationships are similar (see previous chapter), and may create a cluster. The
count of groups in this cluster indicates how important it is. The arrangement
of the groups will be called a ”pattern”.

2. The validity of objects that create the groups. After a few iterations of
the concept creation process we obtain many combined objects. Each object
may be evaluated directly basis on the count of elementary objects that were
included.

3. The validity of the relationships between the objects of the group. In the
simple way it can be expressed by the number of relationships that connect
objects in the group. In addition we may respect the amount of one-argument
relationships that are satisfied by the main om object.

4. The ”parent-child” restriction. Let us presume, we create a new group Gn

based on the main object om. Let om (as a combined object) consists of
”parent” object op. Assume that the new group Gn includes also the op.
Such a ”double” object as a redundant should be deleted or, if not, the
evaluation of such a group should be decreased.

5. The similarity to old patterns. The similarity between groups on the ana-
lyzing scenes is of course a base of clustering. But the similarity between
the new groups and groups that was already used to create the concepts is
undesirable. It may result in creating a redundant concept.

According to the given rules we can make a sorted list of sets of groups. The best
element that may be considered as the G set will be used to create the concept.
2. The FA transformation, definition of new properties vector.
The calculating of the attributes of the new objects must base on the properties
of the component objects. Without going into details, we calculate the sum
(number of pixels), average (color, center coordinate) and maximum (shape).
3. The FR transformation, process of adapting or creating the relationships.
We decide that the new concepts inherit all old relationships.

Fig. 3. The input sequence of pictures - the figures of animals

Figure 3 shows the sequence of analyzing pictures. The next one (Figure 4)
presents processed images and frames showing the “state” of the system. The
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Fig. 4. The interface of the image understanding system - the concept definitions

green circled item, top-right, is an example of a pattern (it is created from the
first image on the Figure 3).

1.7 1.7 1.7 1.7 | 3 4 ct 8 ## 3 qqq 104

The list of defined concepts is shown in the left-center frame. The red circled
item:

type 10 ct 8 qq 5 pat: 1.7 1.7 1.7 1.7 | 3 45

shows the definition of type 10, that represents something having big, blue body
and four green legs. We can consider this as a concept ”horse”. The bootom

4 1.7 - relation 1 neighboring ; holds between the main object and four others of type
7, 3 4 - properties of main object having a blue color, having a big size, ct 8 - type
of the main object (index of concept on the list), ## 3 - amount of the group of
objects that match the pattern, qqq 10 - value of performance function of pattern.

5 type 10 - number of type, ct 8 - type of the main object, qq 5 - value of validity
function of that type, pat: 1.7 1.7 1.7 1.7 | 3 4 - the pattern described earlier (objects
of type 7 have properties 2,5; having a green color, having small size).
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frames show the system state after analysis of second and third images presented
in the Figure 3. We can identify two another concept:

type 11 ct 0 qq 1 pat: | 5 6
type 13 ct 10 qq 6 pat: 1.11 | 2 4

The first one we consider as a “rider”, while the second as a “rider on the
horse” (the object of type 11 “rider” is connected to the main object of type
10 “horse”). The creation of the last concept was possible when the concept
“horse” was created first. We can say that the proper interpretation of a new
phenomenon is possible when the suitable knowledge is available. Without them,
it may be understood as a “dragon” with four legs and something red on the
top. Let us go back to the illustration on the Figure 2. We can imagine what
the young Indian and the old one (having wider knowledge) are thinking about.
The proper understanding of the phenomenon allows them to make good, vital
decision.

4 Conclusions

Despite the simplicity of the main idea, the attempt to make an implementation
shows how many problems appear here. We can point to some most important:

– Adapting the existing algorithms of clustering to the task of clustering of
groups.

– Finding the heuristic rules that allow to decrease the number of possible
solutions.

– Developing the methods for creating the new properties and relationships.

The first one is a key challenge. Solving this problem would make it possible
to use our method in the tasks of the automatic ontology building and the
knowledge acquisition. With the support of evolutionary algorithm, we would
synthesize an optimized agent system possessing the hierarchical structure of
knowledge. That knowledge may be relatively easily verified and adapted into
other systems.
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Abstract. The advancement of motion recording, analysis and synthesis
techniques, together with the standardization of respective data formats,
constitutes a solid foundation for research based on motion data sets in
the context of various disciplines. However, most of the motion data sets
available offer groups of files as acquired from the motion capture sys-
tems. The problem with such data is that it usually represents a single
viewpoint, its context varies and is more or less implicit, and the lack of
functionality implemented atop of such data set limits the data analysis
and search potential. This encourages us to look at this problem domain
from the database management systems (DBMS) state of the art point
of view. In this paper, we outline some important aspects of applying a
DBMS to motion data with the aim to provide a highly universal, ex-
tensible, shareable and searchable resource. To avoid being locked into
a specific area of application, we take a very abstract view of the data
and attempt to assure, a versatility and genericity of the resulting system.

Keywords: Motion capture, multimedia databases, structured data, ex-
tendibility, database management.

1 Challenges for a Motion Data Analysis System

Human motion databases (HMDB) have become very popular, gathering large
amounts of often synchronized motion capture streams and other motion related
data [1]. Captured motion data sets have multiple attributes and dimensions and
different lengths for even similar motions. There is no direct correspondence be-
tween data of two different motions. The challenges in HMDB include feature
selection relevant for motion comparison, indexing methods for fast retrieval
of preferred motions, cleaning and compressing data sets, identification of base
characteristics of human motion especially of outliers. To classify and recognize
motion data correctly we often represent each motion stream as feature vector.
Query formulation by feature extraction gives only statistically accurate results
based on the frame rate or the position of the motion stream but rare on ex-
act object matching. Nevertheless initial preprocessing and generalization by
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reduced representations can dramatically accelerate retrieval times. Forbes and
Fiume [2] relying on dynamic time warping (DTW) demonstrate how cluster-
ing and dimensionality reduction can improve retrieval time. To the same effect
Chiu et al. [3] use self organizing map (SOM) for clustering and separately index
segments of the body to improve retrieval times. For retrieval of motions from
examples in iterative way Kovar and Gleicher [4] preprocessed locally optimal
time alignments of motions for whole HMDB. Muller et al. [5] employ binary
features to represent various poses and demonstrate how to produce radically
faster motion retrieval. Quoted retrieval examples represent a group of retrieval
problems where complete example motion is provided as a query. Query based
methods in multimedia databases are not able to represent user’s subjective in-
tentions perfectly. Second group of retrieval problems in HMDB require from
user browsing through database for expected motion. Liu Ren [6] explores rep-
resentation for easier data visualization in browsing-style interface. Assa et al.
[7] present a visual synopsis of motions for elegant database browsing. Sakamoto
and colleagues [8] demonstrate visual interface for motion selection by identify-
ing key frames from posture map obtained from SOM algorithm. Third group of
retrieval problems relies on retrieval from small set of controls to capture user’s
intention more reliably. Liu et al. [9] propose hierarchical database comprised of
local linear models for fast retrieval of a character pose from a sparse marker
configuration.

Motion stream as relatively new type of multimedia require considering tem-
poral and spatial multiatribute motion nature. This variability of data process-
ing requirements demands for a a large degree of flexibility in underlying data
management.

At the highest level we recognize four main groups of requirements for the
motion database system:

– to offer efficient, reliable, flexible and robust data storage;
– to allow querying, analysis and data retrieval;
– to organize cooperation of different groups of users;
– to enable the extensibility features.

Each of them influences the others and therefore should always be discussed
together. An ideal system allows users to store any data related to human motion
domain: database records, files of any type and size. The data and files are
searchable in different ways, by built-in tools and also by custom procedures and
filters. The system guarantees data protection. Hence, to enable cooperation, it
should able to anonymize data to assure privacy of captured subjects. An ideal
system gathers groups of users and allows them to share not only data but also
applications working on the stored data. Community-developed tools for motion
analysis can be shared and executed by many users in different situations. This
kind of system is similar to community web portals where all content can be
shared and is in fact a product of a common development effort.
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2 Existing Examples of Public Motion Data Sets

We investigated publicly available data sets including the most important and
well known [1], [10], [11], [12]. In all cases the phrase ”database” means that
there is data that can be accessed (read) by users. Only one of them facilitates
uploading of data using a web interface. Sharing and community interactions are
therefore usually impossible. All those datasets offered data stored as single or
grouped files containing video, motion and also other synchronized data.

Large motion data collections can also constitute a challenge in the medical
field. Simple tools for motion data acquisition and processing may fall short when
mining in the existing archive is considered. Motion capture lab workstations are
clearly not capable of storing massive amounts of records for an extended pe-
riod of time. A hospital based motion capture lab which we analyzed is forced
to frequently archive its motion data using DVD media. Hundreds of disks are
stored and an index of their content in terms of patient data location is main-
tained. Although patient records become documented, the research potential of
such a big data set becomes void due to poor search and analysis capability. A
dedicated data server with huge capacity could definitely help, but only if files
are stored under a professional database system control instead of raw files.

Animeeple [13] is a character animation tool which can import 3D files and
publish characters and animations for online sharing or sale. A number of popular
formats is supported by its import and export features. The available characters
and animations can be combined from different sources. Content can be shared
for free or sold by registered sellers and profiles are used to share information
about individual content providers. As a 3D modeling and animation tool, Ani-
meeple aims to be an easy to use application targeted mostly at less advanced
users and anyone interested in publishing their content for others to use.

Gaitabase [14] is a database of medical records and data captured by gait
analysis systems with a web interface. It includes a publicly shared sample data
set which can be used as part of a demo. The main purpose of the system
is to store gait data files, provide query mechanisms and display the results for
statistical analysis. Gaitabase is a relational database with tables storing spatial-
temporal files. The search capabilities offer a way to define filters based on search
criteria with multiple conditions and logical operators. Processed filters return
records from the table of patients as search results. The analysis functionality
built into the system makes it possible to plot gait data, select variables and
compare sets of data.

As can be seen, there are significant limitations of storing motion data set
files “as is”, without a dedicated data management tool. Then we could observe
how diverse the expected features of such a tool can be depending on the area of
application. For multimedia authoring, the identification of motion kind, inter-
operability in terms of different formats provided and capability to edit motion
are essential. For the medical applications the primary subject of queries are the
attributes describing a patient and data processing is a more read-only fashion.
In both cases efficient ways of querying and easy access to retrieved data stored
inside motion data files are desirable.
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3 Required Features of the Database

Useful features, high efficiency and stability, place the DBMSs in general right in
the center of our attention. Confronting our requirements with the features tradi-
tionally associated with multimedia data management [15], we need to consider
the following:

– Handling large, raw data files,
– Need for automatic metadata extraction for imported items,
– Some aspects of temporal querying,
– Need for custom query optimizations (including specific indexing),
– Specific presentation tools and user interface design.

On the other hand, contrary to some other multimedia applications, no real-time
challenge occurs. Moreover, the spatial aspect of data – although it obviously
applies, will probably not be handled explicitly by the database mechanism it-
self. Moreover, a specific challenge is the need for high degree of universality and
openness for new data formats, metadata elements, search criteria, transforma-
tion and analysis routines, connected with the ability of secured shared access
and resource contribution.

Data storage and querying
Despite the amount of information is high, the system’s core data elements are
not expected to form big graphs and would not be the subject of intensive naviga-
tion (i.e. much of the complexity would remain opaque to the database schema
structures). The foundational set of entities is considered to form a following
hierarchy: Performer – identifies a subject of motion; either a human or an
individual created using 3D modeling software; Session – identifies motion cap-
ture sessions for a single performer; Trial – identifies trials which may be done
by a performer during a single session; Segment – describes a fragment of the
trial sequence distinguished based on some criteria of interest. Different kinds
of segmentation of a single segment are possible, especially facing the multiple
areas of applications. At each level of this hierarchy it should be possible to
assign instances to categories and to equip them with custom attributes. Good
support for bulk data is needed to assure fast and reliable motion data storage
and retrieval as most of the data will remain stored inside such large objects.
One of the most important factors for data querying is the intuitiveness of the
data structure as perceived by the database user. From this point of view the
following elements need to be covered with a suitable abstraction:

– Links between categories, performers, sessions, trials and files to ease and
simplify the formulation of queries referring to more than one of those
entities;

– Named generic attributes and their values should be as easy for browsing
and querying as regular, statically defined features;

– Features that can be determined by processing motion data files (here called
”analytical features”) should be available just like plain, stored attributes;
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– Services providing derived data that describe certain entity should also be
available in a similar way as regular attributes.

The above assumptions result in a concept of object-like, mostly hierarchical
structure, having a significant amount of behavior is built in and where the
distinction between attributes and operations may be hidden from the user.
Extensibility features and user cooperation
When analyzing extensibility we must focus on the two main aspects of the sys-
tem: data storage and data querying. In case of the first one we expect that the
data stored in the system does not necessarily have to be limited to predefined
attributes or file formats. Therefore, no limitation on file type is acceptable. Sim-
ilarly, a fixed set of attributes for entities is just a starting point from which par-
ticular users may start building their own information representation. Summing
up, the contributable features would include custom attributes, named queries
(filters) and behavior extending data analysis and import / export capabilities.
Those behavioral extensions require the following:

1. Standard interfaces to existing data and calculable features, which will be
used by new components;

2. Connection points for new components and their safe execution control;
3. A descriptor file specifying the semantics and configuration.

Filters, being a more lightweight construct, only require designing appropriate
syntax assuring easy retrieval of existing filters for invocation as well as for
modification. For extended cooperation, the system should allow to distribute
common activities, including the creation of behavioral parts (e.g. queries or
analytical features). This requires many parts traditionally perceived as second
class citizens of the system to be promoted to first class citizens. This calls for
a new paradigm for user interfaces, query processing and security. These issues
are broader discussed in the next section. Security is perceived as an impor-
tant requirement in the system, especially where medical records are involved.
The privileges may need to be differentiated both vertically (against the types
of data) and horizontally (particular subsets of data). Hence the access rights
pattern goes beyond simple data ownership criteria and would need to be con-
trolled by the application. At the same time, for flexibility and performance, the
database content cannot be encapsulated too aggressively against the behavioral
extensions.

4 Extensible Architecture for Database and Its Services

Reconciling the genericity and approachability requirements makes it necessary
to establish three levels of abstraction:

– implementation, including the implementation of internal structures for
generic features and resource representations as well as access optimization;

– design, outlined by programming and configuration interfaces for adminis-
trator and extension developers;
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– use, where built-in and extension features, both stored and calculated are
provided in a uniform way for querying and retrieval.

Here we focus on the second level, perceiving it pivotal for the overall design.
Conceptual view of the generic data
The features considered led us to the following conceptual design, expressed in
fig. 1 as a UML class diagram. Note that its complexity would be hidden from
regular user, who would actually deal with quite straightforward hierarchy of
the resource data.

Fig. 1. Motion database structure as perceived by its user

The foundation is formed by the core conceptual entities to be presented to
the user: the Performer. . . Segment hierarchy. We call them Resources. Two of
them: Trial and Segment possess temporal characteristics, that are to be sup-
ported by queries and when extracting temporal fragments of those resources.
The synchronization between different representations would be the substantial
value of the system (allowing to investigate the relationships between particular
channels). Apart from the resources, we need to explicitly deal with their Rep-
resentations. Although ideally the representations could be perhaps transparent
to this conceptual structure, in fact we need to include them also as the subject
of extensible metadata mechanism to support various formats, levels of precision
etc. The extension mechanism makes the structure open to new data types in
two main roles:

– Item metadata attribute sets - establishing virtual subclasses for resource,
whose visibility can be differentiated on a per user basis. For simpler classi-
fication a similar, more intuitive notion of Item Group is also available.
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– Resource representations - allow supporting new types of stored files or cal-
culated, derived documents.

Behavior for extendible features
The data content extensions of the database entail the need for dynamically
incorporating respective behavior:

– New areas of application may bring not only new stored attributes, but also
new calculable features. Though made available to the user in a uniform
way with the stored attributes, they need a way to connect their calculation
algorithms to the query evaluation and reporting routines.

– New resource representations would usually require specifying import be-
havior that would be capable of automatically extracting their content-
dependent metadata and writing it explicitly into the database.

– If a given resource representation is not materialized, it will need submitting
an algorithm of producing it based on other resource data (export behavior).

– New topics of research can produce recurring query predicates, so naming
and storing them could be useful for sharing or reuse. This requires a rel-
atively simple expression language that could be represented by database-
stored Filter entities.

The presence of computation-intense virtual features and derived resource rep-
resentation makes it also necessary to introduce the postponed result collection
query and data retrieval API operation variants.
Plug-ins and sandboxes
Plug-in based extensibility is a commonly accepted approach for enriching soft-
ware functionality. However, this is mostly used for desktop or server applications
under strict administrator control. A user granted with administrator privileges
is responsible for any problems caused by a faulty plug-in. Also intranet users
pose less risk compared to global network users. If a community open server is to
allow users to execute their own code, it must assure a proper level of security:

1. No data can be seen by plug-ins which are not granted with certain privileges;
2. No data or server application can be destroyed by a plug-in code;
3. A plug-in cannot directly or indirectly influence execution of other plug-ins;
4. No plug-in can consume server resources beyond a given level;
5. No plug-in can cutoff normal server communication lines.

Therefore, we consider guarding each executed plug-in in a sandbox, which will
be controlled by dedicated server processes. A sandbox-based control means that
a process inside is fairly free to perform different tasks, create other processes,
data files, etc. if only it obeys given rules (for example, disk occupation or pro-
cessor load). If a process is trying to break from the shelter it is immediately
terminated. Removing its sandbox includes deleting of any intermediate data,
rolling-back transactions, etc. The server must offer appropriate interfaces for
defining new plug-ins, configuring them, sharing code among other users, con-
trolling their execution, retrieving results. A system similar to [16] could be used
for these tasks.
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5 Conclusions

We presented here a vision of a generic motion capture database system offer-
ing extended features like data sharing and user cooperation, server-side query
processing and analysis of motion data, user-defined plug-ins, generic custom de-
fined attributes and openness for a community of different types of users. There
has been no similar system created so far and we believe that implementation
and deployment of this solution will influence human motion capture society. To
realize this vision, several aspects of transparency need to be achieved to provide
users and developers with:

– generic metadata attributes which are as simple in querying as the statically
defined ones,

– calculable metadata and resources accessible like stored data,
– access rights control factored out of the plug-ins code,
– resources management protecting the performance and availability.

The system seems to be complicated at the server side and since it is a scientific
solution, at the beginning it will be implemented in an inventive and incremental
way. Small portions will be published for a closed group of users who will test
it, collect remarks and help to define the next steps. The process of polishing all
requirements and enabling high level of security and reliability will take years,
but already the partial results might be useful for large groups of users.

Acknowledgements

This paper has been supported by the project ,,System with a library of modules
for advanced analysis and an interactive synthesis of human motion” co-financed
by the European Regional Development Fund under the Innovative Economy
Operational Programme - Priority Axis 1. Research and development of modern
technologies, measure 1.3.1 Development projects.

References

1. Sigal, L., Balan, A., Black, M.: Humaneva: Synchronized video and motion cap-
ture dataset and baseline algorithm for evaluation of articulated human motion.
IJCV 87(1), 4–27 (2010)

2. Forbes, K., Fiume, E.: An efficient search algorithm for motion data using weighted
pca. In: 2005 ACM SIGGRAPH/Eurographics SCA, pp. 67–76 (July 2005)

3. Chiu, C.Y., Chao, S.P., Wu, M.Y., Yang, S.N.: Efficient content-based retrieval
for motion capture data. Journal of Visual Communication and Image Represen-
tation 15, 446–466 (2004)

4. Kovar, L., Gleicher, M.: Automated extraction and parameterization of motions in
large data sets. ACM Transactions on Graphics 23(3), 559–568 (2004)

5. Demuth, B., Müller, M., Eberhardt, B.: An information retrieval system for motion
capture data. In: Lalmas, M., MacFarlane, A., Rüger, S.M., Tombros, A., Tsikrika,
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Żo�lnierska Str. 49, 71–210 Szczecin, Poland
{pforczmanski,mseweryn}@wi.zut.edu.pl

http://en.wikipedia.org/wiki/West_Pomeranian_University_of_Technology

Abstract. The paper presents an idea of real-time video stream analy-
sis which leads to the detection and tracking of suspicious objects that
have been left unattended, which is one of the most crucial aspects to be
taken into consideration during the development of visual surveillance
system. The mathematical principles related to background model cre-
ation and object classification are included. We incorporated several im-
provements to the background subtraction method for shadow removal,
lighting change adaptation and integration of fragmented foreground re-
gions. The type of the static regions is determined by using a method
that exploits context information about foreground masks, significantly
outperforming previous edge-based techniques. Developed algorithm has
been implemented as a working model involving freely available OpenCV
library and tested on benchmark data taken from real visual surveillance
systems.

1 Introduction

Typical visual surveillance system is aimed at gathering information about cer-
tain phenomena in order to execute or suggest proper actions, especially when it
comes to situations dangerous to human health, life and property or environment.
In practice, a visual surveillance is implemented using a closed-circuit television
system (CCTV) and is used to maintain close observation of a person or a group
of people [1–3]. It is typical to visual surveillance systems that static camera is
aimed at one fixed point in space which does not move during observation. The
focal length of camera lens is constant too. Background modeling is one of the
most important tasks of modern intelligent surveillance systems. Its efficiency
determines the capabilities of the whole system, hence it often incorporates very
sophisticated methods of image analysis. Since the scenes observed by the CCTV
cameras are not static, the process of background separation has to take into
consideration many different environmental conditions, such as variable lighting
[4], atmospheric phenomena and changes caused by humans or vehicles. There
are many methods of background modeling based on different principles, but all
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of them can be divided into two main categories: pixel-based and block-based
approaches. The former class of methods analyses each individual pixel in the
image, while the latter divides an image into segments (often overlapping). For
each pixel or segment several features are calculated used in the classification
(into background and foreground objects). Each detected object is then tracked.
Most of the tracking methods assume that the movement is constant and the
direction does not change in a considerable way [5, 6], however it is questionable
in a case of tracking human beings. The last stage of an intelligent surveillance
system involves object recognition. The adequate recognition method depends
mainly on the system purpose, hence access control requires some biometric iden-
tification, traffic control involves ”reading” license plates, and outdoor security
systems implement human detection and tracking. In a system presented in [7]
each detected object is classified by mean area it occupies, while the authors
of [8] detect humans using average human body proportions and size. These
approaches are simple to implement but their application is limited.

The paper is organized as follows. First, system outline is presented, followed
by background model, object detector, tracker, and then object classifier. Finally,
some experimental results and summary are given.

2 Proposed System

2.1 Overview

We present an algorithm that analyses video sequence in order to find potentially
security relevant events connected with abandoned objects in public facilities.
There have been many such algorithms proposed over last years, however the
problem seems to be still unsolved. The main problem is proper object classifi-
cation and tracking. Proposed system automatically detects foreground objects,
classifies them and tracks their trajectories. We distinguish between three classes
of objects that can be present at the scene: moving humans, possibly dangerous
objects and other objects, e.g. vehicles and other moving objects. Let us assume
that a video sequence produced by a system consists of a set of frames cov-
ering rather static background and moving objects in front of it. These objects
(e.g. humans or vehicles) move in a stepwise manner, which is caused by reduced
frame rate (often equal or less than 25 frames-per-second). In cases when camera
or observation point move strongly or there are rapid changes of illumination,
the sequence should be cut into segments which are analyzed independently.

Proposed system consists of adaptive Background Model,Object Tracker and
Classifier. Background elimination is the main task of the background model.
Foreground regions are segmented from the present frame in respect to the pre-
viously learned background model. Sequence of detected foreground blobs are
afterwards sent to the Tracker, which updates tracked objects and tries to predict
their next positions. At the beginning of tracking, every newly created object is
classified by the Object Classifier and its label is stored in Object Tracker. In
the end bounding boxes of tracked objects are marked on the output frame. A
simplified scheme of the proposed system is depicted in Fig. 1.
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Fig. 1. Overview of the proposed system

2.2 Background Model

We employ adaptive background model similar to the one proposed in [4], in
which every pixel is modeled by a mixture of Gaussians in R, G and B chan-
nels. In our approach we use five Gaussians distributions for each pixel in the
frame, which increases the robustness of the model in the comparison to the one
presented in [9].

Every pixel value from the current frame is checked against the existing Gaus-
sians in the corresponding position in the background model. If no match is found
the least probable Gaussian is replaced by the new distribution with the current
value as a mean. Afterwards, weights of existing Gaussians are updated accord-
ing to the following: weights of distributions that do not correspond with the
new pixel value are decreased, while the weights of distributions that suite the
new pixel value are increased. Parameters of unmatched distributions remain the
same. The parameters of the distribution which matches the new observation are
updated as follows:

μt = (1− ρ)μt−1 + ρXt, (1)

σ2
t = (1− ρ)σ2

t−1 + ρ(Xt − μt)T (Xt − μt), (2)

ρ = αη(Xt|μk, σk), (3)

where Xt is a new pixel value, η is a Gaussian probability density function, α is
a learning rate, μ and σ are distribution parameters, and ρ ∈ 〈0, 1〉.

Next, each weight of each distribution is updated according to the following:

ωt =
{

(1 − α)ωt−1 + α if a pixel fits the distribution
(1 − α)ωt−1 otherwise (4)

Background subtraction operation results in an image mask of possible fore-
ground pixels which are grouped using connected components. Its main draw-
back is the lack of shadow suppressing functions. Shadow cast by the moving
objects can be a root of serious problems. It can greatly affect localization and
detection of objects present at the scene. In proposed system we use a shadow
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detection method based on [10]. In our approach the algorithm detects shadows
in Hue Saturation Value (HSV) color space which is proven to correspond closer
to human perception of color than the RGB color space. Used method bases
on the observation that casted shadow darkens the point while chrominance of
shaded and open regions does not vary much. This assumption can be easily
depicted in HSV color space and turns detecting shadow problem into checking
three simple conditions:

SP (x, y) =

⎧⎪⎨
⎪⎩

1 if α ≤ IV (x,y)
BV (x,y) ≤ β ∧ (IS(x, y)−BS(x, y)) ≤ τS

∧|IH(x, y)−BH(x, y)| ≤ τh
0 otherwise

(5)

where SP is a new binary mask of a foreground blob, α, β, τh, τs are empirically
chosen parameters (according to heuristic approach described in [10]), I is a
current frame, B is a background image and H,S and V superscripts point
which component of HSV pixel should be used, x and y are pixel coordinates in
the image. Initial condition checks the first part of the assumption that shadow
darkens the region, whereas next two conditions check if hue and saturation for
shaded and open regions do not vary too much. The results of shadow suppressing
function are presented in Fig. 2 and Fig. 3.

Fig. 2. Detected moving object and shadow elimination results

2.3 Object Tracker

Detected foreground objects are tracked by Object Tracker. Each tracked object
is associated with an information about its bounding box, last and predicted
position, serial number and group label. Object Tracker uses Kalman filters
to predict further positions of objects [11]. Objects are tracked from frame to
frame in a stepwise manner using predicted position or correspondence between
their last position and foreground blobs. We use a Kalman filter-based approach
instead of very popular Mean-Shift algorithm [7] since it is independent on the
object appearance, hence it makes it possible to track objects that are partially
occluded or changing its silhouette over time.

Matching detected foreground blobs to tracked objects is done by constructing
association matrix similar to the one proposed in [12]. For all pairs of blobs and
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objects we measure Euclidean distance from predicted position of object to the
center of the foreground blob, if the foreground blob includes predicted position.
If foreground region does not include predicted position, but it intersects with
last bounding box of the tracked object we measure distance from the center of
bounding box to the center of the blob. If the foreground blob does not include
predicted position and does not intersect with the object, distance between them
is equal to plus infinity and will be ignored. After evaluating distance between
all pairs of blobs and objects, objects are updated using blobs which are closest
to them. If a blob has no matched object, a new tracked object is created. On
the other hand when the object has not matched any foreground blob for several
frames, it is removed.

2.4 Object Classifier

Most of the approaches presented in the literature use single classifier in order
to determine the type of moving objects. In our approach we propose to use
two independent classifiers that use different features. The first one employs
Histograms of Orientated Gradients which was proposed in [13], while the second
classifier is based on Haar-like features and was described by Viola and Jones
in [14]. We propose to use a cascade of classifiers, in which every object sent
to classifier module is classified first by the HOG-based classifier and then, in
case of negative result, is classified once more by the Haar-based classifier. This
method of classification aims to suppress number of false-negatives and reduces
the number of computations.

Images of objects sent to the HOG classifier are divided into small rectangular
regions, called cells. For each cell, histogram of gradient orientations is evalu-
ated. Afterwards, cells are grouped into overlapping larger spatial groups, called
blocks. To improve performance, every block is contrast normalized. The Final
descriptor of the object is a vector of all normalized cell responses from all of the
blocks. In the end, classification of descriptor is done by the soft margin linear
Support Vector Machine (SVM).

Haar-like features are rectangular regions divided into smaller rectangles which
are labeled white or black. A value of a single feature is equal to a difference be-
tween sum of pixels which lie within white and black rectangles. Single Haar-like
feature is a weak classifier and cannot be used to recognize complex objects like
human silhouette. To improve its performance and create the strong classifier,
the Adaboost algorithm is used to create cascades of simple Haar-like features.
In the cascade, subsequent feature is evaluated only if answer of the previous
feature equaled the expected value, otherwise classification is finished with the
negative label. Finally, the system marks and labels detected and classified ob-
jects. The color of the bounding box is set accordingly to the object’s label:
green - for objects classified as people, red - for potentially suspicious objects.
All other objects, which have not been unequivocally classified are marked with
blue rectangles. Sample markings can be seen in Fig. 3.
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Fig. 3. Example detection presented on PETS 2006 (upper row) and PETS 2007 (lower
row) data. Left luggage is marked with red rectangle, while moving humans are marked
green; false objects are marked with blue rectangles.

2.5 Experimental Results

The system described in the previous section has been implemented in the C++
using OpenCV library [15]. At a resolution of 360 × 288 pixels, We reached
5 frames per second on an average 1,74GHz PC which is an acceptable result
for rather low-end hardware. The implemented system was evaluated on the
PETS 2006 and PETS 2007 benchmark data, recorded at busy railway station
in London [1] and Glasgow Airport [2]. The aim of the PETS scenarios is to detect
left luggage items in the public space. Video sequences contain people moving
alone or in groups across the platform in case of PETS 2006 and people loitering
at the airport in case of PETS 2007. Every scenario contains also the luggage
drop-off event. The parameters for testing the algorithm was set according to
the Table 1.

We define a success as a correctly detected and classified left luggage item, as
a half-success we define a correctly detected yet misclassified luggage. We define
fail as an undetected left luggage item. During the tests we used sequences from
camera number 3, which supplies the optimal view of the scene (see sample
results in Fig. 3). Detailed result of tests are shown in Table 2.

During the tests we have observed the spurious detections in the tinted glass
wall, caused by moving nearby objects. Furthermore, our Object Classifier in
several cases misclassified objects which appeared behind the tinted glass. Both
misclassification problems were caused by small size and reduced contrast of
those objects and can be solved with proper calibration of camera’s exposure
parameters.
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Table 1. Parameters of the algorithm

Stage Parameter name Value

Background model

Learning iterations 200
Number of Gaussians 5

Minimal weight 0.70
Maximal deviation 6
Minimal object size 245

Initial weights 0.05
Initial distribution variance 30
Distance between objects 58

Scaling factor 0.5

Shadow elimination

Minimal shadow intensity ratio α 0.4
Maximal shadow intensity ratio β 0.99
Maximal saturation distance τS 10

Maximal hue distance τH 50

Table 2. Results of tests

Dataset Scenario Result Comment

PETS 2006

S1-T1-C Success -
S2-T3-C Success -
S3-T7-A Success Luggage item is not abandoned.
S4-T5-A Success Luggage blob is merged with blob

of person standing next to it.
S5-T1-G Half-success Lugguage item is detected but misclassified
S6-T3-H Success -
S7-T6-B Success -

PETS 2007

S00 Success -
S01,S02,S03 Not tested Not enough data for model

S04 Success -
S05 Success Luggage item is not abandoned.
S06 Half-success Luggage blob is merged with blob

of persons standing next to it.
S07 Success -
S08 Half-success Luggage item is misclassified

3 Summary

In the paper we presented a model of an intelligent visual surveillance system.
It incorporates adaptive background model, object tracker and sophisticated
object classifier utilizing Haar-like features and SVM. Developed method has
been tested on real-world data and chosen approach proved to be robust. In
opposition to the other similar projects it is insensitive to quick light variations
and shadows cast by moving people. Its field of application is very wide. The
most obvious are security surveillance systems at airports and railway stations
for detecting left-luggage, but it can be also utilized in the shopping centers and
trade fairs for counting customers in the specific areas.
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Abstract. Multiscale analysis initially proposed in image processing do-
main, turned out to be an effective tool in many other areas. It has been
also proposed for motion data trajectories parametrized in quaternion
space. In this paper we introduce novel approach, which is the frame-
work for non-linear scale space analysis of quaternion trajectories. In the
paper theoretical basis has been proposed and numerical validation has
been presented.

1 Introduction

Effective methods for automatic data analysis and processing are becoming im-
portant part of many existing systems. Real world data consists of some in-
formation, which is stored and available in different scales. Multiscale analysis
has been shown to be effective in image processing and other domains. This
paper addresses the issues of using multiscale of signal processing methods in
analysis of motion capture. We analyzed the possibility of preparation the gener-
alized multiscale approach for quaternion trajectories basing on non-linear and
anisotropic scale space generation. This approach leads to better control over
characteristic of motion sequence.

The main goal of the presented work is to provide a flexible framework for de-
scribing motion data in different scales. This kind of approach is very important
for the analysis of meaningful features of the motion. Specifically this approach
is part of the more complex system for human motion analysis. The proposed
solution is the basis to build multiscale human motion model. The possibility
to extract meaningful features of motion trajectory is crucial to detect human
motion regularities and anomalies.

The rest of the paper is organized in the following order. In the second chapter
we present papers related to multiscale analysis and processing. Chapter three
introduces shortly the manner of motion trajectories quaternion representation.
The actual concept of nonlinear multiscale approach is presented in chapter
four. Chapter five contains numerical results of multiscale analysis. The paper
is summarized with the notes on further works in chapter six.
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2 Related Work

Scale space has become an important tool and description model for computer
vision and image processing. One of its first applications involved building a
pyramid of images, which are sampled at different scale and simplified using
Gaussian kernel [2] . The concept of signal expansion by convolution with Gaus-
sian masks over a continuum of sizes has been introduced in [12] with more
formalized approach proposed in [8]. Authors of the paper [10] propose non-
linear image scale space filtering, which was later extended into fully anisotropic
model proposed in [11]. Recent works focus on the problem of automatic scale
selection and meaningful features selection [5].

Multiscale analysis has also been used in area of motion processing, for ex-
ample in a task of motion warping [13]. Later it has been formalized in the
framework of multiresolution motion analysis in [7] and practical applications
proposed in [4].

The presented paper introduces non-linear framework for scale space gener-
ation of motion trajectories. It extends the approach from [7] proposing the
diffusion based model, which can lead to better features preservation in higher
order scales.

3 Motion Trajectories Representation

We use quaternions for parametrization of orientation space. Quaternions form a
group under multiplication called the Hamilton algebra defined as H = {t+xi+
yj + zk|t, x, y, zεR} with the three imaginary units i, j, k. One of the most im-
portant advantages of this parameterization in computer graphics is that it does
not result in singularities found at other approaches [9]. For any unit quaternion
q, the operation qpq−1 performs a rotation of the vector p about the direction
q. The composition and inversion of rotations correspond to multiplication and
inversion in H, yielding easy and direct formulas. The natural distance measure
for quaternions is the length of a geodesic line on a four-dimensional unit sphere
S3, which is given by:

d(q1, q2) = 2 min
(
‖ log

(
q−1
1 , q2

)
‖, ‖ log

(
q−1
2 , q1

)
‖
)

(1)

Exponentiation qt is defined as

qt = exp (t log q) (2)

and is commonly used within spherical-linear interpolation

qp = q1
(
q−1
1 q2

)p
(3)

It leads to a smooth interpolation between two consecutive orientations by means
of a time-dependent rotation of constant angular velocity. In this paper we con-
sider quaternion trajectory as a discrete representation of motion in the space
of rotation. Each trajectory element qi corresponds to the orientation in space
for the discrete time moment i.
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4 Nonlinear Multiscale Analysis

Multiscale motion analysis proposed in [7] has interesting properties similar to
corresponding concept of image pyramids defined in [2]. In the following para-
graph we will propose new approach, which is based on non-linear equivalent of
diffusion process for quaternion trajectory introduced in [3].

Original multiscale approach is based on the convolution of Gaussian kernel.
The same result is obtained by calculating the solution of partial differential
equation (PDE) of the diffusion process defined as:{

∂u(x,t)
∂t = Δu (x, t)

u (x, 0) = u0 (x)
, (4)

where x is n dimensional vector of variables, t is the time variable for the dif-
fusion process and u0 is the initial condition. The solution of this equation is
the convolution of the initial condition with the Gaussian kernel K of standard
deviation

√
2t:

u(x, t) =

{
u0(x) for t = 0(
K√(2t) ∗ u0

)
(x) for t > 0 , (5)

Image is often considered as two dimensional function of brightness and is taken
as initial condition for equation (5). The solution of the equation at time t is the
result of scale space generation, where t is the parameter of generated continuous
space.

4.1 Nonlinear Diffusion Process

Nonlinear and Anisotropic Extension. In this paper we will propose the
model for multiscale quaternion trajectories representation. It’s based on PDE
diffusion approach as the starting point for constructing generalization of quater-
nion trajectory nonlinear scale space.

Perona and Malik proposed in [10] the application of anisotropic (actually
non-linear) process based on the equivalent of equation (4):

∂u(x, t)
∂t

= div (c(x, u, t)∇u) = c(x, u, t)∇2u+∇c∇u. (6)

The nonlinearity in this case is introduced by the parameter c, which controls
the speed of the diffusion process. Supposing, that it is non-linear, symmetric
function of local edge presence estimator, the following sample form is proposed:

c(x, u, t) = g (‖∇u(x, t)‖) =
1

1 +
(

‖∇u(x,t)‖
K

)2 , (7)

where K is the contrast parameter described in [10]. This model is non-linear
and the parameter c describes the influence of local features. Fully anisotropic
model has been later introduced by Weickert in [11].
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Generalization for Quaternion Trajectories. The above formulation re-
lates to the continues process, which is computed in the discrete form using
finite difference scheme or equivalent numerical approach. Due to the nature of
quaternion space, similar solution could not be directly applied to the specified
problem.

Making use of the discrete quaternion differentials suggested in [1] and quater-
nion spherical interpolation properties we derive the following discrete procedure:

q
(k+1)
i = q(k)

i

(
(q(k)

i )−1
(
q
(k)
i−1

(
(q(k)

i−1)
−1q

(k)
i+1

)1/2
))ĉ

, (8)

where the upper index relates to the discrete time variable of the solution (it-
eration) and the lower index indicates the element number in the trajectory
sequence. Parameter ĉ controls the speed of the diffusion process. One might
observe the similarity of the scheme (8) to the model introduced in [6]. Our
solution is the equivalent of numerical scheme for PDE integration, whereas the
cited approach results from the energy minimization approach.

The proposed nonlinear trajectory approach is based on Perona-Malik equa-
tion (6). For two dimensional data the equation can be solved by the following
numerical approximation:

uk+1 = uk +
λ

4
[cN∇Nu+ cS∇Su+ cW∇Wu+ cE∇Eu]

k , (9)

which is four-point (four directions:N,S,W,E) implicit scheme.
Basing on the generalization approach used for linear scheme, we obtain the

following approximation of the solution for quaternion trajectory:

q̃i = qi
(
q−1
i qi−1

)c̃P exp
[
0.5 log

((
qi
(
q−1
i qi−1

)c̃P
)−1 (

qi
(
q−1
i qi+1

)c̃N
))]

,

(10)
considering the following definition for diffusion coefficients:

c̃P = g (‖EP ‖) = λg
(∥∥2 log

(
q−1
i qi−1

)∥∥) , (11)

c̃N = g (‖EN‖) = λg
(∥∥2 log

(
q−1
i qi+1

)∥∥) . (12)

The physical meaning of the two coefficients corresponds to four directional
diffusion coefficients of Perona-Malik model. Using similar stopping function g
the process speed is decreased in areas, where the meaningful changes of signal
are higher. In this case changes are considered in the sense of difference between
consecutive quaternions in the trajectory - namely cN and cP .

Finally additional dumping coefficient cA is introduced, which helps to control
the speed of the process along with the following transformation:

q
(k+1)
i = qi

(
q−1
i q̃i

)cA
. (13)

It is possible to consider higher order features similarly as it is used for anisotropic
image process. In the next step we introduce anisotropic factor in the sense of
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considering variable coefficient depending on higher order features like tangential
angular acceleration (responsible for the change of local curvature of the trajec-
tory). This kind of directional (as a contrary to scalar) dependency is described
by the function of dumping coefficient:

c̃A(q, t) = λAg(κ(t)), (14)

where κi is the measure of the change of local curvature describing the difference
on unit vectors for local angular velocities:

κi =

∥∥∥∥∥ log
(
q−1
i qi+1

)
‖ log

(
q−1
i qi+1

)
‖
−

log
(
q−1
i−1qi

)
‖ log

(
q−1
i−1qi

)
‖

∥∥∥∥∥
2

(15)

The coefficient tends to zero for increasing value of the local curvature measure.
That means that the diffusion in this area of the trajectory is decreased. As a
result the meaningful local feature of signal change is preserved. Non-linear and
anisotropic transformations are referenced as FN and FA respectively.

4.2 Scale Space Data Model

In the paper [7] the method of multi-resolution trajectory representation has
been proposed corresponding to the classical image pyramid multiscale [2]. It
down samples the trajectory along with simplification. We propose to represent
signals in the form of multiscale construction, where it is simplified, but not down
sampled and hence representing infinite scale space [10]. We also introduce non-
linear simplification scheme for the reduction operator, which provides important
scale space properties.

We denote the original trajectory signal in the fine scale as q(0). The signal in
the i-th scale (into the coarse direction) is denoted as q(i).

Operation of anisotropic trajectory reduction is described by the statement:

q(i+1) = FA(q(i)). (16)

Similarly the displacement signal is defined as

d(i+1) = q(i+1)
� q(i) = (q(i+1))−1q(i), (17)

where � is the general symbol for the difference between two trajectory elements
interpreted in our approach as a quaternion difference.

The generation of the signal in scale of order k (meaning, that k discrete
consecutive elements of the scale space have been defined) we define as a trans-
formation composition of the following type:

q(k) = FA(q(k−1)) = FA(...FA(FA(q(0)))...), (18)

where for each scale k corresponding displacement map d(k) is computed. Two
series of scales for i = 1..k build the scale space of order k of the original signal.
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Similarly we reconstruct the original signal q(0) in the recursive procedure
similar to [7]:

q(0) = q(1) �d(1) = (q(2) �d(2))�d(1) = (((q(k)
�d(k))�d(k−1)) · · ·)�d(1), (19)

but without expansion operation. The reconstruction operator � is defined as

q(i) � d(i) = q(i)d(i). (20)

In our method the usage of the expansion operator is not necessary. That means,
that the reconstruction operator (20) can be extended with additional local scale
parameter pi:

q(i) � d(i) = q(i) exp(pi log d(i)). (21)

Hence extended reconstruction procedure will also take vector P as an input
parameter defined as

P = [p0, p1, ..., pi, ..., pk], (22)

where each element pi is the interpolation coefficient for extended reconstruc-
tion parameter in the range [0, 1]. For pi = 1 one obtains the reconstruction of
the original scale of signal for order i. Assigning different values to the parame-
ter allows us to control the reconstruction process and to enhance or limit the
influence of the scale of given order.

5 Numerical Results for Scale Space Analysis

We have performed number of experiments, but only two results can be pre-
sented here due to the limited space. We base our experiments on the trajectory
representing real data of human motion (called Run to Walk) recorded in one of
the motion capture sessions. For the simplicity we are considering the trajectory
of only one bone from the hierarchy, namely the right knee. For comparison we
have generated linear and non-linear scale spaces - selected scales of the trajec-
tory are presented on figure 1.

As one can observe, the testing trajectory contains couple of meaningful sec-
tions - points where shape of trajectory changes significantly. The rate of change
for the motion speed and trajectory curvature are the most important features
used for classification and distinguishing different motions.

For both linear and nonlinear scale spaces the signal is simplified for coarse
scales. However for anisotropic version the simplification process is stopped in
areas where meaningful features of the trajectory exist (e.g. change of the curva-
ture). Linear transformation tends to oversimplification of the space scale signal
(see third column on figure 1). It is characteristic feature of linear approach. Sim-
ilarly two dimensional image scale space tends to the average value of brightness
over original matrix. These properties are clearly visible on figures 3 and 2.
Charts present scalar value of displacement component for each scale.
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Fig. 1. Scale space generation for the test signal: first row - linear transformation,
second row - anisotropic transformation; columns correspond to scale orders 0, 16, 64

Fig. 2. Scalar component of displacement signal for scale space up to order 64. Left
chart - linear transformation, right chart - anisotropic transformation

Fig. 3. Comparison of the sum of scalar displacements for scale space of maximum
order 64 - linear and anisotropic scale spaces
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These figures show that there are sections of the trajectory, where the dif-
fusion is stopped with anisotropic transformation. These sections can be easily
detected by analyzing the sum of scalar value for the displacement signal - see
for example elements number 7, 16 or 28 (figure 3). The lower the value, the
more transformation was limited in this area. Using this approach it should be
possible to detect of meaningful features, by analysis of the signal in scale-space.

Due to the limited space, we are not able to provide detailed analysis of
the proposed approach. However presented results clearly show the difference
between regular linear scale space and newly proposed non-linear approaches.

6 Conclusions and Future Works

In the paper we have proposed a new method of non-linear and anisotropic
scale space analysis for quaternion trajectories. We have introduced anisotropic
transformation, which lets to simplify the signal and to enhance its characteristic
features. Multiscale data model has been proposed to analyze the quaternion
trajectory at different levels of detail.

Theoretical foundations have been introduced and the results of basic nu-
merical experiments discussed. We have used real motion capture data as the
source signal for numerical experiments. We also conclude that the proposed
solution can be the starting point to create effective algorithms for the detection
of important meaningful features of the trajectory.
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Abstract. This paper presents principles of designing multisegment me-
chanical system. Represented is a model of a single segment, its extension
in form of a couple of segments and the final construction – a fragmentary
and simplified silhouette of a human form named the biped. This paper
describes procedure of construction of the biped’s digital model using
Matlab package. It also discusses test run of a single experiment and
algorithm of the calculations realized in the single step of integration.

1 Introduction

Scientists create physical and mathematical models of movement of a whole
human form or its specified parts. Mathematical models enable creation of digi-
tal models to conduct computer simulation. Model testing makes it possible to
analyse decomposition of forces and torques in a non-invasive way.

The purpose of this research was to build a simple multisegment movement
model in order to determine the principles of adding the successive segments
and how to avoid their break-up. This is how the silhouette named biped was
created. Its digital model created using Matlab package should enable to carry
out simulation of the biped’s movement.

Literature related to this subject is extensive. Analysis of contents of a move-
ment model was included in [9]. The dynamics of planar human body motion,
solved with a non-iterative matrix formulation was presented in [1]. Worth men-
tioning is also item [3] of the bibliography where Brubaker et al proposed a model
based on the Anthropomorphic Walker [5, 6], a physics-based planar model with
two straight legs, a single torsional spring and an impulsive collision model.
The Anthropomorphic Walker is simple, as it only exhibits human-like gaits on
level ground. Brubaker et al [2] introduced also the Kneed Walker – a complex
model of bipedal locomotion based on biomechanical characterizations of human
walking [7]. It has a torso and two legs with knees and ankles. It is capable of
exhibiting a wide range of plausible gait styles. A mathematical model of the
swing phase of walking was presented in [8].

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 131–138, 2010.
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Fig. 1. Decomposition of forces for a single segment

2 Single Segment Movement Model

Let’s consider single segment with the mass m and length l, where centre of the
mass is positioned in the point (X,Y ), its ends are at the points (x1, y1), (x2, y2)
and the angle of vertical inclination is ϕ (Fig. 1). Let’s presume action of external
forces: F1 with components F1x and F1y, F2 with components F2x and F2y and
external control torqueM . The following equations describe the segment’s state:

Ẍ =
F1x + F2x

m
(1)

Ÿ =
F1y + F2y

m
− g (2)

ϕ̈ =
l [(F1x − F2x) cosϕ+ (F1y − F2y) sinϕ]

2I
+
M

I
(3)

where g represents acceleration of gravity and I is segment’s moment of inertia
relative to its axis of rotation crossing centre of the mass I = ml2/12.

Equations allow to determine acceleration’s vertical and horizontal component
and also angular acceleration. State variables are represented by the centre of
the mass coordinates (X,Y ), vertical and horizontal components of centre of
mass velocity

(
Ẋ, Ẏ

)
, angle ϕ and angular velocity ϕ̇.
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Up to date segment’s ends’ components are calculated using simple trigono-
metric equations:

x1 = X +
l sinϕ

2
y1 = Y − l cosϕ

2
(4)

x2 = X − l sinϕ
2

y2 = Y +
l cosϕ

2
(5)

Differentiation allows to calculate vertical and horizontal components of seg-
ment’s ends’ velocity:

ẋ1 = Ẋ + ϕ̇
l cosϕ

2
ẏ1 = Ẏ + ϕ̇

l sinϕ
2

(6)

ẋ2 = Ẋ − ϕ̇ l cosϕ
2

ẏ2 = Ẏ − ϕ̇ l sinϕ
2

(7)

Successive differentiation leads to formulae describing segment’s ends’ accelera-
tion:

ẍ1 = Ẍ + ϕ̈
l cosϕ

2
− ϕ̇2 l sinϕ

2
ÿ1 = Ÿ + ϕ̈

l sinϕ
2

+ ϕ̇2 l cosϕ
2

(8)

ẍ2 = Ẍ − ϕ̈ l cosϕ
2

+ ϕ̇2 l sinϕ
2

ÿ2 = Ÿ − ϕ̈ l sinϕ
2

− ϕ̇2 l cosϕ
2

(9)

Equations describing state of the segment allow to formulate general relationship
between accelerations of the segment’s ends and external influences – forces and
a control torque M :

⎡
⎢⎢⎣
ẍ1

ÿ1
ẍ2

ÿ2

⎤
⎥⎥⎦ =Mcoef

⎡
⎢⎢⎢⎢⎢⎢⎣

F1x

F1y

F2x

F2y

M

1

⎤
⎥⎥⎥⎥⎥⎥⎦

(10)

SymbolMcoef represents coefficients’ matrix determined by the formulas (8), (9)
allowing for equations (1), (2), (3).

3 Model of Couple of Segments Movement

The case of 2 joined segments requires doubling of the state variables’ set applied
for the case of a single segment. Decomposition of forces and torques is shown
on Fig. 2 (index U denotes the upper segment whereas L – the lower one).
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Fig. 2. Decomposition of forces for a couple of segments

For the point of osculation of both segments (a joint) the following dependen-
cies are fulfilled:

FU
1x = −FL

2x = FUL
x (11)

FU
1y = −FL

2y = FUL
y (12)

MU = −ML =MUL (13)

where symbols FUL
x , FUL

y were introduced as notation for reaction forces.
In the setup of two segments it is very important to prevent any break-up of

the segments. For joint ends of both segments
(
xU

1 , y
U
1
)
,
(
xL

2 , y
L
2
)

the following
conditions should hold:

xU
1 (t+Δt) = xL

2 (t+Δt) yU
1 (t+Δt) = yL

2 (t+Δt) (14)



Matlab Based Interactive Simulation Program 135

Expansion of the functions xU
1 (t), yU

1 (t), xL
2 (t), yL

2 (t) into Taylor series leads
to following dependencies (with sufficiently small Δt):

xU
1 (t+Δt) ∼= xU

1 (t) + ẋU
1 (t) ·Δt+ ẍU

1 (t) · Δt
2

2
(15)

xL
2 (t+Δt) ∼= xL

2 (t) + ẋL
2 (t) ·Δt+ ẍL

2 (t) · Δt
2

2
(16)

yU
1 (t+Δt) ∼= yU

1 (t) + ẏU
1 (t) ·Δt+ ÿU

1 (t) · Δt
2

2
(17)

yL
2 (t+Δt) ∼= yL

2 (t) + ẏL
2 (t) ·Δt+ ÿL

2 (t) · Δt
2

2
(18)

Conditions (14) enable to calculate unknown values of reaction forces FUL
x , FUL

y .
With this end in view appropriate parts of the coefficient matrices MU

coef ,ML
coef

should be substituted to the general formula (10) bearing in mind the depen-
dencies (11), (12), (13).

Next stage of the extension of multisegment system is setting of 2 couples of
segments into a fragmentary and simplified silhouette of a human form named
the biped (Fig. 3).

−0.2 −0.1 0 0.1 0.2 0.3

0

0.5

1

1.5

Fig. 3. Biped – example of the multisegment mechanical system

In the biped system there are following reaction forces:

1. From interaction upper leg – lower leg (separately for left and right leg).
2. From interaction upper right leg – upper left leg in the joint root.
3. Between the ground and a leg (separately for left and right leg).

The biped’s digital model was created by means of the Matlab package and used
in simulation experiments.

The goal of the discussed experiment was to simulate a biped’s jump down on
the ground. The following values of the model parameters were applied: mass of
each segment m = 1, length of each segment l = 0.5, vertical coordinate of the
root yU

2L (0) = yU
2R (0) = 2, angles of vertical inclination of individual segments:

ϕU
L (0) = π/5, ϕL

L (0) = 2π − π/5, ϕU
R (0) = π/6, ϕL

R (0) = 2π − π/6.
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4 Test Run of a Single Experiment

Experiment begins with setting of state variables’ initial values. Variables’ new
values are calculated in consecutive moments spaced by the actual value of the
integration step. This digital model applied ode45 integration method which is
one of many Matlab methods for solving ordinary differential equations. It uses
4th and 5th order Runge-Kutta formulas and is based on the Dormand-Prince
method [4].

Single integration step determines values of the right sides of the state equa-
tions. The calculations are carried out in following stages:

1. Kinetics of individual ends of the segments – calculation of location and
velocity.

2. Dynamics of individual ends of the segments – calculation of coefficients’
matrices.

3. Forces of reaction with the ground – at the current stage of the research they
are set to 0.

4. Reaction forces in the joints joining segments – usage of the Gauss elimina-
tion method with the application of coefficients’ matrices calculated in the
point 2.

5. Dynamics of the centres of the mass of individual segments – calculation of
accelerations.

6. Drawing of the actual location of the segments.
7. Placing of calculated values of the right sides of the state equations (velocities

as values of the appropriate state variables calculated in the previous inte-
gration step and accelerations calculated in the point 5) to the appropriate
state variables’ derivatives.

8. Integration by means of the method ode45 gives new values to the state
variables.

Attainment of the limiting value of simulation time ends the experiment. The
aim of this investigation was to find a graph depicting distance between joint
ends of adjacent segments. Such distance was calculated as Euclidean distance
between two points. For a couple of segments from the Fig. 2 the applied formula
is as follows:

d =
√(
xU

1 − xL
2

)2 +
(
yU
1 − yL

2

)2 (19)

Graphs acquired by using this formula for left and right knee joints are shown
on Fig. 4A and 4B, respectively.

For the joint root the formula (19) was modified as follows:

d =
√(
xU

2L − xU
2R

)2 +
(
yU
2L − yU

2R

)2 (20)

(indexes 2L and 2R denote upper ends of the upper segments of the left leg and
the right one, respectively). Graph acquired for the root is shown on Fig 5.

The order of magnitude of the segments’ ends’ distance read out from the
graphs documents the empirical observation that the adjacent segments don’t
break up.
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Fig. 4. The distance between common segments ends: A) of the left knee B) of the
right knee
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Fig. 5. The distance between common segments ends of the root

5 Conclusion

This paper aimed to present the method of construction of a simulation program
for 2D multisegment mechanical systems. A model of such a system was created
and implemented using Matlab package. Further investigations will include ex-
tensions of the model – first of all worth mentioning is the problem of biped’s
various types of gait. Next plans comprise transfer of the model to 3D space and
its numerical stability analysis.
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Abstract. The measurement of electrooculography biosignals (EOG)
gives the possibility of eye orientation and eyelid movements (blinking)
estimation what is important for realistic eyes motion–capture. In this
paper the linear smooth pursuit movements of eyes are considered. The
optimization techniques for the estimation of eye signal and the separa-
tion of EOG and blinking signals are applied. The reconstruction of both
signal is possible by the application of a signal model with a coefficient
set, which are the subject of optimization.

1 Introduction

Animation based techniques for virtual avatars (e.g. virtual humans) are based
on three methods of motion control. The first method is based on human–assisted
animation by using a key–framing technique. This method is very old and is de-
rived from 2D animation by using painting, but creates the possibility of creation
of any movements for any character. Unfortunately, this method is both time
and cost consuming so other techniques are interesting alternatives. The second
method is based on the references shot of a real actor, where the computer vision
techniques are used in motion–capture systems.

There are two general variants of motion–capture systems: marker–based and
marker–less. In the film industry an optical marker–based motion–capture sys-
tems are used most frequently. Such a system uses multiple cameras for the track-
ing of tens or hundreds of markers (usually an infra–red reflective balls) for the
estimation of actor’s pose and movements. The third technique is based on the
synthetic generation of movements what is used in games and movies and those
tools use a key–framing or motion–capture data as the movement components.
The adequate eyes movements are very important for the computer generated
realistic avatars. A conventional key–framing technique is time consuming for
the animation of eyes. The motion capture techniques are not suitable for the
tracking of eyes movements. There are some possibilities of eyes movement syn-
thesis [6,10], but with limited correlation to the scene context. There is a good
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solution for such a case – a dedicated motion–capture system (marker–less) used
for the eye movement recordings. These systems are well known in medicine and
are named as oculography systems. The obtained estimates could be used mainly
for medical purpose [8], but in the last decade a new applications area arose: the
ergonomics, the advertisement analysis [17], the human–computer interaction
(HCI) systems (e.g. a virtual keyboard [21], the vehicle control [2], the wearable
computers [5]), and the video compression driven by eye–interest [11]. Those sys-
tems are also applied for the computer animation of eyes, and a good example
is the Beowulf movie [8,4,16] where an electrooculography (EOG) system was
used successfully.

There are a few types of such systems: the Infra–Red OcculoGraphy (IROG)
based on the reflection of IR light, the VideoOcculoGraphy (VOG) based on
the video tracking of eye, the ElectroOcculoGraphy (EOG) based on the mea-
surement of biopotentials from a retina–cornea constant voltage source [15,18].
The voltage measurements are an eye angle dependent what is the basic idea of
the EOG 1. This source has about ±1[mV ] [19], which is a very high value in
comparison to other biosignals, but it also depends on the numerous factors, for
instance, the light conditions [7], the contact between electrodes and skin, which
is the source of amplitude instability [12,1].

Fig. 1. Model of retina–cornea voltage source and the method of measurement

2 Electrooculography Signals

All oculography methods are interesting for computer animation, where it is very
important to combine such systems with motion–capture systems. The IROG
requires a special glasses with sensors. The VOG requires a camera, which creates
this system difficult to use. One of the most important factor that reveals the
advantage of EOG over other oculography methods is the eyes safety and the
limitations of actor performance. The IROG or VOG should be located near
an eye what is an eye safety problem. A VOG camera located in distance (e.g.
20–50 cm from the face) limits the actor performance. The EOG systems use a
few small electrodes (even the flat electrodes could be used) placed on the skin,
not necessarily in direct proximity to the eyes what is much safer especially for
the action scenes.
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There are a few electrode configurations (Fig. 2) and in this paper the 3/4 con-
figuration is assumed: three main electrodes, for two differential measurements:
L–U and L–R, and additional fourth reference electrode (REF).

Fig. 2. 3/4, 4/5, and 7/8 electrodes measurement systems

This is a minimal set of electrodes that assumes the symmetry of eyes and
blinking performance. A signal from a single differential channel is processed for
the estimation of one movement direction of an eye. The combination of two
channels gives the possibility of eye orientation estimation.

Two signals are observed by using a single differential channel: an EOG
and blinking signals. The blinking signal is usually treated as the distortion of
EOG,but it is also an important signal for computer animation. The estimation
of time moments of blinking adds realism to the computer generated avatar. The
placement of markers on the eyelids is not safe and the biosignal measurement
extends the possible performance capture.

The EOG signal is a step like and the time moments with the rapid changes
of orientation are named as a ’saccades’ [8,9,10,3,13]. The smooth pursuit (SP)
movements are linear movements and occurs during an object tracking [8]. There
are also another eye movements [8], but they are not considered in this paper.
A blinking signal is a pulse like, an additive signal dependent on the electrodes
placement. For the 3/4 configuration they are similar to the Gaussian pulses. In
this paper it is assumed typical blinking with the short time pulses. There are
also the long time period blinking pulses, when an eyelid closes and opens slowly.

3 Estimation of Electrooculography Signals

There are a lot of methods for the separation of EOG and blinking signals and
the most typically is a median filtering. This technique is valuable, but it is not
sufficient for the separation of blinking pulses in the neighborhood of saccade.
In [14] it was proposed another approach based on the optimization algorithm
for fitting the synthetic EOG and blinking signals to the real one. Both signals
model for the generation of these signals is used, where the coefficients sets
consist the parameters for both signals. This approach gives the possibility of
signals separation and moreover, the estimation of all signals parameters at one
time. The detailed description of the algorithm is in [14]. It is only a selected
part explained, which is introduced and in this paper.
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The optimization approach uses a set of optimization operations. The sub-
step operations are selected by the random number generators during a single
iteration (Fig. 3).

Fig. 3. Processing scheme in the optimization approach

The optimized parameters are divided into two groups: the EOG and blinking
signal descriptors. The EOG signal is modeled by the time periods ti and a
constant level value between two saccades si. The blinking signal is estimated
as a set of blink pulses located at a position bj and with a corresponding pulse
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height hj . The approximated reconstruction of a signal is given by the following
formula:

Ŷ =
∑

i

fS (S, i) +
∑

j

fB (B, j) (1)

The synthesis of intervals between two saccades is the fS function and the syn-
thesis of blink pulse is the fB function. Two indexes i and j correspond to the
number of both functions, and they are also a subject to optimization.

For smooth pursuit movement (SP), the extended part of the algorithm, uses
a linear interpolation of EOG signal between two neighborhood saccades. An
additional flag (li) is used in the first part of iteration step (Fig. 3) for the
selection of EOG signal approximation type. If this flag is set to zero a step like
shape is used and if it is set to one a linear interpolation is used for the smooth
pursuit approximation.

The evolutionary (mutation) algorithm is used for the discreet number of
parameters, such as the number of blinks and saccades. The mutation and ran-
dom value are used for most parameters, but a gradient algorithm is also used
for some operations such as a saccade level or a blink position finding. There
are also more sophisticated operations for the modification of positions and the
EOG levels around a saccade for the reduction of convergence problems and the
amount of local minima. The algorithm uses the initialization of parameters by
a median filter (for the blinking signals) and the segmentation of EOG by using
a differential filter for an edge detection [14]. The segmentation algorithm uses
the additional filtering of peaks for the limitation of minimal distance between
those peaks (the saccades in the original signal). This optimization reduces the
computation time a few times.

4 Results for Smooth Pursuit Movement and
Optimization Approach

The reduction of MSE is similar for about 300 steps and after those steps the
significant reduction of MSE is obtained for the smooth pursuit (about two times
lower value). An example signal estimation is show in Fig. 4 for both variants of
algorithm.

A very important part of the smooth pursuit supported algorithm is the proper
initialization of this part. There is no special initialization such as for the blink
positions and levels, the saccades position and the level of signal between the
saccades. The most significant part of MSE (Mean Square Error) is related to
the EOG shape. The Monte Carlo test could be used for testing the algorithm
performance and 1000 test were calculated by using a conventional algorithm
without a smooth pursuit (No SP) and the extended version with a smooth
pursuit (SP). The mean value for all test is depicted in Fig. 5.
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5 Conclusions

The estimation of eyes orientation and blinking time moments is very important
for the application of EOG measurement systems for computer animation. The
extended method (including the smooth pursuit movement estimation) leads to
the possibility of processing real signals. The proposed algorithm is not a real–
time one, but it could be used after actor performance recording. This is sufficient
for most applications. A real–time capability with a few second latency could
be obtained by using the high performance computing devices (such as VLSI or
FPGA chips, GPGPUs, or computer clusters).
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Abstract. This paper proposes the use of a particle filter with em-
bedded particle swarm optimization as an efficient and effective way of
dealing with 3d model-based human body tracking. A particle swarm
optimization algorithm is utilized in the particle filter to shift the par-
ticles toward more promising configurations of the human model. The
algorithm is shown to be able of tracking full articulated body motion
efficiently. It outperforms the annealed particle filter, kernel particle filter
as well as a tracker based on particle swarm optimization. Experiments
on real video sequences as well as a qualitative analysis demonstrate the
strength of the approach.

1 Introduction

Human body tracking has many applications, including, but not limited to,
visual surveillance, human computer communication and recognizing human ac-
tivities [1]. One problem of human body tracking is to estimate the joint angles
of a human body at any time. This is one of the most challenging problems in
the area of computer vision because of self-occlusions, a high dimensional search
space and high variability in human appearance. The high dimensionality of the
configuration space and the exponentially increasing computational cost are the
main challenges in full articulated motion tracking [2]. An articulated human
body can be thought of as including at least 11 body parts. This may involve
around 26 parameters to describe the full body articulation. By building a map-
ping from configuration space to observation space, 3d model-based approaches
rely on searching the pose space to find the body configuration that best-matches
the current observations [3]. Matching such complex and self-occluding model to
human silhouette might be especially difficult in cluttered scenes. In monocular
image sequence this matching problem is under constrained. The major problems
with monocular 3d body tracking arise due to depth ambiguities, movements per-
pendicular to the image plane and occlusion. Multiple cameras and simplified
backgrounds are often employed to ameliorate some of such practical difficulties.

Particle filtering is one of the most popular algorithms for tracking human
body motion. After the seminal work [4] the particle filter has been utilized in
human motion tracking in [2]. In a particle filter each particle corresponds to

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 147–154, 2010.
c© Springer-Verlag Berlin Heidelberg 2010

http://www.pjwstk.edu.pl


148 T. Krzeszowski, B. Kwolek, and K. Wojciechowski

some hypothesized set of model parameters. Given the number of parameters
needed to describe a realistic articulated model of the human body is larger
than twenty, the number of particles of that are required to adequately ap-
proximate the underlying probability distribution in the body space might be
huge. Hence, a considerable amount of approaches has been proposed to over-
come the course of dimensionality inherent in the particle filtering. Given the
number of allowable configurations of the human body is restricted by biome-
chanical constraints, some approaches to human motion tracking are based on
learning a low-dimensional representation of the high-dimensional configuration
space. Tracking of human motion in such a low-dimensional manifold results in
lower numbers of required particles. Gaussian Process Latent Variable Models
(GPLVM) [5] provide inverse mapping from the pose space to the latent space.
However, manifolds can only be learned for specific activities, such as walking,
jumping or running, and it unclear how this approach can be extended to broader
classes of human motion.

The likelihood function in human motion tracking can be very peaky with
multiple local maxima. In [6], to cope with multiple local maxima the particles
are repositioned via a deterministic search in order to attain a better concentra-
tion around significant modes of the importance function. A different approach
has been proposed in [7] where the promising areas in the probability distribu-
tion are identified through iterative mode-seeking using mean-shift. Experiments
on real monocular image sequences demonstrated that the algorithm is capable
of tracking two arms of upper human body at 7.5 Hz on a laptop computer.
Another approach that has gained considerable interest in this type of problems
consists in a coarse to fine search on the importance function of the particle
filter [2]. Very good results were obtained in a setup with three cameras. As
reported in [8] the annealed particle filter has good performance if the images
are acquired with frame rate of 60 fps and the tracking performance of such a
filter drops when the frame rate is below 30. Another disadvantage of the an-
nealed particle filter is that it often fails to represent multiple hypotheses. In [9]
it has been shown that particle swarm optimization outperforms the simulated
annealing in terms of accuracy and consistency of the results.

One drawback of using particle filter in human motion tracking is the inability
of samples to explore the probability distribution efficiently. This arises because
the particles do not move according to their former experience and their rela-
tionship to other particles. Hence, they have reduced capability to escape the
local minima. Therefore, in this work we propose an algorithm which combines
particle swarm optimization (PSO) [10] and particle filtering as an effective way
for human motion tracking. The interactions between particles in the course of
swarm-based optimization lead to the emergence of global and collective behav-
ior, which allows the particles to gravitate towards the global extremum, whereas
the particle filter is responsible for maintaining multi-modal densities.

In the reminder of this paper we briefly outline particle filtering and particle
swarm optimization. We then show our algorithm. Afterwards we discuss our
results in more detail. Finally, a summary is presented.
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2 The Algorithm

Particle swarm optimization is a population based optimization technique, which
differs from other evolutionary techniques by inclusion of particle velocity. Par-
ticles can be attached to each other by any kind of neighborhood topology rep-
resented by a graph. In the fully connected neighborhood topology, which is
represented by fully connected graph all particles in the swarm are connected
to one another. Each particle in a swarm represents a candidate solution of the
problem. With respect to a fitness function, the best location that has been vis-
ited thus far by a particle is stored in the particles memory. The fitness values
corresponding to such best positions are also stored. Additionally the particles
have access to the best location of the whole swarm, i.e. a position that yielded
the highest fitness value. A particle therefore employs the best position encoun-
tered by itself and the best position of the swarm to move itself toward an
optimal value of the objective function.

Each particle i maintains the current position xi, current velocity vi, and
its best position yi. For every iteration, the jth-component of particle velocity
vector vi is updated as follows:

vi,j ← wvi,j + c1r1,j(yi,j − xi,j) + c2r2,j(ŷj − xi,j) (1)

where w is the positive inertia weight, vi,j is the velocity of particle i in dimension
j, r1,j and r2,j are uniquely generated random numbers in the interval (0, 1),
c1, c2 are positive, cognitive and social constants, respectively. The position of
each particle is updated according to the following equation:

xi,j ← xi,j + vi,j (2)

Given the above rules of position and velocity update, the particle swarm
optimization algorithm can be expressed as follows:

1. Function ŷ = PSO (xi)
2. If xi == [] (empty matrix), initialize xi

3. Initialize vi, yi = xi, ŷ = arg minxif(xi)
4. Repeat
5. For each particle i
6. Apply (1) to update velocity of each particle
7. Apply (2) to update position of each particle
8. Evaluate function f(·) at updated positions xi

9. If f(xi) < f(yi), update the local best values, yi ← xi

10. If f(yi) < f(ŷ), update the global best, ŷ ← yi

11. Until number of function evaluations < max iter

The fitness value of each particle is evaluated by a predefined observation model
as follows:

f(xi) = p(oi|xi) (3)

where oi is the observation corresponding to xi.
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The presented above particle swarm optimizer can be employed to carry out
a global gradient-less stochastic search for the best configuration of the model
parameters. The tracking of the human figure can also be formulated as the
computation of the posterior probability distribution over the parameters of
the model at time t given a sequence of images. Due to the nonlinearity of
the likelihood function over model parameters the computation of the proba-
bility distribution is complicated. For these reasons the posterior is typically
represented as a weighted set of particles, which are then propagated via a par-
ticle filter.

Particle filters approximate stochastically the state posterior with a set of N
weighted particles, (s, π), where s is a sample state and π is its weight. This set of
particles is propagated over time. At each time t the particles undergo selecting,
predicting and re-weighting. In the select stage the algorithm randomly selects N
particles from {st−1} based on weights π(n)

t−1. In the predict phase the particles
undergo moving according to deterministic motion model. After the drift the
particles are perturbed individually. Afterwards, based on observation model
p(oi|xi) the likelihood for each new sample is calculated, and finally weights are
updated to obtain {s(n)

t , π
(n)
t }.

In our approach to articulated motion tracking we exploit the power of the
particle filter to represent multimodal distributions, which arise due to strong
nonlinearity of the likelihood function over model parameters. Through the use of
the particle filter less likely model configurations are not discarded immediately,
but have chance to be considered in the next time. In articulated motion tracking
the weakness of the particle filter consists in that the particles typically do
not cluster around the true state of the figure and instead they concentrate
around local maximas in the posterior distribution. In consequence, if particles
are too diffused the tracking can be lost. In order to cope with this we employ
particle swarm optimization in the particle filter to shift the particles toward
more promising regions in the configuration space. The modified particle filter
can be expressed as follows:

1. Select: Randomly select N particles from {st−1} based on weights π(n)
t−1.

2. Predict: Perturb individually particles
3. Shift: Shift the particles via the PSO
4. Re-weight: Get the likelihood for each new sample. Update the weights to

obtain {s(n)
t , π

(n)
t }

5. Estimate: Estimate the state using the mean E[xt] ≈
∑N

n=1 π
(n)
t s

(n)
t

3 Experimental Results

The model of the human body has a form a kinematic chain consisting of 11
segments and the configuration of the model is defined by 26 DOF. The artic-
ulated model consists of cuboids modeling pelvis, torso, head, upper and lower
arm and legs. A pose configuration is determined by position and orientation
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of the pelvis in the global coordinate system as well as relative angles between
connected limbs. Given the parameters of the camera each cuboid can be pro-
jected into 2d image plane. To simplify the projection onto the image we project
the corners via perspective projection and afterwards a rendering of the cuboids
takes place. A regular rectangular grid is used to extract pixel values for each
body part in such a rendered image.

Successful approaches to articulated object tracking typically rely on accurate
extraction of foreground silhouettes using background subtraction. In [8][11][7]
the edges have additionally been utilized in tracking of the human motion. In or-
der to carry out qualitative analysis we construct foreground silhouettes through
manual fitting of the 3d model to the person on the input images and then we
render the model. This way we have in disposal the configuration of the human as
well as the foreground image. Such a configuration reflecting the current human
pose determines the reference image, which undergoes matching via the tracking
algorithm. The tracking algorithm operates in 26 dimensional state space and
generates pixel maps that are employed in computing the likelihoods.

The experiments were conducted on images acquired from surveillance cam-
eras that are situated in a student hostel, see Fig. 1. For visualization purposes
the reference sub-images were placed at the bottom left part of the input images.
By projecting the body model into the images we can extract information for
each body part as shown in the mentioned sub-images. The size of the input

Fig. 1. 3d model-based human body tracking, frames #5, #15, #25 and #35, left bot-
tom: appearance image of person undergoing tracking. The degree of overlap between
the appearance image and the projected model into 2d image plane of the camera is
0.86, 0.80, 0.80 and 0.79, respectively.
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images is 720x576 and they were acquired at 6 fps. The low frequency of the
input sequence comprises considerable challenge for the examined algorithms.

A comparison among particle filter with embedded particle swarm optimiza-
tion (PF+PSO), ordinary particle filter (PF), particle swarm optimization (PSO),
kernel particle filter (KPF) [7], and annealed particle filter (APF) can be seen in
Tab. 1. It can be observed that the PF+PSO algorithm is better in comparison to
all remaining algorithms in term of the accuracy of body motion tracking. Both
PSO+PF and PSO are superior to the remaining algorithms in terms of the com-
putation time. Using 200 particles and 5 iterations in an unoptimized C/C++
implementation of the PF+PSO-based algorithm, a 2.0 GHz PC requires about
1.36 sec. per image to perform the motion tracking, most of the time being spent
in the evaluation of the fitness function. In such a configuration of the tracker the
estimates of the human pose in the sequence from Fig. 1 have acceptable accu-
racy. At the mentioned figure we demonstrate some experimental results, which
were obtained using 500 particles and in 10 iterations. The results obtained via
PSO are superior in comparison to results produced by KPF and APF. In the
employed test sequence, which has been acquired with relatively low frequency,

Table 1. Computation time (4-th column) and average degrees of overlap between
the reference image of human body and the estimated body pose (3-rd column) for
particle filter (PF), particle swarm optimization (PSO), particle filter with particle
swarm optimization (PF+PSO), kernel particle filter (KPF) and annealed particle
filter (APF)

#particles #it. overlap [%] time [sec.]

PF

20000 0.75 22.92
10000 0.74 11.39
5000 0.73 5.69
2000 0.67 2.71

PSO

1000 10 0.83 12.45
500 10 0.80 6.20
200 10 0.76 2.49

1000 5 0.81 6.79
500 5 0.78 3.40
200 5 0.76 1.36

PF+PSO

1000 10 0.84 12.63
500 10 0.83 6.24
200 10 0.80 2.50

1000 5 0.82 6.90
500 5 0.81 3.41
200 5 0.78 1.36

KPF
2000 3 0.76 7.26
1000 3 0.74 3.50

APF
2000 10 0.79 22.38
1000 10 0.78 11.16
500 10 0.75 5.60
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the KPF behaved better than APF. The discussed results are averages from three
independent runs of the algorithms.

In Fig. 2 we demonstrate the degree of overlap versus frame number for the
algorithms utilized in our experiments. It can be observed that the results ob-
tained via PF+PSO algorithm are better. The PSO-based tracker is superior
to PF+PSO tracker in the initial part of the image sequence. The magnitude
of change of the overlap degree for PF+PSO is smaller in comparison to other
curves. For PF+PSO the degree of overlap does not drop below 0.78, partic-
ularly in the end part of the sequence, where the remaining trackers achieve
worse overlap degrees. The results for PF+PSO, PSO and APF were obtained
using 500 particles and 10 iterations. The results for KPF were obtained with
2000 particles and 3 iterations, whereas 10000 particles were employed in PF.
In Fig. 1 we can see how well the rendered model with configuration determined
by PF+PSO fits the human silhouette, which has been shot in frames #5, #15,
#25 and #35. In the experiments we have used simple motion models and we
expect that prior model of the human motion can improve further the robustness
as well as the accuracy of the motion tracking.

Fig. 2. Degree of overlap between the reference human body and the rendered image
on the basis of the best particle

4 Conclusions

The most important general reason for the weakness of the particle filter is that
in high dimensional state spaces the particles can not cluster around the true
state and instead they have tendency to migrate towards local maximas in the
posterior distribution. In this work, an effective algorithm for tracking human
motion has been presented. The experimental results suggest that particle filter
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combined with particle swarm optimization achieves the best results in terms of
the accuracy of the tracking. The algorithm is capable of tracking full articulated
body motion efficiently. We have demonstrated the behavior of the algorithm on
challenging human motion sequence. The algorithm has been compared with
particle swarm optimization, kernel particle filter, annealed particle filter and
ordinary particle filter. The tracker using particle swarm optimization achieves
slight worse tracking accuracy than particle filter combined with particle swarm
optimization. In image sequences acquired at low frame rates it outperforms
both the annealed particle filter and the kernel particle filter.
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Abstract. This paper presents methods that utilize the advantages of
modern graphics card hardware for real-time full body tracking with a
3D body model. By means of the presented methods the tracking of full
body can be performed at frame-rates of 5 frames per second using a
single low-cost moderately-priced graphics card and images from single
camera. For a model with 26 DOF we achieved 15 times speed-up. The
pose configuration is given by the position and orientation of the pelvis as
well as relative joint angles between the connected limbs. The tracking is
done through searching for a model configuration that best corresponds
to the observed human silhouette in the input image. The searching is
done via particle swarm optimization, where each particle corresponds
to some hypothesized set of model parameters.

1 Introduction

The era of increase of performance of single-threaded programs at single sili-
con chip has come to an end. Programs will only increase the performance if
they utilize parallelism. Recently, leading GPU vendors make available GPU
programming environments. For instance, NVIDIA introduced CUDA environ-
ment to perform data-parallel calculations on GPU. As a result, there have been
reported several studies in the literature that exploited GPUs for accelerating
algorithms, including image processing and recognition algorithms. GPUs pro-
vide the best cost-per-performance parallel architecture for data-level parallelism
with high computing demands. The performance bottleneck of most implementa-
tions intended for execution on GPU is memory access. Therefore, the algorithms
to be executed on GPU should be carefully designed in order to achieve good
memory performance, which leads to considerable speed-up of the computations.
Thus, GPUs are not the best choice for all computer vision problems.

Non intrusive human body tracking is a key issue in advanced human-computer
communication. This is one of the most challenging problems in computer vi-
sion being simultaneously one of the most computationally demanding tasks. For
example, a tracker [1] employing 10 annealing layers with 200 particles needed
around 1 hour to process 5 seconds of footage. Considerable amount of work has
been done to achieve reliable and fast articulated motion tracking [2][1][3][4][5].
However, to the best of our knowledge, no GPU implementation of articulated
body tracking has been developed until now.
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2 Programming of GPU

In this Section we discuss the architectural features of G80, which are most
relevant to understand our implementation. The G80 graphics processing unit
architecture was first introduced in NVIDIA’s GeForce 8800 GTS and GTX
graphics cards. A GTX 280 card that is compatible with G80 and supports
Computing Capability 1.3 has been used in our experiments. It has 240 cores in
30 streaming 1.3 GHz multiprocessors, which support Single Program Multiple
Data (SPMD) programming model.

The programming of GPU has been considerably simplified through introduc-
ing CUDA framework by NVIDIA. CUDA makes programming of GPU easier
as it hides hardware details allowing a programmer to think in terms of memory
and arithmetic operations, rather than in categories of primitives and textures
being specific to graphical operations. To obtain the best performance from G80-
based GPUs, we have to keep all processors occupied and hide memory latency.
In order to achieve this aim, CUDA supports running hundred or thousands of
lightweight threads in parallel. No extra code is needed for thread management,
and the CPU is capable of running concurrently with the GPU. In CUDA the
programs are expressed as kernels. A part of the application that operates on
different elements of a dataset can be isolated into a kernel that is executed on
the GPU by many different threads. Kernels run on a grid, which is an array of
blocks, whereas each block is an array of threads. Blocks are mapped to multi-
processors and each thread is mapped to a single core. Threads within a block
are grouped into warps.

At any time a multiprocessor can execute a single warp. Every thread of a
warp executes the same instruction but operates on different data. A unique set
of indices is assigned to each thread to determine to which block it belongs and
its location inside it. Threads in one block can communicate each other using the
shared memory, but two threads from two different blocks cannot cooperate via
shared memory. The GPU handles latency by supporting thousands of threads in
flight at once. In current GPUs, context switch is very fast because everything
is stored in registers and thus there is almost no data movement. The card’s
DRAM memory is accessible from different blocks. It is, however, much slower
than the on-chip shared memory. Its latency can be hidden by careful design of
control flow as well as design of kernels. To achieve good performance both high
density of arithmetic instructions per memory access as well as several hundreds
of threads per block are needed. This permits the GPU to execute arithmetic
instructions while certain threads are waiting for access to the global memory.

3 Parallel PSO for Object Tracking

Particle swarm optimization (PSO) [6] is a global optimization, population-based
evolutionary algorithm for dealing with problems in which a best solution can
be represented as a point in a n-dimensional space. The PSO is initialized with
a group of random particles (hypothetical solutions) and then it searches hy-
perspace (i.e. Rn) of a problem for optima. Particles move through the solution
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space, and undergo evaluation according to some fitness function after each time
step. The particles iteratively evaluate their candidate solutions and remember
the location of their best location with the smallest objective value so far, making
this information available to their neighbors. Particles communicate good posi-
tions to each other and adjust their own velocity and then the position based on
such good positions. Additionally each particle employs a best value, which can
be:

• a global best that is immediately updated when a new best position is found
by any particle in the swarm

• neighborhood best where only a specific number of particles is affected if a
new best position is found by any particle in the sub-population

A topology with the global best converges faster as all the particles are attracted
simultaneously to the best part of the search space. Neighborhood best allows
parallel exploration of the search space and decreases the susceptibility of falling
into local minima, however, it slows down the convergence speed. Taking into
account the computational overheads the topology with global best is utilized
in our approach.

In the ordinary PSO algorithm the update of particle velocity and position is
given by the following equations:

v
(i)
j ← wv

(i)
j + c1r

(i)
1,j(p

(i)
j − x(i)

j ) + c2r
(i)
2,j(pg,j − x(i)

j ) (1)

x
(i)
j ← x

(i)
j + v(i)j (2)

where w is the positive inertia weight, v(i)j is the velocity of particle i in dimen-

sion j, r(i)1,j and r(i)2,j are uniquely generated random numbers with the uniform
distribution in the interval [0.0, 1.0], c1, c2 are positive constants, p(i) is the best
position that the particle i has found, pg denotes best position that is found by
any particle in the swarm.

The velocity update equation (1) has three main components. The first com-
ponent, which is often referred to as inertia models the particle’s tendency to
continue the moving in the same direction. In effect it controls the exploration
of the search space. The second component, called cognitive, attracts towards
the best position p(i) previously found by the particle. The last component is
referred to as social and attracts towards the best position pg found by any par-
ticle. The fitness value that corresponds p(i) is called local best p(i)best, whereas
the fitness value corresponding to pg is referred to as gbest.

Given the above equations the PSO algorithm can be illustrated in the fol-
lowing manner:

1. Assign each particle a random position in the problem hyperspace.
2. Evaluate the fitness function for each particle.
3. For each particle i compare the particle’s fitness value with its p(i)best.

If the current value is better than the value p(i)best, then set this value as the
p
(i)
best and the current particle’s position x(i) as p(i).
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4. Find the particle that has the best fitness value gbest.
5. Update the velocities and positions of all particles according to (1) and (2).
6. Repeat steps 2 − 5 until a stopping criterion is not satisfied (e.g. maximum

number of iterations or a sufficiently good fitness value is not attained).

Our parallel PSO algorithm for object tracking consists of five main phases,
namely initialization, evaluation, p best, g best and update. At the beginning
of each frame, in the initialization stage an initial position x(i) ← N (pg, Σ)
is assigned to each particle, given the location pg that has been estimated in
the previous frame. In the evaluation phase the fitness value of each particle is
calculated using a predefined observation model as follows:

f(x(i)) = p(o(i)|x(i)) (3)

where o(i) is the observation corresponding to x(i). It is the most time consum-
ing operation on GPU. The calculation of the observation model is discussed
in Section 4.2 and the decomposition of this operation into kernels is presented
in Section 4.3. In the p best stage the determining of p(i)best as well as p(i) takes
place. This stage corresponds to operations from the point 3. of the presented
above PSO pseudo-code. The operations mentioned above are computed in par-
allel using available GPU resources, see Fig. 1. Afterwards, the gbest and its
corresponding pg are calculated in a sequential task. Finally, the update stage
that corresponds to point 5. in the PSO pseudo-code is done in parallel. That
means that in our implementation we employ the parallel synchronous parti-
cle swarm optimization. The synchronous PSO algorithm updates all particle
velocities and positions at the end of every optimization iteration. In contrast
to synchronous PSO the asynchronous algorithm updates particle positions and
velocities continuously using currently accessible information.

Fig. 1. Decomposition of synchronous particle swarm optimization algorithm on GPU
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4 Implementation of Articulated Body Tracking on GPU

4.1 Tracking Framework

The articulated model of the human body has a form a kinematic chain consisting
of 11 segments. The 3d model is constructed using cuboids that model the pelvis,
torso, head, upper and lower arm and legs. The configuration of the model is
defined by 26 DOF. It is determined by position and orientation of the pelvis in
the global coordinate system and the relative angles between connected limbs.
Each cuboid can be projected into 2d image plane via perspective projection. To
obtain a projected image of the model we transform the corners via perspective
projection and afterwards we perform a rendering of the cuboids. This way we
obtain the image of the 3d model in a given configuration. During calculation of
the fitness function we employ a regular rectangular grid to extract pixel values
for each body part in such a rendered image.

In most of the approaches to articulated object tracking a background sub-
traction algorithms are employed to extract a person undergoing tracking. Ad-
ditionally, image cues such as edges, ridges, color are often employed to improve
the extraction of the person. In this work the images of the person undergo-
ing tracking are synthesized on the basis of 3d models of the human body. The
parameters are determined using model in a configuration, which has been man-
ually determined through fitting of the model to the person on the input images.
Given such parameters we generate synthesized images of the human body. In
the experiments we employ animations generated via Blender application1 as
well as images that are generated on the basis of the same 3d model that is used
in tracking, see sub-images in Fig. 2.

4.2 Observation Model

The most computationally and time demanding operation is generation of the
body image on the basis of the hypothesized body configurations established
by particles. Precisely speaking, the most computationally intensive operation is
the rasterization of the triangles. The rendering stage creates a two dimensional
display of triangles given the transformed vertexes of the 3d model. It involves the
calculation of the pixels forming the triangles. GPU designers have incorporated
many rasterizatiom algorithms over the years. In all rasterization algorithms the
pixel is treated independently from all other pixels. Therefore, the GPU can
handle all pixels in parallel.

The so-called painter’s algorithm consists in sorting the object or polygons
from back to front and then rasterizing them in that order. Currently, a modified
painter’s algorithm is used to perform the depth test. In the parallel rendering
algorithm, which is based on a modified version of the painter’s algorithm, we
perform painting in the reverse order, i.e. we first paint out the nearest element.
Afterwards, we paint out the triangles according to the order of the model parts.

1 http://www.blender.org/

http://www.blender.org/
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In order to paint out a given triangle we determine the surrounding rectangular
sub-image and then we verify all pixels of such a sub-image. If a considered pixel
had not been previously painted out we verify if it belongs to the considered
triangle. If yes, we paint it out.

The fitness function (3) is determined on the basis of the overlap degree be-
tween the reference image of the body and the current rasterized image. The
overlap degree is calculated through checking the overlap from the reference to
the current rasterized image as well as from the current rasterized image to the
reference body. The larger the degree overlap is, the larger is the fitness value.
Figure 2 depicts some images used in the experiments. The images were acquired
by surveillance cameras in a student hostel. In the sub-images at the bottom-left
the reference images are shown.

Fig. 2. 3d model-based human body tracking, frames #5, #40, left bottom: appearance
images of person undergoing tracking. The overlap degree between the appearance
image and the projected model into 2d image plane is 0.84 and 0.86, respectively.

4.3 Algorithm Decomposition

In order to decompose an algorithm into GPU we should identify data-parallel
portions of the program and isolate them as CUDA kernels. In the initializa-
tion stage we generate pseudo-random numbers using the Mersenne Twister [7]
kernel provided by the CUDATM SDK. From uniform random numbers we gen-
erate a vector of normal random numbers using Box Mueller transform based
on trigonometric functions [8] to initialize the positions of the particles. At the
beginning of each iteration we generate the random numbers for all particles
through single call of the kernel. Taking into account that the maximum num-
ber of threads in one block is 512, in one block we initialize 19 particles. In the
evaluation phase we employ two kernels. The first kernel is used in rendering of
the 3d body model into 2d plane, whereas the second one in calculation of the
measure similarities between projections of the 3D model and the content of the
reference images. In our approach each block is responsible for rendering one
image. Taking into account the available number of registers we run 448 threads
and each thread is in charge of painting out of several pixels. In order to obtain
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the degree of overlap the comparison of the images is done using one dimen-
sional textures and a single thread compares the pixels from two corresponding
image columns. In the update phase each thread is responsible for updating one
dimension of the particle’s location.

5 Experiments

In this Section, we first compare the runtimes of our GPU and CPU implemen-
tations and present our speedup. Then, we show the tracking performance using
synchronous and asynchronous implementations of PSO. This is followed by a
discussion of the factors that limit our performance.

The experiments were conducted on a notebook with 4 GB RAM, Intel Core
2 Duo, 2 GHz processor with GT 130M graphics card. The graphics card has 4
stream multiprocessors with 1.5 GHz, each with 8 cores. It is equipped with 512
MB RAM, 64 KB constant memory and 16 KB common memory. We conducted
also experiments on a PC with single NVIDIA GTX 280 card. The card has 30
stream multiprocessors with 1.3 GHz clock, each with 8 cores. It has 1 GB RAM,
64 KB constant memory and 16 KB common memory.

Table 1 shows computation time that has been obtained on CPU, GT 130M
and GTX 280. Using the PSO algorithm with 500 particles and 5 iterations
we can process in real-time 5 frames per second. The average degree of overlap
between the reference body image and the projected body with the estimated
configuration in the 50 frame long sequence is slightly below 0.8. The results in
table demonstrate that the mobile graphics card was also capable of obtaining
a speed-up.

Table 1. Computation time [sec.]

CPU GT 130M GTX 280
#4000, 10 it. 48.89 20.35 2.94
#2000, 10 it. 24.51 10.06 1.49
#1000, 10 it. 12.28 5.26 0.75
#500, 10 it. 6.12 2.65 0.39
#4000, 5 it. 26.74 11.19 1.59
#2000, 5 it. 13.38 5.52 0.81
#1000, 5 it. 6.68 2.87 0.41
#500, 5 it. 3.34 1.45 0.22

We compared the effectiveness of the synchronous and asynchronous version of
the PSO algorithm. The asynchronous PSO that is used in our CPU implementa-
tion gives something better results. For instance, for a set-up with 2000 particles
and 10 iterations the overlapdegree for asynchronousPSO is equal to 0.85,whereas
for synchronous version it is equal to 0.80. In a set-up with 500 particles and 10
iterations the overlap degree is equal to 0.79 and 0.78, respectively.
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The most time-consuming operation of the tracking algorithm is the rendering
of the 3d model. This operation amounts to 0.92 of whole processing time. The
comparing of images in order to determine the degree of overlap amounts to 0.05
of full amount of processing time.

6 Conclusions

In this paper we presented an algorithm for articulated human motion tracking
on GPU. The articulated model of the human body consists of 11 segments and
has 26 DOF. We showed that our GPU implementation has achieved a speedup
of more fifteen times than our CPU-based implementation. The tracking of full
body can be performed at frame-rates of 5 frames per second using a single
low-cost graphics card and single camera images. With rapid development of
the graphics card technologies, the tracking speed is expected to be further
accelerated in the near future by newer generations of the GPU architecture.
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Abstract. In this paper, we present a novel and efficient approach to
retrieve human motion capture data as used in data-driven computer
games, animated movies and special effects in the aim of finding a spe-
cific motion. From the kinematic chain model, the human motion capture
data is transformed to a spatial-temporal invariance representation called
the motion feature representation, in which each segment of kinematic
chain model is represented by an angle between itself and the root seg-
ment. We treat the human motion as a cluster of curves of angle. In the
aim of finding a human motion capture data in a very large database,
we propose a novel lower bounding distance called LB Keogh Lowe to
speed up similarity search. In order to reduce the computational cost,
we employ techniques to simplify the curves length of both the envelopes
curves and the query data. The similarity between two human motions is
measured by applying the constrained Dynamic Time Warping. We carry
out an experimental analysis with various real motion capture dataset.
The results demonstrate the efficiency of our approach in the context of
the human motion capture data and the potentiality to apply it in others
contexts of the time-series data retrieval.

1 Introduction

Nowadays, motion capturing plays an important role in computer games, comp-
uter-animated movies or video games as a tool for synthesizing realistic motion
sequences. In general, by using optical devices, trajectories of moving markers
attached to the human body are recorded as 3D motion data. The huge quantity
of motion capture dataset is very expensive and time consuming due to the high
cost of recording equipment, high computational power and the requirement
of manual post-processing operations. Therefore, it has been suggested reusing
the motion capture data by modifying and adapting the existing motion clips
via editing and morphing techniques [1][2][3]. Hence, there is a strong need to
develop an efficient method to retrieve a motion data among others.

In practice, content-based approach is one of the most efficient methods to
enable an automatic extraction of a user-specified motion. The crucial point of
this approach is to define the feature of motion content utilized to qualify the

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 163–184, 2010.
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motion. Some existing methods consider the motion key-frame as the feature
but cannot handle the spatial-temporal variation of motion [4]. In this paper,
we propose a novel approach consisting in transforming the motion capture data
to a spatial invariance space called motion feature representation. For that, we
use the kinematic chain model to represent the motion capture date. In the
spatial invariance space, each segment of kinematic chain model is represented
by an angle between itself and the root segment. Thus, we treat the transformed
motion as a cluster of curves of all the angles describing the kinematic motion.
The distance between two motions is defined as the similarity between the curves
of the motions. Hence, we conduct the motion data mining as the shape matching
problem between the curves. In the aim of finding a human motion capture data
in a very large database, we propose techniques to speed up similarity search
based on bounding envelopes curves. In order to reduce the computational cost,
we employ techniques to simplify the curves length of both the envelopes curves
and the query data. The similarity between two human motions is measured
by applying the constrained Dynamic Time Warping technique on the curves of
their angles. Our contributions can be summarized as following:

– We introduce the spatial-temporal invariance representation for human mo-
tion capture data and conduct the human motion data mining to the curves
matching problem.

– We present a novel lower bounding distance called LB Keogh Lowe for prun-
ing power the retrieval of human motion capture data.

– We demonstrate the efficiency and the effectiveness of our method on the
various real human motion datasets.

The rest of the paper is organized as follows. In the next section, we review some
discussion of related work. In Section 3, we describe the necessary geometric
formulas which are utilized in our human motion data mining approach. Section
4 and Section 5 focus on our approach of human motion data mining technique.
Section 4 provides an overall view of the proposed human motion retrieval system
which includes the chosen human motion features, the technique to measure the
similarity between two motions and the low bounding technique to speed up
the searching. Section 5 investigates some proposed techniques for more pruning
power the retrieval of human motion capture data. Experiments and results
discussion are employed in Section 6. We finish with the conclusion and further
work in Section 7.

2 Related Work

In computer animation or movie specified effects, data-driven motion synthesis
is an important technique to generate the realistic motions from the recorded
motion capture data. Due to the large use of motion capture data, the efficient
reuse of such data is more and more challenging. In fact, human motion capture
data is a kind of high-dimensional time-series and its raw data describe the
spatial information of a large number of markers in the three-dimensional space,
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thus the problem of human motion data mining is considered as the time-series
retrieval. In terms of time-series matching, three main aspects are considered.
The first one is how to represent the human motion data. The second one is how
to determine the distance function to measure the similarity of two motions and
the last one concerns the considered techniques to speed up the searching.

In order to deal with motion capture data, several representations have been
proposed. Lee et al. [6] described a two-layer structure for representing human
motion capture data, but motion physical features cannot be represented clearly
in this case. Chui et al. [7] proposed local spherical coordinates relative to the
root orientation as the segments posture of each skeletal segment. But the skele-
tal segment is represented by two parameters which cannot be used to observe
posture of each skeletal segment. In our work, we utilize a spatial invariance
representation from the work of Xiao et al. [5]. The representation is based on
the bone angle and is effective for human motion retrieval. Opposed to the work
of Xiao et al. [5] which considers the human motion as frames, we treat the hu-
man motion as a curves cluster of the bone angles, thus the problem of temporal
variation could be handled.

In fact, the human motion data mining is a part of time-series data mining
in a very large database (VLDB) domain. In terms of the distance function to
measure the similarity of the time-series data, there are many proposed meth-
ods classified into two main approaches: Model-based approach such as Hidden
Markov Model (HMM)[8], Neural Network (NN)[9], and Distance function-based
approach, which is differentiated into two sub-approaches, in which the first one
is called the Metric functions such as Euclidean distance, Manhattan distance or
Normal distance [10] and the second one is called the Non-metric functions such
as constrained Dynamic Time Wrapping (cDTW)[14], wLCSS[17], Edit distance
with Real Penalty (ERP)[11], Edit Distance on Real sequence (EDR)[12], Spatial
Assembling Distance (SpADe)[15], etc. In that domain, the experimental results
of Keogh et al., 2002 [14] have to be mentioned. Keogh et al. showed that the
performance of the distance function-based approach is much better than that
of the model-based approach, for both criteria of accuracy and computational
cost. Moreover, the work of Ding et al., 2008 [15] performed a comparison of
the major techniques of distance function-based approach by testing their effec-
tiveness on 38 time series data set from a wide variety of application domains.
Experimental results obtained show that, in over a dozen of distance measures
of similarity among time series data in the literature, cDTW [14][16] is slightly
better than the others from accuracy point of view. Moreover, on large data
set, computation cost of cDTW is very close to Euclidean distance algorithm.
Indeed, cDTW is our chosen distance function to measure the similarity of the
human motion capture data.

In terms of speed up the searching, there are two techniques utilized. The
first one consists in reducing the length of the human motion by using approxi-
mating representations. The other one consists in quickly filtering the negative
time-series due to the fact that the number of the positive time-series which
match with the candidature sequence is less much than the number of the
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negative ones. Many techniques have been proposed in the literature for rep-
resenting time series with reduced dimensionality. Most of them have been re-
viewed in work of Ding et al. [15], such as Discrete Fourier Transformation
(DFT) [18], Single Value Decomposition (SVD) [18], Discrete Cosine Transfor-
mation (DCT) [19], Discrete Wavelet Transformation (DWT) [20], Piecewise
Aggregate Approximation (PAA) [22], Adaptive Piecewise Constant Approxi-
mation (APCA) [21], Chebyshev polynomials (CHEB) [23], Symbolic Aggregate
approXima-tion (SAX) [24], Indexable Piecewise Linear Approximation (IPLA)
[25] and etc. In our work, we approach another approximating representation
called curve simplification representation which is proposed by Lowe [26]. The
experimental result shows the efficiency and effectiveness of that approach in the
human motion database [27][28]. Opposed to the original version of the curve
simplification algorithm, we propose modified versions adapting with the human
motion data mining problem. To speed up the searching by filtering rapidly the
negative time-series sequences, lower bounding is popular technique utilized. The
main purpose of the using the lower bounding function is due to the fact that,
the computational complexity of the measurement distance is in the order of
O(n2) in general while using lower bounding technique we are capable of pre-
filtering the negative sequences with the complexity in the order of O(n). Thus,
we should avoid using the measurement distance for the negative sequences.
Moreover, the number of the negative sequences is much more than the num-
ber of potential positive ones in the real datasets. Actually, due to the utilized
measurement distance of cDTW in the paper, there are several lower bounding
functions available for cDTW such as the lower bounding function introduced
by Kim et al. [29] or another one proposed by Yi et al. [30]. In addition, Keogh et
al. [14] proposed a more efficient lower bounding function referred as LB Keogh.
Their experimental results demonstrate the effectiveness of LB Keogh in terms
of time-series data retrieval. Indeed, our technique is based on the LB Keogh
which is described in Section 4 of the paper.

3 Geometric Formulas for the Human Motion Data
Mining Approach Based on Curves Matching

In this section, we describe the necessary geometric formulas which are utilized
during the paper. In prior, we describe some definitions relative to our work.

– Coordinate system of the curve: The coordinate system of the curve is
the 2D space which is defined by vertical axis illustrated in degree unit and
horizontal axis illustrated in frame number unit (temporal axis of the human
motion).

– Time-series curve: In our work the curve of m time-series points is referred
as time-series curve which is denoted as follows:

C(m) = {ci(pc,i, tc,i)} , i = 1..m; ti > tj ∀i > j (1)

where tc,i is measured in the order of the frame number unit and pc,i is
measured in degree unit and m is the length or the dimension of the curve.



An Efficient Approach for Human Motion Data Mining 167

Due to the fact that tc,i > tc,j ∀i > j , thus the time-series curves are the forward
curves or the none-self-intersecting curves. In the paper, we compare curves
which have the same frame number value of the beginning point and the end
point, that means the tc,1(tc,n) of any curve refers the same value. Having defined
the necessary terms, we conduct to describe the geometric formulas utilized in
our work.

3.1 Area of the Polygon Constituted by Two Time-Series Curves

The first formula in our work concerns the polygon area composed by the two
time-series curves U(m) and V(n) to compare. We differentiate two cases. The
first case is composed by all configurations of U(m) and V(n) with no intersecting
points between them. Then, the polygon is the none-self-intersecting polygon
which is illustrated in Figure 1. We denote S1 as the area of the polygon. Formula
2 is described as below:

S1(U, V ) =
∥∥∥∥s1 + s2 + s3 + s4

2

∥∥∥∥ (2)

where s1 =
∑m−1

i=1 sign(ui) × (pu,i × tu,i+1 − pu,i+1 × tu,i), s2 = sign(um) ×
(pu,m × tv,n − pv,n × tu,m), s3 = sign(v1) × (pu,1 × tv,1 − pv,1 × tu,1, and s4 =∑n

j=2 sign(vj)× (pv,j−1× tv,j − pv,j × tv,j−1) and sign(ui) or sign(vj is the sign
function which obtains the value of 1 or -1 denoted the sign of the polygon edges
illustrated in Figure 1 in which, sign(ui), ∀i = 1...m− 1 denotes the sign of the
edge made by the point ui and ui+1, sign(um) denotes the sign of the edge made
by the point um and the point vn, sign(vj), ∀j = 2...ndenotes the sign of the
edge made by the point vj−1 and the point vj , and sign(v1) denotes the sign of
the edge made by the point u1 and the point v1.

Fig. 1. Area of the none-self-intersecting polygon (drawn by the vertical lines) consti-
tuted by two time-series curves
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In fact, we obtained the formula as above due to the familiar formula to
calculate the area of the none-self-intersecting planar polygon described that:
The area of a parallelogram and triangle can be expressed as the magnitude of the
cross-product of two edge vectors [33]. In the case of non-self-intersecting polygon
we could assume that sign(ui) = 1 and the sign(vj) = −1, ∀i, j thus s1, s2, s3, s4
could be reduced as :s1 =

∑m−1
i=1 (pu,i× tu,i+1− pu,i+1× tu,i), s2 = pu,m× tv,n−

pv,n×tu,m, s3 = pv,1×tu,1−pu,1×tv,1, and s4 =
∑n

j=2(pv,j×tv,j−1−pv,j−1×tv,j)
In practice, a technique with the computational complexity in the order of

O(n) can be performed to calculate the area of the none-self-intersecting polygon.
The second case is illustrated in Figure 2, in which two time-series curves may

have intersecting points. We refer the polygon of this case as the self-intersecting
polygon. Recall the formula 2, we denote S2 as the area of the self-intersecting
polygon thus S2 is formulated as in Formula 3.

S2(U, V ) =
∥∥∥∥s1 + s2 + s3 + s4

2

∥∥∥∥ (3)

where s1 =
∑m−1

i=1 sign(ui) × (pu,i × tu,i+1 − pu,i+1 × tu,i), s2 = sign(um) ×
(pu,m × tv,n − pv,n × tu,m), s3 = sign(v1) × (pu,1 × tv,1 − pv,1 × tu,1, and s4 =∑n

j=2 sign(vj)× (pv,j−1 × tv,j − pv,j × tv,j−1).

Fig. 2. Area of the self-intersecting polygon (drawn by the vertical lines) constituted
by two time-series curves

At first glance, Formula 3 seems to be the same as Formula 2, but in reality
the self-intersecting polygon constituted by two curves is added the intersecting
points between them, such as the intersecting point v2 ≡ u2 or the intersecting
point v4 ≡ u3 as illustrated in Figure 2. In this case, the sign function of the edges
will be determined based on the sign of the previous edge and the convenience
of equalities described in Figure 3. In left visual diagram, the signs of edges



An Efficient Approach for Human Motion Data Mining 169

(ui+1, ui+2) or (vj+1, vj+2) change due to the signs of their previous edges. In
the right one, the signs are not changing.

In practice, intersecting points are unknown when occurring between two
curves, so we should have a function to sort out the intersecting points between
two edges. Anyways, a technique with the computational complexity in the order
of O(n) could be considered to calculate the area of the self-intersecting polygon.

Fig. 3. Two considered cases to determine the changing of the sign functions of the
edge from the its previous edge

3.2 Area of the Outlier Parts Generated by the Time-Series Curve
and the None-Self-intersecting Polygon Constituted by Two
Other Time-Series Curves

Having the formulas to calculate the area of both the none-self-intersecting
polygon and the self-intersecting polygon, we calculate the area of the outlier
parts which are generated by a time-series curve denoted C(l) and a none-self-
intersecting polygon constituted by two others time-series curves noted U(m)
and V(n). As we described above, the three curves have the same frame number
value of the beginning point and the end point. Figure 4 is an example illus-
trating the formula in which, the outlier parts are drawn by the vertical line
which consists of three sub-polygons s2, s5 and s7. S(C,U,V) is the area of the
outlier parts. S1(U, V) is the area of the none-self-intersecting polygon consti-
tuted by U(m) and V(n). S2(U, C) and S2(C, V) are noted the areas of the
self-intersecting polygon constituted by U(m) and C(l), and the self-intersecting
polygon constituted by C(l) and V(n), respectively. The formula to calculate
S(C,U,V) is described as below in Formula 4.

S(C,U, V ) =
S2(U,C) + S2(C, V )− S1(U, V )

2
(4)
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Fig. 4. Area of the outlier parts between a curve C(l) and a none-self-intersecting
polygon constituted by two other curves U(m) and V(n). The outlier parts are drawn
by the vertical lines. Denote S(C,U,V) as the area of those parts, si is the area of the ith
sub-polygon generated by the curves illustrated as in Figure 4. We have: S(C, U, V ) =
s2 + s5 + s7; S1(U, V ) = s1 + s3 + s4 + s6; S2(U, C) = s1 + s2 + s4 + s5 + s7; S2(C, V ) =
s3 +s2 +s5 +s6 +s7 Hence, we can deduce that: S(C, U, V ) = S2(U,C)+S2(C,V )−S1(U,V )

2
.

We have described the necessary geometric formulas which are utilized in the
paper. In the next sections, we present our approach to retrieve a human motion
data based on the curves matching.

4 Human Motion Data Mining Based on the Curves
Matching Approach

As we describe above, there are three main aspects concerned to the retrieval
of the human motion data included the representation of the human motion
data, the chosen distance function to measure the similarity and the considered
techniques to speed up the searching. In Section 4 and Section 5, we investigate
to describe our approach for these three aspects.

4.1 Spatial-Temporal Invariance Representation for Human Motion
Capture Data

A simplified kinematic chain model is defined as Figure 5, which contains 14
joints that are constructed as a tree diagram. Eleven bones are extracted as the
objects to represent motion feature, including 10 bones in the human limbs and
a central bone connected by root and chest joints as a reference bone. Each
bone is defined as a vector from the upper joint to the lower joint in the human
skeleton. For every limb bone, the bone angle is defined as the angle between
the limb bone and the central bone.

θki = cos−1

⎛
⎝ B

(k)
i .B

(Center)
i∣∣∣B(k)

i

∣∣∣× ∣∣∣B(Center)
i

∣∣∣
⎞
⎠ , k = 1..10 (5)
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Fig. 5. Human skeleton and segments separated

where B
(Center)
i represents the central bone at the ith frame and θ is in the

interval [0, π]. Consequently, by using the bone angle, we obtain a spatial in-
variance representation for human motion data. In addition, from Formula 5 the
motion hereafter could be treat as a cluster of ten curves, in which each curve
describes a bone motion. Hence, we can introduce the human motion M data as
follows:

M =
{
Ck(θk1 , θ

k
2 , ...θ

k
mk

)
}
, k = 1..10 (6)

In fact, the curves Ck are processed independently to carry out the technique of
lower bounding or the technique of the dimensional simplification. Therefore, the
curves Ck are considered as the temporal invariance representation of the human
motion data. With such representation, our approach is a spatial-temporal in-
variance method. In practice, instead of using the motion M hereafter we utilize
the curve C to describe our approach more easily. More, the similarity of the
human motions could be treated as the similarity of the curves or the curves
matching problem.

4.2 Distance Function to Measure the Similarity between Two
Human Motions: Constrained Dynamic Time Warping
Technique

Our chosen distance function to measure the similarity of the human motion
is based on the constraint Dynamic Time Warping (cDTW ) technique which
is introduced in many time-series data matching references [14][16]. The cDTW
technique can be described as follows. Given two time-series curves due to the
formula 1 U(m) = (u1, u2, ..., um)and V (n) = (v1, v2, ..., vn) and the time warp-
ing constraint ε, the constrained Dynamic Time Warping cDTW is defined
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recursively as follows [16]:

Distr(ui, vj) =
{
Dbase(ui, vj) if |i− j| ≤ r

∞ otherwise
cDTW (φ, φ, r) = 0
cDTW (U, φ, r) = cDTW (φ, V, r) = ∞
cDTW (U, V, r) = Distr(First(U), F irst(V ))+

+ min

⎧⎪⎨
⎪⎩
cDTW (U,Rest(V ), r)
cDTW (Rest(U), V, r)
cDTW (Rest(U), Rest(V ), r)

(7)

where r = ε×tu,m = ε×tv,n and φ is the empty curve, First(U) = u1, Rest(U) =
u2, u3, ...um and Dbase denotes the distance between two vertices of the curve.
In our work, we utilize the Manhattan distance which is a special case of the Lm
distance with index value α is equal to 1 defined as follows:

Lα=1 (ui(pu,i, tu,i), vj(pv,j, tv,j)) =
(
|pu,i − pv,j|α=1 + |tu,i−tv,j|α=1

) 1
α =1

(8)

4.3 Lower Bounding Technique for Speeding Up the Human Motion
Data Retrieval

As we describe previously, the main purpose of the using the lower bounding
technique is to filter more quickly the negative time-series curves. Our lower
bounding function is based on the LB Keogh described as follows. Given a time-
series curve as the formula 1, C(m) = {ci(pc,i, tc,i)} , i = 1..m; ti > tj ∀i > j
and a local constraint time warpingε, we note that r = ε× tc,m and we use the
term r to define two new time-series curves, U(m) and L(m):

U(m) = {ui(pu,i, tu,i)} and L(m) = {li(pl,i, tl,i)}
where tu,i = tl,i = tc,i

pu,i = max(pc,i−r : pc,i+r)
pl,i = min(pc,i−r : pc,i+r)

(9)

U(m) and L(m) stand for Upper and Lower, respectively. Figure 6 illustrates the
created U and L with ε=20% of the length of the curve C. As we can see in the
figure, U and L form a bounding envelope curves to enclose C from above to
below. An important property of the bounding curves U and L is the following:

∀i, pu,i > pc,i > pl,i (10)

Having defined the bounding curves U and L of the curve C and the Manhattan
distance defined in Formula 8, we now use them to define a lower bounding
measure for cDTW. Given two time-series curves C(m) and V(n), the bounding
measure of V and the bounding envelopes of C are defined as follows:

LB Keogh(C, V ) =
tu,m∑
i=1

⎧⎨
⎩
|pv,i − pu,i| if pv,i > pu,i

|pv,i − pl,i| if pv,i < pl,i

0 otherwise
(11)
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Fig. 6. An illustration of the time-series curves U and L, created for the time-series
curve C(m) by using the LB Keogh lower bounding function in which, r is a constant
value due the length of C(m) : r = 0.2 × m

Fig. 7. An illustration of the lower bounding function LB Keogh between the original
curve C (shown dotted) and the query curve V calculated by the area of the outlier
parts generated by the curve V and the none-self-intersecting polygon constituted by
the bounding envelope U and L

This function can be visualized as the Manhattan distance between any parts
of the query matching curve not falling within the envelope and the nearest
(orthogonal) corresponding section of the envelope. Thus, the function is the
area of the outlier parts generated by the curve V and the none-self-intersecting
polygon constituted by two curves U and L, illustrated in Figure 7. Hence, we
recall Formula 4 to calculate the LB Keogh(C,V) in practice:

LB Keogh(C, V ) = S(V, U, L) =
S2(U, V ) + S2(V, L)− S1(U,L)

2
(12)

Now we will explain how utilize the LB Keogh function to filter the negative
curves to speed up the searching. In prior, we recall the work of Keogh et al.
[16] which proved that:

LB Keogh(C, V ) ≤ cDTW (C, V ) (13)
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Given a curve C and a threshold δ, we define a curves V as the positive matching
curve with C if the inequality as follows is convenient:

cDTW (C, V ) ≤ δ (14)

Hence, we can see that the curve V will be the negative curve if

LB Keogh(C, V ) > δ. (15)

In general, that inequality is utilized to filter the negative curves but our work
will be continued for speed up the human motion data mining.

In this section, we have described an overall view of the human motion data
mining in which, we conducted the human motion data mining as the curves
matching problem by using the spatial-temporal representation for the human
motion data. We also have presented the cDTW to measure the similarity of the
curves and the technique to speed up the searching based on the lower bounding
function called LB Keogh for filtering rapidly the negative curves. In the next
section, we describe another technique to speed up the searching based on the
dimensional reduction technique called the curve simplification.

5 Techniques of Dimensionality Reduction Based on the
Curve Simplification

As we describe above, the technique to reduce the dimension of the curves is uti-
lized to speed up the searching besides the technique of using the lower bounding.
In the approach of the curves matching problem, we utilize the curve simplifi-
cation technique to reduce the dimension. The technique is proposed by Lowe
[26] and is utilized efficiently to the key-frame extraction of the human motion
data [1][5][27]. Due to the fact that, in our work, two axis of the coordinate
system for the time-series curves do not have the same unit, while vertical axis
is represented in the degree unit the horizontal one is represented in the frame
number unit. Therefore instead of using the Euclidean distance of the point to
a line as in the original version of Lowe technique, we utilize a distance measure
of the length of the segment defined by the given point and the point lied in
the line which has the same frame number value (orthogonal point). The idea is
illustrated in Figure 8.

5.1 Lowe Algorithm to Simplify the Candidate Curve

Step 1: Set the first and the last points as key points, creating 2 key points.
Step 2: Find the highest absolute distance point, which would have the distance
called the error distance. If the error distance is lower than a specified thresholdσ,
stop further subdividing this interval. Otherwise, create a new key point at the
point with the highest error distance.
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Fig. 8. An illustration of the utilized distance instead of using the Euclidean distance
as in the original version of the Lowe technique

Step 3: Sub-divide the current state into two smaller segments, a segment be-
tween the beginning key point and the newly created middle key point, and an-
other segment between the middle key point and the ending key point. Assume
that the new segments now have only 2 key points and restart the algorithm from
step 2 for both segments.

Figure 9 shows the modified algorithm to simplify the curve step by step. In
practice, that modified algorithm is applied to the original candidate curves.
Given a time-series curve C(m) with m is the dimension of the curve, we note
C̄(m̄) is the simplified curve of C with the dimension of m̄. In general, we always
maintain the important property of the any time-series curve C(m) which is the
tc,1 or tc,m referring to the same value.

In the next part, we will describe another modified Lowe algorithm to simplify
the curve which adapts the bounding property of the envelope curves.

Fig. 9. An illustration of the modified curve simplification in which, the chosen points
are highlighted
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5.2 Modified Lowe Algorithm to Simplify the Bounding Envelope
Curves

Opposed to the modified algorithm to simplify the When we simplify the bound-
ing curves we have to ensure that the original curve is always enclosed by the
bounding curves. Therefore, we proposed another modified Lowe algorithm for
bounding curves simplification. We recall the utilized distance illustrated in Fig-
ure 10 in which, we occupy the value with the sign of the subtraction pi−qj . We
differentiate into two cases, one for the upper bounding curve U and another for
the lower bounding curve L.

Modified simplification technique for upper bounding curve is de-
scribed as follows:

Step 1: Set the first and the last points as key point, creating 2 key points.
Step 2: Find the highest positive distance point. If the point is found, create

a new key point at the point with the highest positive distance; otherwise find
the lowest negative distance point which would have the distance called the error
distance. If the absolute value of the error distance is lower than a specified
thresholdσ, stop further subdividing this interval. Otherwise, create a new key
point at the point with the lowest negative error distance.

Step 3: Sub-divide the current state into two smaller segments, a segment
between the beginning key point and the newly created middle key point, and
another segment between the middle key point and the ending key point. Assume
that the new segments now have only 2 key points and restart the algorithm from
step 2 for both segments.

Fig. 10. Illustrates an example of the carrying out the modified curve simplification
technique to the bounding curves, in which we note the simplified curve of the upper
bounding as Û and that of the lower bounding as L̂

Modified simplification technique for lower bounding curve is de-
scribed as follows:

Step 1: Set the first and the last points as key point, creating 2 key points.
Step 2: Find the lowest negative distance point. If the point is found, create

a new key point at the point with the lowest negative distance; otherwise find
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the highest positive distance point which would have the distance called the error
distance. If the error distance is lower than a specified thresholdσ, stop further
subdividing this interval. Otherwise, create a new key point at the point with the
highest positive error distance.

Step 3: Sub-divide the current state into two smaller segments, a segment
between the beginning key point and the newly created middle key point, and
another segment between the middle key point and the ending key point. Assume
that the new segments now have only 2 key points and restart the algorithm from
step 2 for both segments.

5.3 Pruning Power of the Human Motion Capture Data Mining

Having defined the dimensionality reduction of the candidate curves and the
bounding envelope curves of the query curves, now we explain how to utilize them
for pruning power of the human motion capture data mining. We recall Formula
12 to calculate the LB Keogh of the query curve C and the candidate curve V in
which, LB Keogh(C, V ) = S(V, U, L)is the area of the outlier parts generated by
the curve V and the non-self-intersecting polygon constituted by two bounding
curves of C. We occupy the simplified curve V̄ , the simplified curves Û and
L̂to formulate a new bounding measure denoted LB Keogh Lowe(C,V) which is
describe by the formula:

LB Keogh Lowe(C, V ) = S(V̄ , Û , L̂) =
S2(Û , V̄ ) + S2(V̄ , L̂)− S1(Û , L̂)

2
(16)

The difference between LB Keogh and LB Keogh Lowe is illustrated in Figure
11. In practice, the computation cost of LB Keogh Lowe which performs the
curve simplification on both of the bounding curves and the query curve is lower
than that of the LB Keogh.

To filter rapidly the negative curves, given a threshold δ, instead of using the
inequality 15 we utilize another inequality due to the LB Keogh Lowe in which,
the query curve V will be a negative curve if

LB Keogh Lowe(C, V ) > δ (17)

In practice, given a dataset of the human motions, we perform a pre-processing
to obtain the dataset of query curves C, the lower bounding curves U and V, the
reduced dimensionality lower bounding curves Ûand V̂ . That pre-processing is
considered as the offline working. Hence, it does not impact the performance of
the system. More, we prefer using the δ as the function of the tc,m which means
δ := δ × tc,m due to the convenience of choosing δ.

We summarize this section by Figure 12 illustrating the proposed algorithm
to handle the human motion data best match retrieval based on the curves
matching.

In next section, we describe our experimental evaluation of our proposed ap-
proach with various real human motion datasets.
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Fig. 11. Comparison of LB Keogh lower bounding distance (upper visual diagram):
LB Keogh(C,V ) = S(V, U, L) = S2(U,V )+S2(V,L)−S1(U,L)

2
and LB Keogh Lowe lower

bounding distance (lower visual diagram): LB Keogh Lowe(C, V ) = S(V̄ , Û , L̂) =
S2(Û,V̄ )+S2(V̄ ,L̂)−S1(Û,L̂)

2

6 Experiments and Results

This section describes the experiments carried out to analyze the effectiveness
of the curve simplification technique in term of the dimensionality reduction
and the proposed lower bounding function which is based on that technique.
In addition, we perform an experiment to verify the efficiency of the human
motion data mining. The experiments were executed on an Intel Pentium Dual-
Core 2.1GHz Window PC with 2GB RAM and the program is written in C++
Language.

To analyze the performance of the dimensionality reduction technique based
on the curve simplification, we define a pruning scale P1 which is described as
follows:

P1 =
Number of the points of the reduced curves

Number of the point of the original curves in database
× 100(%) (18)

To analyze the effectiveness of the proposed lower bounding function based on
the curve simplification technique, we define another pruning power scale P2
described as follows:

P2 =
Number of the humanmotions that do not require fullwDTW

Number of the humanmotions in databased
× 100(%)

(19)

6.1 Data Preparing

We gathered more than 500Mb of the human motion dataset from Mocap-
Club.com [31] with various kinds of human motion activities such as the walking,
running, dancing, kung-fu and etc which are recorded in the frequency of 60Hz
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Fig. 12. An illustration of the algorithm to best match retrieval of the human motion
data based on the curves matching

with more than 42 markers attached on the human body.Due to the proposed
approach of the human motion representation, we extracted from the original
dataset the 3D position of 14 joints of the kinematic chain model as described
in Figure 5. Thus, we transformed them to the bone angle space and sort them
so that each human motion is described by 10 curves of the bone angle. The
obtained dataset differed significantly in size and length. In order to produce
meaningful results, we reorganized obtained dataset in the bone space. We de-
rived six sets of data, each containing 270 human motion sequences, with variable
lengths of 32, 64, 128, 256, 512 and 1024, respectively. Short sequences were gath-
ered by using a scale factor of the length of original data and the desired lengths
of extracted data while long sequences were produced by concatenating original
sequences. In practice, all experiments were conducted on these derived dataset.

6.2 Experiments and Results

Performance of the Dimensionality Reduction Technique Based on the
Curve Simplification. Figure 13(a, b, c) illustrate the performance of the curve
simplification P1 due to the length of the human motion. The Figure 13a is the
outcome when we carry out the technique for the original dataset while Figure
13b and Figure 13c are the results carried out for the lower bounding curves. As
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Fig. 13. (a, b, c) An illustration of the performance of the dimensionality reduction
technique to the real human motion dataset. Fig 13a is outcome carried out the original
human motion; Fig 13b, 13c are results carried out the upper bounding and lower
bounding curves, respectively. The specified threshold is in degree.

shown in the figure, the performance of the curves simplification technique in-
creased with the length of the data suggesting. In the lower bounding curves, the
differences performances among the specified thresholds are not considerable thus
we should choose the specified threshold as small as possible. In practice, to an-
alyze the pruning power performance and the query time, we choose the thresh-
old for lower bounding curves as σ = 50. The specified threshold to reduce the
dimension of the original candidate data is chosen due to the threshold δ of the
LB Keogh Lowe. We recall the work of Baek et al. [32] which developed experi-
ment to choose the threshold for the human joint of the kinematic chain model.
From this work, the suggested error interval for human joint is (100,200) thus we
choose the specified threshold σ = 100 which is illustrated as the green curve in
Figure 13a. Moreover, we also choose the threshold δof the LB Keogh Lowe 100
due to the reference work of Baek.

Pruning Power Performance. Having defined the threshold σ and δ, now
we can verify the pruning power performance of the LB Keogh Lowe bounding
function due to the capability of filtering the negative human motions. In fact,
we perform the 1-nearest neighbor search using the sequential scan technique. A
random human motion was chosen from the data set to act as the query and the
remaining 269 human motions acted as the data. The search carried out 50 trials
on each different lengths of the human motion. We recall Formula 20 to measure
the pruning power for query human motion. The average of the 50 queries was
reported as the pruning power of each different lengths of the dataset.

Figure 14 shows how the pruning power averaged of the proposed LB Keogh
Lowe. Lower bounding function varies as the lengths of the data in the human
motion dataset in which, 92% of the human motion of length 1024 and 67% of
the human motion of length 32 did not require computation of the actual time
warping distances. The promising pruning power greatly reduces the querying
time. We conducted experiments to measure the time required for the query
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Fig. 14. Average pruning power in the human motion dataset

Fig. 15. Comparison the average query time between LB Keogh Lowe bounding and
none bounding technique

evaluation of the human motion in different lengths. In prior, we should recall
the work of Keogh et al. [16] to confirm the time warping constraintε. Due to
the experimental result of Keogh the threshold εis the most efficient with the
value of 20% of the length of the real time-series data. Thus we denote ε=0.2.

Query Time Analysis. Having defined of σ, δ, ε, we carried out the experiment
to analyze the query time of the human motion. Similar to the pruning power
analysis, the average value of 50 trials of each different lengths of the human
motion are reported. Figure 15 illustrates the compared results of query time
analysis in the human motion retrieval between the lower bounding approach and
none-lower bounding approach. In fact, the average query time is consistently
reduced and the difference between two query time curves is considerable, in
which to search the 1-nearest, the human motion of length 256, our approach just
needs 2.99 seconds averaged while the none-lower bounding approach needs 4,84
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seconds averaged, thus we achieved 38% more efficient in time cost processing.
To search the longest human motion of length 1024, our approach needs 20,92
second averaged while the none-lower bounding approach needs 64,96 seconds
averaged. Hence, we also achieved 68% more efficient in time cost processing.

7 Conclusion and Future Work

In our paper, we have proposed a novel approach to retrieve a human motion
data. The approach is based on the computational geometry and conducted the
human motion data mining to the curves matching problem. We have intro-
duced a spatial-temporal invariance representation for the human motion data.
We have described the modified curve simplification algorithms adapted to the
purpose of the human motion data mining and proposed the use of a lower
bounding technique noted LB Keogh Lowe to speed up the searching. We have
demonstrated the efficiency and effectiveness of our method on various real hu-
man motion datasets. Due to the obtained results, our approach can be applied
in others contexts of the time-series data retrieval. For future work, we would
like to carry out our approach to various kinds of time-series data to confirm
the efficiency and the effectiveness and to compare with the other approaches in
terms of the time-series data approximating representations and lower bounding
distances.
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Abstract. In this paper we present a simple estimation system for
ground reaction forces, inter-segmental forces and joint torques in the
biped motion. The proposed system bases on classification of walk into
two phases, left leg stance - right leg swing, and left leg swing - right leg
stance. The system does not need any additional measurements of forces
and moments. It uses matrix formulation for inverse dynamics problem
of computing moment and torques on the basis of measurements of ve-
locities and accelerations. The input signals are filtered with the use of
the Savitzky Golay smoothing filter.

1 Introduction

Studies on human motion, involving e.g.,estimation of masses and moments of
inertia of body parts, modeling dynamics of body parts and their joints [3], [6],
estimating forces and torques in human body motions [5], simulations of human
motions [17], correlating measurements of muscle tensions and parameters of
motion, and others, are of great importance in many areas of science related to
biomechanics and neurophysiology [11], [13],[19].

This paper is devoted to the problem of estimation of ground reaction forces,
inter-segmental forces and joint torques by using the method of inverse dynam-
ics. This problem has been very extensively studied by many authors, [1], [2],
[4], [5], [7], [9], [8], [10], [16], [15]. The idea of the inverse dynamics approach is
to first estimate positions, angles, velocities and accelerations of elements of a
mechanical system, and then use these estimates to formulate systems of alge-
braic equations to be solved for forces and moments. There are, however, several
formulations of the inverse dynamics method, which differ in assumptions made
in constructions of inverse dynamics equations and in the methodologies used for
solving these systems of equations. Concerning constructions of inverse dynamics
equations, their research led to the observation of sensitivity of estimated forces
and torques to errors in computed accelerations and velocities [9]. Due to this
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sensitivity, the quality of estimation of forces and torques is strongly influenced
by the choice of the filtering algorithm, for reduction of the level of input noise
[10]. Another point in constructions of inverse dynamics equations is studying
the possibility of using some additional data, mainly measurements of ground
reaction forces, to improve stability of solutions [18]. Concerning the method-
ologies used for solving inverse dynamics equations, two approaches are most
often applied, top down or bottom up [8]. In both these approaches forces and
moments are estimates on the basis of iterative analyses of elements of mechan-
ical chains. In the top down method the iterations start from the free end of the
mechanical chain, while in the bottom up method the iterations are initiated at
the constrained end of the mechanical chain. A very important issue in systems
for estimation inter-segmental forces and joint torques is verification of the re-
sults of computations versus experimental measurements. A most often applied
verification paradigm uses quality indexes which integrate computed forces and
torques with the measured ground reaction forces [5].

In this paper we describe an estimation system for the analysis of walk of
a two dimensional biped, based on the inverse dynamics principle. Compared
to several methodologies of applying inverse dynamics to estimation of forces
and torques, mentioned above, the proposed system has three original features.
First, the system allows for analysis of human motion data, which do not contain
measurements of ground reaction forces. Since there are a lot of sources of such
data available in the internet, our system is very useful for many types of anal-
yses and comparisons. Second, in the proposed solution we do not use iterative
(top down or bottom up) algorithms. Instead, a system of algebraic equations
in the matrix form, including velocities and accelerations of all segments and all
forces and torques is written, and estimates are obtained by solving this system,
in the least square sense, for ground reaction forces, inter-segmental forces and
joint torques. In this approach, errors are better balanced, compared to iterative
bottom up or top down algorithms, where the propagation of error is not con-
trolled. Also top down or bottom up approaches are not straightforward to apply
for branched mechanical systems, as is in the case of a biped, analyzed here. The
least square residual error is used as a measure of the quality of estimation. The
third original feature is the use of the Savitzky-Golay (SG) filtration algorithm
[12] to reduce input noise and to, therefore, improve estimates of velocities and
accelerations. We demonstrate that this algorithm is well suited for the filtra-
tion step in algorithms for estimation of human motion, due to its flexibility and
ability to cope with wide ranges of frequencies of noise.

We illustrate the proposed approach by using publicly available human walk
data from the Carnegie Mellon University Motion Capture Database. The three
dimensional data in the amc and asf formats were limited to five segment biped
(consisting of two two - segment legs and a lower back) and turned into two
dimensions by appropriate projections. The resulting motion data were then
used in the inverse dynamics algorithm for estimation of ground reaction forces,
inter-segmental forces and joint torques.
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Fig. 1. Left - one body segment with notation for coordinates, forces and moments.
Right - scheme of the biped

2 Mathematical Model of the Biped Motion

The model of the biped is presented in Fig. 1, in the right panel. It includes five
body segments, with the following names and abbreviations (given in parenthe-
ses and shown in Fig. 1), lower back (LB), upper left leg (UL), lower left leg
(LL), upper right leg (UR) and lower right leg (LR). The two-letter abbrevia-
tions are used as indexes in equations for dynamics of these segments of body.
Additionally, BS is used as an abbreviation for "body segment", and stands as
a "generic" index, which can mean any of the biped segments. In any specific
context it can be replaced by one of the abbreviations listed above. In Fig. 1, in
the left panel, one body (biped) segment is presented. The directions and orien-
tations of coordinates x and y are also depicted. The following notation is used

XBS , ẊBS, ẌBS - position, velocity and acceleration, along axis x, of the
center of mass of the body segment,
Y BS , Ẏ BS , Ÿ BS - position, velocity and acceleration, along axis y, of the

center of mass of the body segment,
ϕBS , ϕ̇BS , ϕ̈BS - elevation angle, angular velocity and angular acceleration

of the body segment,
xBS

1 , yBS
1 , xBS

2 , yBS
2 - x and y coordinates of the lower and upper ends of the

body segment
mBS - mass of the body segment,
IBS - moment of inertia of the body segment,
lBS - length of the body segment,
FBS

1x , FBS
1y , FBS

2x , FBS
2y - forces, along x and y axes acting on the body segment,

respectively at the lower and upper end,
MBS - moment acting on the body segment,
g - gravitational acceleration.
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2.1 A Model for a Single Biped Segment

The 2D dynamics of a single biped (body) segment is described by the following
system of three differential equations, equations of motion along coordinate x
and along coordinate y

ẌBS =
FBS

1x + FBS
2x

mBS
, Ÿ BS =

FBS
1y + FBS

2y

mBS
− g, (1)

and equation for rotation

ϕ̈BS =
lBS [(FBS

1x − FBS
2x ) cos(ϕBS) + (FBS

1y + FBS
2y ) sin(ϕBS)]

2IBS
+
MBS

IBS
. (2)

By using the following geometric relations between segment centers of gravity
and segment ends:

xBS
1 = XBS +

lBS sin(ϕBS)
2

, yBS
1 = Y BS − l

BS cos(ϕBS)
2

, (3)

xBS
2 = XBS − l

BS sin(ϕBS)
2

, yBS
2 = Y BS +

lBS cos(ϕBS)
2

, (4)

and differentiating two times, we obtain equations for accelerations of segment
ends, which we write in the vector form

⎡
⎢⎢⎣
ẍBS

1
ÿBS
1
ẍBS

2
ÿBS
2

⎤
⎥⎥⎦ =Mcoeff(ϕBS , ϕ̇BS)

⎡
⎢⎢⎢⎢⎣
FBS

1x

FBS
1y

FBS
2x

FBS
2y

MBS

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣

− (ϕ̇BS)2lBS sin(ϕBS)
2

(ϕ̇BS)2lBS cos(ϕBS)
2 − g

(ϕ̇BS)2lBS sin(ϕBS)
2

− (ϕ̇BS)2lBS cos(ϕBS)
2 − g

⎤
⎥⎥⎥⎥⎦ . (5)

The entries of the matrix of coefficients, Mcoeff (ϕBS , ϕ̇BS) follow from comput-
ing second derivatives of (3)-(4).

2.2 Interactions Between Biped Segments and between the Biped
and the Ground

In this subsection we aggregate equations of motions (5) for all biped segments to
obtain the complete equations of the mathematical model for the biped motion.
Let us introduce symbolic notation for vectors in (5) in order to shorten the
expressions for the dynamics of the biped,

ξ̈BS =

⎡
⎢⎢⎣
ẍBS

1
ÿBS
1
ẍBS

2
ÿBS
2

⎤
⎥⎥⎦ , ΦBS =

FBS
1x

FBS
1y

FBS
2x

FBS
2y

MBS

, fBS =

⎡
⎢⎢⎢⎢⎣

− (ϕ̇BS)2lBS sin(ϕBS)
2

(ϕ̇BS)2lBS cos(ϕBS)
2 − g

(ϕ̇BS)2lBS sin(ϕBS)
2

− (ϕ̇BS)2lBS cos(ϕBS)
2 − g

⎤
⎥⎥⎥⎥⎦ . (6)
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Using the above vectors the whole model for the biped can be written in the
block matrix form, shown below⎡
⎢⎢⎢⎢⎣
ξ̈LB

ξ̈UL

ξ̈LL

ξ̈UR

ξ̈LR

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣
MLB

coeff 0 0 0 0
0 MUL

coeff 0 0 0
0 0 MLL

coeff 0 0
0 0 0 MUR

coeff 0
0 0 0 0 MLR

coeff

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣
ΦLB

ΦUL

ΦLL

ΦUR

ΦLR

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣
fLB

fUL

fLL

fUR

fLR

⎤
⎥⎥⎥⎥⎦ . (7)

The above system of differential equations describes dynamics of all biped seg-
ments in a separated way. However, in reality biped segment are jointed together
and form one dynamical system. All forces and moments, FBS

1x , FBS
1y , FBS

2x , FBS
2y ,

MBS , which appear as element of vectors ΦBS in equations (7) should be inter-
preted as ground reaction forces, inter-segmental forces or joint torques. We in-
troduce the notationMLB_UL, MLB_UR, MUL_LL, MUR_LR for torques be-
tween joints, and FLB_UL

x , F
LB_UL
y , FLB_UR

x , F
LB_UR
y , FUL_LL

x , F
UL_LL
y ,

F
UR_LR
x , F

UR_LR
y for inter-segmental reaction forces along axes x and y be-

tween biped segments, and FG_LL
x , F

G_LL
y , F

G_LR
x , F

G_LR
y for ground reac-

tion forces along axes x and y for the segment LL and LR.
When the dynamical system built of biped segments LB, UL, LL, UR, LR

joined as shown in Fig. 1, is analyzed, the above torques and forces should replace
forces and moments FBS

1x , FBS
1y , FBS

2x , FBS
2y , MBS in equations (7). The rules

for substituting reaction forces and torques in the system of equations (7) follow
from the geometries in Fig. 1. For joint torques we have: MLB = MLB_UL +
MLB_UL, MUL = −MLB_UL +MUL_LL , MUR = −MLB_UR +MUR_LR ,
MLL = −MUL_LL, MLR = −MUR_LR.

For inter-segmental forces the replacements rules are as follows: FLB
2x = 0,

FLB
2y = 0, FLB

1x = F
LB_UL
x + FLB_UR

x , FLB
1y = F

LB_UL
y + FLB_UR

y , FUL
1x =

F
UL_LL
x , FUL

1y = F
UL_LL
y , FUL

2x = −FLB_UL
x , FUL

2y = −FLB_UL
y , FUR

1x =

F
UR_LR
x , FUR

1y = F
UR_LR
y , FUR

2x = −FLB_UR
x , FUR

2y = −FLB_UR
y , FLL

2x =

−FUL_LL
x , FLL

2y = −FUL_LL
y , FLR

2x = −FUR_LR
x , FLR

2y = −FUL_LR
y .

The last group of forces are ground reaction forces. These forces replace forces
FLL

1x , FLL
1y and FLR

1x , FLR
1y . There are two variants of these replacement rules,

depending on the phase of walk. The variant of the replacement rule depends
on which leg is in the stance and which in the swing phase. For the phase
LL-stance and LR-swing we have FLL

1x = F
G_LL
x , FLL

1y = F
G_LL
y , FLR

1x = 0,
FLR

1y = 0, and for the phase LL-swing and LR-stance we have FLL
1x = 0, FLL

1y = 0,
FLR

1x = FG_LR
x , FLR

1y = FG_LR
y .

By using the above replacement rules, we define a 20 × 14 binary connec-
tion matrix which relate all 20 body segments forces and moments to 14 ground
reaction forces, inter-segmental forces or joint torques. For the walk phase LL-
stance and LR-swing this relation has the form of the binary matrix, which we
denote by MLL−stanceLR−swing

replacements and for the walk phase LL-swing and LR-stance
the relation has the form of the binary matrix denoted by MLL−swingLR−stance

replacements .
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Fig. 2. Example of using the developed system for computing y coordinates of ground
reaction forces, hip joint torques and knee joint torques

Entries of the matrices MLL−stanceLR−swing
replacements and MLL−swingLR−stance

replacements are de-
fined by the replacement rules given above.

2.3 Least Squares Solutions for Forces and Torques

Substituting MLL−stanceLR−swing
replacements or MLL−swingLR−stance

replacements in the system of dif-
ferential equations (7) we obtain equations which contain vector of unknown
forces and moments versus estimated values of body segments elevation angles
and their derivatives, and estimated accelerations of body segment ends. There
are two separate equations, one for the walk phase LL-stance and LR-swing
and another one for the walk phase LL-swing and LR-stance. By solving these
systems of equations in the least squares sense we obtain estimates of ground
reaction forces, inter-segmental forces and joint torques.

Estimates of signals and their derivatives are obtained by using the Savitzky
Golay (SG) filter, a smoothing filter, which is very well suited for rejecting noise,
when (i) the signal has rather wide range of the frequency spectrum or (ii) when
there is a need to preserve as closely as possible positions and shapes of maxima
or minima.

The additional advantage of the SG filters is that since the polynomial approx-
imation is an element of the filtration algorithm, first, second (and if necessary
higher) derivatives of the signal are also available as a result of filtration. Since



Estimation System for Forces and Torques in a Biped Motion 191

application of the method of inverse dynamics requires computing second deriva-
tives, we found SG filter a very useful tool.

3 Example

We have applied the above described methodology to the problem of estimation
of ground reaction forces, inter-segmental forces and joint torques based on the
publicly available human motion data from the Carnegie Mellon University Mo-
tion Capture Database (http://mocap.cs.cmu.edu/). We have downloaded and
studied several films of walks, here we present results of analyses of the files
’07.asf’ and ’07_01.amc’. We have limited the data to five body segments listed
in the previous section, lower back, upper left leg, lower left leg, upper right leg
and lower right leg. The data formats asf and amc in the Mocap database de-
scribe three dimensional motion. In order to project this data onto a 2D space,
for each body segment its angle with axis y was computed and then x and y
coordinates were found by following mechanical chain with the constraint that
lengths of the body segments must not vary.

Samples of results of computations of ground reaction forces (y coordinates),
hip joint torques and knee joint torques are presented in Fig. 2.

4 Conclusion

The presented estimation system for ground reaction forces, inter-segmental
forces and joint torques for the motion of a biped, has the ability to estimate
values of forces and torques, solely on the basis of the time sequence of the
measured positions of body segments, without the need of using any additional
measurements. There are many data sources of this type and the possibility for
analyzing such data is useful in many researches. The system uses the principle
of inverse dynamics, second derivatives of signals are obtained as output of the
Savitzky - Golay filter, which additionally reduces the level of noise.

The system uses two models for the least squares formulation of the estimation
problems, depending on the phase of walk, LL-stance - LR-swing or LL-swing -
LR-stance. One can see that, especially when analyzing many motion data files,
when using our approach, one encounters the problem of automatic classification
of biped walk frames into walk phases LL-stance - LR-swing and LL-swing - LR-
stance. This problem can be solved by using results of the research presented in
the paper [14].
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Abstract. We have focused on the problem of classification of motion
frames representing different poses by supervised machine learning and
dimensionality reduction techniques. We have extracted motion frames
from global database manually, divided them into six different classes
and applied classifiers to automatic pose type detection. We have used
statistical Bayes, neural network, random forest and Kernel PCA classi-
fiers with wide range of their parameters. We have tried classification on
the original data frames and additional reduced their dimensionality by
PCA and Kernel PCA methods. We have obtained satisfactory results
rated in best case 100 percent of classifiers efficiency.

1 Introduction

Motion databases consist of a very large amount of data. They store hundreds
of motions and each motion is a large sequence of frames, usually captured
with minimum 100Hz frequency. Motion data usually comes directly from mocap
capturing devices [8] or they can be estimated from static 2D images. In [6] such
a method based on the Markov chain Monte Carlo is proposed. In practice it
is impossible to analyze and search in such kind of databases manually. One of
the first tasks in the automatic motion analysis could be pose detection, which
means pointing for each frame of the pose type. It could be useful in database
searching problem. On the basis of labeled frames we are able to build criteria
of the database query, for instance find a motion in which a human is sitting.
Pose identification also has medical applications. It could be used in automatic
detection of some improper poses, typical in given kinds of diseases. Finally,
pose identification could be useful in further automatic motion analysis, as for
instance segmentation. The boundary of the motion segments could be placed
in the moment of pose changing.

Comparing of motion frames is not trivial problem. A frame is described by
position of special markers located by the joints. The frame can be represented
by the data of direct position of each marker in 3D global coordinate system.
But the most often used representation is a kinematic chain, which has format
of a tree structure. The root object is placed on the top of the tree and is

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 193–200, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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described by its position in global coordinate system. Child objects are connected
to their parents and have information of transformation relative to the parents.
Both formats contain exactly the same data, but the advantage of kinematic
chain is that identical poses captured in different places have almost the same
numerical representation, except for root objects, which is completely different
in the representation in 3D global coordinate system [8].

On the basis of the frame format we can build pose similarity measures. The
distance could be an aggregation of distances each pair of suitable markers in
3D global coordinate system, but it has disadvantages described above. Thus, in
practice it is not used. The authors of the [4] propose 3D cloud point distance
measure. First they build cloud points for compared frames and their temporal
context. Further, they find global transition to match both clouds and finally
calculate the sum of distances corresponding points of matched clouds. In [5]
clouds are built based on the downsampled frame representation, which avoids
focusing on the pose details.

In kinematic chain format, transformations are usually coded with unit quater-
nions. Thus pose distance can be evaluated as sum of quaternion distances. In [3]
frame distance is total weighted sum of quaternion distances because influence
of transformations can differ on the pose - the differences depends on the joints.

[7] propose binary relational motion features as description of pose. Relational
feature is enabled if given joints and bones are in the defined relation: the left
knee is behind the right knee, the right ankle is higher than the left knee and so
on. We prepare such a set of features and this way describe pose by the binary
vector. Pose distance can be calculated as distance metric of vectors descriptors.
The basic problem in relational motion features is the proper set of features
to distinguish between different kinds of poses. It is very difficult to prepare a
single set of features which is applicable to the recognition of every kind of pose.
Features are usually dedicated to specialized detections and because of their
relatively easy interpretation they are prepared by medical experts who know
the meaning of the given joint and bones dependencies. We can generate large
features vectors from generic features set proposed by [7], but because of the
difficulty in pointing significant features, this leads to long pose description and
redundant data.

The problem of recognition of a pose type is much more general than evalu-
ating similarity of two different poses. A single pose type can be represented by
different, not similar poses. It is so because different phases of each pose type,
for example jumping can be divided into starting, flying and landing phases.
Secondly it happens so because of different characters of the same pose type -
fast run and slow run generates other pose frames.

Each pose is represented by the location of tens of markers. Thus, a manual
discovery of dependencies in each pose and finding numerical boundaries of given
poses representation is almost impossible. Considering that we have decided to
use machine learning techniques which are able to explore data, find dependen-
cies and generalize knowledge. We have tested supervised learning with pose
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distance metric based on the tree like representation. We have also tested linear
and nonlinear dimensionality reduction methods to reduce pose description.

2 Pose Database

We have prepared poses data from Carnegie Mellon University Motion Capture
Database [2]. We have analyzed motion clips, selected pose frames of six different
pose types: climbing, jumping, running, sitting, standing and walking. Each pose
type contains a wide range of instances, taken from different movements and in
different move phases. Finally we have 59761 labeled pose frames. Example poses
are shown in Fig. 1.

Fig. 1. Randomly selected poses from prepared test database. The following rows rep-
resent: climbing, jumping, running, sitting, standing and walking pose types.

Each pose is identified by six root attributes pointing location and orientation
of global coordinate system and 56 relative attributes pointing twenty six body
parts in a tree like structure. The number of description values of a given body
part depends on its degrees of freedom.

In preprocessing step we have removed root attributes to avoid learning of
classifiers pose type by location and orientation of global coordinate system.
The data originates from tens of different motion clips and pose instances are
usually located in different places, which can make it easier for classifier to learn
by frame location instead of real pose state.

At the current stage we have not decided to add pose dynamics attributes
such as velocities and accelerations.

To reduce computational complexity of machine learning methods we have
prepared test set with only 2000 randomly selected pose frames.
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3 Classification

First we have tested supervised learning methods based on the raw data contain-
ing all 56 relative attributes. We have used cross validation for to split our test
set into the train and test parts and focused on the classifier efficiency, meaning
percentage of correctly classified poses of the test sets.

We have chose following classifiers:

– Naive Bayes [10] with normal and kernel based density estimator,
– kNN [10] with number of analyzed nearest neighbors ranging from 1 to 10,
– Random Forest [10] with various number of features,
– MultiLayer Perceptron [10] with various numbers of hidden layer neurons

and epochs plus several different learning rates.
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Fig. 2. Classification results

The efficiencies of all classifiers are over 95 percent and in best case of neural
network classifier it comes 100 percent. All results are presented in Fig. 2.

For Naive Bayes, which achieved worst efficiencies, there is significant differ-
ence for normal and kernel based density estimator. The advantage of kernel
based one probably means that the assumption of normal distribution of pose
attributes is not so accurate, but the other hand, almost 95 percent efficiency
does not deny normal distributions.

KNN classifier achieved very good results. There is opposite relation of num-
ber of the analyzed nearest neighbors and efficiency - the more neighbors the
worse results. It is probably so because of the nature of our dataset, which in a
few untypical feature space regions has weak representation of given pose type
frames. The nearest neighbor classifier is best fitted to the train dataset regard-
less of that representation. In spite of that, efficiency of 10NN classifier is still
acceptable and only a little bit worse than 1NN.

There is a slightly noticeable influence of number of features of random forest
classifier, but the differences are not remarkable and all results are satisfactory.
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Globally the best results are achieved with neural network classifier. The
results depend proportionally on the complexity of the network - the greater
complexity, the better results, but even five hidden layer neurons give excellent
efficiency over 99 percent. We think it is so because of the above mentioned
weak representation, which could be better approximated with more complicated
networks.

4 Dimensionality Reduction

We have applied dimensionality reduction methods to reduce pose descriptions.
On the basis of the reduced feature space, we have tested supervised learning
methods and compared the results with raw data.

We have used and compared linear Principal Components Analysis [10] and
nonlinear Kernel Principal Components Analysis [9] and tested nonlinearity of
the feature space.

We have chosen radial kernel function K(x, y)=e
‖x−y‖2

2σ2 [1], with different sig-
ma values and Eucalidean metric calculated on normalized and raw feature space.
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Fig. 3. PCA Variance Cover

Variance cover of PCA components shows that there is no short description
which stores most of dataset variance. Three components have only 26 percent
of global variance, and 90 percent receives just more than twenty componets.
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Fig. 4. Reduced feature space. Poses: blue-sitting, red-standing, green-jumping, yellow-
climbing, black-walking, cyan-running.



198 A. Świtoński et al.

Table 1. Example Confusion Matrices. 3D PCA feature space, Naive Bayes and Ran-
dom Forest classifiers

sit sta jum cli wal run
sitting 283 3 0 47 1 0

standing 1 97 5 2 130 0
jumping 18 17 232 8 55 3
climbing 30 15 60 212 3 13
walking 0 62 61 1 209 0
running 0 2 8 0 0 323

sit sta jum cli wal run
sitting 312 0 1 19 1 1

standing 0 296 11 3 23 1
jumping 1 18 267 14 31 2
climbing 24 13 31 261 2 2
walking 1 41 34 2 254 1
running 0 0 7 2 1 323

In the Fig. 4 we have visualized the first three components of PCA and Ker-
nel PCA in reduced 3D feature space and in Tab. 1 we have presented example
confusion matrices for this 3D PCA feature space achieved with Naive Bayes
and Random Forest classifiers. For Kernel PCA we have used kernel function
parameters for which we have obtained best classification results. We can no-
tice general pose classes boundaries, but there is no accurate simple distinction
between them. Especially poses standing and walking are mixed together. It hap-
pens so because in slow walking there are some phases which look very similar
to standing and three values are insufficient to distinguish them. In Kernel PCA
some climbing poses are placed far from the rest of instances. There are probably
poses with largely leaning forward, which produce large values of distance metric
to the rest of posed and has an impact on the kernel function values.
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Fig. 5. PCA and Kernel PCA classification results

Fig. 5 shows aggregated classification results obtained by classifiers for PCA
and Kernel PCA reduced feature space. We have chosen results for best pa-
rameters of each classifier and in the case of Kernel PCA best pair of sets of
parameters classifier and kernel function.

There is a similarity to raw feature space. The worst is Naive Bayes and
kernel density estimator is a bit better than normal. For kNN the best one
is 1NN, but the variations are not remarkable. The only difference is that the
multilayer perceptron is not better than others and does not need such complexed
structure to obtain optimal efficiency. Globally the best is 1NN, but Random
Forest and neural network are almost the same. Acceptable results with efficiency
over 90 percent need at least three dimensional features space, for 95 percent five
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dimensional is required, but excellent 99 percent needs only seven dimensional.
There are no remarkable deferences of PCA and Kernel PCA, except for one
dimensional feature space which promotes PCA. Kernel PCA is a little bit better
for Naive Bayes but a bit worse for kNN and Random Forest.

Kernel function has great impact on the classification. In most cases distance
metric calculated on the normalized feature space is promoted. There is no not-
iceable general dependency as regards sigma parameter, it differs in given cases.

We also built classifier based on the first components of the Kernel PCA
trained on the datasets with pose frames of only single pose type. Kernel function
depends on the similarity of its arguments, the more similar the greater the value.
Thus, sum of kernel function values calculated against the same pose type could
give greater value than against other pose type. We have decided to assign pose
to the class with maximum value of first Kernel PCA component trained on the
given class instances.
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Fig. 6. Kernel PCA classifier results for distance metric calculated on the raw and
normalized feature space

We have obtained over 97 percent of classifier efficiency for the best case.
Regardless of sigma values, the distance metric based on the normalized feature
space gives better results. The choice of analyzed Kernel PCA component is
disputable and there is possible area to improve the results.

5 Conclusion

We have evaluated supervised learning techniques for detection of pose type, based
only on the location of body markers. We have prepared test database of 2000 pose
frames and six different pose types. We have chosen four different classifiers and
tested them on wide range of parameters. The results are very promising, we have
obtained even 100 percent of classifier efficiency for the case of multilayer percp-
tron with complexed structure. However, it could be an overtrained network, ide-
ally fitted to the train dataset. Although train and test datasets are disjoint, they
come from the same database and have some kind of dependency. In fact there is
no possibility to prepare dataset with unique cover of possible class regions for the
data described with 56 attributes. A single pose type can be represented by a very
large number of different frames, and some attributes may have no significance,
like the position of the hands in the sitting pose.
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Dimensionality reduction techniques preserve global information of the pose
state. Three-dimensional feature space is sufficient to notice the inaccurate bound-
aries between pose types, but better results require more dimensions. For ten-
dimensional space the results are rated on the level of 99 percent, which is only
slightly worse than for the full 56 attributes. Dimensionality reduction generalizes
feature space ; thus, it diminishes focusing on the pose details and strict fitting to
train dataset. We think that results are more reliable.

Our experiments are only introductory stage to real applications, which is
more challenging task, because of the above mentioned train set representation
and more pose types.

Our final conclusion is that supervised machine learning techniques are able
to recognize pose types.
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Abstract. This work proposes an optical-flow based feature tracking
that is combined with region covariance matrix for dealing with tracking
of an object undergoing considerable occlusions. The object is tracked
using a set of key-points. The key-points are tracked via a computation-
ally inexpensive optical flow algorithm. If the occlusion of the feature is
detected the algorithm calculates the covariance matrix inside a region,
which is located at the feature’s position just before the occlusion. The
region covariance matrix is then used to detect the ending of the feature
occlusion. This is achieved via comparing the covariance matrix based
similarity measures in some window surrounding the occluded key-point.
The outliers that arise in the optical flow at the boundary of the objects
are excluded using RANSAC and affine transformation. Experimental
results that were obtained on freely available image sequences show the
feasibility of our approach to perform tracking of objects undergoing con-
siderable occlusions. The resulting algorithm can cope with occlusions of
faces as well as objects of similar colors and shapes.

1 Introduction

Tracking an object in a sequence of images is currently utilized in many computer
vision applications. The goal of visual tracking is to locate a region in each image
that matches an appearance of a target object. The algorithms for visual object
tracking can be divided broadly into two categories, namely: feature-based and
visual-model/template-based [1]. Feature-based methods track an object through
tracking a collection of local features such as corners [2]. The second group of
methods achieves the object tracking through matching a template or a model
to the input image [3].

In typical scenarios, interactions between moving objects result in partial or
significant occlusions, making the object tracking a highly challenging problem.
Various systems and methods have been proposed to handle object tracking in
complex crowded scenes with the occlusions arising in the object tracking [4]. Mul-
tiple cameras are often used to cope with occlusions [5]. In most conventionalmulti-
camera systems the targets are represented as a collection of blobs in 3D space,
which are tracked over time. This requires finding the corresponding blobs across
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multiple images as well as assigning 2D blobs to the 3D blobs. However, using a
multi-camera system in many applications may be impractical. Therefore, stereo
cameras are often used to perform object tracking in such circumstances [6]. How-
ever, conventional stereo cameras usually do not provide useful and reliable depth
estimates in occluded regions, particularly when they are texture-less.

The object tracking is often achieved using a single camera. However, one
fundamental limitation of using one camera in the tracking of objects is dealing
with object occlusions. In single-camera methods, occlusion can be identified
through prediction of the object location or on a per-pixel basis. Kalman filtering
or particle filtering [7] can be used to predict the positions of objects during
occlusions. Methods relying on per-pixel representation often use templates to
represent objects. The underlying main assumption behind template matching
is that the appearance of the template remains almost the same throughout the
entire image sequence. Hence, handling occlusions is not an easy task in such an
approach [3]. Babenko et. al [8] recently proposed an online multiple instance
learning algorithm to achieve robust object tracking under occlusion. However, to
achieve long-term object tracking, a persistent tracker must cope with occlusions
as well as must be able to reacquire the object in case of considerable occlusions.

Despite the above advances, in many situations the existing algorithms do not
have satisfactory tracking robustness, especially when there is a large amount
of occlusion between two or more objects. Therefore, a highly efficient occlusion
handling scheme, which could lead to a considerable improvement of the tracking
performance, even when there is a large amount of occlusion between two or
more objects is needed. Our approach to cope with considerable occlusions is to
construct a region covariance matrix in the surround of the feature just before
occlusion and then to employ such a descriptor to detect the ending of the
occlusion. The motivation behind such an approach is that the region covariance
matrix is a strong and robust indicator for point-to-point correspondence. It is a
powerful descriptor that encodes the variance of the channels, such as red, green,
blue, gradient, etc., their correlations with each other, and the spatial layout [9].
Moreover, variations in illumination as well as in pose or viewpoint do not affect
the covariance considerably. Through the use of such a robust region descriptor
a tracked feature can be detected and recognized again after loosing it.

The features are tracked using the optical flow. In optical flow-based feature
tracking the significant errors might occur on the occluding boundary. In [10]
it has been shown that features belonging to the same object have correlated
behavior, whereas features belonging to different objects show evidence of more
uncorrelated and independent behavior. Motivated by this observation we as-
sume that key-points in previous and current images are related by an affine
transformation, and we then try several combinations of 3 points in a RANSAC
framework to exclude outliers, i.e. features that do not move consistently with
the inliers. This helps us to detect the occlusion, and more importantly, the
features do not undergo undesirable shifting through the appearance changes at
the boundaries where occlusions take place.
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In Section 2 we present a feature-based object tracking and start with a dis-
cussion of feature detection and optical flow estimation. Thereafter we present
how the consistency of matches is handled in our approach. Then we outline
covariance matrix based region descriptor as well as present our algorithm. Sec-
tion 3 is devoted to demonstration of experimental results. We end the paper
with conclusions.

2 Feature-Based Object Tracking

2.1 Feature Detection and Optical Flow Estimation

Good detectors of features are very important for object tracking [2]. Several
feature detectors and descriptors have been proposed and evaluated in the lit-
erature [11][12]. Recent research [12] has demonstrated that the repeatability
of the key-point detectors deteriorates with change of the viewpoint. The work
mentioned above has also demonstrated that no key-point detector performs
well in case of considerable view changes. Taking this into account we utilize
the Harris corner detector [13] in our algorithm. Another rationale of our choice
is that the Harris corner detector has relatively low computational cost when
compared to the SIFT algorithm.

The inter-frame translations of the key-points are determined by the Lucas-
Kanade optical flow algorithm [14]. This method is still one of the best methods
for two-frame motion estimation. The advantage of the method is that the fea-
tures can be tracked with low computational cost and therefore it is utilized in
our algorithm.

2.2 Consistency of Matches

RANSAC (RANdom SAmple Consensus) is a robust method to estimate param-
eters of a mathematical model from a set of data contaminated by considerable
amounts of outliers [15]. The percentage of outliers which can be handled by
RANSAC can be larger than 50% of the entire data set. The RANSAC algo-
rithm consists of two steps, which are repeated in an iterative hypothesis-and-
test fashion. In the hypothesis step, minimal sample sets are randomly chosen
from the input dataset and then the model parameters are estimated using only
elements from such sets. In the second step, the RANSAC tests whose elements
of the entire dataset are consistent with a model, which is instantiated with the
parameters from the first step. The steps mentioned above are repeated a fixed
number of times. Each time, either a refined model is produced or the model is
declined because too few points are classified as inliers.

In our approach we employ RANSAC to find the largest set of matches con-
sistent with an affine transformation. The affine transformation is given by the
following equation: ⎡

⎣x′iy′i
1

⎤
⎦ =

⎡
⎣h1 h2 h3
h4 h5 h6
0 0 1

⎤
⎦
⎡
⎣xi

yi
1

⎤
⎦ (1)
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where [x′i y
′
i 1] is the matched feature location in the current image and [xi yi 1]

is the matched feature location in the previous image. A sum of square errors is
minimized to estimate the affine transform parameters h = [h1 h2 h3 h4 h5 h6]
according to the following equation:

min
h

∑
i

(h1xi + h2yi + h3 − x′i)2 + (h4xi + h5yi + h6 − y′i)2 (2)

The solution to the optimization problem (2) is given by the following equation:

h = A−1b (3)

where

A =
∑⎡
⎣ x2

i xiyi xi

xiyi y2i yi
xi yi 1

⎤
⎦ (4)

and
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′
i y

′
ixi y

′
iyi y

′
i]

T (5)

2.3 Covariance Matrix Based Region Descriptor

Recently, in [16] an elegant and simple solution to integrate multiple image fea-
tures has been proposed. It is based on the covariance matrix. Using a covariance
matrix (CM) as a region descriptor has many advantages, namely: 1) CM in-
dicates both spatial and statistical properties of the objects; 2) it provides an
elegant means to combine multiple modalities and features; 3) it is capable of
relating regions of different sizes.

Let I be an image of size W ×H . At each pixel location x = [x, y]T we can
extract d features such as intensity, gradient, color, etc. Using such a feature set
we can construct a W ×H × d feature image H. Given a rectangular window R
we can then compute the covariance matrix cR of the features according to the
following equation:

cR =
1

|R| − 1

∑
x∈R

(H−mR)(H−mR)T (6)

where mR = 1
|R|
∑

x∈R H(x) denotes the vector of means of corresponding fea-
tures for the pixels in region R, and |R| stands for the size of region R. The
diagonal entries in such a covariance matrix express the variance of each feature
and the off-diagonal entries indicate their mutual correlations. The covariance
matrix is a very informative region descriptor because it encodes information
about the variance of features, their correlations witch each other, and spatial
layout. It can be computed efficiently through the use of integral images in a way
that has been shown in [9]. To measure the dissimilarity between the covariance
matrixes c1 and c2 we employed the following distance [16]:

ρ(c1, c2) =

√√√√ |R|∑
i=1

ln2 λi(c1, c2) (7)
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where {λi(c1, c2)}i=1,...,|R| are the generalized eigenvalues of c1 and c2, which
are calculated on the basis λic1xi − c2xi, where xi �= 0 are the generalized
eigenvectors. Another possibility to measure the similarity between covariance
matrices is to use Log-Euclidean metrics [17].

2.4 The Algorithm

When a new frame is available, after detecting Harris corners, the optical flow
is estimated to determine the current location of key-points. At this stage we
calculate the quality of the features [2] in order to verify if they are still track-
able and have not drifted away from original targets. Through monitoring the
features’ quality we verify whether each feature is occluded or not. In case of an
occlusion we calculate the region covariance matrix at feature’s location before
the occlusion and afterwards we finally decide if the occlusion takes place. For
the non-occluded features we apply RANSAC with the affine model in order to
determine the outliers, i.e. features that move inconsistently according to the
best affine model. For such features we compute region covariance matrixes and
add the features to the set of occluded features. This way we suppress the motion
errors that arise at the boundary of the occlusions. In subsequent frames for each
occluded feature we execute a test if the occlusion is finished. Given the feature
location before the occlusion we perform greedy search in a window surrounding
such a location for the best similarity of region based covariance descriptors. If
the best distance between covariance matrixes is below the threshold we start
the tracking of the feature. In [18] the RANSAC algorithm is used to identify
consistent subsets of correspondences and obtain a better homography. Our work
differs from the mentioned work in that we focus on handling the occlusions of
the object undergoing tracking with the support of the RANSAC.

3 Experimental Results

We validated the algorithm by tracking a face, which undergoes considerable oc-
clusions�. Although almost the whole face was occluded our tracker successfully
tracks the face, see images in upper row of Fig. 1, as well as detects it after the
occlusion, see images in bottom row. As we can observe the algorithm is able
to reacquire the object despite similar colors as well as textures of both objects.
The above mentioned similarity of both objects leads to sporadic misdetections
of the feature’s occlusion as it can be seen in frame #7, where some features are
located at the occluding hand. Through the use of RANSAC built on an affine
motion model, such feature drifting is eliminated quickly as can be observed in
frame #9. In frame #13 we can notice that the algorithm reacquired most of
the features. The location of the features is consistent with their location before
occlusion, see frame #5. In the next frames of the discussed sequence we can per-
ceive the behavior of the algorithm after redetection of the features and during
� Thanks Dr. Birchfield for this sequence, obtained from
http://robotics.stanford.edu/~birch/headtracker

http://robotics.stanford.edu/~birch/headtracker
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the subsequent occlusion. As we can see at frame #26 the number of redetected
features is sufficient to continue the tracking of the face. The locations of the
redetected features are consistent with the location before the second occlusion,
see frame #13, as well as with initial feature locations, see frame #5.

Fig. 1. Object tracking during considerable occlusion. Frames #5, 7, 9, 13 (upper row),
#20, 21, 23, 26 (bottom row).

The experimental results shown in Fig. 2 demonstrate that the RANSAC
algorithm allows us to obtain far better tracking results. In particular, as ex-
perimental results show, without RANSAC some features undergo undesirable
shifts and in consequence the number of the reacquired features is somewhat
smaller, see frame #26. Even more, as we can see at the mentioned image, some
features can be located in the wrong objects.

Fig. 2. Key-point-based object tracking without RANSAC. Frames #7, 9, 23, 26.

Figure 3 demonstrates a scene in which a face undergoing tracking is tem-
porally occluded by another one. The occluded face moves slightly during the
occlusion and in consequence the number of the reacquired features is something
smaller. The extension of the algorithm about Procrustes analysis [19] to com-
pute the similarity transform (translation, rotation and scale) between two sets
of visible features and then to transform the occluded features is straightforward.
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Fig. 3. Tracking a face that undergoes occlusion by an another face. Frames #420,
422, 434, 449.

The algorithm has been implemented in Matlab. The above described exper-
iments were done on color images of size 128× 96. The recovery of the occluded
feature is done through the greedy search for the best similarity of the region
covariance matrixes and then comparing it with a threshold value. The searching
is realized in a window of size 5×5 centered on feature’s position just before the
occlusion. The region covariance is built in a windows of size 6× 6 using feature
location, R, G, B color values and first and second image derivatives.

4 Conclusions

To persistently track an object in long image sequences the algorithm must cope
with considerable occlusions. Since the existing algorithms can not perform well
under considerable occlusions, we propose an algorithm that employs region
covariance descriptors to reacquire the occluded features. We demonstrated ex-
perimentally that such a descriptor is very useful in recovering the features. The
RANSAC algorithm helps considerably in detecting the occlusions as well as
allows us to exclude outliers arising at the boundary between moving objects.
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Abstract. We present a multi-class solution based on minimalist Ad-
aBoost for identifying blemishes present in visual images of potatoes.
Using training examples we use Real AdaBoost to first reduce the fea-
ture set by selecting five features for each class, then train binary clas-
sifiers for each class, classifying each testing example according to the
binary classifier with the highest certainty. Against hand-drawn ground
truth data we achieve a pixel match of 83% accuracy in white potatoes
and 82% in red potatoes. For the task of identifying which blemishes
are present in each potato within typical industry defined criteria (10%
coverage) we achieve accuracy rates of 93% and 94%, respectively.

1 Introduction

In this paper we present a multi-class minimalist AdaBoost solution to identify-
ing blemish types in images of potatoes. Potatoes are an important part of the
food supply in much of the world and the biggest factor in their market price
is appearance. A typical human grader can make a quality classification for a
small baking potato every 0.45 seconds, thus there is a need to consider both
speed and accuracy in an automatic classifier. The system developed should be
trainable, so that it can work with different varieties of potatoes and variations
in seasons, lighting conditions, etc. A human expert is required to mark up areas
of blemishes by type in a set of training images. After training, the system should
be able to classify individual pixels by their blemish type, and hence grade whole
potatoes according to typical industry criteria, in this case 10% coverage.

1.1 Potato Blemishes

There are a number of diseases affecting potato tubers that, although superficial
and generally of little or no health consequence to humans, strongly and nega-
tively influence consumer choice. These conditions present a variety of differently
coloured, sized and textured symptoms on the skin surface. Such diverse visual
information provides us with a rich source of indicators that can be used for
training an automatic blemish detector.

These blemishes include black dot, a mostly speckled blemish with a soft
texture ranging from brown speckles to a silvery area with black speckles. Silver
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scurf is a fungal infection which manifests as a silvery area, often with a brown
perimeter and black speckles. Powdery scab and common scab both manifest
primarily as areas where the skin splits open along straight lines presenting an
often star-like shape. Other forms of blemish include physiological blemishes,
e.g. greening and sprouting. See Fig. 1 for examples of these blemish classes.

(a) A potato
blemished by
black dot.

(b) A potato
blemished by
silver scurf.

(c) Potato blem-
ished by powdery
scab.

Fig. 1. Examples of the potato blemish types used in our experiments

The identification of blemishes is important for a number of reasons. Super-
markets will usually be more tolerant of some blemishes than others, for instance
greening, of the bright “field green” variety, is more of an issue than silver scurf,
since the latter can be peeled off. Secondly, there is an interest in the possibility
of using such a system for epidemiology purposes, to determine which farms are
growing more potatoes with certain blemishes in order to coordinate efforts to
provide treatments such as fungicides to the regions most afflicted.

1.2 Related Work

In typical machine vision systems for quality analysis of food products, there are
several major steps: after pre-processing (e.g. to segment the object of interest
from the background), features are extracted that summarise important qualities
of the object, then a pattern recognition system is used to categorise the input
data. For example, [1] developed methods to distinguish between blemishes in
apples and healthy apples with visible stem or calyx. In [2], HSV-colour and
texture histograms are used to classify different types of fruit and vegetables.

In the area of machine vision for potatoes, [3] used Fourier harmonics to
describe the shapes of potatoes. Custom lighting equipment is used in [4] to
project light at a variety of different wavelengths to demonstrate the different
reflective properties of specific blemishes at each wavelength. [5] used the HSI
colour space to identify green potatoes as well as yellow and green apples. [6]
graded potatoes by size and shape. In [7] a system uses green levels to detect
green defects (greening and sprouting) in potatoes. In [8] mis-shapen potatoes
are detected by comparing the local rate of change in radius of a potato as well
as detecting sprouting by comparing the green colour channel with the intensity.

A major limitation of typical systems is that the set of features for pattern
recognition has to be designed by the system engineer to work with a specific
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configuration of produce, imaging system and operating conditions. Such sys-
tems typically do not generalise well to other configurations, where the required
features may well differ from those used to design the original system. In previ-
ous work, [9] we used a single class method using AdaBoost [10] to both select
good features for a particular pattern recognition task and then to select weak
classifiers based on the features chosen. In this paper we extend the approach to
identify the different types of blemish described in Section 1.1.

2 Materials and Methods

2.1 Image Acquisition

The experimental data for this system, consisting of images of potatoes, were
acquired using a colour camera (Sony DSLR-A350K) fixed above the tubers
which in turn were placed on a white board. The camera was set at a distance of
60cm from the camera objective to the base on which the subjects were placed,
with a focal length of 70mm and an aperture setting of F22. The resolution of
the images was 1536×1024 pixels. To reduce the effects of shadows and changing
light conditions the potatoes were placed inside a white cylinder with daylight
bulbs placed around the top.

2.2 Ground Truth

There were two sets of data collected for white and red potatoes respectively,
including potatoes affected by different blemishes. For our classifier we combined
greening and sprouting into one class as well as combining powdery and common
scab into a single class, since the latter pair are very difficult to tell apart [11].
We are left with five classes; black dot, silver scurf, scab, green and unblemished.
The white potato data set contains 102 images including 19 images containing a
single blemish type, 39 images with two distinct blemish types, 38 images with
three blemish types and 6 images containing more than three blemish types.
The most common blemishes were black dot and silver scurf, appearing in 69
and 53 images respectively, while the rarest were powdery scab, elephant hide
and growth cracks, with no more than 3 images of each. The red potato data set
contains 48 images including between 10 and 15 examples of each blemish class.

To train the classifiers and test their performance, the images need to be
marked up by hand to provide the “ground truth” information indicating the
correct class of each pixel. The mark up process begins with a semi-automatic
method for background removal, using the Magic Wand tool in Adobe Photoshop
to label the image region surrounding the potato. The potato area is then hand
labelled by an industry expert into regions corresponding to blemish types and
to non-blemish. It is not necessary to label all pixels in an image: some areas of
high uncertainty or ambiguity are left unmarked, and these pixels are ignored
during training of the classifier. Background pixels are also omitted from the
subsequent calculations. An example of training and ground truth images can
be seen in Figure 2.
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2.3 Feature Extraction

The first step of the procedure is to extract image features that should indicate
the type of blemish present in a potato image. The features include statistical
summaries of the whole potato and square regions of interest centred on each
pixel as well as the data of the pixel itself. The statistics used for each feature
type and region were the mean, variance, skew, maximum and minimum values
in the area. The proposed system uses the RGB colour space - the original
colour format of the camera output. The system software was implemented in
MATLAB.

The square regions used in our experiments were of size 33 × 33, 65 × 65,
97× 97, 129× 129 and 161× 161, giving 5 regions in total, as well as the pixel.

Our system uses seven colour channels; raw RGB, normalised RGB and the
grayscale intensity. From these channels we consider the following image
properties:

Colour and grayscale intensity: Intensity is especially of relevance for dark blem-
ishes, e.g. black scurf or skin spot, while the most obvious blemish to be detected
by other colour channels would be greening.

Edge gradient: An edge detector determines the rate of change of pixel values in
a given neighbourhood in a specific direction. Some blemishes tend to coincide
with high rates of change, such as powdery scab when the skin splits. The Sobel
edge detector was used in this case with a standard 3× 3 kernel size.

Edge length: An extension of the edge gradient feature, the edge length is de-
termined by using a thresholded Sobel edge detector. Pixels are first labelled as
edge or non-edge, then edge pixels are used to form connected components. Each
pixel within a component is then given a value equal to the number of pixels
which form that component. Non-edge pixels are given a value of zero. Larger
edge components tend to be found around scabs in particular.

Range: The range filter determines the maximum difference between pixel values
in a given neighbourhood indicating the roughness of the texture. Higher values
tend to correspond to rougher, potentially damaged areas of the image. The
range filter was run on the same seven channels with a 5× 5 neighbourhood.

In summary there are 7 colour channels× 4 feature types× 5 statistics making
140 features for each region and 7× 4 = 28 features for the pixel itself. All these
features are used as the candidate feature set. Since there are 5 different regions,
this gives 140× 5 = 700 features which, with additional 28 features for the pixel
itself, gives us Fc = 728 candidate features in total. These features were used as
the training input to our classifier.

2.4 AdaBoost

The AdaBoost algorithm [10] is used to build a classifier, which combines results
from so-called “weak” classifiers (each a decision stump using one of the candi-
date features) into one “strong” classifier that performs better than any of the
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weak classifiers alone. The high performance of the final strong classifier is due
to the emphasis put on the training examples which are most difficult to clas-
sify during the learning process. This method is called boosting. During training
AdaBoost makes a number of passes, called rounds or iterations, through the
training data. Each time it finds the next best feature to improve the number of
correctly classified examples, prioritising those examples which were misclassi-
fied previously. In each pass one feature is selected and assigned a weight and a
threshold to create a new weak classifier. The weak classifiers are then combined
into a strong classifier wherein each weak classifier has a weighted vote in the
classification of a given example.

Real AdaBoost [12] is a generalisation of this algorithm that provides a lower
error rate by allowing weak classifiers to vote by their individual degree of cer-
tainty instead of simply voting “yes” or “no”. It is the version used in our exper-
iments, hereafter referred to simply as AdaBoost. Using MATLAB we have used
the Real AdaBoost implementation within the GML AdaBoost Toolbox [13] for
these experiments.

Minimalist AdaBoost [9] is a method of limiting the number of unique features
used by Real AdaBoost while still allowing free selection of a larger number of
weak classifiers from the whole set of candidate features. This is achieved by
training on the full set of features until AdaBoost has selected weak classifiers
using a chosen number of unique features, then continuing using only those
selected features up to the chosen maximum number of weak classifiers. This
can improve the speed of a system which has to extract features in real time, in
tasks such as produce quality control.

To extend Minimalist AdaBoost to multi-class recognition problems, it was
trained for each class with 10,000 positive examples and 10,000 negative exam-
ples, the negative examples being split equally between all other classes. First
the classifier was used to select features for each class, then each binary classifier
was trained on all selected features, allowing 40 weak classifiers. When classi-
fying test data, the five different binary classifiers were used and their output
certainties compared. The pixel was then classified according to the classifier
which returned the highest certainty of a positive result for its class, or the
lowest certainty of a negative result (a winner-takes-all approach).

3 Results and Discussion

3.1 Training and Testing

To begin, the images were split into training and testing sets. These were selected
to ensure that a representative number of examples of every blemish was present
in both sets and also that those potatoes which had been photographed twice,
front and back, did not appear in both sets. From this data, 10,000 examples of
each of the 5 classes were extracted, spread out within all training images.

Using minimalist AdaBoost with a winner-takes-all approach, each example
(an individual pixel in an image) was classified with the binary classifiers and
assigned to the class with the highest certainty.
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3.2 Selected Features

In many cases the top features selected for each class had an intuitive explanation
for why they were chosen.

In white potatoes, the top feature selected for scabs was the variance of the
grayscale intensity range filter over the smallest area, representing how much the
texture changes in the immediate vicinity of this blemish. The other four were all
related to edge detectors. The top feature selected for green blemishes was the
minimum value of the green colour channel in the 65x65 region. Two interesting
parallels occur between silver scurf and black dot; the presence of the maximum
red for the smallest area and the presence of the variance of a normalised colour
followed immediately by the maximum value of the same, non-normalised colour,
which may be representative of their similarity as blemishes. For the good potato
class, the top five selected features all relate to either the red or normalised red
colour channels.

In red potatoes, the top feature selected for scabs is the maximum level of the
red channel over the smallest area, possibly because there is more of a colour
difference between scab and red skin than white, although three of the next four
features are edge related. Green begins with two features relating to the intensity
channel, which may be because field greening of red potatoes is closer to black
than green. Features selected for black dot have some correlation with those on
white potatoes, notable the first feature relates to the blue channel in the largest
region, compared to the normalised blue channel in the largest region for white
potatoes. Also the maximum red value in the smallest region is used again. For
silver scurf the variance and skew of the edge detector for the normalised blue co-
lour channel over the largest region are selected as well as two features for the gre-
en colour channel. For good potato skin, the most obvious difference from white
potatoes is that only one of the five selected features relates to the red channel.
Edge length is selected twice, once for green and once for normalised green.

3.3 Classification Performance

Table 1 shows a comparison between the classifier output and ground truth
data. The main disagreements are fairly consistent. In white potatoes the biggest
confusion is between silver scurf and black dot, which are known to look very
similar at times, even confusing human experts. Figure 2 shows a very good
example of the other common disagreement between the classifier and ground
truth, which is the exact extent of a speckled blemish, in this case black dot.

It is likely that potential users of this system will be more interested in the
performance of this classifier on a potato-wise rather than pixel-wise basis, since
they will either be grading whole potatoes or monitoring, for instance, the num-
ber of potatoes afflicted by specific blemishes in certain fields, with reference
either to location or to experiments such as pesticide trials. Potato-wise perfor-
mance is shown in Table 2, with each class being given a positive result if it
is detected in more than 10% of the pixel-wise results for that image, so 10%
scab coverage was either wrongly detected or missed in a total of 5 potatoes.
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Table 1. Pixel-wise confusion matrices, showing the ground truth classes in rows and
the classifier output classes in columns. (Bd = black dot, Ss = silver scurf, Sc = scab,
Gr = green, un = unblemished).

(a) White potatoes

Bd Ss Sc Gr Un
Bd 80% 9% 1% 0% 9%
Ss 8% 82% 5% 0% 4%
Sc 4% 7% 87% 0% 2%
Gr 1% 0% 0% 96% 3%
Un 9% 3% 1% 2% 85%

(b) Red potatoes

Bd Ss Sc Gr Un
Bd 63% 5% 2% 5% 25%
Ss 6% 72% 3% 3% 17%
Sc 1% 1% 97% 1% 2%
Gr 1% 2% 1% 92% 4%
Un 8% 5% 3% 1% 83%

(a) Original potato (b) Ground truth
done by hand

(c) Classifier output

Fig. 2. A potato classified by the system, showing the similarity between classifier
output and ground truth, with differences in the exact boundaries of blemished areas.
Red = black dot, green = green, white = unblemished, grey+black = untested

Table 2. Potato-wise accuracy for detecting significant (10%) coverage per class

White Potatoes Red Potatoes
Black dot 90% 92%
Silver Scurf 88% 90%
Scab 95% 100%
Green 98% 96%
Unblemished 95% 96%
Overall 93% 95%
Blemish 93% 94%

The exact coverage that is considered as a major blemish varies by customer,
typically in the range of 1% - 10% of surface area. Using 10% as our threshold
for individual images we achieved a potato-wise classification accuracy of 93%
and 94% for white and red potatoes, respectively.

4 Conclusions and Further Work

We have presented a trainable classifier using a multi-class adaptation of mini-
malist AdaBoost which detects blemishes in potatoes with 93-94% accuracy.
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The biggest concern we identified was the disagreement as to the exact lo-
cations of blemishes between the hand-drawn ground truth and the pixel-wise
classification. Some of these disagreements are due to the inaccuracy of hand-
drawing as a means of ground truthing. It is possible that this could be improved
with an assisted ground truthing method which might include some automatic
classification during the markup process.

So far the presented method does not consider the 3d shape of potatoes,
whereby a blemish seems smaller toward the edge of a potato since it is at
a steeper angle to the camera. This challenge could be approached in several
ways, either by increasing the weight given to blemishes near the potato’s edge,
using a mathematical model or a 3d sensor to decide the weighting, or by taking
a number of images and averaging the detected blemish areas.
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Abstract. Presentation, in a form of a sketched graphical diagram, is
often used as a training approach of various didactic levels. However, the
trainee examination using the hand-sketch diagrams is still not a common
practice, due to the evaluation complexity; both for a teacher and for an
automatic recognition system. The elaborated interface, supported by
the low-level recognition algorithm, simplifies the evaluation procedures.
The solution removes both interpretation uncertainty factor and simple
errors from the sketch, using the user interaction interface. The users
interaction is based on online pattern recognition of strokes in a colour
context. Their representation is returned to the user and stored as a
graph structure. Additionally, the interface tracks the sketch creation
process for more precise final evaluation. The interface can support many
fields as various as business, computer science, mathematics, engineering,
music and so on; where a set of graphical symbols are lines and curves
composition.

1 Introduction

Sketching is a natural way of expressing oneself. It is a simple and fast approach
to convey information as a theoretical idea or exact engineer specification. There
are many fields, for example UML diagrams design, where sketches are usually
made on paper and then transferred to the computer [1]. The transfer is time
consuming and can generate additional interpretation errors.

Similar condition can be noticed in the e-learning field. Works sent by students
are usually final version of the sketch (not always the best one). Teacher or an
automatic sketch recognition system can easily find an error, but not its source.
Gathered data usually lack of the creation history, which could be helpful to eval-
uate the sketch more adequately. Moreover, the open source learning platforms
(e.g. Moodle) lack the functional tool for sketch acquisition and pre-processing.

The article proposes a sketch acquisition tool for open source e-learning plat-
forms. The tool is based on Flash environment, due to its multiplatform charac-
ter, simplicity and popularity among users.

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 217–224, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Model Definition

One of the most difficult issue in creating the sketch acquisition tool and recog-
nition system is to find a balance between recognition effectiveness and drawing
freedom. On the one hand if tool restricts drawing to the pre-defined symbols
set, the evaluation is simplified at the cost of educational value. On the other
hand, if the tool requires learning the specific sketching manner, the user will
have to focus on the tool instead of a given task.

The tool offers continuous feedback from the low level recognition system,
preparing data for the teacher or high level recognizer in the same time. The
tool is giving the user full sketching freedom, presenting in real-time drawing of
recognised shapes as a sketch shadow. The user is aware of the pre-evaluation
result and can perform corrections if needed.

The proposed solution (fig. 1) concerns: registering sketch creation process as
a sequence of pixels, converting the sequence to an elemental stroke graph with
a features description, performing pre-recognition process to catch up the simple
drawing error and preparing sketch description for export.

Fig. 1. Real-time based sketching tool mechanism

2.1 Block1 - Online Features Gathering

Sketched data are stored in enhanced graph, defined as a triple:

G = (V,E,C) (1)

where:
V – set of vertices representing pixels in the sketch,
E – set of the edges representing the smallest traceable elemental strokes

(e-stroke),
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C – features set describing e-strokes.
Each defined pixel (v) of V set is described by both X and Y coordinates, fulfilling
following equation:

∀vi ∈ Vvi = (xi, yi), xi, yi ∈ N ∧ xi ≤ xmax ∧ yi ≤ ymax, (2)

where:
xmax, ymax – width / height of the sketched area in pixels.
E-strokes are the basic units processed by the algorithm. Each e-stroke is

described as a pair:
∀ek ∈ Eek = (vi, vj)∃!vi, vj ∈ V (3)

Proposed tool tracks every new pixel. Algorithm creates next e-stroke, if Eu-
clidean distance between first unclassified pixel and the currently drawn pixel
exceeds smin parameter. Elemental stroke is created within a stroke based on
sketched pixels. Each e-stroke is characterised by an equal length. If unclassified
pixels mutual distances do not exceed a smin threshold within a stroke, they are
not classified.

The stroke ends if a user releases the mouse button and Euclidean distance
between last pixel and a new one exceeds smin. Parameter smin reduces the data
size at the expense of e-stroke approximation accuracy. The best results were
achieved for smin value between 6 and 10. This simplification greatly speeds up
extraction and description process presented below.

To create on-line immediate pre-classification tool the number of features
should be limited. Concerning works [1], [3] and [10] and features of a commonly
used language for high level sketch recognition [2] [6], the following set of features
were proposed:

C = {ccol, α, α
d, CC,EC} (4)

There are colour (ccol), angle (α), relative angle (αcol), curvature classification
(CC: line, clockwise arc, anti-clockwise arc) and curvature characteristic (EC:
characteristic e-stroke and CC feature defining possible begin/end of a stroke)
features describing e-stroke. The colour (ccol) feature differs the sketch function-
ality in proposed tool. For example a text, fills or a background can be separated
within sketch itself by colours.

Next feature considers application of Rubine’s absolute angle between e-stroke
and X-axis. Feature is evaluated using the arctangent function for each e-stroke.

Newly proposed feature introduced in this paper is the relative angle of an
e-stroke αd(ek). This feature is invulnerable to the rotation and can easily be
used in robust pre-classification algorithm for simple devices. The relative an-
gle evaluation algorithm is based on considered e-stroke ek and preceding e-
stroke el. Preceding e-stroke are selected from stroke sequence (if parameter
scon=false), or as the closest e-stroke in drawing sketch, which Euclidean distance
between end point of candidate el and beginning of a surveyed ek is smaller than
smin parameter. If no candidate can be found the empty el edge is sent to the
algorithm.
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Fig. 2. Relative angle evaluation algorithm

The αd(ek) value is generated using algorithm presented on fig. 2. Additionally
the initial values of feature EC are defined.

2.2 Block2 –Pre-evaluation and Beautification Algorithm

The recognition procedure is performed in two stages. The relative angles are
quantified initially to the classes of CC feature. Based on the CC feature the
final pre-classification of strokes is performed.

Many measures, used by other authors ([4] [9]), could not be applicable, due
to the insufficient information where a stroke either begins or ends (immediate
recognition). Therefore the pre-classification uses n-size sequence of e-strokes
treated as left, right and centre background of considered e(k−1/2n+1)=ew e-
stroke (central one). The background for classification is built based on a weights
matrices (mk1 and mk2):

mki = [imp,o]1 ≤ o ≤ 3, 1 ≤ p ≤ n, 1 ≤ i ≤ 2 (5)

CC feature evaluation is delayed by 1/2n to the current e-stroke (ek). Using
matrices and last n e-strokes relative angles ( En

k ) three parameters and its
weights for each matrix are evaluated:

En
k = [αd(ek−n+1), αd(ek−n+2), ..., αd(ew), ..., αd(ek−1), αd(ek)]k (6)

P i = [kpi
1,

k pi
2,

k pi
3] = En

k .(mki)T (7)
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where: . – matrix multiplication, T – transpose operation.

kPW i = [kpwi
1,

k pwi
2,

k pwi
3],

k pwi
j =

n∑
p=1

imp,o, 1 ≤ o ≤ 3 (8)

Parameters kpi
1 and kpi

3 are respectively left-side and right-side background for
a given e-stroke. Parameter kpi

2 value, which represents the e-stroke itself (ew),
allows removing small errors and noise created while dividing stroke into smaller
parts. Themki weights are selected based on both the effectiveness analysis and a
guidelines stated in [7] [8] [9]. Weights matrix are used for curvature classification
(mk1) as well as for new strokes starts/ends finding (mk2). The matrices values
are shown in fig. 3. The mk1 asymmetry decreases noise factor, while evaluating
CC feature value in proximity to detected characteristic point. The mk2 usually
holds a gap between considered e-stroke and its left / right neighbourhood. A
survey shows [9] that edges near characteristic points contain the biggest noise
value. In case of mk2 matrix, the considered edge is dominant one. Only strong
neighbourhood values can influence change to the classification.

Both CC and EC feature evaluation algorithms are tuned using two parame-
ters: er1, defining maximal curvature of straight line, and er2, defining sensitivity
of characteristic point extraction.

Fig. 3. Matrices of weight - graphical representation

If EC(ew) feature value is not 1 (beginning of a stroke), the standard curva-
ture type is evaluated. The CC feature classification algorithm of a curvature is
described by a following equation:

trends =
3∑

i=l

kp1i
kpw1

i

, where : l =
{

1 : ∀eu, u ∈ (k − n+ 1...w)EC(eu) = 0
2 : ∃eu, u ∈ (k − n+ 1...w)EC(eu) > 0 (9)

CC(ew) =

⎧⎨
⎩

2 : trends ≤ −er1
3 : trends ≥ er1
4 : |trends| < er1

(10)
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The prediction of curvature of e-strokes, between ew+1 and ek, is evaluated using
both equation (10) and kp13/

kpw1
3 as trends parameter.

Parameters kP 2 and kPW 2 are used for classification of EC feature value. The
EC feature is evaluated based on CC values, therefore the EC feature evaluation,
in the same loop, is delayed by 1 (ew−1). Characteristic points are represented
by a positive values of EC feature and they are defined by the following tests,
together with its wages, presented in table 1. If more than one test is positive,
the class with the highest weight is chosen (1-the highest weight). At this stage,
EC feature can obtain value between 0 and 8 representing characteristic points
types.

In case of strong curve deviation, one characteristic point can be registered
in more than one e-stroke. To focus it in one e-stroke the following deviation
parameter is measured:

dev(ew) =
∣∣∣∣ kp22
kpw2

2
−

kp21
kpw2

1

∣∣∣∣+
∣∣∣∣ kp22
kpw2

2
−

kp23
kpw2

3

∣∣∣∣ (11)

If a characteristic point of the same curvature weight (defined in table 1) was de-
tected in both ew and preceding {ew−1, ew−2, . . . , ew−n/2+1}, the characteristic
point with smaller deviation value (dev ) is changed to a regular stroke.

The beautification algorithms can be turn on/off depending on the device
performance and available memory. To draw arc as a feedback the Bezier curves
were used. For arcs being part of circle (total curvature exceed π/2), the algo-
rithm from [9] were used. Lines are drawn using the linear approximation.

2.3 Block3 –XML Data Generation Format

To export sketch in a format accepted by higher level recognition systems e.g.
[2] or [6] all description features were implemented: line, arc, parallel, length,
connected, meets as well as orientation feature. Elemental shapes are separated
from each other by characteristic points defined in table 1. The description based
on the multiple language differs, however using XSLT templates it can be easily
converted.

3 Experiments and Summary

The presented tool is designed for devices supporting the browser technology
with Flash Player 8 plug-in or higher. The application is parameterised by the
manifest, stored in the current directory on the server. User can change default
values as e-stroke size (smin) and basic tuning parameters (er1 and er2) using
a graphical tutor. Manifest consists up to 20 colour definition along with its
function in the sketch as well as the task description. The manifest also contains
the address of a server to receive data along with the user identification number.
Data is send and stored as a XML file. The file is accessed by a teacher using
the same tool. Added changes can be returned to the user as a feedback.
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Table 1. Characteristic points test

Test (true/false) Comment / wt.

curv =

∑k−n
u=k

up2
2

upw2
2

n
average curvature
of preceding
e-strokes / -

ermax = er2 ∗ curv characteristic
point threshold / -

tmp :

∣∣∣∣∣∣
k−1p2

2
k−1pw2

2
curv

∣∣∣∣∣∣ < 1
er2

∨
∣∣∣∣∣∣

k−1p2
2

k−1pw2
2

curv

∣∣∣∣∣∣ > er2 - / -

t1 : CC(ew−1) = 2 ∧ CC(ew−2) = 3 ∧ k−1p2
1

k−1pw2
1

> 0 ∧ k−1p2
3

k−1pw2
3

< 0 curvature change
from anti-clockwise
to clockwise / 2

t2 : CC(ew−1) = 3 ∧ CC(ew−2) = 2 ∧ k−1p2
1

k−1pw2
1

< 0 ∧ k−1p2
3

k−1pw2
3

> 0 curvature change
from clockwise to
anti-clockwise / 3

t3 :
tmp ∧ CC(ew−1) = 4 ∧ (CC(ew−2) = 2 ∨ CC(ew−2) = 3)∧

∧
∣∣∣ k−1p2

3
k−1pw2

3

∣∣∣ ∗ er2 <
∣∣∣ k−1p2

1
k−1pw2

1

∣∣∣ curvature change
from curve to
a line. / 2

t4 :
tmp ∧ (CC(ew−1) = 2 ∨ CC(ew−1) = 3) ∧ CC(ew−2) = 4∧

∧
∣∣∣ k−1p2

1
k−1pw2

1

∣∣∣ ∗ er2 <
∣∣∣ k−1p2

3
k−1pw2

3

∣∣∣ curvature change
from line to
a curve. / 2

t5 :
CC(ew−2) = 2 ∧ (CC(ew−1) = 2 ∨ CC(ew) = 2)∧

∧ k−1p2
3

k−1pw2
3

< −ermax
strong deviation
in a clockwise
curve / 2

t6 :
CC(ew−2) = 3 ∧ (CC(ew−1) = 3 ∨ CC(ew) = 3)∧

∧ k−1p2
3

k−1pw2
3

> ermax
strong deviation
in a anti-clockwise
curve /2

t7 : tmp ∧
∣∣∣ k−1p2

2
k−1pw2

2

∣∣∣ > ermax very strong
deviation / 1

The XML data can be also automatically processed by high level recognition
algorithms, e.g. LADDER[6]. Performed experiments considered the circuit cre-
ation, text matching and tunes description. The 86% recognition accuracy, for
200 basic shape samples, was achieved for er1=0.04 and er2=2.5 parameters.
Generated information was sufficient for high-level automatic recognitions with
96% average detection rate. A lower detection rate in comparison to the other
solutions [3] [4] [5] [6] is a cost of the single and multi-stroke recognition as well
as the multiple shapes recognition within one stroke. The adaptation of the solu-
tion to one type of sketch would improve the efficiency significantly. Next step is
to create the high level recognition tool, which could benefit from all EC classes
types defined in described tool.
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Described tool is a open source project and we encourage the researchers to
use and contribute to its development. Tool is available at http://www.science-
tech.pl/e-tools.
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Abstract. This paper presents a method to simulate hydraulic erosion
and sedimentation on a terrain represented by a triangular mesh in real-
time. Our method achieves interactive performances by dynamically dis-
placing vertices using CUDA following physically-inspired principles; the
mesh is generated in a preprocessing step to avoid degenerated cases in
highly deformed areas.

1 Introduction

Fluvial processes study how landforms are created by rivers and streams through
erosion, sediment transport and deposit over time. In this paper we’re interested
in reproducing the hydraulic erosion process due to water, neglecting chemical
dissolution and other marginal processes. Our goal is to automatically obtain vi-
sually realistic terrains eroded by water flows, for example by deepening a valley
due to stream erosion. Since hydraulic erosion is mainly due to maximal flood
levels rather than normal activity [1], dynamic control of the rate of flow is de-
sirable. The main contribution of our approach is its ability to produce plausible
results at an interactive framerate even for very large scenes, by implementing
our method within the CUDA framework [2]. As a consequence, some choices are
inherent to this implementation, such as using a particle system to represent the
water flow, which performs well with highly parallelized architectures, although
real-time fluid simulations may rely on other discretization models. A snapshot
of our application is shown on Fig. 3.

Another consequence is that some processes may be neglected or simplified in
order to maintain interactive rates, if their visual contribution does not appear
significant in the final result. As stated earlier, chemical dissolution for instance
does not have a significant impact on the visually perceptible details due to
hydraulic erosion [1]. Other processes such as sediments acting erosively on the
surface would be too computationally expensive for any existing method if we
were to represent each rolling and sliding grain in the flow.

This paper is organized as follows. We first describe recent works in the litera-
ture addressing the problem of hydraulic erosion in section 2. Section 3 describes
our hydraulic erosion model and its implementation with CUDA; an adaptive
heightfield generation method is also presented to reduce the amount of triangles
in a preprocessing step. Finally, results obtained with our application are shown
in section 4.
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2 Previous Work

Recent works focus on terrain modifications by hydraulic processes, by explicitly
representing fluid motion and interactions between the fluid and the initial ter-
rain model. Representations based on voxels [3,4] divide the terrain into a set of
small 3D cubes. Each voxel stores some information about the amount of mate-
rial it contains, its geological resistance to hydraulic erosion, etc. In [5], visually
plausible concave surfaces are created through erosion using discrete surface cur-
vature obtained from the voxel grid. Navier-Stokes equations can be solved by
different numerical methods. A semi-Lagrangian method is used in [6] to run on
simple scenes in real-time. The capacity C for a particle to transport sediment
depends on its velocity: if C is above a predefined threshold, it can erode the
terrain by sweeping sediment away, otherwise it may deposit sediment. Other
recent approaches take into account the local slope of the terrain and evapo-
ration [7], or different types of material [8]. Smoothed Particle Hydrodynamics
(SPH) are used in [9] to represent fluid motion, with the terrain modelled as a
triangulated heightfield. Interactions between the fluid and the terrain are com-
puted through the use of static particles sampling the triangulated mesh, which
exchange data with SPH particles: erosion is achieved by transferring material
from static particles to SPH particles, whereas sediment deposition is the in-
verse process, and terrain modifications are then obtained by vertical extrusion
of the corresponding triangles. Simulations conducted with this approach run in
interactive time with up to 25K particles thanks to a GPU implementation.

However, even if results obtained with these methods are visually spectac-
ular, their high computation and memory costs make them either prohibitive
for real-time applications or limited to simple scenes. Therefore our goal is to
get the same quality with more approximations. A good example is the fluid
discretization model: SPH is a well-known method for accurately simulating
small-scale details, but other particle-based fluid models may provide better re-
sults to enforce incompressibility [10]. By relying on a similar philosophy, we
aim at approximating erosion and fluid-terrain exchanges in order to generate a
visually realistic but not necessarily precise simulation.

3 Hydraulic Erosion Model

We use a particle-based fluid model, relying on the n-body gravitational simu-
lation provided within CUDA where particle-particle interactions are computed
with a DEM method [2]. We also choose to represent the terrain as a non-regular
triangular mesh; triangles are obviously the best choice for real-time simulations,
but implies some kind of level-of-details process to avoid degenerated triangles
in strongly eroded areas, as presented in section 3.3. The main loop of our sim-
ulation method can be summarized as:

1. Update fluid particles positions
2. Calculate collisions and accumulate erosion on triangles
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3. Calculate sediment deposition from fluid particles and accumulate sedimen-
tation on triangles

4. Update vertices’ positions and remove unnecessary particles

We describe in the following how to compute collisions and update vertices based
on erosion and sedimentation processes.

3.1 Particle/Triangle Collision

In order to obtain a realistic fluid flow, we need to detect and handle colli-
sions between particles and triangles. Our method inspired by [11] computes
segment/triangle intersections. In our case this segment is given by the succes-
sive positions of a fluid particle pt and pt+1, and we keep the closest triangle to
pt. Velocity v is decomposed in vt and vn, its tangential and normal velocity
relative to the normal vector n respectively; after collision, normal velocity v′

n

is reduced to simulate damping and force particles to slip over the surface as
shown on Fig. 1a. When colliding with the triangle, the particle erodes it by a
certain amount C (as in [7]):

C = Kc · sinα · |v| (1)

where Kc is the erosion rate and α is the triangle’s tilt angle, meaning that
horizontal areas are less eroded. To apply erosion we then need to displace its
vertices downwards: if vertices are uniformly displaced by the same amount C/3,
the slope of the triangle is preserved but unrealistic results may appear (see Fig.
1b). We choose to apply a larger weight to the highest vertex, which produces
more gentle slopes as shown on Fig. 1c. The final displacement applied to a vertex
is the sum of displacements computed from each triangle to which it belongs.

n
v′n

v
α

(a) (b) (c) (d)

Fig. 1. (a) Collision handling between a particle and a segment in 2D (b) Uniform
vertical displacement of endpoints (c) Weighted displacement depending on endpoints’
height values (d) 2D representation of the local volume eroded from one vertex (in gray)
and transferred to the nearest fluid particle

3.2 Erosion and Sedimentation

Displacements due to hydraulic erosion are applied to update vertices positions
as described above, which in turn generate sediments that will be transported by
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the flow. Actually displacements are not taken into account at each simulation
step, instead we choose to accumulate displacements during n frames before
applying erosion every n steps only. This implies that triangle-particle collisions
are not as accurate as possible, however re-hashing the entire mesh at each step
would be too expensive even on GPU. Another problem when applying erosion
at each step would be that only small-sized sediment particles are generated,
although sediments are usually composed of mineral rocks or sands of various
sizes, depending on the composition of the river bed [1]. Parameter n, as well as
all the other parameters of our model, can be modified during the simulation.

We derive the size of a sediment eroded from the bed at a given vertex from
the approximated volume of the cone that is “lost” due to erosion as shown on
Fig. 1d. This spherical sediment of size s is then transported by the flow, and will
eventually be deposited back to the bed. Implementing this transport/deposition
process is complicated, since it depends on many parameters, including sediment
size and shape, mineral composition and flow velocity. The well-known Hjulström
curve for example [1] rules that, for the same flow velocity, small-sized grains are
transported for a longer period of time. Because computing exact flow velocity
is a time-consuming task, we simplify the problem by considering the expected
transport time ε of a sediment:

ε = �εM (1− sx

sxM
)� (2)

where εM and sM represent the maximal transport time and the maximal size
of a sediment particle respectively, and x = 1/sM .

Newly created sediment grains are advected with the flow by attaching them
to the nearest fluid particle. At each subsequent step of the simulation their
transport time ε is decremented: when it reaches zero the sediment falls from its
fluid particle down to the river bed. Eq. 2 ensures that near-zero size sediments
will be transported during εM steps before being deposited, whereas large sedi-
ments of size sM will only have one step in a flow with the same velocity. If the
fluid particle slows down, the sediment will be transported on a shorter distance,
which is consistent with Hjulström’s rule.

Sedimentation means transferring the volume of the sediment to the nearest
triangle below its attached fluid particle. As with erosion, this volume is dis-
tributed among the three vertices but those are displaced upwards such that the
gained volume is equivalent, using different weights (a similar rule can be found
in [9]). Fig. 3 shows the application of our algorithms with eroded or sedimented
triangles colored in purple. The iterative nature of our model is visible on Fig. 4.

3.3 Implementation with CUDA and Adaptive Heightfield
Generation

Our implementation runs entirely on GPU and can generate particles through
emitters or deactivate particles if they evaporate or flow out of the simulation.
Particles are stored in a hashing grid to accelerate neighborhood queries. An
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auxiliary hashing grid storing triangles is used for efficient particle-triangle colli-
sion detection [12], and is updated every n steps when erosion or sedimentation
is applied (ie when vertices are displaced).

The goal with GPU programming is to reduce concurrent access to read or
write data. If we consider that a particle may erode or sediment only one tri-
angle at each step, our main problem is to efficiently compute which particles
contribute to the displacement applied to each vertex. We give details about
this computation below, vertices and particles displacements described in sec-
tions 3.1 and 3.2 being easier to implement. To handle particle-triangle inter-
actions, we extend the work presented in [13] based on four successive steps
implemented through atomic operations to ensure maximal performances; Ta-
ble 1 describes an example where particles respectively indexed 0 and 2 collide
with triangles defined by vertices (4, 6, 8) and (2, 6, 8). Collisions are stored in
two arrays indexParticle and indexVertex (step a), then these arrays are sorted
regarding indexVertex (step b). Two arrays cellStart and cellEnd are filled us-
ing the first and last index of each vertex stored in indexVertex (step c); for
example, vertex 6 starts at index 2 and stops at index 4 in indexVertex. Finally
particles which contribute to displace each vertex v are obtained by consider-
ing the sorted array indexParticle from cellStart[v] to cellEnd[v]-1 (step d); for
vertex 6 these are particles 0 and 2, stored in indexParticle at indices 2 and 3.

Table 1. Finding particles that contribute to the displacement applied to each vertex

0 1 2 3 4 5 6 7 8 ...
indexParticle 0 0 0 1 1 1 2 2 2 ...
indexVertex 4 6 8 2 6 8 ...

0 1 2 3 4 5 6 7 8 ...
indexVertex 2 4 6 6 8 8 ...
indexParticle 2 0 0 2 0 2 ...

(a) (b)

0 1 2 3 4 5 6 7 8 ...
cellStart 0 1 2 4 ...
cellEnd 1 2 4 6 ...

vertex 0 1 2 3 4 5 6 7 8 ...
particles 2 0 0,2 0,2 ...

(c) (d)

To get realistic results, we need to refine triangles in strongly eroded areas
to avoid visually perceptible artifacts due to initial mesh resolution. This well-
known problem [14] implies recursive subdivisions of neighbouring triangles, but
we can’t refine the mesh on the fly without degrading performances or increasing
memory consumption to store neighbouring relationships. We choose to imple-
ment an offline pre-processing pass to generate more details where the erosion is
likely to occur. Generating larger triangles in areas where less erosion is expected
is also a way to increase performances since there will be less triangles to handle
in the simulation. Fortunately, detecting areas where erosion may be strong is
relatively easy because the fluid always flows downwards; selection criteria for
a triangle to be subdivided are thus its depth and its gradient vector given by
the heightfield using vertices interpolation. Therefore the highest gradient and
depth in a region, the more details we add (see Fig. 2).
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Fig. 2. Different levels of mesh subdivision

4 Results and Conclusion

After the terrain is subdivided by the method above and the user has set particles
emitters, simulation starts and lets the user modify all parameters in real-time
through sliders (time step, erosion rate, sediment capacity constant, etc.), as
shown on Fig. 3 (top-left). The snapshot presented on Fig. 3 shows our interactive
application with multiple fast-flowing streams with 130k particles running down
a mountain terrain with 80k triangles at approx. 20 fps on a NIVIDIA Quadro
FX 3700M. As a comparison, 1.38 seconds per frame are reported in [9] for
the same number of particles, but these timings include a basic rendering of
the fluid’s surface. Another example is shown on Fig. 4 where the initial mesh
presented on Fig. 2 (right) is deepened by a running river, and rendered offline
on a supercomputer with 3x Tesla C1060 processors at approx. 9 seconds per
frame for 20k triangles and 130k particles.

Fig. 3. Left. Streams falling down and eroding a mountain in real-time. Right. Zoom
on a specific area, showing affected triangles in purple and particles coloration given
by their position in the flow.
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Fig. 4. Canyon progressively deepened by a river

Our method can be considered as physically-inspired, since it relies on physical
principles such as gravity and friction but neglects other phenomena which would
be too computationally expensive. Results are visually realistic and obtained in
real-time; we are able to increase the number of particles in the simulation signif-
icantly compared to previous approaches. Integrating other phenomena related
to erosion in the future should be relatively straightforward, for instance rain
or sediment diffusion into the fluid (as in [9]). Handling dynamic topological
changes occurring with hydraulic erosion (some parts of a cliff falling into a river
is a good example) will require more complex mesh representations such as a 3D
topological model, and an extra amount of work to maintain interactive rates.
Another example is lateral erosion, which has an impact for example for valleys
deepened by rivers. Unlike most existing methods which only consider vertical
erosion, in our approach we can choose to displace vertices along their normal
vector instead of the vertical axis. However lateral erosion has to be limited be-
cause it can involve complex topological problems, such as merging or splitting
material volumes.
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Abstract. In this paper we propose a novel approach for reconstruction
of images with additive Gaussian noise. In order to solve this inverse
problem we use backward stochastic differential equations. Model of the
image reconstruction is driven by two stochastic processes. One process
has values in domain of the image, and second one in codomain. Appro-
priate construction of these processes leads to smoothing (anisotropic
diffusion) and enhancing filters. Our numerical experiments show that
the new algorithm gives very good results and compares favourably with
classical Perona-Malik method.

1 Introduction

Let D be a bounded, convex domain in R2, u : D → R be an original image1

and u0 : D → R be the observed image of the form u0 = u+ η, where η stands
for a white Gaussian noise. We assume that u and u0 are appropriately regular.
We are given u0, the problem is to reconstruct u. This is a typical example of
an inverse problem [2].

The inverse problem of restoration of noisy image by automatic and reliable
methods belongs to the most intensively studied topics of image processing. Var-
ious techniques of noise removal were proposed to tackle this problem. One may
quote the linear filtering, wavelets theory, variational/PDE-based approaches
and stochastic modelling [3].

Stochastic methods are generally based on the Markov field theory. Only a few
papers involve advanced tools of stochastic analysis such as stochastic differential
equations [4,10,11]. Backward stochastic differential equations (in short BSDEs)
represent a new direction in image processing. In the literature we can find only
theoretical results of BSDE-based applications to image processing [1].

In this paper we explore practical aspects of models based on BSDEs. Appro-
priate construction of these equations leads to smoothing and enhancing filters,
which can be successfully used in image reconstruction. Moreover, we show that
the obtained results are favourably with deterministic PDE methods.

1 In practice we consider images as functions defined on rectangle with values in
[0, 255].
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2 Mathematical Preliminaries

2.1 Skorokhod Problem

Let D ⊂ Rn be a domain with closure D and boundary ∂D and let y be a
function with values in Rn, y0 ∈ D. It is often the case that one wishes to
construct a function x with the following heuristic description. The starting
point of y and x are the same, so x0 = y0. If yt is in D, then the evolution of x
mimics y. If y ∈ ∂D and imitating y would force x to exit D then the correction
term is added. This term is the minimal push needed to keep x in D. If imitating
y does not result in the exit of x from D, then correction term is unnecessary.

Constraint mechanisms of this type occur in statistics, economics, queueing
theory, telecommunication and computer networks. The Skorokhod problem pro-
vides a very useful definition which translates the heuristic description just given
into precise mathematical term. The definition of the Skorokhod problem can
be made general enough to cover a very wide variety of domains, constraints
and input functions. When the mapping is well defined and sufficiently regu-
lar, it provides a convenient tool for the study of many types of constrained
deterministic and stochastic problems.

Let T > 0 and by C([0, T ];Rn) we denote the set of Rn valued continuous
functions f : [0, T ] → Rn.

Definition 1. Let y ∈ C([0, T ];Rn), y0 ∈ D. A pair (x, k) ∈ C([0, T ];R2n) is
called a solution to the Skorokhod problem associated with y and D if

1. xt = yt + kt, t ∈ [0, T ],
2. xt ∈ D, t ∈ [0, T ],
3. k is a function with bounded variation |k| on [0, T ], k0 = 0 and

kt =
∫ t

0
ns d|k|s, |k|t =

∫ t

0
1{xs∈∂D} d|k|s,t ∈ [0, T ],

where ns = n(xs) is an inward normal unit vector at xs ∈ ∂D.

It is known that if D is a convex set, then there exists a unique solution to the
Skorokhod problem [9].

2.2 Fundamentals of Stochastic Analysis

Definition 2. Let (Ω,F ,P) be a probability space.

1. An n-dimensional stochastic process X = {Xt; t ∈ [0, T ]} is a parametrised
collection of random variables defined on a probability space (Ω,F ,P) with
values in Rn.

For each fixed ω ∈ Ω the function t → Xt(ω) is called a trajectory of X
and is denoted by X(ω).
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2. A filtration (Ft) = {Ft; t ∈ [0, T ]} is a nondecreasing family of sub-σ-fields
of F i.e. Fs ⊆ Ft ⊆ F for 0 ≤ s < t ≤ T .
By (FX

t ) we denote a filtration generated by process X, i.e. FX
t = σ(Xs; 0 ≤

s ≤ t).
3. A stochastic process X is adapted to the filtration (Ft) (X is (Ft) adapted)

if for each t ∈ [0, T ], Xt is Ft - measurable random variable.

Definition 3. Let Y be (Ft) adapted process with continuous trajectories,
Y0 ∈ D. We say that a pair (X,K) of (Ft) adapted processes is a solution
to the Skorokhod problem associated with Y and D, if for almost every ω ∈ Ω,
(X(ω),K(ω)) is a solution to the Skorokhod problem associated with Y (ω) and D.

In what follows, byW = {Wt; t ∈ [0, T ]} we will denote an n-dimensional Wiener
process starting from zero. We assume that we are given a point x0 ∈ D and a
function σ : Rn → Rn ×Rn.

Definition 4. Let Y be an (Ft) adapted process. A pair (X,KD) of (Ft) adapted
processes is called a solution to reflected stochastic differential equation SDE (in
short reflected SDE)

Xt = x0 +
∫ t

0
σ(Xs) dWs +KD

t , t ∈ [0, T ], (1)

if (X,KD) is a solution to the Skorokhod problem associated with

Yt = x0 +
∫ t

0
σ(Xs) dWs, t ∈ [0, T ] and D.

The process X satisfying (1) we will call the process with reflection. The proof
of existence and uniqueness of the solution to reflected SDEs can be found in [9].

Consider the following numerical scheme

Xm
0 = X0, X

m
tk

= ΠD[Xm
tk−1

+ σ(Xm
tk−1

)(Wtk
−Wtk−1)], k = 1, 2, ...,m, (2)

where tk = k T
m , k = 0, 1, ...,m and ΠD(x) denotes a projection of x on the set

D. Since D is convex, the projection is unique.

Theorem 1. Let (X,KD) be the solution to the reflected SDE (1). If there exists
C > 0 such that ‖σ(x)− σ(y)‖2 ≤ C|x− y|2, then

lim
m→+∞ |Xm

T −XT | = 0 P − a.s.

The proof of the above theorem can be found in [8].
Let (FW

t ) be a filtration generated by a l-dimensional Wiener process W ,
ξ ∈ L2(Ω,FT , P,Rk) and f : Ω × [0, T ] ×Rk be a Lipschitz continuous in the
space variable.
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Definition 5. The solution to the BSDE associated with ξ anf f is a pair of
(FW

t ) - measurable processes (Yt, Zt) with values in Rk × Rk×l satisfying the
following conditions:

E

[∫ T

0
‖Zs‖2 ds

]
<∞,

Yt = ξ +
∫ T

t

f(s, Ys)ds−
∫ T

t

Zs dWs, t ∈ [0, T ]. (3)

See [6] for the proof of existence and uniqueness of the solution to BSDEs.
Let us now consider the following numerical scheme to the BSDE (3):

Y m
tm

= ξm, Ŷ m
tk

= E[Y m
tk+1

|Fm
tk

], Y m
tk

= Ŷ m
tk

+
T

m
f(tk, Ŷ m

tk
), (4)

where tk = k T
m , k = 0, 1, ...,m− 1, E denotes the expected value and Fm is the

filtration generated by discretization of the Wiener process.

Theorem 2. sup
0≤k≤n

|Y m
tk
− Ytk

|→ 0 in probability.

More details can be found in [5].

3 Stochastic Representation of Solution to the Heat
Equation

Before presenting a general method, we will illustrate our ideas by constructing
a model which is equivalent to a commonly used filter, namely, the convolution
of the noise image with two-dimensional Gaussian mask. The definition of our
model is based on the construction of the processes X and Y . We suppose for a
while that the image is given by a function defined on the whole plane. Put⎧⎨

⎩
Xt =W x

t , t ∈ [0, T ],

Yt = u0(XT )−
∫ T

t

Zs dWs, t ∈ [0, T ],
(5)

where W x is a Wiener process starting from x ∈ D. From the equation (5) we
can deduce that⎧⎨
⎩
Xt =W x

t , t ∈ [0, T ],

Y0 = u0(XT )−
∫ T

0
Zs dWs = E (u0(XT )) =

∫
R2
G√

T (x− y)u0(y) dy,
(6)

where Gσ(x) = 1
2πσ2 e

− |x|2
2σ2 is the two-dimensional Gaussian mask.

A value of the process Y at time t = 0 is the reconstructed pixel u(x). There-
fore, by (6) the image is the convolution of the noisy image with two-dimensional
Gaussian mask.
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While discussing the above example, we assumed that the image is the func-
tion given on the whole plane. Since we want to consider the image as a function
defined on the bounded, convex set, we have to introduce a new assumption for
the process X . We assume that the process X is a stochastic process with reflec-
tion with values in D. In this case process X is a Wiener process with reflection,
which we can write as⎧⎨

⎩
Xt =W x

t +KD
t , t ∈ [0, T ],

Yt = u0(XT )−
∫ T

t

Zs dWs, t ∈ [0, T ].
(7)

4 Smoothing Filters

In the case of smoothing images we will consider BSDEs associated with
ξ = u0(XT ) and f(t, y) = 0, where X is a diffusion process with reflection.

4.1 Anisotropic Diffusion

The model constructed in the previous section is equivalent to the convolution of
the noisy image with two-dimensional Gaussian mask. This filter removes noise
and blurs edges. In this section we follow by [7] and provide a construction with
the following properties: noise is removed and image has sharp edges.

In a neighbourhood of an edge, the image exhibits a strong gradient. In order
to preserve this edge, we should diffuse along it. At locations where the variations
of the brightness are weak (low gradient), we would like to encourage smoothing,
the same in all directions. These conditions may be achieved by imposing

Xt = x+
∫ t

0
σ(Xs) dWs +KD

t , (8)

where

σ(Xt) =

⎡
⎢⎣−λ1(|∇h(Xt)|) hx2(Xt)

|∇h(Xt)| , λ2(|∇h(Xt)|) hx1(Xt)
|∇h(Xt)|

λ1(|∇h(Xt)|) hx1(Xt)
|∇h(Xt)| , λ2(|∇h(Xt)|) hx2(Xt)

|∇h(Xt)|

⎤
⎥⎦ , h = Gγ ∗ u0,

lim
s→0

λ1(s) > 0, lim
s→0

λ2(s) > 0, lim
s→0

λ1(s)
λ2(s)

= 1, lim
s→+∞λ1(s) > 0, lim

s→+∞λ2(s) = 0.

To avoid false detections due to noise, u0 is convolved with a Gaussian kernel
Gγ (in practice 3 × 3 Gaussian mask). As an example λ1 and λ2 we can use
functions which are shown in Fig. 1 a).

Some results from our evaluation experiments regarding the smoothing BSDE
method and classic Perona-Malik method are presented in Fig. 2. It can be ob-
served in Fig. 2 c) d) that the image created by the BSDE method is visually
more pleasant than Perona-Malik algorithm. The PDE method show clear evi-
dence of a block image. The stair-case effect is reduced in the new algorithm.
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Fig. 1. a) Functions λ1 and λ2 b) Function MASK for different values of parameter c

Fig. 2. a) Original image: 512 × 512 pixels b) Noisy image: ρ = 40 c) Perona-Malik
d) Smoothing BSDE T = 18 e) Enhancing BSDE T = 1.5, c = 1 f) Enhancing BSDE
T = 1.5, c = 1.5

5 Enhancing Filters

In the case of enhancing images we will consider BSDEs associated with
ξ = u0(x) and f(t, y) = c(y − u0(Xt)), where X is a Wiener process with
reflection and c ∈ R+ is some constant.

Theorem 3. Let u0 : R2 → R, x ∈ R2, f(t, y) = c(y − u0(W x
t )), where W x is

two-dimensional Wiener process starting from x, c > 0. If (Y, Z) is a solution
to BSDE associated with ξ = u0(x) and f then

lim
m→+∞Y

m
0 = Y0, (9)
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where

Y m
0 =

m−1∑
k=0

ak(G√
tk
∗ u0)(x), (10)

a0 =
(
1 + cT

m

)m − cT
m , ak = − cT

m

(
1 + cT

m

)k
, tk = kT

m , k = 1, 2, ...,m− 1.

Proof

Y m
tm

= u0(x),

Y m
tm−1

=
(

1 +
cT

m

)
E
[
u0(x)|Fm

tm−1

]
− cT
m
u0(W x

tm−1
)

Y m
tm−2

=
(

1 +
cT

m

)(
1 +

cT

m

)
E
[
u0(x)|Fm

tm−2

]
+

−cT
m

(
1 +

cT

m

)
E
[
u0(W x

tm−1
)|Fm

tm−2

]
− cT
m
u0(W x

tm−2
)

...

Y m
tm−m

=
(

1 +
cT

m

)m

Eu0(x) −
m−1∑
k=1

cT

m

(
1 +

cT

m

)k

Eu0(W x
tm−k

)− cT
m
u0(W x

tm−m
)

It should be observed that Y m
0 is deterministic (Y m

0 is Fm
0 measurable),W x

t0 = x
and Eu0(W x

t ) = (G√
t ∗ u0)(x).  !

Remark 1
m−1∑
k=0

ak = 1 (11)

Proof

m−1∑
k=0

ak =
(

1 +
cT

m

)m

− cT
m

− cT
m

m−1∑
k=1

(
1 +

cT

m

)k

=
(

1 +
cT

m

)m

− cT
m

− cT
m

(
1 + cT

m

)
(1−

(
1 + cT

m

)m−1
)

1−
(
1 + cT

m

)
=
(

1 +
cT

m

)m

− cT
m

+
(

1 +
cT

m

)
−
(

1 +
cT

m

)m

= 1.  !

Recall that the reconstructed pixel is the value Y m
0 , which can be rewritten as

Y m
0 =

m−1∑
k=0

ak(G√
tk
∗ u0)(x) =

(
m−1∑
k=0

akG√
tk

)
∗u0(x) = (MASK ∗ u0)(x). (12)

In the picture Fig. 1 b) we can see the function MASK for different values of
parameter c. If c is greater than MASK is more enhancing.
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Since the image is a function defined on the bounded set we have to consider
Wiener process with reflection in values in domain D, i.e.

u(x) = Y m
0 =

m−1∑
k=0

akE(W x
tk

+KD
tk

). (13)

The figure Fig. 2 e) and Fig. 2 f) presents results of the BSDE enhancing method
applied to the Fig. 2 d).

From the numerical point of view we have to use Monte Carlo method to
calculate u(x) (since it does not exist straight formula to the solution to the
Skorokhod problem and reflected SDE in two dimensional case).

6 Conclusions

In this paper we present a new method to the image reconstruction which is the
alternative to PDE methods. It is based on advanced tools of stochastic analysis
such as BSDEs. The idea presented here provides a new methodology to solve
the inverse problem.
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Alfonso Castro, Carmen Bóveda, Alberto Rey, and Bernardino Arcay

Faculty of Computer Science, Campus Elviña, University of A Coruña, Spain
{alfonso.castro,carmen,alberto.rey,bernardino.arcay}@udc.es

Abstract. The detection of pulmonary nodules in radiological or CT
images has been widely investigated in the field of medical image analysis
due to the high degree of difficulty it presents. The traditional approach
is to develop a multistage CAD system that will reveal the presence or
absence of nodules to the radiologist. One of the stages within this sys-
tem is the detection of ROIs (regions of interest) that may possibly be
nodules, in order to reduce the scope of the problem. In this article we
evaluate clustering algorithms that use different classification strategies
for this purpose. In order to evaluate these algorithms we used high reso-
lution CT images from the LIDC (Lung Internet Database Consortium)
database.

1 Introduction

The analysis of lung CT images has been widely investigated due to the diffi-
culty in locating the various possible pathologies or detecting the presence of
extraneous elements such as nodules, tumours, etc. The reason for this is the
high degree of complexity of the lung structure.

The modality of image most commonly used for diagnostic purposes has until
now been the chest X-ray, due to its low cost. This notwithstanding, there is
a steady increase in the use of high resolution CT images that enable the lung
structure to be examined with a high degree of definition, since image acquisition
can take place within a single breath-hold, with resolutions of less than 1 mm.
There is also an increasing use of multislices CT [1] which provide a more exact
image of the area to be explored, but their global implementation is still reduced
and they are rather expensive.

Within this field, one of the areas that has received the greatest amount of
attention has been the detection of pulmonary nodules, due to the high incidence
of lung cancer in modern societies, a disease with one of the highest mortality
rates and in which early detection is a vital factor for a favourable outcome.

This task is a time-consuming one for the radiologist for two reasons: on
the one hand the large amount of information that has to be analysed (more
than 300 thin-section images), and on the other the difficulty in distinguishing

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 241–248, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



242 A. Castro et al.

nodules in their initial stages due to their lack of definition and similarity with
other elements present in the lung.

In consequence, a wide variety of CAD (Computer Aided Diagnosis) systems
have been developed to undertake this task, using a similarly wide range of
techniques [2] [3]. Our research group has embarked upon the development of a
system of this kind.

The first task that a system of this nature has to undertake is a pre-processing
stage to isolate the pulmonary lobes and eliminate any external element that
might affect the subsequent classification. The system that we are currently
developing includes such an initial stage.

We are now focusing on the development of the next stage, whose purpose is
to detect ROIs in order to reduce the search area and obtain the lowest possible
number of candidate areas for the presence of nodules, with the intention of
reducing the number of false positives and increasing that of true positives. To
this end we have analysed clustering algorithms that employ different strategies
to classify the various elements that go to make up an image, and which have
already yielded good results in the classification of other medical images, albeit
of a very different nature. [4]

2 Test CT Images

For the purposes of our analysis we used a set of high-resolution CT lung images
from the LIDC database [5]. The aim of this project is to develop a reference
repository of CT lung images for the development and evaluation of CAD sys-
tems for the detection of pulmonary nodules, five North American institutions
have collaborated in its construction.

Each image is stored according to the DICOM standard, the size being 512x512
and 16 bits per pixel.

In their studies they have incorporated an XML file of annotations indicating
the presence or absence of one or more nodules, their type and their outline
(determined by the coordinates of the pixels that constitute it). Those represent
the ground truth for each slice.

3 Algorithms Tested

For the purposes of this study we selected only fuzzy clustering algorithms since
they give a better classification than traditional algorithms. [4]

Within this sub-set we looked for algorithms that represented the state-of-the-
art in this field, such as algorithms which use kernel functions (KFCM) or spatial
information (SFCM) to determine classification. We also studied algorithms that
they provided good results with biomedical images (FKNN).

3.1 KFCM (Kernelized Fuzzy C-Means)

This algorithm was proposed by Wu Zhong-Dong, Xie Wei-Xin and Yu Jian-Ping
[6], the purpose of the kernel function is to “simulate” the distances that would
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be obtained by transferring the points to a space with more dimensionality,
which in most cases would imply exaggerated computational costs.

The most often used kernel functions are the polynomial functions and the
radial base functions.

The algorithm consists of the following steps:

1. Calculation of the membership function:

ujk =
(1/d2(xj , Vk))1/(m−1)∑C
j=1(1/d2(xj , Vk))1/(m−1)

. (1)

where d2(xj , Vk) = K(xj , xj) − 2K(xj , Vk) +K(Vk, Vk), m is a fuzzy index
that determines the fuzziness of the clusters, C is the number of clusters, V
are the centroids and K is the kernelized function.

2. Calculation of the new kernel matrix K(xj , V̂k) and K(V̂k, V̂k) :

K(xj , V̂k) = ϕ(xj) · ϕ(V̂k) =
∑N

i=1(uik)mK(xi, xj)∑N
i=1(uik)m

. (2)

where ϕ(V̂k) =
∑N

j=1(ujk)mϕ(xj)∑
N
j=1(ujk)m , N is the number of pixels in this case and

ϕ is the nonlinear mapping function approximate by the kernel.
3. Update the memberships ujk to ûjk by means of Equoation 1.
4. If the error stays below a determined threshold, stop. In the contrary case,

return to step 1.

3.2 FKNN (Fuzzy K-Nearest Neigbhour)

The Fuzzy K-Nearest Neighbour [7] is, as its name indicates, a fuzzy variant of a
hard segmentation algorithm. It needs to know the number of classes into which
the set that must be classified will be divided.

The element that must be classified is associated to the class of the nearest
sample among the K most similar ones. These K most similar samples are
known as “neighbours”; if, for instance, the neighbours are classified from more
to less similar, the destination class of the studied element will be the class of
the neighbour that is first on the list.

We use the expression in Equation 3 to calculate the membership factors of
the pixel to the considered clusters:

ui(x) =

∑K
j=1 uij

(
1

‖x−xj‖
2

m−1

)
∑K

j=1

(
1

‖x−xj‖
2

m−1

) . (3)

where uij represents the membership factor of the j − th sample to the i − th
class; xj represents one of the K samples that are most similar to the treated
pixel; x represents the pixel itself; m is a weight factor of the distance between
the pixel and the samples and ui(x) represents the level of membership of the
pixel x to class i.
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3.3 SFCM (Spatial Fuzzy C-Means)

This algorithm [8] uses a spatial function which is the summation of the mem-
bership function in the neighborhood of each pixel under consideration. The
main advantages deriving from the use of a spatial function is the possibility of
obtaining more homogeneous regions and less sensitivity to noise.

In the initial stage the algorithm applies the traditional FCM (Fuzzy C-
Means) [9] algorithm to obtain the initial memberships for each pixel, the it-
erative stage being omitted. It then calculates the spatial function value for each
pixel in the image:

hij =
∑

k∈NB(xj)

uik . (4)

Where NB(xj) represents a square window centred around the pixel under con-
sideration, its size being a configurable parameter of the algorithm. The more
neighbouring pixels that belong to the same cluster, the higher the value of the
function.

The next step is to calculate the spatial membership function:

u′ij =
up

ijh
q
ij∑C

k=1 u
p
kjh

q
kj

. (5)

Where p and q are control parameters for the importance of functions uij and
hij . Finally, the new centroids are calculated:

cj =

∑N
i=1 u

′m
ij xi∑N

i=1 u
′m
ij

. (6)

The error is calculated, when is below a determined threshold the algorithm will
stop: if not, it will recalculate the FCM in order to commence a further iteration.

4 Evaluation Metrics

For the purposes of our analysis we selected 23 CT images that represented
the different types of nodules that might appear: initial stage, adherent to the
pulmonary membrane, etc., and taken from three different thoracic zones: upper,
middle and lower.

At that stage in the system development, we preferred to analyse a rather low
number of images in order to better determine the different features that affect
the result and detect possible problems.

In order to measure the quality of the results obtained we calculated the true
positives (TP) and false positives (FP). This metric was chosen because the
masks supplied by the LIDC only mark the zones that constitute a nodule, no
information being given about the other elements that appear in the CT image,
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and the construction of our own masks with these zones also marked is a task
that exceeds the possibilities of our group.

Although this metric does not provide as much information as others, it should
be sufficient to give us a good idea of the quality of the results obtained by the
different algorithms: if they are good at detecting ROIs (areas that may be
nodules), then on the basis of the masks used we would get a high number of
true positives and a low number of false positives.

The results are represented in the form of charts that will enable us to see
under what conditions the best results for each algorithm are obtained, the aim
being to get an idea of the stability of the algorithms analysed. Each chart
shows the obtained TP and FP and as such summarizes the behaviour of each
algorithm in the global images set.

5 Results

The main obstacle encountered when comparing the algorithms was the differ-
ence between their parameters, which made it difficult to establish any direct
comparison between them, so we therefore decided to base our analysis on the
shared parameters alone: the number of clusters, after which we varied the sam-
ples supplied to the algorithms in order to ascertain their sensitivity, this being
the most complex parameter to determine. Finally, we carried out an analysis of
each of the parameters specific to each algorithm.

The first algorithm to be analysed was the KFCM, varying the number of
clusters varied from 3 to 5, with 3 sets of samples, m varied between [1.5, 3.5]
and the sigma of kernel function was assigned the values: 5, 100, 150, 200 and
300.

An analysis of the results for this algorithm showed a fairly high degree of
success when the number of clusters is low, but also a high number of false
positives. When the number of clusters increases the degree of success is lower
as a result of the assignation of points, mainly on the edge of the nodule, to
another cluster. We can also see that the degree of success decreases for a high
number of clusters, this in our opinion being due to the difficulty in selecting high
quality samples and the notable sensitivity of this algorithm to this parameter.

In Figure 1 we can see the values obtained for one of the images used in the
analysis in percentage terms. The first row of figures corresponds to the value of
sigma, the second to that of m and the third is the number of clusters.

The same procedure was repeated for the FKNN algorithm, the number of
clusters was fixed to 3 and 4, the set of samples used and the number of number
of neighbours. The results are shown in Figure 2.

This algorithm gave good results, but at the expense of a very high number
of false positives in many images. The reason is that we have to select a set
of samples that clearly represent each cluster (element) that we wish to detect,
which in turn results in few errors for certain images but also very large amounts
of errors (approximately 50%) for others. This reduces the usefulness of the
results, and makes it almost impossible to find a set of samples that provides
acceptable results for larger CT sets.
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Fig. 1. Results obtained for the KFCM algorithm for a CT image used in the study

Fig. 2. Results obtained for the FKNN algorithm

Fig. 3. Results obtained for the SFCM algorithm for a CT image

The next algorithm to be analysed was the SFCM, for which we varied the
following parameters: number of clusters, size of the neighboured, samples, m, p
and q. Figure 3 shows the results obtained: the first row of figures corresponds
to p, the second to q and the third to the size of the window.

It is clear from the chart that the degree of success is not particularly high,
but that the number of false positives is low, in this case with four clusters.
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The reason why a greater degree of success was not obtained for a high number
of clusters is, in our opinion, the same as for the KFCM algorithm. It should
also be noted that the most critical parameter in this algorithm is window size,
rather than any of the weighting factors.

5.1 Conclusions

The testing results show good success rates for certain algorithms (between 70-
80%), but with a considerable amount of false positives: in many cases, the lung
tissue is difficult to distinguish because of the value of the nodule pixel, which is
used as classification basis. The Figure 4 shows one of the best results obtained
and worst for the 23 slices set.

On the other hand, in most cases the false negatives can be recuperated by
means of region growth techniques, using the detected node area as seed.

We believe that the stability provided by the algorithms, i.e. the success rate,
remains stable in spite of the variety in samples; their fundamental parameters
for KFCM and SFCM can serve as a basis for the detection of ROIs if the
classification can become more based on homogeneity and the combination of
different strategies.

Fig. 4. One of the worst and the best results obtained, in this case using KFCM
algortihm
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We observed that most node pixels present homogeneous values and are cur-
rently searching for mechanisms that allow us to incorporate this factor into the
classification. We are initiating the study of assignation to clusters according to
the membership of various clusters rather than the degree of membership, as
was the case until now. We are also combining the above strategies in order to
improve the results.
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Abstract. This paper describes a vision-based car distance measuring
system capable of telling the driver the gap distance between the host
vehicle and the vehicle in front. The aim is to increase the road safety
by warning the driver if the driving distance is too close and there-
fore can cause dangerous situation, and hence provide comfort driv-
ing condition for car users. The system uses the size of number plate
characters to determine the distance. With the help of an image pre-
processing stage, the region of interest (ROI) in the acquired images is
identified. The ROI is then examined by a rule-based algorithm that
identifies the characters in the plate and computes the corresponding
height of the plate characters and thus the distance between the cars.
Finally, in order to reduce the complexity of the algorithm, we propose
a number plate tracking technique that continuously tracks and com-
putes the height of the characters. We show the system working in real
situations and results are discussed.

1 Introduction

Technology has increasingly been used to improve road safety. The so-called Col-
lision Avoidance and Collision Warning systems are being developed by major
automotive manufactures. Such systems can adaptively act as a co-driver for a
vehicle user, therefore assuming control of the vehicle brakes and steering, or
act as an advisor, giving warnings in a hazardous situation [1][2]. In current
automotive research, companies mainly focus on two methodologies in collision
detection using sensors - radar-based [3] and vision-based [4]. Radar-based colli-
sion detection has a transceiver installed in front of the host vehicle. It transmits
waves, such as infra-red or ultrasonic, receives the reflections. The system cal-
culates the reflected wavelength and hence finds the distance between the host
and the target vehicle. The radar-based systems have limitations such as: be-
ing unable to detect whether the target is moving or stationary, also the angle
of the infra-red beam is narrower over longer distances. The other issue is the
bandwidth and regulatory compliance of the transceiver. Currently vision based
systems use the base of rear chassis width of a vehicle to determine the driving
gap distance for Adaptive Cruise Control (ACC) [4]. This paper explains the
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research on using number plate character size to determine the driving gap dis-
tance. The camera finds the location of the number plate [5] on the preceding
vehicle and, through image processing, the size of symbols on that number plate
will be determined. As number plates use standardized fonts, this size is related
to the distance between the camera and the preceding vehicle. In contrast to
existing radar systems, the proposed system will discriminate the objects which
are stationary and non vehicles, and will allow unique identification of the vehi-
cle in front if necessary. It has higher accuracy for smaller distance against radar
systems. Furthermore, by tracking vehicles in adjacent lines, it enables predic-
tion of traffic behavior, and can act as a co-driver.There is some work done in
the field of number plate localisation and identification [6][7][8][9][10], but to the
best knowledge of the authors, the size of the characters has not been used to
determine the driving gap distance so far. This paper is organized as follow. The
system structure and requirements are described in Section 2. Section 3 describes
the algorithm. The implementation is shown in Section 4. Results are presented
in Section 6. Finally, conclusions are drawn in Section 7.

Fig. 1. General overview of the algorithm

2 Methodology

The systems consist of three units, namely the camera, the processing and output
units (Fig. 1). The scanned image is then sent to the processing unit where pro-
cessing is divided into two stages, namely number plate localization and number
plate tracking (Fig. 2). Those will be describe in detail in the following section.
Finally the processed images together with the computed distance are displayed
in the output unit.
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Fig. 2. Number plate localization, optical character recognition (OCR) unit blocks
diagrams

2.1 Number Plate Localization

Number plate Localization blocks acquire the images from the camera. By using
an image processing procedure, the number plate is segmented, and the cropped
image is sent to OCR block for character recognition [11][12][13][5]. The sequence
of operations for number plate location is as follows.

Select colour bands (see 2.2.1 in Fig 2.a). Different colour bands can be cho-
sen. RGB, HSV, YCrCb. Transform colour band into monochrome band, for
extracting number plate using 2D algorithms (2.2.2). There are two ways; either
using 3 bands separately, in this case no processing is performed, or convert-
ing into grayscale by weighting. The example for grayscale representation of its
luminance of RGB is typically:

Y = 0.3 ∗R+ 0.59 ∗G+ 0.11 ∗B
De-noise 2D images using Gaussian or median filter (2.2.3). The image can be
enhanced using dilate and erode method to sharpen the edges [5][7]. Extract the
contours using edge detection (for three components) or thresholding or bina-
risation [14] for grayscale case (2.2.4). For edge detection, canny edge detector
is used as it has been tested to outperform other algorithms, such as Sobel or
Hewitt. Filter out any contour which is too small. Find contours with 4 corners
such that all angles are close to 90 degrees (2.2.6). Calculate the height/width
ratios of contours (2.2.7) and those rectangles which aspect ratio does not match
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with standard number plate sizes are filtered out. From the rectangular contours
left on the image (2.2.8) - number plate candidates -find the one closest to the
middle of x-axis. The data is saved for number plate tracking and the selected
rectangle is cropped for OCR use.

2.2 Optical Character Recognition (OCR)

The OCR block is expanded in Fig. 2.b. It takes as input the cropped image from
number plate localization block. Next, the following operations are performed:
The pre-processing changes the number plate image into black and white (See
2.3.1 in Fig 3) by using thresholding or edge detection as in (2.2.4 in 2). Label and
isolate the character contours (2.3.2). Perform OCR by comparing the contours
with stored templates (2.3.3). If there is no character found in the contour, the
next contour is processed. If a character is found the height of that contour is
recorded (Fig7c) (2.3.4). To increase the accuracy, all the contours found on the
number plate are processed with OCR and the average is taken (2.3.5). However,
it is worth noting that it is not important to recognize all the characters on the
number plate or to recognize any of the characters correctly. The averaged height
is directly related to the gap distance between the camera and the front vehicle.
Output the result by inform driver using LCD, speaker or L.E.D (3.4) [15].

2.3 Number Plate Tracking

After the number plate is found, the area of interest on subsequent pictures
is reduced to a neighborhood of that number plate (Fig. 3). The advantage is
that unwanted data is reduced and the processing time is reduced. The scanned
image from the camera is still sent as a full frame but before processing the
program resets pointer to the area of interest. The program is retaining the
information about number plate position on subsequent images. A rule-based
algorithm computes the position of the number plate in subsequent frames. In
summary, a subimage (ROI) is searched for characters taking into account a
margin of safety. If not characters are found, then the whole image is search as
shown in Section 2.1 (see Fig. 2.c).

3 Results

For the experiments presented in this section, we used a Sensata firewire camera
with 640X480 resolutions with RGB colour output. A 75mm focal length lens is
mounted on the camera with aperture from f/3.9 to f/32. The camera connected
to a evaluation box, which output the signal to laptop via firewire. The camera
is mounted on the dashboard. The measured distance is in a digital format. It is
sent to an output device, which can be an LCD screen, a numeric display (with
a warning signal if the distance is shorter than the minimum braking distance)
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or the vehicle computer system where it can be processed for further use, for
instance in adaptive cruise control, “stop and go” or the collision warning system.

Preliminary tests in still situation, by using progressive scanning camera
showed that the accuracy and detecting rate over 80% [7] could be achieved
for distances up to 45 metres. Here, we perform experiments in real driving tests
under different weather conditions. Two aspects for error are analysed. On the
one hand, detective error occurs when the system fails to detect the correct lo-
cation of the number plate.
The detecting rate depends on the image quality and evidence of the target num-
ber plate. The program is set to reduce certain noise, but if the number plate is
obstructed by dirt or shadow or if a part of the number plate is being covered,
the detection will fail. If failed sample is done by poor focus or poor quality, the
system continues to search for the next frame. If the number plate is obstructed
badly then there is no method to compromise [10]. The detection error can be
calculated by: DetectionError = 1− PlateChracterDetected

TotalP latesExist
The other detective error occurs when the system detects false positives (e.g.

number plate is wrongly detected). It can be detected as follow:

- when characters size do not match the ratio.
- when more than the maximum number of characters allowed in plates are

found (e.g. 8 in the UK).

Fig. 3. Number plate tracking unit block diagram
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On the other hand, measurement error gives the uncertainty of the result. The
characteristic between character heights against distance is an exponential de-
cline. Error increases exponentially when the gap distance is further. Measure-
ment error also depends on weather condition. Measurement error is measured
as MeasurementError = 1− AveragedCharacterHeight

Meanvalueof1000samples .

3.1 Results Analysis

Figures 4 and 5 show the results corresponding to different weather conditions. In
Tables 1and 1, we show the detection rate for different image enhancement and
colour segmentation approaches. By using HSV colour space and dilate/erode
and Gaussian blur before the edge detection, the best results were obtained for
all testes weather conditions. In sunny, cloudy and at night we reached detection
rates of over 80% with the target vehicle being at distances in the range 20-30
metres. In daytime, the detection accuracy can depend on the light source, which
can affect the saturation of the image. In this test, the best results were obtained
at night with the number plate outlined by the illumination from the number
plate light, and hence image saturation was improved. For the rainy days, the
detection rate dropped to 23%. The wipers affected some images but the main
course of low detection rate was the fact that the image was not clear enough for

Fig. 4. Real driving condition in day and night time, respectively

Fig. 5. Number plate cropped and characters detected during day time, night time,
sunny and cloudy condition, respectively
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Table 1. Detection rate comparison for Gaussian blur and dilate/erode image enhance-
ment and colour segmentation when using the HSV colour space

Weather Gaussian blur and dilate/erode without Gaussian blur without dilate/erode
Sunny 90% 87% 86%
Cloudy 85% 75% 82%
Night 93% 77% 39%
Rainy 23% 27% 3%

Table 2. As in Table 1 but using the RGB colour space

Weather Gaussian blur and dilate/erode without Gaussian blur without dilate/erode
Sunny 0% 0% 32%
Cloudy 59% 60% 59%
Night 38% 34% 14%
Rainy 2% 2% 1%

the OCR. Nevertheless, HSV colour space with dilate/erode and Gaussian blur
setting has been found to provide the best results. This configuration is further
analysed in Table 3. It is noted that the false plate and character rate increases
significantly, at 29% at night time. In Fig. 5.b, we observe that although at night
time all characters can be detected, the OCR might not get the whole character
height. Therefore it caused the error and the high percentage difference.

Table 3. Error with HSV colour space using Gaussian blur and dilate/erode

Maximum height difference between characters
Weather False plate/ character [pixels] Percentage
Sunny 2.22% 3 12.5%
Cloudy 3.52% 3 10.7%
Night 7.53% 9 29.0%
Rainy 0% 4 26.67%

4 Conclusions

This article presents an innovative idea to determine the gap distance between
two vehicles based on the characters height of the number plate in the car in
front. An algorithm using image processing tools and a rule-based system to
compute the height of the characters has been presented. The algorithm has
three main stages namely, the car plate location, tracking and optical character
recognition. The equipment has been installed to a vehicle to perform tests with
this algorithm in real-time drive situation and very promising results have been
found with detection rate in the 90% for good weather condtion. An existing
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vision based vehicle distance measuring system, described in [4], targets the
width of the base of the vehicle chassis. For this system, the accuracy quoted
is 30%. Our system compares favourably with this in all conditions, except for
rainy weather or dirty plates[16]. In general, the accuracy of vision based systems
is still worse than that for radar based or ultrasonic based systems but vision
based systems overcome some limitations of other systems, as explained in the
introduction.
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Abstract. Human vision rely on attention to select only a few regions to
process and thus reduce the complexity and the processing time of visual
task. Artificial vision systems can benefit from a bio-inspired attentional
process relying on neural models. In such applications, what is the most
efficient neural model: spiked-based or frequency-based? We propose an
evaluation of both neural model, in term of complexity and quality of
results (on artificial and natural images).

1 Introduction

Biological inspiration aims at adapting biological mechanisms to design efficient
artificial systems benefiting from the natural solutions. An essential mechanism
of the human visual system is visual attention, which allows higher cognitive pro-
cesses (such as learning or recognition) to concentrate on few regions of the visual
scene, selected by the attention. Adapting attention in artificial systems may be
a way to reduce the computational cost of visual tasks [10]. There is a large num-
ber of applications for such artificial attentional systems, e.g. driver assistance
[15], retinal prostheses [17] or robotics [9]. Several artificial systems propose an
adaptation of attentional process on a neural level, i.e. biologically plausible ef-
ficient artificial systems implemented with neural networks [1,4,6,14,19]. Based
on the time scale of the description, one can distinguish two ways of represent-
ing encoded information in neural models. In spiking neuron networks (SNN),
information is encoded and exchanged between neurons with spikes, i.e. tran-
sient voltage pulses. With frequency-based neural network (FNN), information
is encoded in the activation of each neuron, a quantity expressing the mean fre-
quency of spiking rate [13]. The choice of the model type has a major influence
both on the computational cost of the system and on its possibilities, i.e. mech-
anisms which can be adapted from biological observations. Which neural model,
between SNN and FNN, is the best suited to implement an efficient bio-inspired
attentional system? We propose a comparison of the computational complex-
ity of these two type of networks and an evaluation of their performances on
artificial and natural images.
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The different psychological theories of the human attention, such as [7,18,20],
agree that several local visual features (e.g. color, orientation, contrast or move-
ment) are detected in a parallel process and then combined on a saliency map.
This saliency map indicates potentially interesting regions, called saliencies. The
attentional process then selects the most salient regions.

In bio-inspired attentional systems, the detection of visual is usually achieved
with difference of Gaussians (DOG) filters to reproduce the spatial transfor-
mation of retinal ganglion cells [8] and Gabor wavelets to detect orientations,
as observed in the simple cells of the primary visual cortex [11]. Systems im-
plemented with FNN [1,14,19] use neural networks to combine features on the
saliency map and to select the most important saliencies. This selection stage is
realized with a Winner-Take-All (WTA) mechanism [21], which allow to select
only the most salient region. In order to determine the next salient regions, an
inhibition of return (IOR) mechanism is used to inhibit the previously selected
regions. When relying on spiking neurons to simulate visual processing, it is
possible to take advantage of the precise timing of spike firing to implement an
anytime system. Anytime systems [2] may be stopped at any instant and return
a response. The quality of response depends on the computation time allowed to
the system: quality of response increases with the computation time. An anytime
SNN for visual attention, as described in [5,4], is able to extract a number of
saliencies which depends on the CPU time allowed to the SNN. The saliencies
are detected in the order of their importance, e.g. the first saliency found is the
most salient, hence there is no need of a WTA.

In Sect. 2, an architecture of attentional system and its implementation with
FNN and SNN are described. A complexity analysis of the FNN and SNN im-
plementation is detailed in Sect. 3.1 and a performance comparison on artificial
and natural are proposed respectively in Sect. 3.2 and 3.3. Conclusions and per-
spectives are detailed in Sect. 4.

2 Models and Implementations

We use a a multiscale and multi-feature attentional architecture similar to ar-
chitecture proposed by [10]. This attentional architecture uses local contrast of
luminance, orientations and colors to extract saliencies. Figure 1 displays the
organisation of this architecture, which is composed of 2D neural map. The
luminance and colors of an input image are fed in Input maps. Detections of
contrasts, orientations and color opponency are realized for a high and a low
spatial frequencies. Local luminance contrasts are obtained with a DOG filter-
ing. Orientation information are detected with Gabor wavelets filtering for four
distinct orientations (0, π

4 , π
2 and 3π

4 ). Color opponency uses a combination of
DOG filtering to detect red-green and blue-yellow opponency. The high and low
spatial frequency information are combined on the saliency map.

The SNN implementation of the attentional architecture is described in [4]
and uses Leaky Integrate-and-Fire neural model. The LIF model describes the
evolution of an internal parameter V and when V exceeds a threshold ϑ, the
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neuron fires a spike. The LIF model is characterized by the following differential
equation: {

dV
dt = −λ(V (t)− Vrest) + Iinput(t), if V < ϑ
else fires a spike and V is set to Vreset

(1)

where λ is the membrane relaxation constant and Iinput(t) is an input term. This
SNN realizes an anytime neural filtering, leading to a gradual response which
get closer to the convolution response as the computation time increases [3].
The early responses of neural filtering exhibit a bias which overvalue filtering
responses for high luminance values. The saliency map gathers the neural filter-
ing responses in order to determine the saliencies. Saliencies are thus obtained
gradually and the most salient region are detected first. As the SNN extract
salient regions already sorted in the order of their importance, there is no WTA.
It is important to note that the result of the SNN depends on the simulated
network time t.

In FNN implementation, frequency-based neural model are used to implement
a classical convolution algorithm. It is computationally equivalent to filter the
image with a classical algorithm and then convert the resulting image values in
neuronal activity. When the input image is filtered for both spatial frequencies,
the resulting activation are summed on the saliency map. To sort the saliencies
in the order of their importance, the FNN relies on a WTA map coupled with
an inhibition of return map (see Fig. 1). As realistic biological WTA have a high
computation cost [21], we use a WTA implementation relying on a ARGMAX
function which gives the same results as biologically plausible WTA but with a
lower computational cost.

Input image

High spatial frequencies

Low spatial frequencies

Input maps

Saliency

IOR

WTA

Fig. 1. Preattentive visual architecture, multiscale and multi-features (local luminance
contrasts, detection of orientations and color opponency). Neural maps used in the SNN
and FNN implementation are displayed in green and neural maps used only with FNN
are in yellow.
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3 FNN and SNN Comparisons

3.1 Complexity Analysis

The most important computational cost for FNN implementation is the image
filtering cost. The image filtering is realized with a classical convolution algo-
rithm. As the input image and the filter are relatively small, this is a acceptable
choice. Hence, for an architecture processing f features at s spatial scales, with
filters of size M and an input image of N pixels, the time complexity is in
O(f × s × M × N). The WTA algorithm used in this FNN as a time com-
plexity of O(N). The overall time complexity is thus O(f × s ×M × N). The
FNN implementation uses Promethe [12], a distributed real-time neural network
simulator.

The time and space complexity of a SNN heavily depends on implementa-
tion choices. The SNN is implemented on a simulator developed by the authors,
which uses a simulation strategy called hybrid-synchronous [16]. Synchronous
simulators rely on an internal clock with a time step Δt to update the state
variables of every neurons in the network. The choice of the time step value
is crucial as it influences the computational and the precision of the obtained
results. Smaller Δt value offers more precise results but higher computational
cost. Here, Δt = 0.1ms which is sufficiently small to obtain precise and repro-
ducible results. With a hybrid-synchronous strategy, only the “active” neurons
are updated, i.e. neurons with non null input term Iinput(t) at instant t.

The computational cost of a simulation can be expressed as the sum of the
spike propagation cost and the neuron update cost. Here, it is:

cp × F ×N ×M + cu ×
A

Δt
(2)

The total propagation cost depends on the unitary propagation cost cp, the
mean number of fired spike which depends of the mean frequency rate F and
the number of neurons N and the mean number of connection per neuron (which
depends on the filter size M , see [4]). The total update cost rely on the unitary
update cost cu, the mean number of active neurons A and Δt. Here the unitary
update cost requires 10 FLOP.

The computational cost is dependent of the input image: a complex image
(in the meaning of filter used in the SNN) induced a large number of spikes and
the simulation cost is high. To illustrate this fact, we construct test images with
various complexity, i.e. with different number of features. These test images are
set up by converting impulse response of DOG and Gabor filter in small images
(called patches). The amplitude and spatial position of these patches are drawn
randomly. Left part of Fig. 2 shows a test image used to evaluate the influence of
an image complexity on the required processing CPU time. CPU time (measured
in CPU cycles) required to process image of growing complexity (with 1, 10, 50
or 100 patch’s) is recorded and shown on the right part of Fig. 2. One can see
CPU cycles needed to extract saliencies increases with the image complexity.
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Fig. 2. Left:A test image with 100 patches. Each patch is the impulse response of a
DOG or a Gabor filter. Right: CPU cycles needed to extract saliencies on images with
growing complexity, i.e. different number of patches. CPU cycles are measured for each
simulated time step in the SNN.

3.2 Artificial Images

We propose a comparison of saliency detected on pop-out images [18], where a
target among distractors is easily identifiable. This is the case when the target
differs from distractors for a given feature. Figure 3 shows the most salient region
obtained on two pop-out test images.

Fig. 3. Pop-out images (160x120 pixels) used for saliency detection. On the left, target
differs from distractors by its color and, on the right, by its orientation. The most
salient region detected by FNN is represented as an orange circle and for SNN by blue
pixels.

The Figure 3 shows that both SNN and FNN are able to detect saliencies, but
results take different forms. With FNN, a saliency correspond to the position of
the winner neuron in the WTA, i.e. neuron with the highest activation on saliency
map. As the winner location and its direct neighborhood is then inhibited by
the IOR, we indicate saliency as a circle centered on the winner location. The
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SNN extract salient regions already sorted in the order of their importance. The
first neurons to fire on the saliency map indicate the most salient regions, so
there can be several points with an identical saliency value. On the left image of
Figure 3, the edges of the green target are salient and on the right image four
salient dots are detected on the bottom part of the target.

3.3 Natural Images

We propose a comparison based on 19 natural images of 160x120 pixels acquired
with a standard webcam. Figure 4 shows two of the 19 images and the three
most salient region detected by the FNN and the SNN. On few images, salient
regions are not extracted in the same order in SNN and FNN (as on the right
image). These differences are due to the fact that SNN present a bias toward
high luminance value. On the right image, luminance and color contrasts of the
blue can (white on light background) are surevaluated compared to contrasts of
cans on the bottom (light grey on dark background).

Fig. 4. Examples of saliencies obtained on natural images. For each image, the three
most salient regions are respectively indicated in yellow, green and blue. FNN saliencies
are indicated with circles and SNN saliencies are indicated by colored pixels.

To evaluate the computational performance of FNN and SNN, we measured
the number of CPU cycles needed for each neural networks to find the most
important salient region. Each measure is repeated 10 times to compute a mean
number of CPU cycle and its standard deviation. CPU cycle measurements are
almost constant on the 19 natural images for FNN: it required 2.68414 ×106

CPU cycles (with a standard deviation of 0.008 ×106) to find the most salient
region. As an example, on a computer equipped with 4 AMD Opteron 2.4 GHz,
the mean execution time is 0.62 sec, that is 1.6 frame per second.

The Table 1 shows the mean number of CPU cycles measured with the SNN
and the difference in percent with the FNN. As previously explained, SNN uses
an iterative simulation, so we chose to stop the simulation as soon as the SNN
find the first salient region (usually after 45 time steps). It appears that the
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Table 1. Number of CPU cycles required to find the most salient region on each of
the 19 images with the SNN. For the FNN, the mean number of CPU cycles required
is 2.68414 106. The difference between SNN and FNN is shown in the last column.

Image SNN (106 CPU cycles) Difference with FNN
1 3.389 ± 0.041 23.62 %
2 2.359 ± 0.049 -12.74 %
3 2.409 ± 0.006 -11.66 %
4 3.487 ± 0.010 28.27 %
5 3.682 ± 0.076 38.42 %
6 2.530 ± 0.006 -3.68 %
7 2.944 ± 0.005 12.00 %
8 2.830 ± 0.004 7.56 %
9 2.816 ± 0.004 6.01 %
10 3.336 ± 0.107 25.39 %
11 3.520 ± 0.004 32.74 %
12 2.868 ± 0.002 7.80 %
13 4.157 ± 0.006 53.07 %
14 3.994 ± 0.003 46.86 %
15 3.737 ± 0.004 35.43 %
16 4.144 ± 0.036 53.48 %
17 2.992 ± 0.097 12.46 %
18 2.348 ± 0.010 -12.74 %
19 2.264 ± 0.011 -15.77 %

mean CPU cycles required to find the most salient region varies from one image
to another. This effect is due to the fact that the 19 images have different com-
plexity, in term of the filters used in the architecture. One can see that for one
fourth of the images, the SNN find the most salient region before the FNN does.
For the image on the right part of Fig. 4 (denoted as image #6 in Table 1), the
SNN find the most important saliency, indicated in yellow, before the FNN.

4 Conclusions

This contribution proposes a comparison of two neural model, spike-based and
frequency based, to implement an artificial attentional system. FNN have a lesser
computational cost than SNN but require a WTA to extract the saliencies. The
SNN is an anytime system and saliencies are extracted gradually, in the order
of their importance. Both neural networks indicate the same saliencies and the
SNN find the first saliency before FNN in one fourth of the natural images
used in the evaluation. One can note that if a FNN relies on a biologically
realistic implementation of WTA, the computational cost of the FNN will be
greatly increased. To implement a bio-inspired attentional system, FNN is an
efficient solution. An possible solution to benefit from the advantage of both
neural models is to use both FNN and SNN, running in parallel on different
computers, to process visual input.
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Abstract. This startup study suggests that more accurate and quicker
methods of forestry terrestrial LIDAR data analysis can be developed,
but new benchmark data sets with the ground truth data known are
necessary for these methods to be validated. It follows from the literature
review that the improvement in the methods can be attained by the use
of newer Hough transform-based (HT) and other robust fuzzy methods
for data segmentation and tree measurements. Segmentation of trees can
be done by the limit fuzzification of the data around the breast height.
Several HT variants having different properties can be applied to measure
the diameter at breast height and the accuracies better than those offered
by the commercial software seem to be attainable.

1 Introduction

Forest inventory methods require numerous and relatively accurate measure-
ments made on trees. The parameters of the trees which are calculated from
these data depend on the application. In the simplest case these are the tree
height and the stem diameter at the height of human breast, that is, at 1.3 m –
diameter at breast height (DBH), measured for each tree, and the number of the
trees. Numerous other parameters can be of interest, for example, the height-
diameter profiles, ovality of the stem, open stem height, shape and diameters
of branches, diameter and other parameters of the crown, or the parameters re-
lated to the leafage. One of the measuring methods of choice is the terrestrial
LIDAR (LIght Detection And Ranging) scanning [1,3,4,7,11,18,20,21,22]. Such
scanning gives a 3D cloud of points indicating the surfaces of the tree stems,
branches and leaves, and other objects of less or no interest possibly present in
the measured area, like bushes or litter. A scan can contain millions of measured
points forming a 3D image of a forest.

Probably the most frequently used technique in the analysis of the data cloud
is the Hough transform (HT, the first version introduced in [8]). Its use is
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reported in nearly all the literature; however, it seems that even in some of
the recent papers the scope of the versions of HT used is restricted, with the
prevalence of the version for the detection of circles in its classical form, as intro-
duced in 1975 [12]. Therefore, in the present paper we have tried to remind and
partly check the possibilities of applying some of the more recent achievements
in the domain of accumulation-based methods, for which the basic HT is a pro-
totype (cf. [15], Chapt. 5.4). In particular, we use the fuzzy methods reported
to be robust in the case of sparse measurements with a considerable content
of erroneous data [6]. We present the methods operating basically around the
breast height for segmenting the data into subsequent trees and measuring the
DBH. The paper will be a starting point for a planned study on a larger set of
measurement methods for trees, including their validation on large data sets.

2 State of the Art and New Possibilities

In some of the papers on the analysis of terrestrial LIDAR data the explicit
references to the literature on Hough transform are absent [3,5,18,20], although
it is reported to be used in them. The paper by Aschoff, Spiecker et al. [1] (in [19])
directly cites the book [16] where the HT for circles introduced by Kimme in
1975 [12] is described. In the paper by Simonse, Aschoff et al. [18] this basic HT
for circles is explicitly reported, but without any reference to the literature on
HT. This paper is cited by Bienert, Maas et al. [3] (in [13]). In the paper by
Vosselman et al. [21] (in [19]) the extension of the HT by using the lines normal
to the surface of the object sought, first introduced by Illingworth and Kittler
for circles in [9], is used to find cylindrical surfaces. Khoshelham [11] (in [17])
extends the Generalised HT to 3D data. One of the review papers on the HT [10]
is cited in this paper. Khoshelham gives attention to the problem of efficiency,
so the hierarchical and probabilistic HTs are considered. Therefore, the question
of the scale at which the parameter space is divided is addressed in some way.
This question has also been mentioned in [21], but no solution was proposed.

The Hough transform and the derived accumulation-based methods are in-
deed the right choice for the application considered. The main features of the
LIDAR data which support such a choice are their sparsity and the presence of
gaps and errors, or noise, in the data. As reported in [6], for some versions of
the HT, the simplified measure of robustness which can be the share of outliers
in the data that still does not prevent the HT from yielding a correct result,
exceeds 50%, and when a properly fuzzified version of the method is used it can
be as high as 70-80%. The tool which can make it possible to reach such a de-
gree of robustness is the weak fuzzification. Furthermore, the strong or the limit
fuzzification introduced in [6] can be used to stabilise the results of segmentation
of the LIDAR forestry data into single trees.

In the present paper we shall extend on the good tradition of using the Hough
transform for the segmentation and for selected measurements of large-volume
terrestrial LIDAR data. Starting from some preliminary results we shall highlight
the deficiencies of the methods applied until now and discuss the possibilities of
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a b

Fig. 1. (a) A view of a fragment of the test stand. (b) Section through the LIDAR
data of the stand around the breast height, contrast enhanced; fragments can be seen
better in Fig. 3a08 and a37.

choosing the methods still rarely used or unused in the application considered.
The concepts will be illustrated with results received for sample data described
in the next Section.

3 Test Data

The data were scanned at the Scots pine stand belonging to the Niedźwiady For-
est District, Regional Directoriate in Szczecinek, West-Pomeranian Voivodship
(North-Western Poland), with ground-based FARO LS HE880 LIDAR scanner.
Nominal linear error was ±3 mm at 25 m. The data were overlaid from scans
made from more than one position of the scanner. Average DBH of the trees in
the stand was 26 cm and average height was 19 m. A fragment of the stand can
be seen in Fig. 1a.

As a first data set, a layer of the data cloud around the breast height was
cut from the whole available data. The thickness of the layer is 1 m and the
breast height is 1.3 m, so the layer extends around [0.8, 1.8] m above the ground
level at the foot of a selected tree, further referred to as tree37 (the ground was
reasonably close to horizontal). The projection of these data onto a horizontal
plane is shown in Fig. 1b. This was the thick100 data set. Further, a 4 cm layer
of the whole data around the breast height of the same tree was selected. This
was the thin004 data set.

The data on the trees in the centre are of better quality than those for the
trees near the border of the region. Therefore, for further tests performed on the
data on single trees, two example trees were selected (see Fig. 2c. The first tree,
labelled tree37, chosen as an example of easy data, was near the central region
and was scanned around from more than one scanner position (Fig. 3a37). The
second tree, labelled tree08, an example of difficult data, was near the region
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a b c

Fig. 2. (a) Data of Fig. 1b fuzzified up to the limit with respect to an expected thickest
tree. (b) Image a with enhanced contrast. (c) Image a thresholded at 3% of its maxi-
mum giving 72 candidates for trees. Selected example trees are marked with rectangles:
upper-right – difficult tree08, lower-left – easy tree37 .

border and was scanned from only one side (Fig. 3a08). The data set was com-
plemented with the results of measurements made with the software of the laser
scanner and with the manual DBH measurements. However, these results were
available only for the trees in the central part of the measured region, so for the
tree08 the ground truth data were unavailable.

4 Segmentation

The segmentation of the tree stand into single trees is the easiest at a height well
above the ground and below the tree crowns. Such a height differs between tree
species, however in the case of our data it extended from about 0.5 to 4.0 m above
the mean ground level. Therefore, the breast level was a reasonable candidate
height for the segmentation. A thick layer as described in Sect. 3 has been taken.

The main idea is to treat the number of measurement points projected onto the
horizontal plane Oxy as the histogram, that is, the experimental approximation
of the probability density function, of the presence of a tree surface. The trees
are the largest objects in the data cloud so they should prevail in the histogram.
In fact, in the global histogram the local histograms for single trees are nearly
separated. Let us concentrate on a single tree (yet not localised). To find the
location of the tree stem, not its surface, the histogram can be fuzzified with the
fuzzifying function in the shape of the positive part of an inverted paraboloid,
with the support half-diameter not smaller than the the maximum expected
tree diameter. Then, it is guaranteed that a tree manifests itself in the fuzzified
histogram as a single paraboloid because this process is the limit fuzzification
of the histogram [6] with respect to a single tree. Consequently, to find all the
trees it is enough to fuzzify the image like the one in Fig. 1b up to the limit with
respect to an expected thickest tree, and to find maxima in the resulting image
like that in Fig. 2a.
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Each significant maximum corresponds to one tree. A simple thresholding can
give a satisfactory segmentation into regions belonging to separate trees. In more
difficult cases, the watershed method could be applied. The points which project
themselves onto the region belonging to one maximum belong to one tree. The
histogram does not have to be of large resolution: several centimetres per pixel
are enough.

5 Verticalization

The trees are not exactly vertical. This makes the projections of the data points
belonging to a layer of 1 m thickness lie far from the expected nearly-circular
shape. This was not detrimental in the process of segmentation, while in the
calculation of the diameter the inclination of the trees should be compensated
for, if a thick layer of the data is to be used. In the case of the trees having the
data points from many sides, as tree37, a thin layer can be used. However, for
the trees with less data points, like tree08, a thick layer can be necessary.

The data points segmented out for a single tree were projected on the vertical
planes and fuzzified. The dominating straight lines were found. The angles of
these lines were used to recalculate the data points to the coordinate system
parallel to the stem axis thus found. The centre of rotation was at the mid-
height of the data layer.

6 Measurements of the Diameter at Breast Height

To determine a circle it is enough to know its three points to form three equa-
tions for three parameters of a circle. Three points (three pixels) are called the
elemental subset for a circle [14]. If an elemental subset is used to vote for a ge-
ometrical figure in the HT, then it can vote for a full set of parameters of this
figure. In general, the subsets of the cardinality equal or smaller (never larger)
than that of the elemental subsets are used as voting subsets in HT. The smaller
the cardinality of the voting subset, the more complex the geometrical figure is
plotted in the parameter space. Not all the parameters of a figure sought must
be found at once. For example, if only the centre of a circle is of interest, then the
elemental subset can be just two points, but complemented with the directions
of the normals to the circle in them.

In the cited literature on LIDAR measurements of trees it is always assumed
that a cross-section of a tree is circular. This is not the case in general. When
a circular tree is not vertical, its horizontal section is an ellipse. Further, a simple
observation indicates that trees are not regular objects (see Fig. 3b08 and b37.
The next more complex approximation of a horizontal tree section, after a circle,
is an ellipse. In [15], Chapt. 5.4.3-5.4.5, a number of versions of the HT for circles
and ellipses have been described. Some of their basic features are compared in
Tables 1 and 2.

It has been taken into account that the centre of the figure sought is of pri-
mary interest and the other parameters are easy to find in the further, simpler
accumulation steps.
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Table 1. Comparison of the features of HT for circles. PS: parameter space. Expecta-
tions on the robustness inferred merely from the features of the method.

No. Voting subset Figure in PS Remarks on the data Exp. robustness
1 1 point cone raw points can be used high
2 1 normal line projected on a plane, fuzzified moderate
3 2 points line raw points can be used low
4 2 normals point projected on a plane, fuzzified low/moderate

Table 2. Comparison of the features of HT for ellipses

No. Voting subset Figure in PS Remarks on the data
1 2 points with their normals line projected on a plane, fuzzified
2 4 points line raw data can be used

The comparisons implies several conclusions. Bearing in mind the quality of
the data it can not be expected that all the points in a pair or a quadruple
appear to lie very near to the circle of ellipse to be found, or that they lie at the
same side of its border. Therefore, the stability of the result of finding the figure
plotted in the parameter space can be low, adversely influencing the robustness
of the whole method. Finding the normal to the figure border can be difficult
unless the the data are fuzzified, which makes it possible to find the normal as
the gradient of the intensity of a resulting image. Fuzzification necessitates for
projecting all the points onto one plane. This process reduces the number of data
and the resulting processing time, but with the simultaneous loss of information.
Decrease of the quality of the voting process in the parameter space must be
compensated with the weak fuzzification [6]. Finally, the more points in one
voting set, the larger the number of all possible sets and hence the longer the
processing time. The processing time increases also with the complexity of the
figure plotted in the parameter space.

In the present preparatory study the methods 1 and 2 from Table 1 have
been used. These are the method of Kimme [12] and Illingworth and Kittler [9],
respectively. The other methods will be tested in the next stages of the work.

7 Results and Discussion

For the segmentation, images with resolution of 10 cm/pixel were formed from
the thick data set. For the limit fuzzification with respect to a single tree, the
fuzzification function in the form of an inverted parabola, as advised in [6], was
used, with the support of 11 pixels, that is, 110 cm. No tree was expected to
have a larger diameter, so one single maximum was detected for each tree. The
fuzzified image was thresholded at 3% of the maximum for these data. In this
way, 72 tree candidates were found, as shown in Fig. 2.
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Table 3. Results for tree37 . Besides the results calculated with the methods from
Tab. 1, No. 1 and 2, the manually measured result (ground truth) and result calculated
with the software of the LIDAR (L. soft) were available.

method Manual L. soft HT cone HT line
data set thin004 thick100 thin004 thick100

result [mm] 238 221 248 248 232 232
error [%] 0.0 -7.1 4.2 4.2 -2.5 -2.5
time [s] 68 1552 8 8

Table 4. Results for tree08 . Only the results calculated with the methods from Tab. 1,
No. 1 and 2, were available; the ground truth was unknown.

method HT cone HT line
data set thin004 thick100 thin004 thick100

result [mm] 356 364 332 360
time [s] 17 372 8 14

For the verticalization of the thick100 data set, the image resolution was
2 mm/pixel. The angle resolution was 1◦. The paraboloidal fuzzification function
with the support of 31 pixels, that is 6.2 cm was used. Inclination angles of the
stem appeared to be up to ±15◦.

For the diameter measurements the resolution and the fuzzification function
were the same as for the verticalization. The measurement results are shown
in Tables 3 and 4. The thick100 data were verticalized, while the thin004 ones
were obviously not. Times of calculations are given for an Intel R©CoreTM2 Duo
Pentium at 2.4 GHz.

In general, the results obtained should be validated on a large set of ground-
truth test data, with the properly formulated measure of correctness of the
results (discussed for example in [2]). The results shown here are preliminary
and can be treated only as an encouraging feasibility study.

The segmentation results seem very satisfactory at this stage. Simple thresh-
olding of the limit fuzzification results should be a sufficient method in most
cases, while the watershed segmentation can be used in case of necessity.

Among the verticalization results, from 8 to 11% of angle measurements were
erroneous (7 to 10 in 90). It is expected that better results could be attained if
the images with only the vertical edges of the tree were used instead of the the
raw images, fuzzified.

The breast diameter measurements of the tree37 with the methods presented
here seemed to be slightly better than those received with the software package
provided together with the LIDAR, with the HT with lines performing the best.
For the more difficult tree08 the ground truth data were not available, so it can
only be stated that the result for the HT with lines for the data set thin004,
having much less measuring points, is far from the cluster of the other results.
This indicates than this method can be less robust in difficult cases.
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a08 b08 c08

d08 e08 f08

a37 b37 c37

d37 e37 f37

Fig. 3. Calculations for tree08 and tree37, data set thick100. (a) Raw data points
projected on a horizontal plane Oxy; (b) Data points of image a after verticalization;
result calculated from the accumulator f is overlaid. (c) Fuzzified data of image b.
(d) Accumulator of the HT with circles calculated directly from the data a – layer
containing the maximum; fuzzification not necessary. (e) Accumulator of the HT with
normals calculated from fuzzified data b; fuzzification is needed due to the presence of
many maxima. (f) Accumulator e fuzzified.
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In general, the 2 mm accuracy in DBH seem to be more than enough for such
irregular objects like trees, where the actual cross-section is rarely a regular
circle. However, such accuracy is usually treated as a standard in forestry. The
present errors of the methods transcend this standard, so the image resolution
of 2 mm seems to be enough in the considered application.

The calculation times for the HT with cones can be reduced if the data are
projected on the horizontal plane, as in the HT with lines. This could have little
or no influence on the accuracy if the image resolution is sufficiently high.

Trials with more variants of the Hough transform are necessary, including the
use of an ellipse as a model of a tree section (see Tabs. 1 and 2).

8 Conclusions

Tree measurements can be speeded up with the use of terrestrial LIDAR-based
measurements, but the accuracies attainable with some currently available soft-
ware seems to be questionable. The presented startup study indicates that the
segmentation of the terrestrial LIDAR data into separate trees is not a difficult
task, so that the starting points for the analysis of single trees going up from the
breast height can be easily found in the cloud of the measuring points. The lit-
erature study suggests that the application of more advanced Hough transforms
for circle and ellipse detection can lead to better results and quicker calculations
of the breast-height diameters.

Using the more advanced methods, including the fuzzy Hough transform-
based and other robust techniques seems to be promising, but more work should
be done. The impact should be laid upon the development of large benchmark
data sets with the known ground truth and on the validation of the existing and
new methods against the credible data.
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Micha�l Choraś1, Adam Flizikowski1, Rafa�l Kozik1, and Witold Ho�lubowicz2,3

1 Institute of Telecommunications, UT&LS Bydgoszcz
chorasm@utp.edu.pl

2 Mickiewicz University, Poznań
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Abstract. In this paper the innovative methodology based on image/
video processing techniques for objective measurements of QoE (Quality
of Experience) dedicated for mobile terminals is presented. The proposed
methodology has been used to evaluate WWW services offered by mobile
operators in Poland. The clear advantages of applying image processing
techniques to such a task are objectiveness of the methodology and in-
dependence of the underlying network infrastructure.

1 Rationale

The mobile network technologies are continuously evolving towards high band-
width, QoS enabled, mobility rich 4G solutions that will revolutionize capabilities
of novel services in wireless networks. In parallel the end-terminals portfolio has
exploded with devices providing greater functionality and usability with more
processing power on board. Panoramic displays touch screens and TV-out ports
are steps towards providing improved user satisfaction.

Measuring and providing quality of service to customers of network operators
and service providers is a crucial aspect of current telecommunication market.
However, the real user experience is not only driven by combined performance
of underlying access network and terminal characteristics. The complexity of
internal processing of a web browser used to render data to a user may influence
the quality of experience (QoE). Thus to assess the real user experience of the
HTTP services it is not enough to analyze packet level metrics on the mobile
terminal (or inside network) as implementation of various browsers may affect
efficiency of data rendering differently.

There is shortage of methods for assessing subjective (as perceived by end
user) quality of data services like WWW. In addition capabilities of automated
measurement are limited due SW/HW characteristics inherent to modern mobile
terminals. Among all the key limitations are: insufficient processing power of
mobile phones/devices, limited multi-threading support etc.

On the other hand European directives and national regulators (e.g. see [1]
for polish regulations) impose the obligation to ensure the quality and regular
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publication of the quality indicators of the service portfolio offered by operators
of telecommunication networks and service providers. With the growing number
of services available in the network the complexity of measuring and control
their costs, ultimately incurred by subscribers, and the indicators of quality of
service, collected by different entities have different forms of presentation and
various reliability for observers from the outside.

Authors propose the novel idea of applying concept of image processing to the
analysis of visual information as originally seen by the end user on the mobile
terminal screen. The paper presents the concept, system design, verification and
validation and preliminary results of the proposed techniques. The presented re-
sults show that the use of image processing techniques has numerous advantages
against complementary user assisted measurement techniques for objective QoE
measurement.

The paper is structured as follows: in section 2 motivation for our novel image-
based Quality of Experience (QoE) assessment for mobile devices is clearly de-
scribed. In Section 3 our image based methodology is presented. In Section 4
practical deployment (MEVA tool) is shown. Evaluation and conclusions are
given thereafter.

2 Motivation for Image Recognition-Based QoE for
WWW

According to the SEOptimize web portal, both proprietary and open source
desktop software will witness a further rise in popularity as browser based web
applications and SaaS (software as a service) will become more common ([2]).
The browser will become a second OS with both web based applications and
software being added as browser extensions. Thus sample trend analysis shows
that it is essential to evaluate quality of web-based services exactly as perceived
by end user.

The latter, however, is not possible without actually assessing broad aspects of
web browser application architecture. It is important to understand that focusing
only on IP level tracing (data packets that the mobile browser message exchanges
with external servers) limits the reliability of the achieved results. The total page
download time depends both on the network (access, content) performance as
well as the browser application architecture.

Currently the user experience is mainly determined by looking at the Quality
of Service of the network (ITU G.107 e-Model, PESQ, PSQM). A portfolio of
commercial tools exists that offers automated assessment of QoS based on the
above metrics (TEMS Investigation, QVoice etc.).

However there is misleading hypothesis that QoE will increase with increasing
QoS, while this is not necessarily true: ”It is possible to have excellent QoS and
poor QoE” [3]. On the other hand QoE is defined as ”general service application
performance” thus it is defined by service accessibility, availability and integrity
[4]. Although even access to such parameters from the monitoring probes or
system in the network or end terminal during service consumption can be not
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enough extension towards improved user experience without reliable QoE assess-
ment techniques. Not only network performance related metrics are correlated
to the user experience, in [6] the user experience is linked to the video quality
within a video conferencing system. From a social research point of view, user
experience is often linked to the usability of the application [6] and the way ap-
plications and technology merge and assist in every day live. Complementary to
technical research, the user context (age, profile, activities, culture) is relevant
to the experience [7].

Moreover, the structure of browser functional components indicates that fo-
cusing only on measurements of the network aspects does not enable reliable user
experience analysis (see the indications of the QoE/QoS capabilities respectively
to the probe placement). Not encompassing the analysis of the process of web
page rendering in the page download time measurements may lead to unreliable
QoE results.

The above analysis demonstrates that on one hand status of current mobile
web browsers varies (from heavy-footprint and non-fully standard compliant
built-ins to highly optimized, transcoding-aware mobile browsers). However, it
is important that due to layered nature of data processing inside browser appli-
cation and difference in optimizations level of page rendering process, the quality
of HTTP service observed by end user may be affected.

Therefore hereby, we propose innovative approach to QoE assessment by ap-
plying image-based methodology as presented in the next sections.

3 Image-Based Methodology for QoE

The major contribution and focus of this paper is the application of image/video
processing techniques to real-life industrial problem. In our objective and au-
tomated QoE methodology, image processing techniques are used at the pre-
processing (detection) and post-processing stage to calculate features.

The following objective QoE measures have been applied:

• download time measurement (based on the ”progress bar” analysis)
• throughput measurement (based on ”progress bar” analysis)
• service availability measurement

Term ”progress bar” refers to the graphical element in HTTP browser that
indicates progress of downloading web pages. We propose to perform objective
tests using support of image recognition methods in order to gain precision,
reliability and repeatability of the statistics calculation. The following two video
capture configuration options can be envisaged for performing the measurements
properly (Fig. 1). It is possible to perform video capture using both TV-out (Fig.
1a) and a sled camera mounted over the phone (Fig. 1b). However, the option
with camera is more demanding with respect to its usage during field testing.
Suitable environment conditions as well as increased programming effort are
required to get reliability of image recognition comparable to the option ”a”.

Authors decided to focus on validating the TV-out solution as it provides
highest quality, is not sensitive to environmental conditions (light reflections,



278 M. Choraś et al.

Fig. 1. Video capture configurations

movements) and does not require special treatment (handle, camera movement
mitigation, protection from excessive light, way of doing tests) from the test
operator. The input video stream captured using TV-out has size of 720x576
pixels (PAL format), but as browser area is about 300x450 pixels significant
reduction of processing data is possible (about 60% reduction of required memory
and processor resources). The respective mobile terminal selected for assembly
of the prototype configuration was the Nokia N95 8GB. Objective tests using
the above method were carried by test engineers who performed sequence of
repetitive actions according to the testing methodology.

The measurement process included the following phases:

• data acquisition - process of opening web pages with each of four mobile
terminals (one terminal per each network operator) is recorded using the input
video stream captured directly from TV-out interface of the phone. This func-
tionality enabled storing video sequence produced by terminal operator (test
engineer),
• post processing - after the test cases at various locations are completed image

normalization and post-processing of the stored video captures is performed,
• image recognition - in order to detect web page downloading completion

status (content downloaded and rendered within the browser) there are two
complementary ways by proceeding in an semi-automated way.

Download time measurement, as a key metrics, was captured using technique
of tracking the progress bar. It is assumed that web browser’s ”progress bar” is a
reliable source of information about the completeness of the web page download
status (in comparison to partial information provided by sniffing HTTP conver-
sation at the packet level). Thus the moment of 100% completed progress bar is
treated as the web page download completion. The method assumes that video
frames of download process will be tracked (Fig. 2a,d) in order to identify the
very moment when progress bar is completed (feature based: e.g. color). During
the verification tests it was proven that there is no need to consider the alterna-
tive method based on differential video frames as the progress bar is suitable to
perform proper measurement during all test cases.
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Fig. 2. Sample splash screen (a), OCR control box (b), bookmarks (c), sample page
(d) and counters (e)

4 Practical Deployment: Mobile Equipment Video
Analysis (MEVA) Tool

For validating the concept of image recognition oriented QoE measurement,
authors have developed prototype software tool - the Mobile Equipment Video
Analysis tool (MEVA). The MEVA application implements video processing
functionalities that are applied on the video streams captured during field tests.
After field tests are finished and results stored as video files it is then opened
within the MEVA application context in batch mode and post processing starts.
The key functionalities and supported image processing operations of MEVA are
described below:

− Browser recognition. It is the first important step using advanced video pro-
cessing. This step is executed at the beginning of every sequence and targets
recognition which of available (defined in the system) browsers is currently in
use. MEVA is able to recognize three the most popular (in Poland) mobile
browsers: Opera Mini, Blue Connect and Nokia build-in browser. Each of
browsers use different color theme, also splash screen or menu structure are
unique for every browser. It is essential to differentiate browser type because
page loading process looks completely different in various browsers (order
of performed operations may be different, some stages are specific for single
browsers only etc.). MEVA captures splash screen and then compares it with
defined patterns.

− Network technology recognition. Information about technology used during
the packet switched data session (GSM, UMTS or HSDPA) is displayed
on the screen of the mobile phone in the left top corner. Technology info
has a form of a small icon - MEVA contains a set of pattern definitions of
these icons and the recognition process relies on the comparison of the icon
from the screen with mentioned set of patterns. If the icon from the screen
matches any pattern, then MEVA will store this information, and this stage
is successfully finished. If process for current video frame fails (e.g. the icon
was too blurred and MEVA was not able to recognize it correctly) process will
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be re-executed for the next one (single session usually consists of hundreds
of frames so there is only hypothetic chance to fail).

− Page name recognition. Technique used here strictly depends on the par-
ticular browser being captured. For some browsers (Opera, BlueConnect)
this process uses pattern recognition (similar to technology recognition), but
for Nokia Build-in browser OCR (Optical Character Recognition). Pattern
recognition: when page is loaded, page name (title) can be found on the top
bar of the browser as well as so called ”favicon” (small icon with page’s logo).
MEVA is able to find such favicons, and then recognize it by comparing with
the build-in set of known favicons. Process mostly relies on color histogram
analysis (technology recognition stage is based on shape recognition). Logos
of different web pages have different predominant color schemas (e. g. polish
portal Interia has yellow as predominant color, another one WP is red and so
on). MEVA simply analyzes frequency/intensity of each color on the favicon
area (in percents) and then using some set of decision rules is able to find
respective page name.

− Page size recognition. MEVA ability to recognize page size allows comparing
single page’s size in different browsers, for different technologies and opera-
tors. What is even more important this feature allows calculating connection
speed. By dividing page size and loading time network bandwidth can be
calculated. To recognize size of the currently loaded page MEVA waits till
operator closes the browser and goes through telephone’s menu to the valid
widget displaying transferred data amount. MEVA is able to automatically
recognize this page’s content (in all Nokia phones this menu looks similar).

− Loading time measurement. At this stage time needed to load web page is
calculated. Loading time measurement is one of the key functionalities pro-
vided by MEVA. This step allows gathering information about page loading
time in order to compare results between different browsers and operators.
MEVA distinguishes two types of time variables for page download: connect-
ing time and loading time. Connecting time is measured from the moment,
when empty progress bar appears on the screen and continues to the moment,
when some progress will be notified on it (color inside of progress bar will
be changed). The second phase: loading time is measured from the moment,
when connecting phase ends to the moment when progress bar disappears
from the screen.

Especially page size recognition was a challenge because the OCR library used
(Microsoft MODI library) produced results far from perfect due to video quality
deterioration of signal captured from TV-out interface (analog) and the phone
menu characteristics, background themes and colors as well as the font sizes (es-
pecially the dot sign position in the recognized number) - Fig. 2e. In order to
improve the reliability of page size recognition authors have on one hand imple-
mented alternative manual confirmation mechanism of recognized text/numbers
(message box is presented in the Fig. 2b), on the other a set of hardcoded rules
were specified (e.g. ”if page X has size Y at the calibration stage then with high
probability it cannot change by tenfold in subsequent openings”).
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5 Evaluation

The purpose of preliminary measurements was to assess the satisfaction of a
typical WWW service user in a mobile phone. It focused on the end customer
perspective. The selected parameters of WWW service were measured in four
cellular networks of polish operators. During the test campaign authors have
verified proposed testing methodology in seven regions in Poland. More than
twelve thousands observations were collected in total using the four test ter-
minals with data service subscriptions of each polish cellular provider. Each
and every measurement observation was captured and aggregated in the form
of video sequences stored on a number of DVD disks. All videos from the test
campaign were processed using MEVA tool. The tool has proven to provide reli-
able QoE measures in semi-automated fashion. The MEVA-tool operator needed
to continuously monitor and assess the recognition process (page sizes and the
validity of the video sequence). The maximum feasible ratio of video capture
running time to its processing time is 5:1 which means that a video sequence
of 25 minutes long can be processed in 5 minutes. However such optimization
of the post-processing stage is not recommended due to limited error correction
capabilities required from the operator (as the video frames are hard to follow
while recognition efficiency is less than 100%). Authors suggest using maximum
of 3-4 speedup factor (MEVA setting) for proper video processing. With such a
speed operator can effectively monitor and correct result of recognition if needed.
Although time needed to process large amount of videos is significant (with test
engineer corrections from time to time).

Fig. 3. Sample results: (a) download time, (b) connecting/loading time ratio

Sample results of the tests are presented in the Fig. 3. The use of proposed
method of image based calculation of the key WWW performance indicators had
improved the measurement fidelity and measurement error was limited to the
extent dependent mainly on the level of occurrence of the image processing arti-
facts. In the box plot (Fig. 3a) the results of average loading time were displayed
against different web browsers and mobile network operators. The left part of
the chart consists of results for native browsers (higher loading time due to lim-
ited compression) whereas right most part of the data points shows loading time
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with Opera Mini browser (lower loading time due to server side compression).
The next figure (3b) shows that loading time includes another substrate namely
connecting time. As can be seen the ratio of connecting time (time needed to
establish logical connection) to the loading time is not constant but changes
depending on the page size and browser type used. Thus this ratio should be
accounted for in the process of calculating the effective loading time (without
the connecting component which mostly lowers the effective throughput).

6 Conclusions

The applicability of the novel approach/method for image/video-based QoE as-
sessment of the mobile web browsers has been positively verified and validated
during the comprehensive test campaign. Capturing video stream of the mo-
bile’s display has enabled performing WWW service tests while preserving real
end-user perspective (exactly as observed by end user on the browser’s display)
without qualitative loss on measurement information observed with QoS only
solutions (e.g. using TEMS to measure HTTP performance on packet level).

Moreover, significant improvement in automation of processing the large data
set of collected observations has been achieved. The MEVA tool has further
potential for introducing enhancements towards anomaly detection and real-
time support of the measurement process (feedback to the test engineer in case of
incomplete/failed sequence). Additional benefit of using proposed methodology
is the capability of storing 100% complete, perfectly visual (easily verifiable) data
from measurements in a form of video sequences that can later be re-analyzed.

Our innovative image/video processing methodology for QoE measurement
and the MEVA tool have been used in practice by the telecommunication oper-
ator to evaluate its HTTP/WWW services for mobile devices.
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Abstract. In this paper a novel non-rigid matching technique is presented
to reliably detect near-regular object configurations in images in the pres-
ence of substantial clutter. The objects in near-regular configurations span
a grid with not necessarily congruent grid cells. In addition, the output
of object detectors is typically associated with ambiguities, causing occa-
sional spurious false alarms. We propose a detection approach of spatially
extended near-regular structures which reliably deals with missing objects
and clutter. The search for the optimal local spatial object arrangement is
formulated as a non-rigid matching problem and it is guided by the crite-
rion of structural energy minimization while maximizing image likelihood.
The applicability of the approach is demonstrated by presenting experi-
mental results for the detection of near-regular object configurations.

1 Introduction

In this paper we address the problem of recovering the exact geometry of multiple
objects located on a near-regular geometrical configuration by determining a
non-rigid match between a model graph and observed object locations using the
constraint of near-regularity of the objects and their salient features. Regularity
(or near-regularity) is a strong cue which greatly reduces the size of the search
space. We present a way to represent near-regular structures (some examples
are shown in Figure 1) in a model graph and provide an algorithm that searches
for occurrences of the model graph in the output of an object detector. The
algorithm is robust to the variations in object position in near-regular object
configurations and to noise. This paper is structured as follows. First, we provide
an overview of related work. Next, we describe the proposed matching algorithm
and finally we show experimental results for the detection of near-regular object
configurations.

1.1 Related Work

Our approach is related to deformable template matching. The concept of de-
formable template matching has received much attention in the computer vision
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Fig. 1. Some examples of near regular object configurations

community since representing variable shape and appearance is a key function-
ality to achieve object detection and recognition across view angle and shape
variations. Since Fischler, Elschlager [1] and Widrow [2] proposed the concept
to represent parts of an object by a deformable configuration, the subject has
evolved into a large research domain. Various methods have been developed to
find the optimal match between an object model and a subset of observed salient
points in images in an efficient manner, such as dynamic programming [3], [4]
and belief propagation [5]. Numerous extensions of the original concept have
been proposed in form of the Active Shape Model [6] and elastic bunch graph
matching [7]. Recently, part-based visual object recognition has adopted the uni-
fied concept of using object appearance and deformable object geometry as is
the case in Partial Surface Models (PSM) [8]. Our approach is similar to de-
formable template matching in that it applies an energy function in finding the
non-rigid mapping between image features and a (grid) model graph. Within
the context of deformable template matching each potential transformation of
the grid model is associated with an energy measure by means of an energy func-
tion. The objective of matching is to recover the transformation with minimum
energy among the set of all possible transformations. This transformation is the
most likely hypothesis of object cofigurations. This work is different from related
work in that its focus is on the detection of object configurations under chal-
lenging circumstances by searching for near-regularity. Related work is mainly
aiming at improving object detection using combined appearance and geometri-
cal object representations that can incorporate the large appearance variations
caused by changes in view angle, scale and lighting conditions.

2 Methodology

Given an N -dimensional space in which a scalar evidence function Ψ (such as
probability or similarity measure) for the occurrence of an object is defined.
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The value for Ψ(p̄) is the evidence for the occurrence of an object at the po-
sition vector p̄ = [i1 . . . iN ]. The positions of the objects in this N -dimensional
space are nearly regularly distributed and the parameters of these distributions
(their position mean and deviation) are known. Our method is applied under
the assumption that the local maxima in Ψ correspond to true object posi-
tions. Near-regularity prior is represented by a graph, where nodes correspond
to object positions. The objective of the algorithm is to find the subset of local
maxima in Ψ that best matches the geometry of the model graph among the set
of hypotheses that can be generated from the local probability maxima.

2.1 The Model Graph

The nodes of the model graph correspond to the mean object positions. The
edges represent the penalties imposed for changing the distance between their
associated nodes and thereby constrain the deformation of the model graph.
The algorithm can be used with model graphs of any number of nodes and any
combination of edges depending on the requirements of the application. Some
examples of model graphs are displayed in Figure 2.

Fig. 2. Some examples of model graphs. The nodes of the graph correspond to object
locations while edges represent spring-like structural constraints.

2.2 Generation of Hypothesis Graphs

Hypothesis graphs are generated from the local maxima of Ψ using the model
graph. This is done by first determining the positions and values of the local
maxima of Ψ . The model graph is then consecutively placed with every one of
its n nodes at every one of these m local maxima. This results in nm model
graph placements. Now for every placement of the model graph, the Euclidean
distance between every model graph node and every local maximum is calculated.
The local maxima of Ψ that are found to be within a maximum distance of a
node are called inliers to this node. A list of such inliers is stored for every
model graph node. If no inliers were found for a particular node, the attributed
position of the corresponding node in the model graph is taken as the only inlier
position. Finally, from the lists of inliers for the nodes of the model graph all the
hypotheses are exhaustively enumerated.
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2.3 Hypothesis Graph Energy

Every hypothesis graph can be thought of as a deformed version of the model
graph. Given the model graph and a hypothesis graph, the amount of similarity
between the two is defined using an energy based function on the matching edges
of both graphs. The energy function needs to allow deformations of the model
graph, while at the same time taking into account the local evidence in Ψ for
the occurrence of an object. By definition the hypothesis graph with the lowest
energy is the best match to the model graph. To satisfy these requirements,
the energy function consists of two terms. The first term penalizes deformations
of the hypothesis graph from the model graph, while the second term rewards
hypothesis graphs that explain the observed local probability maxima. The term
that penalizes deformations is based on edge length differences between matching
edges (See Figure 3). An edge in the hypothesis graph that has a length equal
to the corresponding edge in the model graph should have an energy equal to
zero. A suitable measure between two edges satisfies these properties:

Eedge(i, j) = K[|p̄i − p̄j| − |q̄i − q̄j |]2, (1)

in which K is the energy penalty weight for a specific edge, p̄n is position at-
tributed to the n-th node of the hypothesis; q̄m is the position attributed to the
m-th nodes of the model graph. i and j are the node indices between which the
edges are defined. This measure is comparable to the mechanical energy stored
in a spring and is therefore referred to as the edge energy.

Fig. 3. Model edge (solid) and corresponding hypothesis edge (left)

The internal energy of a hypothesis graph is a measure for the geometrical
correspondence to the model graph. This measure is defined as the total energy
required to deform all the vertices of the hypothesis graph to obtain the model
graph. This energy measure is defined as the sum of edge energies:
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Eint =
N∑

n=1

Eedge(i, j), (2)

in which i is the node index of the first node and j is the node index of the
second node of the edge n of the total N edges. The external energy is defined
as the sum of the values of the local maxima in Ψ that are associated with the
hypothesis graph:

Eext =
M∑

m=1

Ψ(p̄m), (3)

in which Ψ(p̄m) is the value for Ψ at the position p̄m. The total hypothesis energy
is defined as:

Etot = Eint − Eext (4)

The allowed deviation of hypothesis graph from the model graph can be con-
trolled by changing the edge valueK. By increasingKi the penalty for deforming
the edge i is increased. The described similarity measure provides flexibility by
considering object probabilities and their geometry at the same time. The match-
ing algorithm aims to find the hypothesis that optimally matches the model
graph and the total hypothesis energy is calculated for all of the hypotheses
graphs. The hypothesis with the least total energy is selected as the optimum.

2.4 Discussion of Method Properties

The edge energy itself is independent of its orientation even if the matching
edges represent a different orientation, because it only depends on the absolute
difference in edge length (See Figure 3). However, a hypothesis graph that differs
only from the model graph by the orientation of one or two edges does not become
a good match to the model graph per se. The allowed deviation in the orientation
of an edge in the model graph depends on the amount of edges that connect to
either one of its nodes. For example, a node that has only a single edge, can be
positioned anywhere on a circular path from the opposing node without incurring
any energy penalty. A node that is connected to two other nodes does not have
this property. Wrongly oriented edges that are connected to nodes that have
at least two edges will always cause edge length differences in the hypothesis
graph, so that its internal energy is increased. The energy based graph matching
algorithm is fundamentally rotational invariant, but the hypothesis generation
step causes only hypotheses that are just slightly rotated versions of the model
graph to be evaluated at all. Rotational invariance could be achieved within the
matching framework by altering the hypothesis generation step or by searching
for rotated versions of the model graph.

3 Results

The described method was implemented and tested. In this section results are
presented. First a method for evaluation is proposed. Second, a detailed example
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of applying the algorithm is shown. Finally, the results of testing the effects of
various parameters are described.

3.1 Evaluation Method

The detection performance is tested under influence of varying amount of clutter
using the following evaluation method. A near-regular set of local maxima using
r rows and c columns is created synthetically by the addition of noise from a
Gaussian distribution G(μp, σp) to the nodes in a r × c grid. Each node has a
probability value which is randomly drawn from another Gaussian distribution
G(μt, σt). The resulting positions and probabilities correspond to the true object
attributes. Correctly detected objects are termed true positives, whereas missed
objects (false negatives) contribute to the false reject rate (FRR). Ideally the
FRR is equal to zero, meaning that all true object positions were found. The
ability of the algorithm to hypothesize locations for missing objects is tested
by removing local evidence maxima before applying the method for detection.
Furthermore, to test the sensitivity of the method to noise two aspects have to be
tested. First, false positives are added, where their number is chosen in relation to
the number of true positives. Secondly, the positions and probabilities of the false
positive detections are randomly drawn from separate Gaussian distributions.
The parameters of these Gaussian distributions can be varied to test the influence
of noise in the detector output on the performance of the method.

3.2 Evaluation Results on Synthetic Data

The synthetic dataset comprised images containing a 3 by 5 grid of object prob-
ability maxima. The inlier acceptance distance was set to 10 pixels. The mean
FRR was determined over five hundred evaluation runs. In Figure 4 the process
of matching and dataset generation is illustrated. Figure 4 left shows the model
graph. In the next image a set of peaks is shown, representing evidence maxima
with a nearly regular structure. The next image shows one of the evidence max-
ima removed to simulate missing data. The next image shows the effect of added
noise. On the far right the resulting optimal match from applying the algorithm
is displayed. In this case the correct local maxima are found. The location of the
missing object is estimated well.

The influence of the edge energy weight K. In this test the false positive
rate was selected equal to the number of true positives. The probability value
for true positives were set to 1. The probability value for the false negatives
were drawn from a Gaussian distribution with a mean of 1 and a standard
deviation of 0.5. The positions of the true positives were picked from a Gaussian
distribution with a mean value of the correct position of the true positive and a
standard deviation of 10 pixels, meaning that 95% percent of the true positives
were displaced by up to 20 pixels from the correct true positive positions. This
corresponds to a deviation of 13% and 4% with respect to the node distances
in the row and column directions of the grid respectively. The edge parameter
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Fig. 4. Probability distribution of true positive object detections (left), with added
noise (middle) and the optimal hypothesis graph found (right)

Fig. 5. The FRR as a function of the spring constant K (top left). The FRR as a
function of the noise level (top right) and the FRR as a function of the variations of
the true positive positions for a noise level of 5 (bottom left) and a noise level of 1
(bottom right).

K was varied between 100 and 10−10. In Figure 5 (top left) the average FRR
over five hundred runs is plotted. It can be seen that the FRR is reduced to
a minimum at a value of 10−8. For lower values of K the model graph can
be deformed too freely, matching the nodes to local maxima that are not true
positives. For higher values of K the model graph can not be deformed enough
so that it fails to match to the correct local evidence maxima.
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Fig. 6. Some examples of near regular object configurations

The influence of the noise level. The noise level is defined as the ratio be-
tween the number of true positives and the number of introduced false positives.
The edge constant K was set to 10−7. The other parameters were equal to the
previous test. In Figure 5 (top right) the average FRR over five hundred runs is
plotted. The FRR is largely unaffected by the noise level until a noise level of
about 5 for which the FRR is at 6%. As the amount of noise further increases
to almost 20% for a noise level of 8.

The influence of variations in true positive positions. The near-regularity
of object configurations is expressed in slight variations of the positions of the
true positive detections. To test the influence of these variations on the ability
of the algorithm to find the correct true positives, their positions are varied
between one and 8.5 times the standard deviations. The noise level was set
to 5. The other parameters were not changed from the previous experiment.
In Figure 5 (top left) the average FRR over five hundred runs is plotted. At
a standard deviation = 5 the FRR crosses the 10% mark. High noise levels
increase the chance of node mismatches, so it is expected that the noise level
heavily influences the tolerance to model variations. Reducing the noise level to
1, the FRR is reduced significantly.

Test on real images. A radial symmetry detector [9] was used to detect
hypothetical centers of crop planted at a near regular structure. The method
successfully detects the nearly regularly positioned vegetation to within a few
pixels accuracy under challenging conditions of clutter, as an example shows in
Figure 6.

4 Conclusion

In this paper a novel non-rigid matching technique is presented to reliably detect
nearly-regular object configurations in images in presence of substantial clutter.
The proposed approach deals with object absence and noise by using a flexi-
ble structural prior. The optimal spatial arrangement follows from computing
the globally optimal solution to a non-rigid matching problem by minimizing



Detection of Near-Regular Object Configurations by Elastic Graph Search 291

an energy cost function. Evaluation shows that the method is robust to out-
liers (clutter) amounts equal to the amount of true positives. The robustness
decreases as the noise level increases. The method successfully detects near reg-
ularly positioned objects even if some of these objects are missing.
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Abstract. The paper describes a method for automatic scene segmen-
tation and nonlinear shape-preserving filtering for precise detection of
road signs in real traffic scenes. Segmentation is done in the RGB color
space with a version of the fuzzy k-means method. The obtained posterior
probabilities are then nonlinearly filtered with the novel version of the
shape-preserving anisotropic diffusion. In effect more precise detection of
object boundaries is possible. Thanks to this, the overall quality of the
detection stage was increased, as it was confirmed by many experiments.

1 Introduction

Automatic recognition of the road signs (RSs) finds still growing interest of
researchers and the automotive industry. A reliable system of this type, if as-
sembled into a modern car, could improve safety of the traffic, assisting a driver
and informing about seen speed limits or expected obstacles on the road. How-
ever, such systems still need to improve their performance for reliable operation
in the hard road conditions.

An interesting system for RS recognition was proposed by Escalera et al. [7].
It is divided into the detection and recognition modules. An input image is color
segmented in the HSI color space. Then recognition is formulated as an energy
minimization problem. Pacĺık et al. [11] propose a similar system with classifiers
using a trainable similarity measure. Their system relies heavily on template
matching, however these takes places in local areas selected by especially trained
classifiers. The work provides also an interesting overview of many different types
of classifiers in context of real RSs recognition. Another type of a system for
signs recognition was proposed by Chen et al. [2]. A recent system by Bascón
et al. [1] consists of three stages: segmentation, detection, and recognition. The
segmentation is proposed to take place in the HSI space with a fixed threshold
values. Detection stage starts with shape discrimination followed by the FFT to
deal with change in rotations and scale. Finally, recognition is done with a set
of multi-class SVM classifiers with the RBF kernels, operating on the intensity
signals of pictograms.

However, in all RS recognition systems the crucial part is a reliable detection
of the signs. This, in turn, is based on the precise segmentation of the images
gathered in real traffic conditions. In this paper we address this problem.
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The paper presents a method of color segmentation and shape-driven post-
processing module for reliable detection of the RSs. The first task is achieved
with the fuzzy k-means method, whereas the second with a novel version of the
anisotropic diffusion operating on the probability fields, driven however by the
intensity signal of the input image. Its purpose is to substitute a simple HSI
segmentation used in the already developed RS recognition systems [3]–[5].

The paper starts with a discussion of the architecture of the system. Then
details of the fuzzy k-means method, set to the RS detection task, are presented.
In section (4) the novel version of the anisotropic diffusion process, employed
to the filtering of the probability fields obtained from the fuzzy k-means, is
discussed. Finally, the experimental results and conclusions are provided.

2 Architecture of the System

Architecture of the proposed system for preprocessing of the traffic images is
depicted in Fig. 1. The proposed module was designed to improve performance
of the already developed modules for the road signs detection [3]–[5].

Fig. 1. Structure of the ensemble of classifiers for image segmentation

The preprocessing starts with the segmentation module which accepts an in-
put color image and outputs a selected number of probability fields, each corre-
sponding to the segmentation in respect to a single color value. In our realization
the fuzzy k-means algorithm was used, although other methods can be also em-
ployed. As it will be discussed further on, the probability fields can be joined
with other segmentation methods, producing their output in a form of a prob-
ability field. These can be simply multiplied, or a fuzzy min approach can be
undertaken.

However, the obtained probability fields exhibit many deficiencies, especially
for not well lightened or shadowed images [3]–[5]. Frequently the borders of the
signs tend to be jagged which negatively influences their detection. We propose
to improve quality of the probability fields with the novel formulation of the
anisotropic diffusion filtering. This nonlinear filtering was first proposed by Per-
ona et al. [12] and allows image smoothing which preserves object edges. In our
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formulation the anisotropic diffusion is applied to the probability field, as origi-
nally proposed by Sapiro [14]. However, in our system a novel control function,
directly driven by the magnitude of the image intensity signal, instead of a gra-
dient of probability, is proposed. Such an approach results in improvements in
quality of detection. Finally, in a discrete realization of the partial differential
equation for the anisotropic diffusion we propose to use the interpolating filters
for efficient and stable differentiation of discrete signals.

3 Input Space Segmentation

Our main idea is to simultaneously segment the input image into a number of
clusters determined by the number of colors expected in that image and which
are characteristic to the expected road signs. These are: red, green, blue, and
yellow, as well as black and white. For segmentation we use the fuzzy k-means
algorithm due to its robustness and good convergence properties [8][9].

Given an input image the algorithm starts with choice of the initial number of
clusters, for each a mean value μi is chosen. As already mentioned, these are the
characteristic colors expected for the real road signs. In our experiments these
were either ’pure’ colors, such as (255,0,0) for red, etc., or mean values of the
point samples manually gathered from the test images, as described in [5]. After
initialization the method proceeds iteratively by assigning each point xi to the
closest mean μm in M clusters, as to minimize the following function

Q =
M∑

m=1

N∑
i=1

P (cm|xi)
γ ‖xi − μm‖L, (1)

where ||.||L denotes a chosen distance metric

Dim = ‖xi − μm‖2
. (2)

In the above M denotes a number of clusters, N is a number of data points. For
a given set of means the probability values are computed in accordance with the
following

P (cm|xi) =
(Dmi)

1/(1−γ)

M∑
k=1

(Dki)
1/(1−γ)

, (3)

where γ is a parameter which should be greater than 1 (and in practice less than
5). When γ is close to 1, then the described algorithm approaches the classical
k-means. If Dki=0 for some indices k, i then P (ck|xi)=1 and all other are 0.
Finally, the new mean values are re-computed as follows

μm =
∑N

i=1 P (cm|xi)
γ xi∑N

i=1 P (cm|xi)
γ

. (4)
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The algorithm stops when there is no significant change in (4). In practice the
convergence is reached in few dozens of iterations. After reaching the stable state,
probability values (3) are assigned to each pixel of the initial image.

The simplest way to choose the initial values of the means in (2) is to set
M=6 ’pure’ colors, which are characteristic of the road signs:
red (255,0,0), green (0,255,0), blue (0,0,255), yellow (255,255,0), black (0,0,0),
and white (255,255,255).
CertainlyM >6 can be also set if other objects with known characteristic colors
are to be detected. However, this extends computations and memory occupation.

The probability values (3) for each class are then used to analyze the scene
in the context of road signs recognition. Additionally the probabilities can be
joined with responses from other detection modules, such as the fuzzy detector
[3] or a Gaussian model built from the experimentally gathered characteristic
points of the road signs [5]. Thanks to this an ensemble of classifiers with the
multiplication rule is created. This usually shows more precise response than a
single classifier [10].

4 Anisotropic Filtering of the Probability Fields

Anisotropic diffusion was proposed by Perona et al. [12] as a modification to
image smoothing with the heat equation which preserves sharp object bound-
aries. The main idea is to use a control function g() in the computation of the
Laplacian that stops smoothing if an edge is encountered. This procedure can
be written in the PDE form

∂P (x, t)
∂t

= div [g (‖∇P‖)∇P ] , (5)

where P is a signal to be smoothed, e.g. this can be the intensity signal if P = I.
The method found broad applications in image filtering, since it allows noise

reduction without smearing boundaries of the objects. Then Sapiro proposed to
use the anisotropic filtering to smooth out the posterior probabilities used in a
process of object classification. As reported in [14] this increased precision of the
classification based on the posterior probabilities. We propose a modification to
this method, which can be used in the post-processing of the probability fields
of the road scene segments found with the previously described methods. The
modification relies on reformulation of the control function in such a way that it
is influenced directly by the intensity signal of an image instead of the smoothed
probability values. We also do not enforce probability normalization in each step
since the probability values are positive and this values add up in each iteration
of the filtering. Only after the process is finished, the resulting probability field
is normalized once. The above equation takes the form

∂P (x, t)
∂t

= div [g (‖∇I‖)∇P ] . (6)

This slight modification has significant consequences during operation. It allows
spread of the probability values up to the real object boundaries instead of the
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boundaries of the probability region. Thanks to this the detected object with
high probability values have also sharp boundaries which allow more reliable
detection and classification by further modules of the system.

For the control function g Perona et al. [12] propose the g(x)=(1+x2/k2)−1,
where k is a positive constant. However in our realization the Tukey biweight
function is used due to its superiority in leaving untouched strong signal varia-
tions, as shown by Sapiro [14]. It has the following form

g (x) =
{

1
2

(
1− x2

/
k2
)2
, |x| ≤ k

0, otherwise
. (7)

For the parameter k in (7) the so called robust scale

kr = 1.4826 ·med (‖∇I −med (‖∇I‖)‖) (8)

was used which is computed from the monochrome version of the original image
(and not from the probability field). The parameters used in (8) are explained
in [14].

5 Experimental Results

The presented method was implemented in C++. Experiments with many real
images were run on the computer with 2GB RAM and Pentium Core 2 T7600
@ 2.33GHz. Fig. 2 depicts two selected color test images of resolution 640x480
for which further results of our method are also presented.

Fig. 2. Two real traffic scenes used in presented experiments

As alluded to previously, the initial values for the fuzzy k-means centers are
the six colors characteristic of the road signs. The upper row of Fig. 3 shows three
probability fields computed from the image in Fig. 2a in accordance with (3) for
yellow, white and blue colors, respectively. It is evident that apart from the road
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signs other objects with similar colors have also high response. Our previously
developed object detectors are to operate in these probability fields, searching
for characteristic figures based on their salient points. However, due to noise
and some some salient points cannot be determined reliably. Nevertheless, the
probability maps can be improved with the proposed version of the anisotropic
diffusion, which diffuses the probability values respecting object boundaries at
the same time. The nonlinear diffusion process is controlled by the stopping
function (7) driven by the gradient of the intensity signal. The robust scale (8)
is also employed. In experiments its value reached from 5.5 up to 12.3. The
number of iterations was chosen to be 125 to achieve good smoothing results.
These are depicted in the lower row of Fig. 3. Under closer examination it can be
observed that interiors of the objects get well smoothed while their boundaries
are crisp. Thanks to this feature the detectors can more reliably detect the salient
points of the signs.

Fig. 3. Results of image segmentation with the fuzzy k-means for γ = 1.4: The proba-
bility fields (upper row). These filtered with our version of the anisotropic diffusion.

Fig. 4a shows results of yellow color segmentation of an image depicted in
Fig. 2b with the method developed in [4]. It is visible that object boundaries
are not sharp which impediments the triangle detection process. In contrast, the
proposed method produces more precise segmentation which can be viewed in
Fig. 4b and Fig. 4c. The latter version was obtained after 100 iterations of the
anisotropic diffusion process (6) with conditions (7) and (8).

The proposed system of image segmentation and postprocessing not only im-
proves precision but also the recall factor of the RS detection process. In our
system the improvement was in order of 2-15%. The main drawback is execu-
tion time which, in our non-optimized setup, was in order of 20-32 s per image
of resolution 640x480. This is due to iterative procedures both for the fuzzy
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Fig. 4. Segmentation of the image in Fig. 2b for yellow objects. Results of the method
from [4] (a). The probability field obtained with the proposed method with γ = 2.2
(b). The anisotropic filtered probability field (c).

k-means, as well as for the anisotropic diffusion. However, an improvement of
performance is also possible since the latter can be performed in parallel for each
of the probability spaces.

We also plan porting of some computations to the GPU card which can shorten
computation time at least an order of magnitude.

6 Conclusions

In this paper we present a hybrid method of color image segmentation and
shape-driven postprocessing for improvement in precision of detection of the road
signs. Segmentation is performed with a customized version of the fuzzy k-means
method, which starts with initialization of the characteristic six colors encoun-
tered in the road signs. In effect the six probability fields are obtained which
for improvement are nonlinearly filtered with a novel version of the anisotropic
diffusion. To account for the shape of real object the diffusion process is nonlin-
early controlled by a robust function. It is directly driven by the module of the
gradient of intensity signal, instead of the probability values which do not convey
information on real object boundaries. Such novel approach allowed increase of
the quality of RS recognition by the already developed recognition systems. This
was verified by many experiments performed on real traffic scenes. However, the
method was tested only in daylight conditions and it needs further improvements
to speed up the computations.
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Abstract. This work is related to the method of facial feature detection
based on distance vector fields (DVFs), recently proposed by Asteriadis
et al. We briefly present the concept and describe improvements that
we introduced to the original solution. The main advantages of our ap-
proach are the reduced computational complexity of the DVF extraction
algorithm as well as the enhanced precision of the resultant vector field.

1 Introduction

Face recognition has recently become one of the most important biometric tech-
nologies. After many years of research and spectacular failures algorithms finally
turn into mature and stable solutions. Latest reports from automatic face recog-
nition competitions indicate that in particular cases computer systems perform
better than humans [1]. However, in terms of speed, accuracy and practical use-
fulness of this technology there is still much to improve.

Every biometric application based on face recognition must perform the local-
ization of the image fragment that will be further analyzed. Consequently, during
the last 15 years numerous face detection methods have been proposed. Most of
them were highly unreliable and provided acceptable results only in controlled
environment (uniform background, good illumination conditions, single upright
face photographed with high quality camera). The situation changed radically
after the publication of the paper by Viola and Jones [2]. The authors developed
extremely fast and accurate localization algorithm based on Haar features, Ad-
aBoost concept and hierarchical cascaded classifier. Their solution, performing
very well in practical applications, became a standard for face localization. Al-
though improvements are still available, the problem of automatic face detection
can be considered solved.

The AdaBoost method almost perfectly extracts rectangular regions contain-
ing face images. Recognition algorithms, however, usually require proper lo-
calization of facial features (typically eyes and mouth areas) as well. Several
approaches can be used to achieve this, depending on computational complex-
ity restrictions and accuracy level needed. In our previous research we tested
the Active Shape Models and obtained moderate results [3]. Currently we are
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working on face recognition system for mobile devices, so the low complexity of
the algorithm is essential. Therefore we decided to examine the method based
on distance vector fields, developed by Asteriadis et al. [4], which appeared to
be relatively straightforward. In the following sections we briefly describe the
original concept and our modifications that improved the performance of the
facial feature localization process.

2 Distance Vector Fields for Facial Feature Localization

The concept of assigning two integer values to each pixel, thus forming a specific
vector field of an image, appeared in the work of Danielsson [5], discussing effi-
cient ways of calculating Euclidean distance mapping. The term distance vector
field (or DVF), however, was rarely used before the paper on facial feature de-
tection by Asteriadis et al. [4] appeared. The general idea is to find the closest
object pixel (k, l) for each pixel (i, j) belonging to the background of the binary
image. In other words, we have to calculate

v(i, j) = [k − i, l− j]T, (i, j) ∈ B, (k, l) = arg min
m,n∈O

D((i, j), (m,n)) (1)

where D is a distance metric and O, B represent sets of object and background
pixels. Authors of [4] noticed that DVF can be used to describe the geometry
of an object, a human face for example. In this case the edge map of an image
must be extracted first, using Canny algorithm [6], so that the set O will contain
only the edge pixels. In this version each element of the distance vector field,
calculated for the given (i, j) coordinates, contains a vector pointing to the closest
edge pixel. Thus the DVF encodes geometrical relations between image pixels
and their neighboring edges. In [4] the use of the edge map instead of pixel
intensity values is presented as an additional advantage offering a certain level
of invariance to brightness variations and poor lighting conditions. In reality
this is not so obvious, because adverse lighting can seriously affect the quality of
edge map, causing some important feature contours to disappear. Moreover, the
performance of the final algorithm relies on proper selection of the parameters
of Canny method.

The general concept of DVF is illustrated on Fig. 1a. The contents of the
DVF can be presented as the two grayscale images formed from the horizontal
and vertical components of the vector field (see Fig 1bc).

Apart from the calculation of the DVF, the method of facial feature local-
ization described in [4] contains the following steps: 1) eye region detection, 2)
mouth region detection, 3) eye center localization, 4) mouth corner localization.

The above operations are mostly based on template matching supported by
some heuristic rules describing the geometry of a human face. To obtain the eye
region template the DVFs of 58 manually extracted right and left eye images
scaled down to the dimensions of X = 26 by Y = 26 were used. Similarity
between the scanned image fragment V, described by its DVF vectors vi, and
the template M, represented by its DVF vectors mi, is inversely proportional to
the distance defined as
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E1(V,M) =
XY∑
i=1

|vi −mi| =
XY∑
i=1

√
|vix −mix|2 + |viy −miy|2 (2)

where vix, viy are the horizontal and vertical components of vector vi. Analo-
gous approach was followed to detect mouth region. This time 16 regions with
dimensions X = 36 by Y = 16 were extracted to form the DVF template. Since
the mouth localization is difficult because the skin color is often similar to the
color of lips and additional distortions of the DVF caused by the presence of
beard may appear, an extra factor was included in formula (2):

E2(V,M) = E1(V,M) + Ē1
ĪHE

IHE
(3)

where IHE denotes the number of pixels in the horizontal edge map of V, Ē1
is the mean value of E1(V,M) calculated for all regions V, i.e. for all 36 × 16
windows that fit within the candidate mouth area, and ĪHE is the mean value
of IHE over all image fragments V.

Fig. 1. a) Sample elements of a distance vector field, i.e. the vectors pointing to the
nearest edge pixels, b) horizontal components of the DVF, c) vertical components of
the DVF (darker regions correspond to smaller values).

The eye center localization is performed in four steps.

1. Reflections are removed. Because specular highlights often appear in eye im-
ages and may disturb the localization process, the small bright areas occupying
less than 1% of pixels are filled with the average intensities of their neighbor-
hoods. The algorithm is briefly presented in [4], the detailed description of our
implementation is given in the next section.

2. Projections of vertical and horizontal components of image gradient are
constructed. Four largest values in each projection are selected and the central
peaks define an initial estimate of the eye center inside the rectangular eye region.

3. The darkest row and the darkest column is found within a small area around
the point selected in step 2.

4. The darkest region of size 0.25Xeye × 0.25Yeye is searched for around the
point found in the previous step. The middle of this area defines the eye center.
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Mouth corners are localized using color information. Although our previous
experiments related to face localization in color images [7] led us to the conclu-
sion that in practice stable results cannot be obtained this way, in case of the
small preselected mouth region segmentation based on hue values can be reli-
able. First the Otsu algorithm [8] for automatic thresholding is employed and
then localization is performed by looking for the rightmost and leftmost point in
the class of pixels which has the mean hue value closer to 0◦. All the foreground
components whose area is smaller than 15% of the mouth region are removed.

3 Improvements of the DVF Method

The key element of the facial feature extraction approach described in [4] is the
algorithm responsible for calculation of the distance vector field – this is why
we will call it a DVF method. Particular care must be taken when implement-
ing the DVF creation process as it is potentially the most time-consuming and
computationally complex fragment of the whole application code. The authors
of the original publication, however, addressed this problem in a way that may
raise doubts regarding the efficacy of their solution. They notice that previously,
for example in [5], DVFs were mainly used only as an intermediate step for cal-
culation of the distance map. Thus, it is evident that it is not necessary to create
the distance map before the DVF extraction. On the other hand authors declare
that in their implementation DVFs are derived from the distance map of the
edge image. Consequently, the distance map is prepared first using the method
described in [9] and so their approach is certainly not optimal as the redundant
procedure is carried out at the beginning of the process.

In the original algorithm the 8-neigborhood of each pixel (i, j) is examined
and the neighbor with the smallest distance map value is selected as the current
pixel. Then the search is performed in the neighborhood of the current pixel and
the whole procedure continues until the pixel with value 0 on the distance map
is reached.

We found the above approach ineffective and decided to implement another
concept – instead of starting the search from each image pixel we iterate over edge
points and look for the background pixels for which the given edge point is the
closest one. First we create a list of points defining the search order around each
edge pixel. This is a list of rings with ascending radii determined by calculating

Fig. 2. a) A map containing Euclidean distances from pixel 0, b) subsequent rings
around 0, c) visualization of 60 rings, d) the search order around 0.
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the floor of the Euclidean distance from the center. Fig. 2abc shows the distance
map, the subsequent rings around the 0 point and the visualization of the 60
rings used in one of our experiments. It can be seen that the higher-order rings
approximate circles quite accurately. Each ring, however, may contain points
with different Euclidean distances from central point 0, for example the 1st ring
contains points which are 1 or

√
2 units away from the center. Therefore, the

points in each ring are sorted by their true distance values. For the points with
the same distance value some arbitrary sequence can be applied. The final search
order used in our application is presented on Fig. 2d.

The search rings can be created once and stored in the source code in a
form of a table. Diverse approximations of discrete circles may be considered,
resulting in slightly different distance vector fields. In this case, however, small
imperfections in DVF calculation are negligible due to the nature of template
matching algorithm. The speed of the code is the main concern, especially when
the method is supposed to be applied to mobile devices. On the other hand, the
procedure used in [4] is also prone to some errors.

In our approach during the first iteration all the edge points check if pixel
no 1 in their search maps is a background pixel or another edge point. In case
of a background pixel its label is changed from ’-1’ to the label ei of the edge
point performing the check. This way the closest edge point is assigned to the
background pixel. In second iteration all the edge points check pixel no. 2 but
now there is one more option: the pixel can belong to an edge, can be a back-
ground pixel or can be already labeled by another edge point during the previous
iteration. Only in the second case the checked pixel can be assigned to the edge
point ei. In following steps the subsequent pixels indicated by the search map
are processed. The loop ends when there are no pixels marked with ’-1’ in the
image, i.e. when the nearest edge points were found for all background pixels.

The idea of ring was introduced to allow for fast elimination of the edge points
that no longer participate in the creation of the distance vector field. In other
words, the edge point that was not able to label any background pixel during
the whole cycle defined by the current ring on the search map can be treated
as inactive in the following iterations because there is no chance that the point
will label any pixel in further cycles. The faster the inactive edge points are
identified, the higher the speed of the algorithm.

To sum up, our algorithm assigns the closest background pixels to each edge
point using predefined search order. After each cycle, when all the pixels belong-
ing to the current ring around each edge point have been checked, the edge points
that did not label any background pixel are marked as inactive and eliminated
from further search. The calculation of distance map is not necessary.

Apart from improving the performance of DVF calculation algorithm we pre-
cisely defined the method of reflections elimination playing important role in the
process of eye center localization. The procedure is as follows.

1. First the binary image of an eye is obtained with the help of the global
thresholding algorithm by Otsu [8]. The reflection areas are represented by
small white regions occupying less than 1% of the image.
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2. In order to find the regions of interest the binary image is converted to 32-
bit format. In one iteration all white connected components are filled with
subsequent colors starting from 1 (0x00000001) and number of points in
every connected component is determined. After this step there are no white
areas in the 32-bit image which can be treated as a “region map”.

3. Using the information gathered in the previous step we are able to select
small non-black connected components covering less than 1% of the eye
region. These reflection areas must be filled with the average luminance of
their neighborhoods in the original image. The color of the neighborhood
for each of those small regions is determined by scanning the image across
rows and columns and recording the luminance values of such pixels of the
original image that correspond to the black pixels in the region map, which
are adjacent to the reflection areas.

4. Each reflection area is filled with the average luminance of its neighborhood
calculated in the previous step.

As we already mentioned, the search for mouth corners is carried out by looking
for the first and the last pixel along x axis in the region extracted by hue thresh-
olding. Only the hue values from the range of [340◦, 20◦] are taken into account
and the Otsu method [8] is used once again to find the class of pixels with hue
values closer to 0◦. The histogram, however, is not constructed directly from hue
values but from the distances from each hue to 0◦. The distance between hue
values a and b is measured as follows:

d(a, b) = π − |π − |a− b|| (4)

It means that, for example, the number of pixels with hue value of 355◦ is added
to the number of pixels with hue value of 5◦ to form the 6th bin of the histogram.

4 Experiments

We implemented the original DVF method by Asteriadis et al. [4] and our mod-
ifications described in Section 3 in a C# application that allowed us to experi-
ment with different versions of algorithms calculating the distance vector fields.
The code from AForge library was employed to perform typical tasks such as
thresholding or edge detection. Because we are looking for the facial feature lo-
calization method suitable for mobile devices, the low computational complexity
of the algorithm was our priority.

The problem of DVF extraction is closely related to the complex task of
calculating the Euclidean distance transform of an image. The comparative study
of appropriate algorithms can be found in [10]. We did not investigate all of them,
but the solution that we proposed is more efficient than the method presented
in [4].

First, our approach does not require the initial calculation of the distance
map. Although, according to results reported in [10], for small images with the
size of 100× 100 the time of distance map computation is negligible on a 2GHz
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computer, it can be an important factor in the case of larger photographs and
less efficient mobile devices.

Moreover, the speed of distance transform algorithms highly depends on the
contents of the image (randomly distributed pixels or straight lines etc.). We face
the same issue in the case of DVF computation: in the typical situation when
the number of edge points is relatively small our method is considerably faster
than the algorithm described in [4]; however, for dense edge maps the benefits of
our approach become less evident. We compared the performance of the original
DVF calculation algorithm and the fast version that we have proposed using the
set of 7254 face images from FERET database [11]. The results are presented in
Table 1. For 256 × 384 photographs our method appeared to be 3 times faster
even though the time required to create the distance map was not included in
the value measured for the original algorithm. Our method is also much more
accurate: the percentage of pixels for which the DVF values are incorrect is small
and the errors are never greater than 1 pixel.

Table 1. The comparison of average results obtained for DVF [4] and Fast DVF algo-
rithms on 7254 face images from FERET database

DVF Fast DVF

Computation time (ms) 810 246
Percentage of points with incorrect DVF values 31.2% 0.18%
Percentage of points with errors greater then 1 pixel 6.77% 0%

Although performance was our main concern, obviously it is the precision
of feature localization that makes the algorithm useful in practice. So far we
cannot confirm the opinion of the authors of [4] that “the method gives very
accurate results, failing only in extreme cases”. We have not, however, performed
large-scale quantitative tests on representative databases yet. Some examples of
feature detection provided by our implementation are depicted on Fig. 3.

Fig. 3. Facial feature localization results obtained for selected face images

The intrinsic weakness of the method comes from the fact that the localization
is entirely driven by heuristic rules and simple matching of fixed-size templates.
Therefore, the accuracy of the algorithm extracting faces from the background
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(e.g. [2]) is crucial. If the face area cropped at this stage is slightly too small and
does not include the whole head, the DVF algorithm fails because the eye and
mouth templates become too small to match the image properly.

5 Conclusion

We have implemented and tested the newly proposed method of facial feature
detection based on the distance vector fields [4]. We improved the algorithm
by reducing its computational complexity and improving the accuracy of the
DVF extraction procedure. Our experiments showed, however, that the results
provided by the method are not stable nor accurate enough for real-life applica-
tions. Therefore in our further research we will focus on introducing some kind
of elastic template matching to improve the localization accuracy.
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Abstract. This paper introduces a novel method for vehicle speed de-
tection based exclusively on visual information. The proposed system
consisting only of a digital camera and a computer is able to identify
both the speed of the passing vehicle and its licence plate numbers, which
makes it an interesting alternative to existing and expensive photoradar
systems. The principle of operation is simple: vehicles are identified by
their licence plates and their speed is measured based on the vertical dif-
ference of their position in consecutive images. An experimental evalua-
tion shows the high accuracy of vehicle speed measurement, comparable
to the one provided by comercially available radar-based systems.

1 Introduction

In the contemporary world we observe a growing need for intelligent traffic man-
agement systems that would cope with the constantly increasing traffic. Ac-
cording to the statistics [8], in Poland in 2005 approximately 75% of all people
and cargo transportation was the road transportation. Unfortunately the num-
ber of vehicles was growing much faster then the infrastructure, which led to
the road system overload, higher environment pollution, larger accident number
etc. According to various studies, an intelligent traffic system can increase the
throughput by 20%, reducing at the same time pollution and acident number.

One of the key issues of traffic monitoring is the automatic vehicle speed mea-
surement. Currently it is done by means of photoradars, which use radar or laser
technology for speed measurement and may use image processing techniques for
licence plate identification. Although these devices usually perform well, they
are expensive and thus cannot be widely used, especially in less economically
succesfull regions, where the disproportion between the increasing traffic and
the infrastructure is particularly large.

The main contribution of this paper is a novel approach to speed detection
that does not require any sophisticated and expensive hardware and uses only
visual information both for licence plate recognition and speed measurement.
The underlying idea of the proposed method is to use the geometrical information
of the camera-road system in order to estimate the velocity of passing vehicles.

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 308–315, 2010.
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The paper consists of 5 sections. In Section 2 the previous works are reported.
In Section 3, the proposed approach is described. Section 4 contains experimental
results, and finally, Section 5 concludes the paper.

2 Previous Works

Vehicle speed measurement methods based on video sequences were proposed
e.g. in [7,16,4], an interesting method for estimating speed from a single, blurred
image, in [5]. More general studies on motion in digital images can be found
in [19,18]. The motion and object tracking in traffic scenes was the subject of
numerous publications, just to mention [17,11]. In the literature on car license
plate recognition (LPR) one can find various approaches. In [14,9] a method
based on edge detection on graylevel images combined with adaptive threshold-
ing and template matching is presented. The method described in [13] processed
edges on color input image using fuzzy-logic approach to localize license plate
while topological features and neural network to recognize characters. Paper [6]
describes a method that applies Maximal Stable Extremal Regions to localize
the plate and SVM-classifer the the second step of processing. In [2] the proposed
algorithm made use of feature-salience theory and applied Hough transform to
localize plate and probabilistic classifier in the OCR phase. Statistical approach
was also applied in [1]. The morphological approach to license plate localisation
can be found in [15,12,3].

3 Proposed Method

The underlying idea of the proposed method is to use the geometrical infor-
mation of the camera-road system in order to extract the distance covered by
the observed vehicles between consecutive videoframes and hence calculate the
passing vehicles velocity. This concept, followed by considerations about the im-
age acquisition is described in Section 3.1. Next, the licence plate detection and
recognition algorithm is used. For better and faster results, image masking, con-
tour analysis and grammatical analysis is applied as shown in Sections 3.2 and
3.3. Finally, Section 3.4 describes the speed measurement method in detail.

3.1 Camera Setup and Image Acquisition

Usually photoradars are mounted on the side of the road and cover a relatively
small sector so as to photograph vehicles in their direct vicinity. The camera
is triggered by the radar detecting an incoming vehicle and a photo is taken
from a short distance. In our case, however, such a configuration is not possible
as we have no other triggering device but a single camera. The only way of
detecting moving vehicles is continuous image registration and analysis. In order
to measure the velocity we need at least two images of an approaching car. If
am inclined camera is mounted centrally over the road like shown in Fig. 1(a) it
will register images like the one shown in Fig. 1(b).



310 W. Czajewski and M. Iwanowski

(a) (b)

Fig. 1. The camera mounted over the road and looking at the incoming traffic (a), the
view from the camera (b)

Now, in order to establish the distance to the observed vehicles one could
utilize the fact that the licence plate is a rectangular object of a well known
size. Finding its localization and orientation in space [10] would require however
a very precise pinpointing of the plate’s corners, which is not possible at far
distances due to small resolution of the image. Another method could be based
on the licence plate area measurement, but the results would be only slightly
better for the same reason.

In our method we use a much more precise mechanism (see Section 3.4 for de-
tails). It is based on the observation that with the inclined camera, vehicles that
are far away appear at the top of the image and they move down in the image
as they approach. Establishing this nonlinear relation between the image loca-
tion and camera-vehicle distance allows for speed measurement with sufficient
precision.

Fig. 2. Example of licence plate thresholding. The images show a car captured in
shadow and sunshine. By side presented are the extracted plates (top) and effects
of constant thresholding (middle - notice the right plate is unreadable) and adaptive
thresholding (bottom - both plates are readable).

Since the proposed system is based exclusively on image analysis the resolution
and overall quality of the acquired images is crucial. In our tests we used 5 and
6 megapixel images taken with a bright lens camera. This allowed for shorter
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exposure time while maintaining good image brightness, contrast and sharpness
at low ISO rates. Images were taken at approximately 2 fps, which was sufficient
for capturing at least 2 images of the same car even at high speeds and left 500
ms for image processing. That would be enough for a fast PC, but probably not
for an embedded solution. The pictures were taken during the day in different
weather conditions (from sunny to complete overcast).

3.2 Licence Plate Detection

Majority of LPR methods methods work best in situations when the expected
size of a licence plate in an image is known a priori. This is the case of static
or roadside photoradar LPR systems where the camera-car distance is almost
constant and so is the size of the number plate. In our case, however, the linear
dimensions of the licence plate doubles or even triples as cars are approaching
the camera, which makes the plate detection algorithms more complicated.

Initially in our experiments we used an edge detection and vertical projection
method on images with enhanced contrast. Without the enhancement many
dirty and thus low-contrast plates were not found. Unfortunately, apart from
succesfully detecting the licence plates, this method also returned many false
positives such as car body parts with vertical details, gratings, fences, other
letterings etc. This was caused by the character of the acquired images that
contained many objects of different scale. In the end, all the found regions had to
be filtered in order to exclude the non-plate regions. This was done by character
analysis as described in section 3.3.

It turned out later during the experiments, that the initial detection step
is completely useless. A horizontal series of neighboring characters defines a
licence plate not worse than vertical edges used beforehand, but at the same time
it returns the extracted characters that can immediately undergo recognition.
The overall processing time was also shorter, which was the most important
advantage of this approach.

Finally, the plate detection algorithm based on character detection consisted
of the following steps:
1. Adaptive thresholding of the entire image - we used different thresholding

parameters for different sections of acquired images experimentally tuned to
the expected size of the observed number plates. The adaptive thresholding
algorithm was particularly succesful in correct segmentation of licence plates
in different lighting conditions as opposed to a constant thresholding method
(see Fig. 2).

2. Contour extraction from the binary image obtained in step 1 and analysis -
rejection of all the contours that do not fall within experimentally defined
bounds for size and height to width ratio.

3. Contour groupping - all the contours from step 2 are groupped with their
horizontal neighbors. If a contour has too few or too many neighbors of
similar size the entire group is rejected.

As the result we obtain not only areas containing licence plates but also extracted
characters ordered from left to right belonging to separate plates.
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3.3 Character Recognition

The next step of processing is the character classification. All the characters
from a single plate are converted into grayscale and scaled down to 7x7 matrix
each and normalized as shown in Fig. 3. This particular size was chosen after
a number of experiments as it provided the best recognition results. Smaller
number of divisions yields too generalized representation and bigger number
results in too detailed representation of a particular character.

(a) (b) (c)

Fig. 3. Extracted characters in original resolution (a) and downsampled to 7x7 pixels
(b). The reference characters are shown for comparison (c).

The same scaling and normalization procedure was performed on the reference
characters. Only one reference character for each symbol on number plates was
used, except for D, 8 and B, which were the most difficult to differentiate and
were represented by two references. For classification template matching with
Euclidean metrics was implemented that was further extended by syntax analysis
of Polish licence plates. Naturally with such a simple approach and small learning
set it was not possible to achive a near 100% recognition rate, but this was not
the aim of the research. The identified number plates were used as unique vehicle
identifiers to show the feasibility of our speed measurement method described
in Section 3.4.

3.4 Speed Measurement

The proposed system is able to measure the speed of incoming vehicles in real-
time (on a fast PC). It uses recognized licence plates to identify approaching
vehicles and estimate their velocity. The algorithm is able to cope with more than
one licence plate at a time. The principle of speed measurement is the following:
if we can measure the distance covered by a vehicle between two consecutive
frames, we can calculate its speed. The algorithm localizes all license plates (or
the coordinates of their centers of gravity in the binarized image) within both
frames and finds ono-to-one correspondence between them. Assuming correct
plate recognition on both images, we have – for each observed car – two image
positions: initial on the first frame and final on the second one. As shown Fig. 4,
an image position y can be converted to the road distance d from the reference
point A. The difference of the final and the initial road distance is the sought
lenght of vehicle travel between the two images.

The non-linear relation d=f(y) that is used to calculate the road distance d
based on the image position y of an object at the road level was found exper-
imentally by measuring the image position and the road-level position of the
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Fig. 4. The principle of vehicle position measurement with a single camera. The dis-
tance d of a vehicle from the reference point A in the camera field of view is proportional
to the position of the vehicle in the image plane y.

road stripes on one of the pictures in the sequence shown in Fig. 5. Due to the
fact that we use the position of the licence plate center as a reference point, an
error e in distance measurement is introduced. This error could be eliminated
if the precise elevation over the road-level of a given licence plate h was known.
Unfortunately the elevation of licence plates varies. The average height of a li-
cence plate was around 40 cm, while approximately 90% of them were mounted
between 30 and 50 cm over the street level (as measured for 100 licence plates on
one of the main streets in Warsaw). Simple calculations based on the theorem of
Thales yield the following formula for the relative error of the distance covered
by a car between two consecutive frames: δ = h

H−h .

Fig. 5. A typical sequence of images acquired by our system. Car A is being overtaken
by cars B and C. It is clear that car A is the slowest and car B is the fastest among the
three. Moreover, car A is maintaining a constant velocity of 45±1 km/h as measured by
an onboard GPS device. Velocities of cars B and C are unknown. The average measured
speed in km/h returned by our system is: 46,0 (A), 83,7 (B), 62,9 (C).

Assuming that the camera is mounted 7.5 meters over the street level (which
was the case in our experiments), the relative error of speed measurement for 90%
of the vehicles would be between +4.2% and +6.9%. However, if we consider the
average elevation of licence plates of 40 cm and assume that for 90% of vehicles
the diversion from the average is ±10 cm, the relative error decreases to an
acceptable level of ±1.4%. The above holds only if the licence plate is perfectly
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localized in the image and the d=f(y) relation is precisely found. In real-life
situations, the imprecision of the these two measurements may contribute to an
additional error as shown in Section 4.

4 Experimental Evalution and Results

We evaluated our algorithm1 on a number of traffic video sequences of type
shown in Fig. 5. We used a car with a licence plate elevated exactly 40 cm above
the ground and a GPS device for speed measurement. We assume that the driver
was able to maintain constant speed with accuracy of ±1 kmh. The collected
data for three different velocities are depicted in Table 1 below.

Table 1. Actual car velocities (in km/h) as indicated by GPS versus values measured
with the proposed method. The licence plate elevation was precisely known.

Actual velocity Measured velocities
43 ± 1 43.3; 44.0; 42.9; 44.1; 42.6; 44.0
55 ± 1 54.9; 56.0; 55.9; 56.2; 56.9
71 ± 1 70.7; 71.1; 71.0; 69.1

The measured velocities’ errors are practically within the precision range of
the GPS. The final error for the proposed method with 90% confidence level at
velocities around 100 km/h should not exceed 4% and is less for lower velocities,
which is comparable with commerically available speed radars. Unfortunately
for rare cases of extremely high mounted licence plates, the error will by much
higher and at the moment there is no compensation mechanism implemented
although it can be done based on the size of the observed vehicle.

As mentioned in Section 3.3, the character classification algorithm was rather
simple and the correct licence plate identification rate was only around 83%.

Image processing time on a laptop (PentiumM 1.8 GHz) computer was around
1 second for each frame (2816 x 2112), so the algorithm can perform in real time
on a fast computer without modifications.

5 Conclusions

This paper introduces a novel concept for vehicle speed measurement based ex-
clusively on image analysis. The experimental evaluation shows that the achieved
results are very promising and they are on par with comercially available radar
based systems. The main advantage of our approach is low cost and high accu-
racy of the system.

1 Authors would like thank student Mr. Marcin Lewkowicz for his help in pursuing
this research.
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Abstract. We address in this paper the problem of particle-based sim-
ulation of breaking waves. We present a new set of equations based on
oceanographic research which allow us to deal with several types of break-
ing waves and multiple wave trains with full control over governing pa-
rameters. In order to reduce computations in non-significant areas, we
also describe a simple and efficient multiresolution scheme, controlled
using the properties of our breaking wave model.

1 Introduction and Previous Works

Early works dealing with the simulation of oceanic scenes used parametric mod-
els. Under certain conditions it is possible to obtain realistic shapes of break-
ing waves [1], but this approach cannot usually represent the intrinsic dynamic
nature of the fluid such as interactions and collisions with the shore or other
floating objects. A notable exception is the work by Yuksel et al. [2]. Another
approach consists in solving the dynamic equations governing fluid motion (e.g.
Saint-Venant or Navier-Stokes) using an Eulerian method and a static 3D grid.
A breaking wave can be represented using this approach by controlling its start-
ing geometry [3]; this approach is suitable both for real-time simulations [4] and
computer-generated motion pictures [5]. However non-linear phenomena cannot
be represented using this method without a full, 3D resolution [6–8] that can
require a very fine-scale grid to capture small details.

Lagrangian methods aim at simulating fluid dynamics using particle systems,
for example relying on the Smooth Particles Hydrodynamics (SPH) model [9, 10]
that we chose for our implementation. Their main advantage is the ability to
cover virtually infinite domains. Hybrid methods combine Eulerian grids with a
set of particles dedicated to the simulation of small-scale details [11–14]. This
approach was used to produce realistic simulations of water pouring into a glass,
or splashes and bubbles generated by quantifying the amount of dissipation and
turbulences in the case of breaking waves [15, 16]. Another method based on this
approach solves Saint-Venant equations governing fluid motion by incorporating
a turbulence function generating sprays and foam [17].

The specific problem of breaking waves simulation was addressed in several
papers [3, 13, 16, 18]. All of them propose to initialize the velocity field using
parametric models in order to obtain a visually convincing break. The basic idea
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is to ”push” the water volume from the rear, by numerically simulating a real
wave generator. The main drawback is that only one breaking wave can really
be obtained: after a certain simulation time, the magnitude of the velocity field
is too low to obtain a new one. As a consequence, simulating wave trains is
difficult with this approach since re-initializing the velocity field before the fluid
returns to rest may imply numerical instabilities. As a consequence, choosing
appropriate parameters for the wave generator is an extremely difficult process,
making it impossible in practice to simulate successive plunging breakers in the
same scene.

In order to improve computation times, especially when dealing with large
oceanic scenes, a multiresolution approach can be added since non-significant
areas of the fluid domain do not require highly precise computations. This idea
was developed for Eulerian methods [6, 8] by refining the 3D grid in areas close to
the air-water interface or by considering the visual impact on the final rendered
image. Lagrangian methods are also well adapted to multiresolution [19–22],
since particles’ sizes can be fitted according to a ”split and merge” scheme that
allows to generate more (and relatively smaller) particles in significant areas.
However care must be taken to limit the impact of suddenly varying particle
size, in order to avoid ”popping” effects on consecutive frames.

The approach proposed in this paper aims at representing large scale trains of
breaking waves. We show in Sect. 2 how to generate breaking waves that are not
limited in time, as well as multiple wave trains. Sect. 3 describes a multiresolution
scheme able to generate bigger particles in less significant areas, which reduces
aliasing effects observed with previous methods.

2 Simulation of Breaking Waves

2.1 Finite Impulse Method

One of the most used models to describe wave motion in oceanography is the
soliton [23]. The soliton equation basically represents the propagation of a soli-
tary wave in a non-linear, dispersive medium. It expresses initial horizontal and
vertical velocities of a volume of fluid by considering its height H and its depth
related to the bottom d. Since it only defines initial velocities, applying the soli-
ton description directly to the SPH solver is not possible because after a while
particles don’t have enough energy to rise. Therefore, we extend this formulation
as an external force called impulsion, which will be applied to each particle at
each frame. In the 2D case, this force with coordinates vx and vy is computed
by:

vx =
√
gdH

d sech
2(A(x − wt̄))

vy =
√

3gdH
d

3/2 y
dsech

2(A(x − wt)) tanh(A(x − wt̄))
(1)

The pulsation of the soliton, noted w, will be used to obtain different types of
breaking waves (see Sect. 2.2). The soliton time t̄ expresses the time progression
of the soliton itself, which is independent of the global simulation time. Other

parameters in Eq. 1 are the gravity force g, A =
√

3H
4d3 and sech = 1

cosh .



318 E. Darles, B. Crespin, and D. Ghazanfarpour

The horizontal component vx, always positive, pushes the particle towards
the beach. The vertical component vy pushes or pulls the particle vertically. The
impulsion force increases to make the wave rise, then decreases after it reaches
its maximum. The soliton can be reinitialized when needed to avoid a temporal
limitation. We extend the soliton to the 3D case by adding a deviation angle θ
from the orthogonal direction to the shore. A new parameter φ representing the
soliton phase difference is also used to allow a maximal push for any x value:

ṽx =
√
gdH

d sech
2(A(x − wt̄+ φ))

ṽy =
√

3gdH
d

3/2 y
dsech

2(A(x − wt̄+ φ)) tanh(A(x − wt̄+ φ))
ṽz =

√
gdH

d sech
2(A(z sin θ − wt̄+ φ))

(2)

Component ṽz is used pushes particles along direction z in order to obtain asym-
metric breaking waves, as can be observed in real ocean scenes, controlled by θ.
One important difference with ṽx and ṽy is that ṽz is only applied to breaking
particles i.e. for which the vertical component ṽy decreases, which ensures that
no push along z direction occur in stable regions.

The impulsion force fsol with coordinates (ṽx, ṽy, ṽz) obtained from Eq. 2
is applied to each particle at each time step as an exterior force; this impulse
represents about 10% of the overall forces applied to a particle. Although our
method is more physically-inspired than purely physically-based, it is fully con-
trollable as shown in Figure 1 where various heights H and deviation angles θ
are specified. To obtain plausible breaking waves, θ should belong to the interval
[O, π/4].

Fig. 1. Different breaking waves with heights ranging from 0.3 to 0.4 and deviation
angles from 0 to 0.5

2.2 Controlling Breaking Waves

A useful parameter for describing waves behavior is the surf similarity parameter
or Iribarren Number NI [24]:

NI =
tanβ√
H/L0

(3)

where β is the slope angle at the bottom of the sea, H is the waves height and L0
is the deep water wavelength. A value of NI greater than 2.0 indicates a surging
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breaker, a value between 0.4 and 2.0 a plunging wave and a value lower than 0.4
a spilling wave.

We obtain L0 from Eq. 3 and the characteristic pulsation w of the desired
type of wave by:

L0 = N2
I H

tan2 β , w =
√

2πg
L0

(4)

This value is used in Eq. 2 to compute the soliton equation. Depending on NI

we obtain different types of breaking waves, as shown in Figure 2 with H = 0.3
and tanβ = 0.14.

Fig. 2. Top: Breaking waves with NI = 0.3 and 0.5. Bottom: Successive breaking
waves

2.3 Multiple Impulsions Model

To simulate several waves in the same scene, the total force applied to a particle is
given by the sum of N impulsion forces computed for each soliton in the scene.
Each force fsol

k (1 ≤ k ≤ N) is computed by Eq. 2 with its own parameters
t̄k, Hk, φk, θk, etc.

Real waves tend to organize themselves as groups : successive waves are usually
grouped in periods of high waves, followed by periods of low waves. A wave train
is composed of several waves having similar characteristics and propagating along
the same direction. Our method can be used to simulate the behavior of real
waves by defining all parameters for a soliton belonging to a wave train in a
probabilistic way, allowing the end-user to control the global characteristics of
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the wave train and the relative variation of those characteristics inside the train.
Another advantage of this approach is the ability to take into account large-scale
phenomena such as tides and currents by choosing similar deviation angles for
all waves in the train. An example of two successive waves is shown on Figure 2.

3 Multiresolution Particles

A huge amount of particles are required in order to simulate large ocean scenes,
thus inducing high memory and computation costs. Lagrangian multiresolution
is a good solution to this problem since it uses a hierarchical representation of the
system through two basic operations: merging and splitting. Merging consists in
grouping several particles together if they are close enough to each other and
share similar properties, and then consider this group as a single bigger particle
at further time steps, whereas splitting is the opposite process.

Our approach is based on a progressive mass transfer : depending on different
criteria, a small fraction of mass can be transferred at each time step either from
a particle to its neighbors (i.e. progressive splitting), or from its neighbors to a
particle (i.e. progressive merging, depicted in Figure 3). If a particle has ”lost”
all of its mass, it is invalidated, and will not be considered in the simulation any-
more. This process guarantees that the overall mass is conserved; our approach
also prevents the sudden appearance or disappearance of particles, thus avoiding
”popping” effects.

Fig. 3. Progressive merging (from left to right): a fraction of mass is transferred to a
particle from its neighbours at successive time steps

Different criteria can be taken into account to decide whether a particle should
split or merge with its neighbours. In our case these are:

– the approximate distance from the particle to the free surface (for breaking
waves simulation, the inverse distance to the bottom is a good
approximation)

– the distance between the particle and the viewpoint
– the impulsion force applied to the particle: if this force has a large value,

then the particle should not be merged since it belongs to a breaking wave
where intense interactions occur.

Our implementation combines these parameters to ensure that merging particles
are those located deep below the surface or near the surface but far from the
viewer, with a low visual impact on the final rendering.
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Fig. 4. Comparison between simulations with and without multiresolution, with 100K
particles. Green color is used for particles affected by the merging/splitting process.

Fig. 5. Interactions of a breaking wave with a ball or with the shore

At each time step, a fraction of mass is transferred between particles; as in
previous multiresolution approaches [20], we use the ,,shooting / gathering” me-
thod of Desbrun and Cani [19] to efficiently compute pressure and viscosity
forces that respect reciprocity between particles of different sizes. The process
ends either if a merging particle does not satisfy the aforementioned criteria
anymore, a merging particle reaches the maximum mass defined by the user, or
a splitting particle has lost all of its mass. In that last case we remove it from
the main simulation pool.

Our experiments reveal that using a fraction of 10% of the original mass of
the child particles is sufficient to avoid popping effects while being fast enough to
reduce computational costs, since we don’t have to rely on expensive approximate
medial axis computation [20] or static layers [19].Our results are illustrated in
Figure 4.
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Our simulation runs at about 4 sec. per frame with multiresolution enabled,
whereas standard simulation runs at 7 sec. per frame on an Intel Core 2 Duo
processor running at 2GHz with 2GB of RAM. The gain due to our multires-
olution scheme, measured in terms of active particles count, increases linearly.
For 200K initial particles, we obtain a gain of 45% less active particles and a
total acceleration factor of 1.75, whereas the gain was limited to 10% with the
implementation of [20].

4 Conclusion and Future Work

As expected, our results are visually similar to those obtained with 2D methods
specifically targeted for breaking waves [3]. However, our method relies on a full
3D simulation, which can thus integrate physically-based phenomena such as
collision detection with the shore or other objects (see Figure 5). For rendering
purposes we used a simple particle-based spray generator and an animated ocean
texture.

Our work takes place in a more general context of realistic ocean scenes ren-
dering, hence future investigations will focus on other non-linear phenomena
related to breaking waves such as foam. We also plan to adapt our multiresolu-
tion scheme to more general particle-based fluid simulations, and study how it
could fit to recent GPU architectures to get better performances.
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Abstract. A supervised hierarchical classification for mammographic
images is here presented, based on the analysis of wavelet transform.
The proposed method analyses different wavelet transform decomposi-
tion levels at the same time and innovatively treats them as new images
taking into account also their spatial, contextual and morphological prop-
erties. The proposed method is very simple and transparent to the user,
but it is able to achieve very good classification results. Since it is very
fast, we foresee its future application not only for classification purposes,
but also for pathology automatic localization. MIAS database has been
used in order to compare results with the ones presented in literature.

Keywords: Mammographic CAD, Wavelet Analysis, Morphological Im-
age Analysis.

1 Introduction and Related Work

Despite the quite recent introduction of other diagnostic procedures (i.e., for
instance, Magnetic Resonance and Ultrasound), X-ray mammography is still uni-
versally employed in early detection of breast cancer. Difficulties in understand-
ing mammograms arise because some pathologies are very small and spatially
distributed, image contrast is low and some classes are not precisely separated,
tissue mixtures or ambiguous cases are present. For such reasons, automatic
Computer-Aided-Diagnosis (CAD) systems may help radiologists in discrimi-
nating breast pathologies.

Regarding classification purpose, a large number of papers dealing with the
detection of microcalcifications [1]-[3] has been published while papers devoted
to the detection and classification of breast masses have more recently been
published, even if they still represent a limited number of research works [4]-[6].
At present, only a few papers deal at the same time with both microcalcifica-
tions and masses, after having distinguished normal from pathological situations
[8]-[9]. In all cases many methods are based on the wavelet approach. When us-
ing wavelet transform decomposition, some global sub-band features are usually
measured, such as, for instance, energy and entropy [10]-[11], but contextual,
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morphological and geometrical information are usually lost. Out of a wavelet
framework approach, geometrical moments have been seldom applied for the de-
tection of microcalcifications, usually after detecting the region boundaries by
means of a segmentation step. Anyway the classical scheme of segmentation and
image classification has proved to fail, due to the complexity of the diagnostic
images, the undefined borders and shape of normal and pathological tissues, the
presence of strongly textured tissues, and the varying and, sometimes, limited
size of some lesions. Previous attempts to take geometrical features into account
in a multi-resolution wavelet framework include the wavelet modulus-maxima
method [12] for mammographic mass shape analysis. As a general statement,
most of the cited papers compute a large number of features [9].

The paper presented here addresses the automatic classification of normal and
abnormal tissues, separating pathological cases into microcalcifications, circum-
scribed masses and radial masses. The proposed supervised hierarchical classifier
avoids the critical segmentation phase and innovatively exploits the morphologi-
cal and contextual analysis of the wavelet transform coefficients, by using features
related to spatial-scale multi-resolution analysis.

Contrary to other hierarchical approaches, the natural taxonomic decompo-
sition of semantic classes, i.e. normal versus abnormal cases, and microcalcifi-
cations versus masses is not followed here. To exploit the feature separability
power, the binary tree first-level nodes represent macro-classes that share com-
mon geometrical characteristics in the wavelet approximation coefficients. The
second tree level uses two different criteria in separating normal from microcal-
cifications classes and circumscribed from radial masses: microcalcifications are
detected through the study of their wavelet details coefficients, that emphasise
the presence of intensity changes in the images, such as edges or spots, while
masses can be recognised via a deeper analysis of the shape of the brightest
wavelet approximation coefficients, that are related with the actual shape of the
pathological sign. No pre-processing or equalisation steps are required but fea-
tures and metrics turn to be adaptive to the single image under analysis. The
proposed method is also very simple and transparent to the user, by avoiding
the use of a lot of features.

Images taken from MIAS database[7] have been used during the experimental
session in order to achieve results comparable with the ones reported in litera-
ture. In the following, Section 2 describes in detail the structure of the proposed
method, Section 3 presents the experimental session and the obtained results.
Finally, conclusions are reported in Section 4.

2 The Proposed Method

Since the purpose of the work is the classification of the pathology after solving
the problem of its detection, the original images are cropped, centering a 128x128
window of interest on the abnormality. In [8] a 64x64window is used, but some
pathologies, especially some circumscribed masses, are often larger and may
be confused with normal light tissue if cropped in such a way. The proposed
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Fig. 1. Classification diagram: N: Normal class; M: Microcalcification; C: Circum-
scribed mass; R: Radial Mass

classification tree is represented in Fig.1. At the first level, two macro-classes are
separated: normal tissue and microcalcifications (NM) versus circumscribed and
radial masses (CR). Normal classes and microcalcifications are characterised by
almost homogeneous tissue (more or less dense depending on the patient) (Fig.
2a). In this case no compact brighter area, i.e., mass tissue, is concentrated at
window centre, as in Fig. 2c and Fig. 2d. Microcalcifications are characterised by
a few light spots sparse in the whole window (Fig. 2b) and, even when they are
concentrated at the centre of the image, they do not create a large homogeneous
area, as masses do. As a consequence, at this level, the classification is based on
a preliminary geometrical analysis regarding the lightest parts of the image, to
discriminate if a centred mass is present or not.

Fig. 2. Examples of breast tissues: (a) normal tissue; (b) microcalcification; (c) cir-
cumscribed mass; (d) radial mass

At the second classification level, the analysis is deepened to discriminate each
single class, on the basis of its shape details or gradient details. The second level
of classification is very differentiated for each macro-class, according to their deep
aspect differences. Microcalcifications have to be detected through the study of
their wavelet details coefficients, that emphasise the presence of intensity changes
in the images, such as edges or spots. Masses can be recognised, instead, via a
deeper analysis of the shape of the lightest wavelet approximation coefficients,
that correspond to the shape of the present anomaly. In this case, the detail
wavelet coefficients are not considered because the images are not characterised
by clear edges or other kinds of details.
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A training phase is devoted to the evaluation of the optimal thresholds values
and to the creation of class templates. In order to avoid the negative influence
of mixture classes in this phase, outlier images are automatically located and
discarded. The learnt thresholds are then applied during the classification process
at the first hierarchical level while the class templates refer to the discrimination
within each macro-class.

The following subsections describe in detail the proposed image processing for
feature extraction and the classification criteria at level 1 and 2.

2.1 First-Level Classification

Since the spatial arrangements of the brightest pixels in the image is often in-
dicative of the presence of a mass or some microcalcifications, as a first step,
each image is decomposed (and downsampled) with a one-level Haar wavelet
transform and only the position of the 200 (i.e., the 5%) largest approximation
coefficients (LL1) is considered (Fig. 3). It has been experimentally validated, by
preliminary tests, that 200 is the optimal number of coefficients to be considered.
The result of this process is a 64x64 binary image, as shown in Fig. 4.

We can empirically verify that the largest coefficients are quite concentrated
around the centre of the image if a mass is present, while they are more spread
on the whole window in case of normal images (N) and microcalcifications (M).

Fig. 3. Wavelet image decomposition at first and second level

(a) (b) (c)

Fig. 4. Selection of the largest approximation coefficients of the image: (a) Original
image; (b) One-level approximation coefficients; (c) Mask corresponding to the position
of the 200 largest coefficients
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As a quantitative measure, able to discriminate between concentrated and
sparse objects, the second-order central moment (M22) of the mask is then con-
sidered (Eq. 1).

M22 =
∑∑

(x− xc)2(y − yc)2b(x, y) (1)

xc and yc represent the barycentre coordinates and b(x, y) represents the bi-
nary value of the mask pixel (x, y). M22 offers a measure of the spreading of
the coefficients around their barycentre, and its value increases with the spatial
dispersion. As a consequence, when masses are present, M22 is expected to be
much lower than in case of microcalcifications or normal tissues. Another dis-
criminating feature is the distance D of the mask barycentre from the window
centre. In fact, by working hypothesis, masses, if present, are expected to be
centred in the window, so having a low D value.

Fig. 5. Discriminating criteria in the (Moment, Distance) feature space

After evaluating M22, the image can be assigned to CR macro-class if M22 <
Ml or to NM macro-class if M22 > Mh. If Ml <M22< Mh, the parameter Dth is
calculated and the macro-class is assigned according to the feature partitioning
space as in Fig. 5. The values of parameters Ml, Mh, and Dth are optimized in
the training phase.

2.2 Second-Level Classification

To separate normal from microcalcifications images, the local energy of the
wavelet detail coefficients is considered. To this purpose, the original image is
decomposed with a two-level Haar wavelet transform and only the detail coeffi-
cient matrixes at both levels are considered, i.e. LH1, HL1, HH1, LH2, HL2,
HH2. Each matrix is split into 16 identical block sectors and the energy of each
sector is calculated. A feature vector of 96 elements (16 elements per matrix) is
therefore used for the classification. During the classification step, the Euclidean
distance between this feature vector and the mean of the feature vectors for
each class (N and M), obtained during the training phase, is calculated and the
Minimum Distance to Means (MDM) criterion is then applied.

To discriminate between masses, instead, the 100 largest approximation coef-
ficients of one-level Haar wavelet transform are considered. During the training
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Fig. 6. Example of template for circumscribed masses

phase, a mean mask is computed for each class, thus obtaining a sort of prototype
for class C and R.

This process is like the generation of a template but, in this case, it can be con-
sidered a fuzzy template since it produces a multi-level and not a binary mask.
An example of circumscribed prototype is shown in Fig. 6. During classifica-
tion, the MDM criterion is applied, considering the 100 lightest approximation
coefficient mask of the image under analysis and the templates.

3 Experiments and Results

For a preliminary analysis, the Data Set n.1 has been considered, made up of
25 pathological images and 10 normal images from the MIAS database. It was
decided to use half of these data as a training set and the remaining as a test
set, but similar performances have been obtained by adopting a leave-one-out
training-test approach. 10,000 trials were performed by randomly changing the
training and test sets.

Table 1. Confusion matrix obtained during the preliminary analysis

Output Classification
Normal Microcalcification Circumscribed Radial

Input Images Normal 97% 2% 0% 1%
Microcalcification 25% 68% 3% 4%

Circumscribed Mass 0% 0% 81% 19%
Radial Mass 9% 2% 27% 62%

Overall Accuracy 77%

The confusion matrix reported in Table 1 points out that normal images and
circumscribed masses are classified very well. Radial masses and microcalcifi-
cations are more subject to errors. However, an important achieved result is
that the error is mostly kept inside each macro-class and not between different
macro-classes. This result means that the first level of the hierarchical classifier
is very precise, thanks to the appropriate geometrical and morphological image
properties taken into account.
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Table 1 can also be summarised showing the classification accuracy when con-
sidering the distinction between normal and abnormal situations. These values
correspond to the classifier sensitivity and specificity reported in Table 2 (first
row).

After the preliminary analysis, a larger test session has been performed, by
considering 43 pathological images of MIAS database (Data Set n.2), including
ambiguous cases, and 18 normal images. Also in this case 10,000 trials have
been performed, with different random training sets. With such a data set a few
more errors occurred at the first classification level (macro-class identification)
but, in general, the classification error is strictly correlated with mixture classes
or doubtful situations. For example, some images that were automatically clas-
sified differently from MIAS ground truth are reported in Fig. 7, showing the
complexity of the task.

Fig. 7. Examples of misclassification: (a) Circumscribed mass classified as microcalci-
fication; (b) Radial masses classified as normal tissue

Table 2 summarises the results also for the second data set, pointing out
sensitivity and specificity in discriminating abnormal images. Performances are
satisfying, also when compared to the state of art, like, for example, the system in
[9] (last row of Table 2). The confusion matrix of Table 3 concerns the distinction
between microcalcifications and masses.

Table 2. Sensitivity and Specificity when discriminating between normal and abnormal
cases

Classifier Specificity (Abnormal) Sensitivity (Normal) OA
Proposed Method (Dataset 1) 97% 90% 92%
Proposed Method (Dataset 2) 86% 86% 86%

Method in [9] 72.7% 80% 77.7%

Also in this case, results are comparable to the ones presented in literature:
for example, the best result of [9] shows an Overall Accuracy (OA) of 85.4%,
while our classifier obtains an OA of 84.15%, with a much simpler approach. In
[10] the OA seems to be higher but less images are used as a test.
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Table 3. Confusion matrix when discriminating pathological cases (Dataset 2)

Output Classification
Microcalcifications Masses

Input Images Microcalcifications 75.6% 24.4%
Masses 7.3% 92.7%

Overall Accuracy 84.15%

Table 4. Sensitivity and Specificity when discriminating between masses and not
masses

Classifier Specificity Sensitivity OA N.Images
(Masses vs. Not Masses)

Proposed Method (Dataset 1) 83% 94.82% 88.33% 17 masses/18 not masses
Proposed Method (Dataset 2) 86% 82.5% 84.1% 31 masses/30 not masses

Method in [4] 76% 89% 82.5% 45 masses/45 normal
Method in [5] 95% 80% 87.5% 20 masses/20 normal

Finally, Table 4 summarises sensitivity and specificity in discriminating ’mas-
ses’ versus ’not masses’, comparing the promising performances of our method
with results proposed by other works. It is worth to notice, however, that in [4]
and [5] the discrimination is made between masses and normal images, while our
system is able to discriminate masses from normal tissues or microcalcifications.

4 Conclusions

A supervised hierarchical classifier for the automatic classification of normal and
abnormal mammary tissue has been presented, able to separate pathological
cases into microcalcifications, circumscribed masses and radial masses. Wavelet
transform is applied and morphological and contextual analysis is exploited, by
using features related to spatial-scale multi-resolution analysis. Results show to
be very promising, especially in discriminating normal from abnormal tissue and
microcalcifications from masses. All the parameters have been experimentally
chosen and good robustness with respect to their changes has been experienced.
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6. Zäıane, O.R., Antonie, M.L., Coman, A.: Mammography Classification by an As-
sociation Rule-based Classifier. In: Int. Workshop on Multimedia Data Mining, pp.
62–69 (2002)

7. Suckling, J., Parker, J., et al.: The Mammographic Images Analysis Society digital
mammogram database. In: Gale, A.G., Astley, S.M., et al. (eds.) Digital Mam-
mography. Exerpta Medica International Congress Series, vol. 1069, pp. 375–378.
Elsevier, Amsterdam (1994), http://www.wiau.man.ac.uk/services/MIAS/

8. Ferreira, C.B.R., Borges, D.L.: Analysis of Mammogram Classification Using a
Wavelet Transform Decomposition. Pattern Recognition Letters (24), 973–982
(2003)

9. Mousa, R., Munib, Q., Moussa, A.: Breast Cancer Diagnosis System Based on
Wavelet Analysis and Fuzzy-Neural. Expert Systems with Applications 28(4), 713–
723 (2005)

10. Yang, J.C., Shin, J.W., Park, D.S.: Comparing Study for Detecting Microcalci-
fications in Digital Mammogram Using Wavelets. In: Yang, Z.R., Yin, H., Ever-
son, R.M. (eds.) IDEAL 2004. LNCS, vol. 3177, pp. 409–415. Springer, Heidelberg
(2004)

11. Soltanian, H., Zadeh, F., Rafiee Rad, S., Pourabdollah-Nejad, D.: Comparison of
Multiwavelet, Wavelet, Haralick, and Shape Features for Microcalcification Classi-
fication in Mammograms. Pattern Recognition (37), 1973–1986 (2004)

12. Bruce, L.M., Adhami, R.R.: Classifying Mammographic Mass Shapes Using
Wavelet Transform Modulus-Maxima Method. IEEE Trans. On Medical Imag-
ing 18(12), 1170–1177 (1999)

http://www.wiau.man.ac.uk/services/MIAS/


Easy Rigging of Face by Automatic Registration
and Transfer of Skinning Parameters

Ludovic Dutreve1, Alexandre Meyer1, Veronica Orvalho2, and Säıda Bouakaz1
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Abstract. Preparing a facial mesh to be animated requires a laborious
manual rigging process. The rig specifies how the input animation data de-
forms the surface and allows artists to manipulate a character. We present
a method that automatically rigs a facial mesh based on Radial Basis Func-
tions (RBF) and linear blend skinning approach. Our approach transfers
the skinning parameters (feature points and their envelopes, ie. point-
vertex weights), of a reference facial mesh (source) - already rigged - to
the chosen facial mesh (target) by computing an automatic registration
between the two meshes. There is no need to manually mark the corre-
spondence between the source and target mesh. As a result, inexperienced
artists can automatically rig facial meshes and start right away animating
their 3D characters, driven for instance by motion capture data.

1 Introduction and Related Work

Modeling 3D faces is becoming more and more automatic and common with sys-
tems based on photos [1] or on user-friendly interactions [2]. Consequently, many
applications in the area of games or virtual reality offer to novices the capacity
to generate or customize a 3D facial avatar. Indeed, avatar with better ability to
depict his owner in the virtual community will provide a better immersion. How-
ever, setup a facial mesh in order to animate it requires fastidious manual rigging
to specify how the input animation data deforms the surface. For instance, the
first stage of a rigging process, which is to manually place some feature points
(FP) on the face, takes around 2 minutes [3]. Thus, in the same way that [4]
does for the body, we aspire to a system that automates the face rigging task, to
make animations more accessible for children, educators, researchers, and other
non-expert animators.

For the real-time facial mesh deformation, we have chosen to focus on the tra-
ditional Linear Blend Skinning1 (LBS) [5,6]. Indeed, with Blendshape [7] which
consists on morph between key meshes, they remain the most popular methods
used in practice in real-time 3D engines. Although both methods provide realis-
tic animations, it seemed more tractable for our purpose to deal with skinning
parameters than key shapes, and more pertinent to stay compatible with recent
1 Also known as skinning or enveloping or Skeletal Subspace Deformation(SSD).

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 333–341, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



334 L. Dutreve et al.

mesh deformation based on skinning [8] for a potential extension. Skinning binds
controllers to vertices in order to deform the mesh according to the controllers
deformations. Usually, these controllers are bones or skeleton for the body and
feature points (FP) or landmarks for the face2. In most case, a vertex may be
influenced by several FP by using a convex combination of weights.

In this paper, we propose a method which takes as input a mesh of face
(target) and provides as output skinning parameters, i.e. a FP set and the as-
sociated point-vertex influences (weights). These skinning parameters are trans-
ferred without human intervention from a reference mesh (source) already rigged.
Comparing to procedural approaches mostly used in automatic body rigging ap-
proaches like [4], transfer-based approaches has the advantage, in the specific
case of face, to reuse fine manual work designed specially to tackle subtle facial
animation. Moreover, previous transfer approach for face [10] has validated the
transfer based concept. Comparing to [10], our main contribution is the fully
automatic registration which provides a landmark correspondence between the
two meshes (See Section 2). Once the 3D target mesh is rigged with our method,
it may be directly animated by any FP-based animations coming for instance
from a motion capture system based on webcam as illustrated in our results (See
Figure 4). Or, it may be used by any 3D engines and major 3D Softwares.

An important aspect of the automatic transfer of facial animation parameters
is the registration which tries to find a transformation that optimally fits points
from the source surface to the target surface. Registration of range images of
the same object [11] is often tackled by variant of the Iterative Closest Points
algorithm [12,13,14]. Although we represent the frontal face view with a depth
image which is similar to a range image, our problem has to be classified in
the area of registering two instances of objects belonging to the same family:
variation of faces morphologies. Our case is also more general than the class of
non-rigid registrations problems aiming at fitting a template [15,7,16,14] model
to scanned or motion capture surface. These methods are often based on varia-
tional approaches minimizing surfaces differences from morphable shape model
computed from a database.They provide good results when faces are close which
is not necessary our case. And, for the sake of generality, we preferred working
on an approach without a priori on the surfaces which allows to register two
cartoon faces as illustrated in Figure 2d and 2e.

Overview. A reference facial mesh is previously rigged for skinning animation.
Our method automatically registers the reference mesh (source) to the facial
mesh to rig (target) in order to transfer the skinning parameters (FP and point-
vertex influences) without human intervention. The result is a rigged facial mesh
ready to be animated by skinning. The transfer is done in four phases. Firstly,
the method we present addresses the correspondence issue using a new approach
registering the result of a sequence of watershed segmentations described in
Section 2. Then, these landmarks are used in a radial basis functions (RBF)
learning process to transfer the FP from the source to the target and in the
2 As the ones defined by the Facial Definition Parameters of the MPEG4 standard [9].
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(a) Depth images (b) Preprocessing (c) Watershed (d) Seed registration
segmentation

(e) (f) (g) (h) (i) (j)

Fig. 1. Top row: one step of our landmark based registration. Bottom row: a sequence of
the watershed segmentation/registration process with different preprocessing. (e) and
(f): Gaussian filters with different radius. (g) and (h): a Laplacian filter followed by a
Gaussian filter with different radius. (i) and (j): vertical and horizontal anti-symmetric
filters.

third phase (Section 3) to computes a dense registration. And finally, the point-
vertex influences are transferred.

2 Surface Correspondence

The first issue of our transfer approach is the computation of the landmark cor-
respondence on both meshes, which may be tricky if the anthropometric lengths
are slightly different. To find this landmark correspondence, our approach runs a
sequence of preprocessing, watershed segmentation and region-based registration
on the frontal depth images of the faces.

We have chosen to register the two faces using a depth images representation
for several reasons. We start from the observation that a frontal part of a face
is 2.5D, so the depth image representation should keep the important informa-
tion for registration. Depth image allows to be easily independent on the mesh
resolution which is essential for the usefulness of the method. A low polygon
facial model may be registered with a high polygon model. Comparing to com-
plex remeshing, computing the depth map representation of a face can be done
easily using an orthogonal projection (as for instance the Z-buffer) and the re-
projection of a 2D pixel position on the mesh allows to return in 3D. And finally,
working on regular 2D grids (images) is more convenient and more efficient in
computation time than working directly with the mesh.

One Step of Watershed Segmentation. At each step, to compute new land-
mark correspondences, we perform a watershed segmentation where the regions
are registered. The depth image is segmented by the watershed algorithm [17]
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interpreting it as a topographic surface and gradually immerses it in a water con-
tainer [17]. After the segmentation, the surface will be divided into its catchment
basins meaning every pixels is assigned to a region as illustrated in Figure 1c.
The local minimum point (seed) of each basin is the representant of the basin.
Since the segmentations are computed using the global image information, our
method can localize the landmark correspondence more accurately than local
detection/grouping methods [18]. For instance, the SIFT descriptor algorithm
selects landmarks only on the border which is less precise than our method as
illustrated in Figure 2b and 2c. The assumption of our method is that objects
of a same family will provide mostly similar segmentation which are more easy
to register than directly the meshes.

At step 0, to initialize the sequence, we set landmarks around the respec-
tive bounding box of each face. In this paragraph, we assume that k steps of
the sequence of watershed segmentation/registration have already been done
and have provided a set of landmarks. These landmarks are used as learning
points for a RBF interpolation as described in [19] defining the transformation
RBF src−>tar

k , just noted RBF, which transforms a point of the source image to
the target image. By inverting the landmarks, we compute RBF tar−>src

k noted
RBF−1. We consider the next step of the sequence, the k + 1th watershed seg-
mentation/registration. The watershed segmentation computes on the two depth
images, two sets of regions with their associated seeds (See Figure 1c). A seed
of the source segmentation will be selected as landmark if it can be associated
with a seed of the target segmentation. The correspondence criteria between two
watershed is described in Figure 2a. Two watersheds WSsrc

i and WStar
j match

if the seed P src
i (resp. P tar

i ) falls into the watershed WStar
j (resp. WSsrc

i ) after
being transformed by the RBF (resp. RBF−1) defined by the previous steps.
i.e. if RBF (P src

i ) ∈ WStar
j and RBF−1(P tar

j ) ∈ WSsrc
i we add P src

i and P tar
j

to the set of landmarks defining the correspondence. For instance, in Figure 1,
the bottom right watershed regions match, top ones not. At the end of this step,
we recompute the RBF with the added landmarks for the next step. This crite-
ria is fast to compute and has the advantage to quickly registers similar regions.
According to our tests, it is enough efficient to not considering an other criteria
more complicated to compute.

Sequence of Segmentation/Registration as a Descriptor Problem. The
watershed segmentation applied on depth image combined with our registration
criteria has the advantage to provide a global approach which can be easily
iterated with different preprocessing. Indeed, in this Section we propose to take
advantage of various descriptors to catch different regions of a face, for instance
regions of high curvature or of high symmetry, etc.. Nevertheless, this general
framework may be refined by any kind of surface descriptors and is related to the
classical issue of choosing pertinent descriptors for image or surface registration
[20,11]. The choose of descriptors order have to be from coarse to fine.

The first preprocessing we apply is a Gaussian filter on the depth images to
remove the issue of small regions during the segmentation. This will register
the global appearance (local maxima) of the face, mainly the nose and often



Easy Rigging of Face by Automatic Registration 337

the forehead (See Figure 1e). In second, we apply a Laplacian filter followed by
a Gaussian filter with different radius. It generally registers edges like borders
of the face or of the nose (See Figure 1g). Finally, since a face included many
symmetric regions, we compute two descriptors of symmetry, horizontal and
vertical, as illustrated in Figure 1i In practice, results of Figure 3 have been
computed by these preprocessing also illustrated in the bottom row of Figure 1.
But, reader may define other interesting descriptors for different class of shape.

(a) (b) SIFT

(c) (d) (e)

Fig. 2. In (a), the criteria to match two segmented regions. In (b), the SIFT descriptors
algorithm [21] selects landmarks only on the border. In (c), (d) and (e), our sequence
of segmentations/registrations provides a set of 2D pair of landmarks. (d) and (e)
illustrate the registration on cartoon faces.

3 Transfer of Feature Points and Point-Vertex Influences

The sequence of watershed segmentations/registrations previously described pro-
vides as output two sets of landmarks on the mesh defining a correspondence as
illustrated in the bottom row of Figure 2. We use these landmarks to define a
RBF interpolation RBF src−>tar

final to transfer each FP position of the source face
to the target face as illustrated in the top row of Figure 3.

Rigging the target mesh with common skinning techniques requires to attach
each vertex to one or more FP with influence values. As for the FP, we per-
form this task by transferring this information from the source mesh by defining
a dense registration in a similar way than in [22,10]. To compute this dense
registration, each vertex V of the target mesh is transformed by the RBF in-
terpolation: V ′ = RBF tar−>src

final (V ). Since V ′ does not fall necessary exactly on
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(a) source (b) err=1.5 (c) err=1.41 (d) err=1.35 (e) err=1.17 (f) err=1.18
8208 tri 22352 tri 22498 tri 22636 tri 25000 tri

Fig. 3. Top row: examples of transfer of the set of FP. Bottom row: examples of
transfer of the point-vertex influences from the reference face (the color scale of the
weights starts from blue (0.) to red (1.)).

the source mesh, it is projected3 on the source mesh to falls into a point P of a
triangle Tsrc which defines our dense registration. Notice that P is a 3D position
on the triangle and is not necessary a vertex. We compute the FP influences of
V by interpolating the ones of the 3 vertices of the triangle Tsrc. We have tested
the Inverse Distance Weighting interpolation and the barycentric interpolation
which both provide similar and enough accurate results in our case. The bottom
row of the Figure 3 shows an example of influences transfer for some FP.

4 Results and Conclusion

Figure 3 shows a sample of our facial mesh database used for our experiments
which includes 15 face variations with a large scale of characteristics: 3D meshes
count from about thousand triangles to several tens of thousand triangles; bound-
ing box sizes are also quite variable; some meshes include only the face, others
include the whole head; and some models are computer generated, others are
scanned faces (like the last on the right). The only constraint we ask to the
models is that the face has to be manually set to look in the Z axis direction
to be able to compute the depth image of the frontal view. We also tested our
registration on cartoon faces as illustrated in Figure 2d and 2e. To measure the
quality of the landmark correspondence, we have manually defined twenty FP
on representative positions for animation for each 3D mesh (See Figure 3a). We

3 We apply a spherical projection but our tests with a cylindrical projection do not
lead to significant differences.
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Fig. 4. Top: motion capture animation. Middle: reference model previously rigged.
Bottom: the same animation applied on a face automatically rigged by our method,
rigging is transferred from the reference without intervention.

define an error criteria by summing the distance between each FP of the trans-
ferred rig and the manually set ones normalized by the diagonal of the bounding
box to be able to compare results on different mesh size. Notice that the result
of the automatic FP transfer may be manually edited if the user feels the need,
without changing the rest of the method. Our results in Figure 3, 4 and on the
provided video are not manually adjusted.

Computing the depth image representation of the mesh is instantaneous using
the GPU/Z-buffer of the frontal view. The landmark correspondence determi-
nation is computationally dependant on the depth image resolution and on the
number of steps in the sequence of segmentations/registrations. In our exper-
iments, we used depth images of 512 × 512 with the sequence of preprocess-
ings/segmentations/registrations described in Figure 1 and in Section 2. It takes
about 20s on a Athlon X2 3800+ with 2GB of RAM. The dense registration is
computationally dependent on the number of triangles of the two meshes and
takes for instance about 30s for a mesh with 12000 triangles. Once the dense
registration is done, the time of skinning parameters transfer is immediate. And
finally to illustrate our results, Figure 4 and the provided video show an anima-
tion applied on two faces, the first was rigged manually while the second was
automatically rigged by our method in a minute without human intervention.
The animation is provided on the fly by a motion capture system using a sim-
ple webcam and the Lucas-Kanade [23] marker tracker. Notice that any other
motion capture system may be used and that the markers on the face may be
different than the FPusing retargeting adaptation [24,19].

These results prove the viability of such an automatic transfer approach
based on depth image representation of the mesh which makes the implemen-
tation easier, lets use efficiently several descriptors with an approach based on
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segmentation, and allows to easily deal with mesh of different resolutions. Nev-
ertheless, fully automatic transfer of rigging from a generic reference human face
to a large range of faces like cartoons or animals is still delicate because of the
landmark correspondence issue. A solution would be to rig several types of ref-
erence faces (human, cartoon, animal, etc.) as preprocess and rig a new face by
transfer of parameters from the nearest reference face.
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2940 Chemin de la polytechnique Montréal
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Abstract. Approximate scale-invariance and local regularity proper-
ties of natural terrains suggest that they can be a accurately modeled
with random processes which are locally fractal. Current models for ter-
rain modeling include fractional and multifractional Brownian motion.
Though these processes have proved useful, they miss an important fea-
ture of real terrains: typically, the local regularity of a mountain at a
given point is strongly correlated with the height of this point. For in-
stance, young mountains are such that high altitude regions are often
more irregular than low altitude ones. We detail in this work the con-
struction of a stochastic process called the Self-Regulated Multifractional
Process, whose regularity at each point is, almost surely, a deterministic
function of the amplitude. This property makes such a process a versa-
tile and powerful model for real terrains. We demonstrate its use with
numerical experiments on several types of mountains.

Keywords: Digital elevation models, Hölderian regularity, (multifrac-
tional) Brownian motion.

1 Motivation and Background

A digital elevation model (DEM) is a digital representation of ground surface
topography or terrain. DEM are widely used for geographic information systems
and for obtaining relief maps. In most places, the surface of the earth is rough
and rapidly varying. 2D random processes are thus often used as models for
DEM. In addition, most terrains possess a form of approximate self-similarity,
i.e. the same features are statistically observed at various resolutions. For these
reasons, fractal stochastic processes are popular models for DEM.

The most widely used set of models is based on fractional brownian motion
(fBm) and its extensions. fBm has been used for mountain synthesis as well as in
the fine description of the sea floor [11]. One of the reasons for the success of fBm
is that it shares an important property of many natural grounds: statistically,
a natural ground is the same at several resolutions. fBm allows to model this
scale-invariance property as well as to control the general appearance of the
ground via a parameter H taking values in (0, 1): H close to 0 translates into
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an irregular terrain, while H close to 1 yields smooth surfaces. More precisely,
one can show that, almost surely, the local regularity of the paths of fBm, as
measured by the Hölder exponent (see definition 2), is at any point equal to H .
A large body of works has been devoted to the synthesis and estimation of fBm
from numerical data.

A major drawback of fBm is that its regularity is the same at every point.
This does not fit into reality: for example, erosion phenomena will smooth parts
of a mountain more than others. Multifractional Brownian motion (mBm) goes
beyond fBm by allowing H to vary in space. Multifractional Brownian motion
simply replaces the real parameter H of fBm with a function, still ranging in
(0, 1), with the property that, at each point (x, y), the Hölder exponent of a
realization is H(x, y). mBm therefore makes it possible to model a terrain which
is smooth at parts and irregular at others, or to synthesize an region containing
both a plain and a mountain.

While mBm does improve on fBm for DEM modelling, it does not allow to
account in a simple way for the following natural fact: typically, altitude and
regularity, in a given terrain, are correlated. For instance, in young mountains,
regions at low altitudes are generally smoother than regions at high altitudes:
indeed, we have evidenced empirically a link between regularity and altitude
on various mountainous zones (see below). Moreover, the sign of the observed
correlation allows, to a certain extent, to classify mountains according to their
erosion degree. This seems to indicate that mountains should be modeled through
a new kind of process, where amplitude and regularity are linked, rather than as
an mBm, where the regularity is tuned independently from the amplitude. The
purpose if this work is to introduce the Self-Regulating Multifractional Process
(SRMP) as a means to do so.

This remainder of this paper is structured as follows: section 2 describes in
detail the technical aspects of fBm, mBm and SRMP and includes simulations
that allow one to form an idea of the behaviour of these processes. Section 3
presents a method for estimating the parameters. We present in section 4 the
results of the modeling by an SRMP of mountain images that were obtained
from the United States Geological Survey site. Finally, section 5 recapitulates
the obtained results and gives prospects for future research.

2 Several Models for Natural Terrains

2.1 Fractional Brownian Motion

Definition and First Properties. Fractional brownian motion was introduced
by Kolmogorov in 1940 [7] and further studied by Mandelbrot and Van Ness
in [9]. It has proved a useful model in many applications, including financial
mathematics, synthesis of artificial mountains or submarine floors [11] or the
study of Internet traffic [8].

fBm is a Gaussian centered process with stationary increments. It is param-
etrized by a constantH . It is self-similar, which means that, denoting the process
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BH(t), BH(αt) follows the same law as αHBH(t) for every fixed α > 0. A formal
definition is as follows:

Definition 1. The bidimensional isotropic fractional Brownian motion with Hu-
rst parameter H is the centered Gaussian process BH such that, for every (x, y) ∈
R2:

E (BH(x)BH(y)) ∝ ‖x‖2H + ‖y‖2H − ‖x− y‖2H
, (1)

where ||.|| denotes the Euclidean norm. Fractional Brownian motion is an exten-
sion of the ordinary Brownian motion: for H = 1/2 it reduces to the well-known
Wiener process.

Regularity Properties. fBm is a continuous but almost surely non-differentiable
process. Its regularity can be more precisely measured with the help of the point-
wise Hölder exponent, whose definition we recall now in a particular case that
will be of interest for us.

Definition 2. Let α ∈ (0, 1). Let f be a function from R to R and x0 ∈ R.
f ∈ Cα(x0) if there exists ε > 0 and C ∈ R such that ∀t, |t| < ε: |f(x0 + t)−

f(x0)| ≤ C |t|α.
The pointwise Hölder exponent of f at x0 is: αp(f, x0) = sup{α ∈ (0, 1) : f ∈

Cα(x0)}.

This exponent may be roughly understood as follows: the largest increments
f(x)− f(x0) in the neighbourhood of x0 are of the order of |x− x0|αp(f,x0).

The parameterH of fractional Brownian motion allows to control its regularity
in the sense of Hölder exponent. Indeed, almost surely, for all t, αBH (t) = H . A a
consequence, the higher H , the smoother are the trajectories. Figure 1 illustrates
this remark.

Fig. 1. Realisations of a fractional brownian motion with Hurst parameter H
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2.2 Multifractionnal Brownian Motion

Motivation and Definition. As mentioned above, an important drawback of
fBm for terrain modeling is its constant regularity. Indeed, erosion and meteo-
rological phenomena, for instance, smooth some parts of real terrains more than
others. More generally, it is obvious that the earth surface presents a variable
regularity. This evolving regularity has important consequences in various ap-
plications and should be taken into account by a proper model. Multifractional
brownian motion, introduced in [10,4], allows to describe such a behaviour.

Definition 3. Let H be a continuous function from R2 to R. The multifractional
Brownian motion is the centered Gaussian process with covariance function:

E
(
BH(.)(x)BH(.)(y)

)
∝ ‖x‖H(x)+H(y)+‖y‖H(x)+H(y)−‖x− y‖H(x)+H(y) (2)

Regularity Properties. As in the case of the fractional Brownian motion, we
use the Hölder exponent to measure the regularity of the trajectories. Assume
that H is a differentiable function. Then one may show that almost surely, for
all (x, y) : αBH(x,y)(x, y) = H(x, y).

Figure 2 illustrates the variable regularity property of mBm, with a trajectory
obtained for a logistic H function. mBm is a quite versatile model. It allows to
deal with numerous phenomena, at the expense of more mathematical complex-
ity. As explained in the previous section, a further generalization is needed in
order to model images where the regularity depends on the amplitude of the
process, rather than being tuned exogenously.

a) b) c) d)

Fig. 2. A realisation of a 2D-mBm with functional parameter H . a) Logistic function
H (seen from above); b) Logistic function H ()3D-view); c) mBm with parameter H
(seen from above); d) mBm with parameter H (3D-view).

2.3 Self-regulating Multifractional Process

The motivation for introducing self-regulating processes is based on the following
general fact: ”in nature, the local regularity of a phenomenon is often related
to its amplitude”. In addition to natural terrains, we have verified this fact
experimentally on temperatures records and on RR intervals extracted from
ECG [3,5]. Figure 3 exemplifies this on a part of Himalaya.
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Himalaya Sub-image Matlab view Hölder exponents

Fig. 3. Zones of high altitude in Himalaya have smaller regularity than regions of lower
altitude

A self-regulating process is by definition a stochastic process such that, al-
most surely, at each point, the Hölder exponent is a deterministic function of
the amplitude. In other words, almost surely, at every point x, αp(x) = g(Z(x))
where αp is the Hölder exponent, Z the process (e.g., the altitude) and g a
deterministic function characterizing the process. There are many ways to de-
sign self-regulating processes. A natural one is to modify mBm so as to obtain
the desired property [3]. This process is called the self-regulating multifractional
process (SRMP). As figure 4 shows, the SRMP allows to synthesize realistic
terrains. On these landscapes, the “plain” areas (with low altitude) are “auto-
matically” smoother than “mountainous” areas (with high altitude) through a
specific choice of the function g.

Fig. 4. A realisation of a bidimensional self-regulated multifractional process with
g(Z) = (1 − Z)2

Construction. Technically, the SRMP is build using a bidimensional Gaus-
sian field of fractional Brownian motions (introduced in [2]). This field, denoted
{B (H,x, y)}(H,x,y)∈[a,b]×[0,1]2 is defined on [a, b]× [0, 1]2 where [a, b] ⊂ (0, 1).

For any non-constant continuous f function defined on a compact set K ⊂
R2 and ranging in R, and any two reals α et β, we denote: f

β

α
= α + (β −

α) f−infK(f)
supK(f)−infK(f) .

Definition 4. Let g be a k-Lipschitz function defined on [α, β] with values:
[a, b] ⊂ (0, 1).
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Let α′ and β′ be two random variables such that α ≤ α′ < β′ ≤ β. The sto-
chastic operator Λα′,β′ from C([0, 1]2 , [α, β]) into itself is defined almost surely
as:
Λα′,β′(Z) = Bg(Z)

β′

α′ where Bg(Z) is the function (x, y) �→ Bg(Z(x,y)) (x, y).

Proposition 1. Almost surely, Λα′,β′ has a unique fixed-point, that is, there

exists exactly one function (x, y) → Z∗(x, y) such that: Z∗ = Bg(Z∗)
β′

α′

Definition 5. The self-regulating multifractional bidimensional process
(SRMP2D) parametrized by the function g is defined almost surely as the only
fixed-point Z∗ of Λα′,β′.

Regularity Properties of the SRMP. The following important property is
shown in [3]:

Theorem 1. Let Zg be an SRMP2D. Almost surely, ∀(x, y) ∈ [0, 1]2: αZg (x, y)=
g (Zg (x, y))

In order to use the SRMP2D as a model for real terrains, it is necessary to
estimate the function g from numerical data. This is the topic of the next section.

3 Evaluation of the Hölder Exponent

The method for estimating the local regularity is based on the so-called gen-
eralized quadratic variations [6]. More precisely, we have used the technique
presented in [1], which we briefly recall. Consider a discretized mBm B̃ param-
eterized by a function H with values in [a, b] ⊂ (0, 1). Choose δ, γ such that
δ − γ > 1

4 and γ > δb.

Definition 6. ṼN (t)=
∑

p∈ν̃N (t)

(∑
k∈F

dkB̃
(

p+k
Nδ

))2

where t = (t1, t2) and ν̃N (t)=

ν̃1
N (t1)× ν̃2

N (t2) andfor i = 1, 2:

ν̃i
N (ti) =

{
pi ∈ N; 0 ≤ pi ≤ N − 2 and

∣∣ti − pi

Nδ

∣∣ ≤ N−γ
}
.

Theorem 2. Almost surely : lim
N→∞

1
2δ

(
2(1− γ)− log ṼN (t)

log N

)
= H(t).

This theorem gives an algorithm to estimate the exponent of an mBm that is
discretized at locations tij = (i/N, j/N), i, j = 0, ..., N − 1 (we denote B̃(tij) its
values): one first computes ṼN (tij) for every tij and then evaluate its exponent

at point tij with: Ĥ(tij) = 1
2δ

(
(1− γ)− log ṼN (tij)

log N

)
.

This method suffers from the following drawback. Assume B̃ is multiplied
by a constant G. Then ṼN (.) is multiplied by G2 and an offset appears: ΔG =
HGB −HB = − log G

δ log N .
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In practice, N has a finite value and the offset of the estimator log G
log N can be

non-negligible. It is possible to design techniques that correct this offset [3], but
we will not use them here.

Indeed, what we are looking for is mainly a relation between the exponent and
the altitude. The existence of such relation is not affected by this offset. One must
however keep in mind that, in the following, the exponents are evaluated within
an additive constant.

Theorem 2 shows that this method is theoretically justified in the case of an
mBm: if the resolution is good enough then the estimator will be close to the
true Hölder exponent.

We now turn to our problem, i.e. checking for the existence of a relation
g between exponents and altitude on images. To estimate this function g, we
proceed as follows:

1. The pointwise Hölder exponent is evaluated at each point of the image. We
use the method described above under the assumption that the signal is an
SRMP. In this case, contrarily to the situation of mBm, it has not been
proved that it gives the correct result. However, numerical experiments on
simulated SRMP have shown that it seems to behave well.

2. We draw a scatter plot in the “phase plane”, that is the altitude-Hölder
exponent plane: each point (x, y) of the image with altitude z(x, y) and
estimated regularity exponent h(x, y) is drawn as a point with coordinates
(z(x, y), h(x, y)) in this plane.

If a relation h = g(z) exists, then every point in the phase plane should approxi-
mately belong to the graph of the function g. In order to improve the readability
of the scatter plot, a plot of the histogram is drawn instead: the plane (altitude,
exponent) is divided into squares whose color becomes “hotter” as more points
belong to the square. To test the method, we applied it to an actual SRMP
defined by the function g(Z) = 1 − Z. As one can see it on figure 3, the points
obtained are, within an offset, very close to the graph of the function. This sug-
gests that the previous scheme, although crude, allows to detect relationships
between exponents and altitudes.

a) b) c)

Fig. 5. The SRMP and its evaluated exponents are related: a) A realization of the
SRMP b)Its exponent at each point c) Density of the points in the ”exponent-altitude”
plane
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4 Study of Mountain Images

4.1 Study of Global Images

We have studied four mountain images. Two of them are ”young” mountains:
Himalaya and Rocky Mountains. The other two are ”old” mountains: Massif
Central (France) and Tibesti (Chad). The data were obtained from the internet
site of the United States Geological Survey. Their resolution is 3 arc seconds
(approx. 90 m). They have the following dimensions: Tibesti: 6097x6393; Massif
Central: 3807x3835; Rocky Mountains: 9274x6072; Himalaya: 5620x6767.

In order to check for a possible relation of the type α = g(z), we represent as
explained above the scatter diagram in the ”altitude-exponent” plane. However,
the results are not satisfying. Indeed, very scattered exponents with the same
altitude are observed. As a consequence, the points can not fit the graph of a
function. Rather, roughly elliptic “blobs” are observed. See figure 6. This tends to
indicate that very large grounds are not homogeneous enough to be represented
by an SRMP. In order to find such a relation, we now study subsets of the images.

a) b) c)

Fig. 6. Rocky Mountains: a) Original image b) Estimated exponents c) Density of the
scatter plot in the “exponent-altitude” plane

4.2 Research on Sub-images

A correlation coefficient with a high absolute value shows the existence of an
affine relationship that is verified in a approximate way. For this reason, we have
been looking for sub-images of the original images on which the correlation co-
efficient between the Hölder exponent and the altitude is high. In that view, a
square window of size 2562 or 5122 pixels was moved over each of the four pre-
vious images by steps of 50 pixels. The correlation between the Hölder exponent
and the altitude was computed on each sub-image.

On many windows, the correlation is significant. For images with side of length
256 pixels, the percentage of correlation coefficients with higher absolute value
that 0.6 are 3.6%, 23.4%, 10.7% et 3.9% respectively for Tibesti, Himalaya,
Massif Central and Rocky Mountains. For images with side of length 512, these
proportions are respectively 1.7%, 16.6%, 8.9% and 1.7%. Figure 7 gives an
example for each mountain and window size 512. The results were similar with
size 256.
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Massif central Rocky mountains Tibesti Himalaya

Fig. 7. In each cell, the upper-right figure is the original sub-image of length 512 pixels,
the upper-left figure displays the exponent at each point of the sub-image and the lower
figure shows the density of the scatter plot in the phase plane

Massif central Rocky Moutains Tibesti Himalaya

Fig. 8. For a given abscissa x, in red, the number of windows with a correlation higher
than x and in blue, the number of windows with a correlation smaller than −x. For
instance, the blue circle on the Tibesti figure means: “2600 windows have a correlation
smaller than −0.1”

Moreover, on both young mountains, negative correlations are much more fre-
quent than positive correlations. This means that higher peaks are craggier. To
quantify this observation, we plot on figure 8 the following graphs: in red, the
number of windows with a correlation higher than x and in blue, the number
of windows with a correlation that is smaller than −x (this is for 2562 images.
Again, similar results are obtained for 5122 ones). The absence of significant
positive correlations between exponent and altitude appears to be characteristic
of young mountains. Indeed, on both young mountains, the few positive correla-
tions are not significant: less than 0.4. The situation is reversed for older moun-
tains, probably because of erosion: high-altitude surfaces of old mountains are
smoothed out by erosion, and thus high altitudes translates into more smooth-
ness. For Tibesti, positive correlations are predominant. For Massif Central, the
situation is balanced : approximately as many positive correlations as negative
ones are observed.

5 Conclusion and Perspectives

We have been looking for a relation between Hölder exponent and altitude. This
does not seem to occur for large pieces of land, but significant correlations are
observed on smaller parts of terrains. This suggests the existence of a linear
relation between exponents and altitude.
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Moreover, negative correlations are largely predominant in sub-images from
young-mountain images whereas positive significant correlations occur on old
mountains. Indeed, the peaks of young mountains are craggier than plains whereas
high-altitude surfaces of old mountains are smoothed out by erosion.This property
allows to distinguish between young and old mountains.

Because of the rough way of estimating the exponent, we have only been
looking for linear relationships. In the future, it would be interesting to estimate
more finely both this relationship and the regularity exponents. This would allow
to model in a more satisfying way natural terrains as realizations of SRMP.

References
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Abstract. In this research paper, we proposed a new method for im-
age encryption through using chaotic function and graph theory. In this
technique, we used a graph for making the coding algorithm more com-
plicated with higher security and changing the gray value of the original
image. Experimental results denote that the method benefit from high
efficiency against prevalent attacks; for example, the obtained entropy
value is 7.9911 that is very close to ideal value of 8.

Keyword: Image encryption, graph, chaotic function.

1 Introduction

Nowadays, the fast development of multimedia products and extensive promo-
tion of digital products on internet has increased the importance of protecting
digital information from being illegally copied and distributed more than before.
To achieve this goal, various algorithms have been proposed for image encryp-
tion [2-5]. Considering the recent great developments in using chaotic function in
various applications, many researchers have focused on applying the chaotic func-
tions to image encryption [6-10]. Some of most important advantages of chaotic
functions are their high sensitivity to initial values and their noise-like behavior,
while being absolutely determined. In [6], a method has been proposed for image
encryption through using changing the values of pixels in spatial domain. In [7],
a chaotic key-based algorithm (CKBA2) has been proposed for image encryp-
tion. In this method, a chaotic function has been employed for changing gray
value of image pixels, the following researches illustrated that this method alone
is not secure enough[8].

In this paper, a new method has been proposed for image encryption through
using chaotic function and graph theory, for creating more complexity and higher
security. Using graph theory causes no access to the real values of the gray level
of each pixel even if the initial value of chaotic function is detected. In the
following sections, we firstly explain the chaotic function; then we present the
proposed method. In the section allocated to experimental results, the efficiency
of the method against attacks is evaluated by displaying various images.

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 352–359, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Chaotic Function

Chaotic function has a noise-like appearance but is absolutely determined. It
means that if we have the initial values and the chaotic map function, we can
regenerate the same values. The advantages of chaotic function are:

a) Sensitivity to the initial value
It means that a very small variation in initial value causes an evident difference
in the following values of function. In order words, when the initial conditions
change a little, the function value changes a lot.

b) Random-like behavior
In comparison with the general random number generators in which the string
of generated random numbers can’t be regenerated, the methods employed for
generating random numbers in algorithms based on chaotic function make the
regeneration of the same generated numbers possible, of course, in the case that
we have the initial value and the map function.

c) Deterministic Action
Although chaotic functions behave random-like but they are absolutely deter-
mined. It means that if we have the initial values and map function, then, we
can generate a set of numbers that are apparently random and also regenerate
them. Equation (1) shows one of the most popular chaotic functions which is
well known as the Logistic Map.

Xn+1 = rXn(1 −Xn) (1)

The Logistic Map function with initial values of X0 = 0.5 and r = 3.9999 has
chaotic behavior completely. Figure 1 shows the chaotic behavior of the function.

Fig. 1. The chaotic behavior of equation function (1) in first 500 iteration
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3 Proposed Method

In this method, we generate a set of numbers between 0 and 255 which are non-
repetitive and random in order through using Logistic Map function in order
to be inserted in the nodes of a graph. The Logistic Map function used for
generating the numbers needs an initial value. For making the proposed method
more secure, we use a key with the length of 80 bits for generating the initial
value (see equation 1). This key can be defined in ASCII as below (equation 2):

K = K0,K1, . . . ,K9(ASCII) (2)

That Ki specifies a 8 bits block from key. The key transforms to binary form
(equation 3).

K =

⎛
⎝K01,K02,K03,K04,K05,K06,K07
K08,. . . ,. . . ,. . . ,. . . ,K91,K92,K93
K94,K95,K96,K97,K98, (Binary)

⎞
⎠ (3)

The initial value obtained from equation (4).

X0 =

⎛
⎜⎜⎝
K01 × 279 +K02 × 278+
K11 × 271 +K12 × 270+
. . . , . . . , . . . , . . . , . . . , . . .
Kn7 × 21 +Kn8 × 20

⎞
⎟⎟⎠ (4)

In the other hand, as shown in figure 1, the function changes between 0 and 1.
Therefore, we divide this area into P sections, the size of each is obtained from
equation (5).

ε = 1/P (5)

Therefore, the area of i’th section is:

((i− 1)ε, iε) (6)

Where P is 256, that is the number of grey level.
In the next stage, we calculate the first value of the function (X1) and specify

which section includes this amount. We choose the number of this slice as the
first order, providing that the function has not already been located in this
domain. This action iterates until hits all of the P areas. Finally, there is a set
of non-repetitive numbers in rage of (0,255) as follows:

Iteraction = (it1, it2, . . . , itr) (7)

Now, the first number of the iteration order is considered as the first node value
in our graph. Then, the second number of the iteration order stands as the second
node value in the graph and this node joins the first one. The same procedure
resumes until the last node joins to the first one. So we have the circular graph.
For example if the order of radon and non-repetitive numbers in iteration order
is as Iteration =(17,183,45,. . .8), then, the resulting graph is as below:
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Fig. 2. The resulting graph with iteration order numbers

We have a graph with 256 nodes in which each node contains a non-repetitive
number between 0 and 255.we use this graph to determine the gray values of the
image pixels. In this stage, the image pixels lie in a row as they set consecutively
in a one-dimensional matrix as below (the matrix of the image is saved as lines:

V = {v1, v2, . . . . . . , vM×N} (8)

Where, M and N are number of rows and columns. Now for changing the gray
value of each pixel, we act as below:

a) For each pixel, the gray value of the pixel is found in an assigned graph with
chaotic function and that node is called i.

b) The relative position of the pixel in V is determined and called j, (the index
of each pixel in V is its position in the order).

c) According to the size of j, we proceed forward from i in the graph and then
we reach to a node, then, the gray value of the destination node is XORed
with gray value of the image pixel. The result is inserted as a new gray value
of the image pixel.

This method is used for all pixels in V .

4 Experimental Results

A proper encryption method should be robust and secure against all kind of
attacks such as cryptanalytic attacks, statistical attacks and brute-force attacks.
In this section, we analyze the proposed method of statistical analysis, sensitivity
analysis and analysis of key space.

The experimental results show that the proposed method is robust and secure
against different attacks.

4.1 Histogram Analysis

The histogram displays the number of pixels in any gray value for any image.
The Fig. 3(a) shows the original image and Fig. 3(b), Fig. 3(c) and Fig. 3(d)
illustrate the histograms in red, green and blue levels respectively. Also the Fig.
3(e) shows the encrypted image (with ABCDEF0123456789ABCD key in 16-
scale basis) of the original image (fig. 3(a)) and fig. 3(f), fig. 3(g) and fig. 3(h)
demonstrate the histograms in red, green and blue levels respectively.

As is clearly seen in fig. 3, the histograms of encrypted image are uniform
diagrams and these are entirely different from the histogram diagrams of the
original image. This makes statistical attacks more difficult.
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Fig. 3. (a) The original image, and (b), (c) and (d) respectively show the histogram of
the lena image with the size of 256×256 in red, green and blue level, and (e) illustrates
the encrypted image through using the key, ABCDEF0123456789ABCD in a 16-scale.
(f), (g) and (h) show the histogram of the encrypted image in red, green and blue level.

4.2 Correlation Coefficients Analysis

In this section, we will consider the correlation of pixels in horizontal, vertical and
diagonal directions. For this purpose, 4096 random pairs of neighboring pixels
are considered in horizontal, vertical and diagonal directions as the sample. Gray
level distribution of neighboring pixels in the original image and encrypted one
can be seen in fig. 4. Fig. 4(a), fig. 4(b) and fig. 4(c) show the gray level dist-
ribution of horizontal, vertical and diagonal neighboring pixels in the original
image respectively and fig. 4(d), fig. 4(e) and fig. 4(f) illustrate the gray level
distribution of horizontal, vertical and diagonal neighboring pixels in encrypted
image respectively.

Moreover, the correlation coefficient of two neighboring pixels is calculated by
using the formula (12).

E(x) =
1
N

N∑
i=1

xi (9)

D(x) =
1
N

N∑
i=1

(xi − E(xi)) (10)
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cov(x, y) =
1
N

N∑
i=1

(xi − E(xi))(yi − E(yi)) (11)

rxy =
cov(x, y)√
D(x)

√
D(y)

(12)

That E(x) is the estimation of mathematical expectations of x, D(x) is the
estimation of variance of x, and cov(x, y) is the estimation of covariance between
x and y, where x and y are grey-scale values of two adjacent pixels in the image
and r is the correlation coefficient. In Table 1, the obtained correlation coefficient
values are found.

Fig. 4. Gray level distribution of neighboring pixels in (a) horizontal, (b) vertical and
(c) diagonal directions of the original image and gray level distribution of the neigh-
boring pixels in (d) horizontal, (e) vertical and (f) diagonal directions of the encrypted
image
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Table 1. The correlation coefficient values of two neighboring pixels in horizontal,
vertical and diagonal directions in the original and encrypted images

Direction Original image Encrypted image
Horizontal 0.9432 0.0289
Vertical 0.9027 0.0191
Diagonal 0.8748 0.0163

4.3 Key Space Analysis

In a proper cryptography method, the key space should be extended sufficiently
so that it will be resistant to brut-force attacks. In our proposed method, there
can be 280(≈ 1.20893×1024) different combinations of the key. The experimental
results indicate that the different combinations are sufficient for resisting to all
types of brute-force attacks.

4.4 Information Entropy

Entropy is one of the main properties for displaying randomness. Information
entropy is the mathematical theory of data Communication and storage devel-
oped in 1949 by Claude E. Shannon[14]. One of the most famous formulas to
calculate entropy is:

H(S) =
2N−1∑
i=0

P (si) log(
1

P (si)
) (13)

Where N is the number of gray levels used in the image (in 8-bit images it will
be 256) and P (si) indicates probability of i-th gray level in image.

This value will be equal to 8 in images which have been created completely
random and will be considered as the ideal value. As much as the obtained results
for entropy in a method is nearer to 8, it means that the prediction capacity of
the method is less and the security rate of the method is higher. In the proposed
algorithm, the obtained value is equal to 7.9911 that is very near to the ideal
one, i.e. 8.This shows the high security of the method against attacks.

5 Decoding Method

One of the significant properties of the cryptography is the reversibility of en-
crypted image compared to the original one. With regard to the nature of the
chaotic function, if there are key and initial value, we can regenerate a series of
numbers that have been generated in the past. Therefore, we can regenerate the
graph circle through using the numbers which have been regenerated by chaotic
function. Then, we change the grey values of the pixels of encrypted image into
the ones of the original image through using regenerated graph and numbers by
employing XOR.
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6 Conclusion

In this paper, a new method for encrypting image through using chaos function
and graph theory has been proposed in order to complicate the encryption algo-
rithm. As shown in the section allocated to the experimental results, this method
showed robustness against all types of attacks such as decoding, statistical and
brute-force attacks. The high value of entropy (7.9911) in this method shows the
high performance of the proposed method.
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Abstract. The article presents current challenges in stamp detection
problem. It is a crucial topic these days since more and more traditional
paper documents are being scanned in order to be archived, sent through
the net or just printed. Moreover, an electronic version of paper docu-
ment stored on a hard drive can be taken as forensic evidence of possible
crime. The main purpose of the method presented in the paper is to
detect, localize and segment stamps (imprints) from the scanned docu-
ment. The problem is not trivial since there is no such thing like ”stamp
standard”. There are many variations in size, shape, complexity and ink
color. It should be remembered that the scanned document may be de-
graded in quality and the stamp can be placed on relatively complicated
background. The algorithm consists of several steps: color segmentation
and pixel classification, regular shapes detection, candidates segmenta-
tion and verification. The paper includes also the initial results of selected
experiments on real documents having different types of stamps.

1 Introduction

From a strictly technical point of view, rubber stamping, also called stamping,
is a craft in which certain type of ink made of dye or pigment is applied to an
image or pattern that has been carved, molded, laser engraved or vulcanized,
onto a sheet of rubber. The ink coated rubberstamp is then pressed onto some
type of medium such that the colored image has now been transferred to the
medium. The medium is generally some type of fabric or paper. This kind of
stamping has not changed for centuries (in fact it is as old as writing itself)
and it is supposed that it will not change in the close future. Nowadays, when
computer technology is present in various areas of life, the problem of computer
crime is becoming more and more important. It covers both strictly electronic
and traditional types of law-breakings. On the other hand, there are still many
areas of life, where computers and digital media are employed only as tools and
play just a supporting role. The most evident example of such domain is an area
associated with official documents, identity cards, formal letters, certificates,
etc. All these documents are being issued by formal authorities and are often
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in a form of a paper letter consisting of several typical elements: heading, body
text, signatures and stamps which, from this historical point of view confirm
its official character. In business environments, they are often used to provide
supplemental information (date received/approved, etc). In other words, its main
purpose is to authenticate a document which in many cases is a subject to forgery
or tampering with help of modern computer means. In general, the process of
forgery consists of the following steps: obtaining the original document, high
resolution scanning, digital image manipulation and final printing. It is rather
easy to recognize fake stamps, even if they are printed using ink-jet printers.
This article addresses the problem, which is definitely not new, since the task of
seal imprint identification on bank checks, envelopes, and transaction receipts
have emerged from mid-1980s. On the other hand reliable recognition of stamps
in the documents is not trivial and has not been solved till today [1,2,3]. The
most advanced method found in the scientific literature is described in [2], where
the authors present a stamp detection approach, which treats stamps as regions
with analytically shaped contours, however this regions are limited to oval shapes
only. The general motivation of the research presented in this paper is a need of
semi-automatic computer software that is able to analyze an image and detect
and localize different types of stamps in it. The application area of this kind
of a system is broad, ranging form law-enforcement forces, law offices, official
archives and any other institutions that utilize stamp.

2 Stamp Detection and Classification

2.1 Stamps Characteristics

All stamps placed on paper documents have specific characteristics which are
derived from the process of stamping, These characteristics (shape, complexity,
typical patterns) evolved into de-facto standards. The analysis of the problem
shows that there are two main groups of stamps having its distinguishable prop-
erties: official stamps met mostly on official documents, unofficial stamps used
as decoration. The first group (see Fig. 1) consists of regularly-shaped objects
(ovals, squares, rectangles) with clearly visible text and mere ornaments. They
are often colored red or blue and do not cover large areas. On the other hand,
stamps from the second group (see Fig. 2) are more fancy, irregularly-shaped,
with decorative fonts and complex patterns. It is a fundamental issue to define
the features that can be employed to distinguish stamps from not-stamps and
further between official and unofficial stamps. In this paper we focus on official
stamps as it plays a meaningful role in practical tasks. The features which are
used to describe stamps can be divided into two classes: spatial characteristics
[4,5,6,7,8], including dimensions (proportions of dimensions), edge distributions,
mean and variance of gradients, moment representation; color characteristics
[9,10], which include color distribution is HSV and Y CbCr color spaces. Beside
these features it is always profitable to use stamp templates (as simplified im-
ages) to verify the detection and recognition stage. It is worth noticing that we
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Fig. 1. Sample official stamps, often regular and without decorations

Fig. 2. Sample unofficial stamps, more complex, with many decorative motives

do not employ Hough transform to detect circles, since we deal also with rectan-
gular, triangular and other stamps. Hence, the approach is much more flexible
than one presented in [2].

2.2 Algorithm Overview

The algorithm of stamps processing is divided into several stages: detection, ver-
ification and coarse classification, which is depicted in Fig. 3. Detailed descrip-
tions of each stage are presented in the following sections. The stamp detection
uses color space transformation and projection method, stamp verification uses
simple geometrical characteristics like object size and proportions of its dimen-
sions while classification utilizes a novel approach to general shape analysis.

Document
Detection �� Candidates

V erification �� Stamps
Classification �� Answer

Fig. 3. Process of stamps retrieval from scanned document

2.3 Stamp Detection and Verification

An input image of a document has to be stored in a file with possibly lossless
compression, high spatial resolution and full color range (24-bit RGB). First it
is down-scaled to obtain low resolution representation (256×256 pixels) used for
preliminary detection. The RGB image is then converted into Y CbCr color space
(ITU-R BT.709 standard). It is worth noticing that most popular stamps are
often blue or red colored, thus we select Cb and Cr components only for further
analysis (see Fig. 4 and Fig. 5). In each case presented below (Chinese taxation
registration and Czech trade license), several potential areas are detected and
passed to the verification/classification stage.
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Fig. 4. Sample document containing a stamp (left), Cb and Cr components of its
Y CbCr representation

Fig. 5. Sample document containing a stamp (left), Cb and Cr component of its Y CbCr

representation (right)

For each matrix which represents Cb an Cr channel we perform projections in
horizontal and vertical directions in order to find areas of high intensity. Sample
projections for one of the test images are presented below, in Fig. 6. As it can be
seen, areas occupied by possible stamps are represented by values higher than
mean value (assumed to be a background value).

Next, the candidates for stamps are segmented and passed to the stage where
the quasi-geometrical features are calculated. There are two general features
used: object size and width to height proportion. The analysis of stamps collected
for the experimental purposes, showed that object size should occupy not less
than 5% and not more than 15% of the total image area. On the other hand,
the proportion of width to height should be not less than 1/3 and not more that
3. This prevents the situation where relatively narrow objects are accepted. The
algorithm is capable of detecting more than one stamp in a document as long as
they occupy disjoint areas in the image. In case when the centers of two or more
stamps are positioned close to each other, they are recognized as one stamp. In
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Fig. 6. Row projection (left) and column projection (right) and mean values (dashed
line) of Cr component of the document image shown in Fig. 4

case when no stamp is detected (no areas of adequate color can be found), the
algorithm ends. Finally, each extracted stamp is passed to the shape analysis
stage in order to find its characteristic features.

2.4 Coarse Classification by Means of the General Shape Analysis

The general shape analysis (GSA) is a problem similar to shape classification
or retrieval. There are two important differences. First of all, the number of
model classes in the GSA is very small. This limited database covers only the
most general objects — triangle, square, ellipse, etc. Secondly, the process of
identification is different than in the classical recognition. In GSA the explored
object does not have to belong to one of the base classes. In fact usually it
does not. Thanks to this and the specifically selected instances in the database
we can indicate the general information about a shape, e.g. how triangular,
square, elliptical, etc. it is. The general shape analysis approach can be applied
in all problems, where the initial coarse classification is desirable. This can be
useful for example in retrieval of shapes, where firstly we are trying to identify
a general class, and later work within this class only. Moreover, this process
can be reiterated and at the consecutive stages the general shapes used may be
more precise. However, not only retrieval is an example of the possible usage
of GSA approach. It can be helpful also in problems, where we work using less
precise description for processed objects. An example in this group is the usage
of imprecise voice commands (e.g. ’find round blue objects’) in any system of
human-computer interaction. The mentioned properties of GSA allow us to use
this approach in the second stage of the developed algorithm. Here we are trying
to identify the general shape of an extracted stamp. The result of this step can
help in indication of the character of a processed stamp. Basing on information
about typical kinds of stamps we can pre-classify a particular one in order to
decide if it has to be recognized more precisely. For example the much attention
has to be put on round objects than for triangular ones, because usually the
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governmental, official stamps are round. Various shape description methods can
be used in the GSA approach. However, depending on the particular application
their different properties can be desirable. Usually, the property of generalization
is useful, yet in the problem described in the paper, the ability of distinguishing
the round, triangular and rectangular objects is especially helpful. That is why,
amongst several algorithms explored in the problem of GSA (e.g. [11]), the most
convenient ones are the polar methods. Amongst them the best results in the
GSA problem was so far achieved by Point Distance Histogram (PDH). This
conclusion was confirmed thanks to the comparison with human benchmark,
obtained after analysis of inquiry forms, filled in by almost two hundred persons
of different age and gender [11]. The PDH combines the advantages of histogram
with the transformation of contour points into polar coordinates. Firstly the
mentioned coordinates are derived (with O = (Ox, Oy) as the origin of the
transform) and put into two vectors Θi for angles and P i for radii [11]:

ρi =
√

(xi −Ox)2 + (yi −Oy)2, θi = atan
(
yi −Oy

xi −Ox

)
. (1)

The resultant values are converted into nearest integers [11]:

θi =
{
"θi# , if θi − "θi# < 0.5
�θi� , if θi − "θi# ≥ 0.5 . (2)

The next step is the rearrangement of the elements in Θi and P i according
to increasing values in Θi. This way we achieve the vectors Θj , P j . For equal
elements in Θj only the one with the highest corresponding value P j is selected.
That gives a vector with at most 360 elements, one for each integer angle. For
further work only the vector of radii is taken — P k, where k = 1, 2, ...,m and m
is the number of elements in P k (m ≤ 360). Now, the normalization of elements
in vector P k is performed [11]:

M = max
k
{ρk} , ρk =

ρk

M
, (3)

The elements in P k are assigned to r bins in histogram (ρk to lk,[11]):

lk =
{
r, if ρk = 1
"rρk# , if ρk �= 1 . (4)

In case of the above algorithm the L2 norm can be used in order to derive the
dissimilarity measure between two received shape descriptions h1 and h2 [12]:

L2(h1, h2) =
√∑

i

((h1(i)− h2(i))2. (5)

The parameter r, determining the number of bins in the histogram representing
a shape, was experimentally established as 25. There were only five models in the
database, including the most popular stamp shapes, i.e. circle, ellipse, rectangle,
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Fig. 7. The three general shapes the most similar to explored stamps, selected using
PDH algorithm. The values of dissimilarity measure are also provided.

triangle and hexagon. Forty stamps of various size and rotation, extracted at the
previous stages, were tested. The results are depicted in Fig. 7.

As usually in the case of general shape analysis [11] three base elements that
are closest to the processed one are provided. As we can clearly see the PDH
algorithm gives almost perfect answer. Only in two cases the results are wrong.
The test object no. 6 is very small and indistinct and that could influence the
results. In the second case only the first indication is incorrect. For test object no.
11 firstly the ellipse was pointed out. The proper answer — triangle — appeared
in a second place. However, the difference between the similarity measures for the
two first indicated general shapes were significantly small this time. During our
experiments we discovered that the results of classification using PDH is actually
not influenced by inaccurate segmentation, which shows as irregularities in shape
contour. However, in very rare cases it might be corrected by blurring of input
image after color separation.

3 Summary

In the paper we presented an approach which leads to the detection and coarse
classification of stamps in the scanned documents. This problem has not been
broadly discussed and analyzed so far. In fact, only one method, according to
our best knowledge, can be found in the scientific literature [2]. Our algorithm is
more complex and is composed of several steps, which include color conversion
and separation, vertical and horizontal projection of pixel intensities and shape
analysis and is more flexible, since detects not only oval stamps. The last stage
of our approach was supported by the general shape analysis performed using
Point Distance Histogram. That was helpful in general classification of stamps
extracted from scanned documents. The selection of the method for this stage
was intentional. First of all, we were looking for a method that will work better in
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discrimination between round, rectangular and triangular shapes versus another
ones. It is important in our main problem of determining the potential criminal
activity. In order to achieve this goal, the polar shape descriptors were suggested.
They are by definition robust to many problems appearing when working with
shapes. Basing on the experiments described in [11] PDH was pointed as the most
effective algorithm within this groups in the problem of coarse classification. Its
performance in this task was significantly better than in case of other polar shape
descriptors. That was plainly confirmed by results presented and discussed in this
paper. Our experiments conducted on 170 different scanned color documents
shown that in more than 82% cases the stamp was successfully segmented and
then in 93% successfully identified by means of the general shape analysis. Most
of the errors were caused by poor quality of scanned documents as well as by
a color different from the fixed standard. It might be easily improved by using
more detailed color separation involving custom color models involving Gram-
Schmidt orthonormalization procedure. The future research will be also focused
on much more detailed stamp recognition, namely detection and recognition of
texts present on stamps, which can have a very wide area of application.
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Abstract. The paper presents an approach for computer-assisted di-
agnosis of some diseases (e.g. anaemia, malaria), which are caused by
deformations of erythrocyte shapes. In the method firstly the threshold-
ing of the input MGG image is performed, using modified thresholding
based on fuzzy measures. Secondly, every cell is localised and extracted.
Only the red blood cells are taken for later processing. Using the template
matching approach and shape description algorithm every extracted ery-
throcyte is assigned to one of the twelve classes. Basing on the knowledge
about the number of particular unaffected and affected red blood cells
the diagnosis can be made. Hence, the possibilities of automatic diagnosis
are discussed to stress the potential application of the method.

1 Introduction

Diagnosis of some human diseases can be based on morphotic analysis of the
blood. When working with the digital version of microscopic image various fea-
tures can be used. From the image description point of view the most suitable are
colour, size, texture and shape. Amongst them shape brings especially important
information, because it is visibly different for healthy and affected erythrocytes.
Moreover, usually modification of this cell feature leads to a disease (e.g. malaria
and anaemia). It comes from the fact that deformed erythrocytes cannot deliver
oxygen properly and blood circulation is non-regulated.

The algorithms presented in this paper were explored using digital microscopic
images of human blood stained using MGG (May-Grunwald-Giemsa) method.
Because purple and pink are dominating colours in such images firstly they were
converted to grayscale. In result the background is very light in comparison
to the important objects within (e.g. cells). The most problematic are blurred
objects, mainly on the edges and occluded cells.

The task of automatic diagnosis basing on erythrocyte shape is not new.
However it is not as popular as other medical applications of image analysis
and recognition. An example of the approach for identification of a particular
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disease was presented in [1], where complete scheme was proposed, based on
some histogram features. However, usually various particles are analysed. For
example in [2] 12 categories of particles in human urine were classified. As for
the blood analysis, leukocytes identification is more popular (e.g. [3,4]), however
research interest on automatic recognition of red blood cells is recently arising.
Apart from the mentioned paper ([1]) three another research examples are worth
mentioning. In [5] deformable templates were used. In [6] morphological opera-
tors were applied. Some preliminary results on application of polar-logarithmic
transform to the discussed problem were provided in [7].

The presented in the paper method for computer-assisted diagnosis basing
on the MGG images can be divided into three main stages. The first one is the
binarisation of the input image performed using modified thresholding based on
fuzzy measures. The second is the extraction and selection of a single red blood
cell, and the last one is the shape recognition of each extracted erythrocyte
contour.

2 Preprocessing

Using the grayscale MGG images, the modified histogram thresholding is per-
formed to achieve a binary image for the further work. This process starts with
the construction of the histogram, represented as a function h(lk):

h(lk) =
m∑

k=1

b(k, lk), (1)

where:

b(k, lk) =
{

1, if k = lk
0, if k �= lk

. (2)

Afterwards, the achieved representation is smoothed. Originally ([8]) this pro-
cess was performed through bins averaging using ‘large window’. However, the
authors did not specify the minimal sufficient length of the window. That is why
here this length was derived using the experimentally established formula:

c(j) =

j+m∑
i=j−m

h(i)

2m+ 1
, (3)

where:
j — number of a bin,
c(j) — averaged histogram value for bin,
h(i) — histogram value before averaging,
m — number of bins taken in left and right neighborhood of j-th bin.

The calculation of the threshold value is simple and fast. It comes from the
properties of the histogram achieved for MGG in grayscale. It is composed of
two distinct peaks. The first one covers the cytoplasm, and the second — light
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background pixels. The appropriate threshold should be established between
them ([9]).

The idea is to use the neighbourhood of the maximal bin in histogram. Basing
on the performed experiments the number of distinct gray-levels in a particular
image has to be taken into consideration. If it is higher than 150, the threshold
(t) is derived as the minimal value in the interval:

t ∈ (cmax −
⌊v
4

⌋
, cmax), (4)

where:
cmax — number of the highest bin,
v — number of gray-levels found in particular image (number of non-zero bins
in histogram).

If the number of non-zero bins in histogram is smaller than 150, the parameter
t is calculated as the minimal value in other interval:

t ∈ (cmax −
⌊v
4

⌋
, cmax − 20). (5)

An exemplary result of the above procedure is depicted in fig. 1. As we can see,
the black pixels are achieved for background, and the white ones for marked
cells.

Fig. 1. An example of the threshloding result achieved using the method described in
the paper — from left to right: the MGG image, the histogram achieved for it and the
thresholded image

In the next stage, only the objects entirely placed in images are considered.
Therefore, the ones placed on edges are removed and later all remaining cells
(black shapes on white background) are localised by tracing the outline of each
separate object in image. Afterwards, leukocyte and thrombocyte shapes are
removed, basing on the knowledge about the typical sizes of blood particles:
leukocytes are significantly larger and thrombocytes smaller. This is usually,
but not always, true. Hence, the information about grayscale histogram for par-
ticular cell is used, because red blood cell is lighter than the other two. After the
rejection of leukocytes and thrombocytes, the extraction of each object starts.
Simply, the first foreground pixel and the maximal boundaries of the object to
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which it belongs are found. Finally, the extracted pixels are replaced with back-
ground pixels. Thanks to this they are not considered later. The process ends,
when there is no foreground pixels.

The above stages gave the coordinates for every erythrocyte in the binary
image. For later recognition, the outline of an object is used. However, the exis-
tence of lighter part within the cell is also considered. If it exists, it is extracted
and used later as well.

Basing on the template matching approach, the extracted contour shape is
represented using a shape descriptor and matched with the base elements (rep-
resented in the same manner) in order to indicate the most similar one. The
highest value of similarity measure indicates the recognition result.

3 Shape Representation and Matching

Three shape description methods were explored. Because the erythrocyte’s shape
is usually round, the polar methods were chosen.

The first approach, UNL-Fourier (UNL-F, [10]), is composed of two trans-
formations. Firstly, the transformation of boundary points to polar coordinates
(more precisely, UNL-transform) is performed and secondly 2D Fourier trans-
form. The resultant shape description is invariant to scaling, translation and
rotation. The representation is also robust to some degree of noise.

The first stage is the UNL-transform ([10]). It uses complex representation of
Cartesian coordinates for points and parametric curves in discrete manner:

z(t) = (x1 + t(x2 − x1)) + j(y1 + t(y2 − y1)), t ∈ (0, 1), (6)

where z1 = x1 + jy1 and z2 = x2 + jy2 (complex numbers) and zi means point
with coordinates xi, yi.

The centroid O is firstly calculated:

O = (Ox, Oy) = (
1
n

n∑
i=1

xi,
1
n

n∑
i=1

yi), (7)

and the maximal Euclidean distance between points and centroid is found:

M = max
i
{‖zi(t)−O‖}, ∀i = 1...n, t ∈ (0, 1). (8)

Now coordinates are transformed:

U(z(t)) = R(t) + j × θ(t) =
‖z(t)−O‖

M
+ j × atan( y(t)−Oy

x(t) −Ox
). (9)

The discrete version is formulated as follows:

U(z(t)) = ‖(x1+t(x2−x1)−Ox)+j(y1+t(y2−y1)−Oy)‖
M

+j × atan( y1+t(y2−y1)−Oy

x1+t(x2−x1)−Ox
).

(10)
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The parameter i is discretized in the interval [0,1] with significantly small steps.
Derived coordinates are put into matrix, in which row corresponds to the distance
from centroid, and column — to the angle. The obtained matrix is 128 × 128
pixels size. In fact, that gives another binary image. Thanks to this 2D Fourier
transform can be applied to it, as in the equation below. Usually the absolute
spectrum of the Fourier description is used ([11]):

C(k, l) =
1
HW

∣∣∣∣∣
H∑

h=1

W∑
w=1

P (h,w) · e(−i 2π
H (k−1)(h−1)) · e(−i 2π

W (l−1)(w−1))

∣∣∣∣∣ , (11)

where:
H , W — height and width of the image in pixels,
k — sampling rate in vertical direction (k ≥ 1 and k ≤ H),
l — sampling rate in horizontal direction (l ≥ 1 and l ≤W ),
C(k, l) — value of the coefficient of discrete Fourier transform in the coefficient
matrix in k row and l column,
P (h,w) — value in the image plane with coordinates h, w.

The Log-Pol-F ([7]) was the second approach examined. The polar-logarithmic
transform is used here (with the centroid as an origin), and, afterwards, the
Fourier transform. Thanks to the similarity to the previous descriptor the Log-
Pol-F has similar properties.

As in the earlier approach, the method starts with the calculation of the
centroid O (see eq.7). Then, the transform can be formulated as follows:

ρi = log(
√

(xi −Ox)2 + (yi −Oy)2), 0 ≤ ρi ≤ ρmax, (12)

"i = arctan(
yi −Oy

xi −Ox
), 0 ≤ "i ≤ 2π. (13)

The first equation allows to receive the logarithmic-radius coordinates, and the
second the angular ones. As in the previous shape descriptor the last stage is
the calculation of the Fourier transform (see eq.11) and selection of the most
important coefficients.

The Point Distance Histogram ([12]) was the last algorithm explored. The
descriptor is based on a combination of polar coordinates and histogram.

The PDH starts with the derivation of polar coordinates and insertion of them
into two vectors: Θi for angles and P i for radii:

ρi =
√

(xi −Ox)2 + (yi −Oy)2, θi = atan
(
yi −Oy

xi −Ox

)
, (14)

The obtained values are converted into nearest integers:

θi =
{
"θi# , if θi − "θi# < 0.5
�θi� , if θi − "θi# ≥ 0.5 . (15)

The elements in Θi and P i are rearranged, according to increasing values in Θi,
and denoted as Θj , P j . If some elements in Θj are equal, only the one with the
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highest corresponding value P j is selected. That gives a vector with at most 360
elements, one for each integer angle. For further work only the vector of radii
is needed. We denote it as P k, where k = 1, 2, ...,m and m is the number of
elements in P k (m ≤ 360). Now, the normalization of elements in vector P k is
performed:

M = max
k
{ρk} , ρk =

ρk

M
, (16)

The elements in P k are assigned to bins in histogram (ρk to lk):

lk =
{
r, if ρk = 1
"rρk# , if ρk �= 1 , (17)

The parameter r denotes the predetermined number of bins and it can vary,
depending on the application. In our case it was experimentally established as
equal to 50. The values in bins are now normalized according to the highest one.
This is the final step. The achieved histogram is the representation of a shape.
It is invariant to translation, scaling and rotation. It also achieved good results
in indication of small differences between similar objects.

For every explored experimentally method of erythrocyte shape description
the template matching approach for classification was used. Obviously, firstly
the five descriptions for twelve classes of RBCs were derived and stored as the
templates. The particular object under identification was also represented using
a shape description method and the similarity measure between it and templates
indicated the recognized variant of RBC. For this purpose the C1 metric was
used ([13]):

C1(X,Y ) = 1−

M∑
i=1

N∑
j=1

|xij − yij |

M∑
i=1

N∑
j=1

(|xij | − |yij |)
, (18)

where:
X,Y — descriptions matched,
M,N — height and width of the descriptions.

The experiments were performed for 55 digital microscopic images, magnified
1000 times. The detailed results for each erythrocyte class separately are pro-
vided in Table 1. As we can see, the UNL-F shape descriptor gave the best
result (93% recognition rate). Log-Pol-F was slightly worse (91% RR), and PDH
achieved the recognition rate equal to 84%. Basing on those results we can con-
clude that robustness to noise (both descriptors applying the Fourier transform)
is more useful in our problem than the emphasis of small differences between
shapes (PDH).

Additionally, considering future application in automatic diagnosis, the confi-
dence value was experimentally established. In case of UNL-F (the best method
amongst the explored) if the similarity measure (achieved using metric C1) was
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Table 1. Average recognition rates (%) achieved for each class of erythrocytes

Class UNL-F Log-Pol-F PDH
1. schistocyte 98 96 92
2. dacrocyte 100 96 90
3. acantocyte 90 92 82
4. echinocyte 84 86 76
5. ovalocyte 94 90 82
6. normocyte 90 88 80
7. stomatocyte 96 92 82
8. Mexican hat cell 94 94 86
9. spherocyte 90 86 82
10. leptocyte 92 84 82
11. annular erythrocyte 90 90 84
12. drepanocyte 100 98 88
TOTAL 93 91 84

lower than 0.71, the resultant cell was denoted as ‘doubtful’. It means that it
cannot be assigned properly to any base class and is not taken into consideration.

4 Conclusions, Discussion and Future Plans

Considering results described in the previous section the UNL-F descriptor was
chosen for representation of erythrocyte shapes and C1 metric for matching. As
it was stated, the recognition rate was not perfect, however it was enough to
perform some initial experimental diagnosis.

The large number of objects in the image is a very useful property here. It
simplifies the definition of the decision rules. The recognition rate has not to be
perfect, what is almost impossible for real images. The experiments performed
in ([12]) have shown that even the results above 80 percent are sufficient to
make a correct diagnosis. This comes from the mentioned number of cells under
analysis. Because for MGG images we are identifying several hundreds of them,
the indication of particular abnormal erythrocyte shapes is easy.

The discussed issue was verified using 55 MGG images diagnosed by human
and by a prototype in Matlab, using the presented approaches. In all cases the
diagnoses results were the same. It confirmed that even if the recognition rates
for single shapes are not ideal, the large number of them in the image gives
correct results as a whole. Moreover, affected RBCs are easier to find, thanks to
their visible change in shape in comparison with the normal ones.

The planned works cover three main aspects. Above all, the automatic diag-
nosis based on the approach presented in this paper has to be tested on much
bigger collection of images. Secondly, the precise formulation of all decision rules
for the diagnosis will be stated. Finaly, in order to increase the number of dis-
eases diagnosed, not only erythrocytes, but also leukocytes and thrombocytes
can be considered.
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Abstract. The paper presents the results of a comparison of four shape
representation techniques that use the transformation of the points from
Cartesian to polar coordinates. An exemplary application was selected —
the recognition of characters extracted from polish car license plates. The
main goal was the selection of the best polar shape descriptor basing on
the experiments performed as well as the discussion on the application of
the algorithms based on polar transform in the mentioned problem. The
results of the experiment presented in the paper indicate that amongst
used methods the Point Distance Histogram (PDH) works the best. The
results achieved using the UNL and UNL-Fourier transforms are worse,
yet still acceptable.

1 Introduction

The problem of automatic license plates recognition (ALPR, LPR) can be easily
found in many crucial applications nowadays, e.g. traffic and parking manage-
ment, tolling, access control, speed limit enforcement, identification of stolen
cars. Many commercial products have been proposed and successfully used.

A system for license plate recognition is usually composed basing on five main
stages: image acquisition, pre-processing, segmentation of a license plate, char-
acter separation, and character recognition. The paper focuses on the last stage,
when we are trying to identify the extracted characters, one by one. This can
be considered as a classification with the number of classes equal to the number
of various characters that can occur in a particular license plate. Because the
problem is important and practically useful, there have been many approaches
to it developed so far. That is why one can find many examples of methods
applied to the LPR problem, e.g. neural networks ([1,2,3,4]), genetic algorithms
([5]), fuzzy logic ([4]), Support Vector Machines ([6]), Hidden Markov Model
([7]), synergetic approach ([8]), combination of sub-classifiers ([9]), histograms
([10]), a vertical edge matching based algorithm ([11]), matching using simple
templates ([12]), Hausdorff distance ([13]).

The template matching is one of the general methods that can be used in the
recognition of characters extracted from license plates. In this approach one in-
stance for a class is present in the database. It is a template. Usually it is properly

L. Bolc et al. (Eds.): ICCVG 2010, Part I, LNCS 6374, pp. 376–383, 2010.
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prepared, e.g. transformed using a shape description method. Obviously, during
the process of matching the object under recognition has to be represented in
the same way. Thanks to this the classification can be easily come down to the
matching between the object being recognized and all templates. The one with
the highest similarity measure (or smallest dissimilarity measure) is selected as
the recognized one.

Amongst the several dozens of algorithms the very useful properties can be
found in the polar shape descriptors. They apply the transformation from Carte-
sian into polar coordinates. They are invariant to translation (thanks to the cal-
culation of new coordinates according to a particular point, usually inside the
shape) and scaling (if the normalization is applied). The rotation becomes a cir-
cular shift after the transform, what can be easily solved using another step in the
algorithm, e.g. Fourier transform or a histogram. The polar shape descriptors can
be obtained quickly and easily. Having in mind all the presented advantages, in
the experiments four algorithms based on the polar transform of the coordinates
of a contour points were utilized: UNL, named after the Universidade Nova de
Lisboa ([14]), UNL-Fourier (UNL-F, [15]), Point Distance Histogram (PDH, [16])
and Log-Pol (logarithmic-polar transform, [17]). They will be described briefly
in the next section.

2 Description of the Polar Shape Descriptors Used in the
Experiments

The UNL (Universidade Nova de Lisboa) descriptor is the first algorithm selected
for the recognition of characters extracted from polish car license plates. It uses
a transform with the same name ([14]). The approach starts with the complex
representation of Cartesian coordinates for points and usage of parametric curves
in discrete manner ([14]):

z(t) = (x1 + t(x2 − x1)) + j(y1 + t(y2 − y1)), t ∈ (0, 1), (1)

where z1 = x1 + jy1 and z2 = x2 + jy2 are complex numbers and zi is a point
with coordinates xi, yi. The parameter n denotes the number of points in the
contour.

The centroid O is an origin of the transform and it is calculated using the
formula ([14]):

O = (Ox, Oy) = (
1
n

n∑
i=1

xi,
1
n

n∑
i=1

yi). (2)

Now the maximal Euclidean distance between points and centroid is found ([14]):

M = max
i
{‖zi(t)−O‖}, ∀i = 1...n, t ∈ (0, 1). (3)

The coordinates are transformed ([14]):
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U(z(t)) = R(t) + j × θ(t) =
‖z(t)−O‖

M
+ j × atan( y(t)−Oy

x(t) −Ox
). (4)

The discrete version of the above is formulated as follows ([14]):

U(z(t)) = ‖(x1+t(x2−x1)−Ox)+j(y1+t(y2−y1)−Oy)‖
M

+j × atan( y1+t(y2−y1)−Oy

x1+t(x2−x1)−Ox
).

(5)

The parameter i is discretized in the interval [0, 1] with significantly small steps
([15]). Derived coordinates are put into matrix, in which row corresponds to
the distance from centroid, and column — to the angle. The obtained matrix is
128 × 128 pixels size.

Because after the UNL-transform we achieve 2-dimensional binary image
again, the author of the approach proposed the usage of the 2D Fourier trans-
form as a next step ([15]). That gave a very effective descriptor, called shortly
the UNL-F, which is not only invariant to rotation, translation and scaling, but
also robust to some level of noise. This method is the second descriptor used in
the experiments. The required 2D Fourier transform can be calculated using the
formula ([18]):

C(k, l) =
1
HW

∣∣∣∣∣
H∑

h=1

W∑
w=1

P (h,w) · e(−j 2π
H (k−1)(h−1)) · e(−j 2π

W (l−1)(w−1))

∣∣∣∣∣ , (6)

where:
H , W — height and width of the image in pixels,
k — sampling rate in vertical direction (k ≥ 1 and k ≤ H),
l — sampling rate in horizontal direction (l ≥ 1 and l ≤W ),
C(k, l) — value of the coefficient of discrete Fourier transform in the coefficient
matrix in k row and l column,
P (h,w) — value in the image plane with coordinates h, w.

The Point Distance Histogram ([16]) is the third algorithm explored in the
problem. As in the previous methods it uses the centroid O = (Ox, Oy) as the
origin of the transform. The resultant coordinates are put into two vectors Θi

for angles (in degrees) and P i for radii ([16]):

ρi =
√

(xi −Ox)2 + (yi −Oy)2, θi = atan
(
yi −Oy

xi −Ox

)
. (7)

The resultant values in θi are converted into nearest integers ([16]):

θi =
{
"θi# , if θi − "θi# < 0.5
�θi� , if θi − "θi# ≥ 0.5 . (8)

The next step is the rearrangement of the elements in Θi and P i according to
the increasing values in Θi. This way we achieve the vectors Θj , P j . For equal
elements in Θj only the one with the highest corresponding value P j is selected.
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That gives a vector with at most 360 elements, one for each integer angle. For
further work only the vector of radii is taken — P k, where k = 1, 2, ...,m and m
is the number of elements in P k (m ≤ 360). Now, the normalization of elements
in vector P k is performed ([16]):

M = max
k
{ρk} , ρk =

ρk

M
, (9)

The elements in P k are assigned to r bins in histogram (ρk to lk,[16]):

lk =
{
r, if ρk = 1
"rρk# , if ρk �= 1 . (10)

The Log-Pol descriptor is the last method used in the experiments. It is based on
the combination of the logarithmic and polar transforms. Again it starts with the
calculation of the centroid O = (Ox, Oy). Using it as the origin of the transform
the logarithmic-polar coordinates are derived ([17]):

ρi = log(
√

(xi −Ox)2 + (yi −Oy)2), ωi = atan
(
yi −Oy

xi −Ox

)
. (11)

After the transform we receive an image with the angular coordinates placed
on the vertical axis and the logarithm of the radii coordinates on the horizontal
one.

3 Discussion on the Behaviour of the Explored
Algorithms

The polar shape description algorithms are applied to many problems of machine
vision, when the shape of an object is used as a feature. In this paper only the
methods using contour of an objects are explored, however there is also a small
class of algorithms working on the shape as a whole, with its interior. One of the
most popular methods belonging to this group is the Generic Fourier Descriptor
(GFD, [19]).

The most important property of shape description techniques in the recog-
nition of objects extracted from a digital image is the invariance to particular
deformations of a shape. Amongst them the invariance to several affine transfor-
mations is absolutely fundamental. The robustness to some level of noise is also
useful. Obviously, in other machine vision applications, some other properties
can be desirable instead of the above. For example in specific shape retrieval
problems one can establish very rigid limitations that can make the invariance
to selected transforms less important. That suitable case is rather rare in real
recognition problems.

One of the first steps in all polar shape description algorithms is the calcula-
tion of the origin of the transform. Usually the centroid performs this role. The
calculation of new polar coordinates from the initial Cartesian ones according
to the origin gives in result invariance to translation, the first affine transform.
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The change of scale is the second problem. In UNL, UNL-F and PDH it is eas-
ily solved through the normalization of the distances from points to the origin
according to the highest one. In the fourth algorithm, Log-Pol, the change of
size in the original shape becomes horizontal shift in the transformed image,
according to the autosimilarity property of the exponential function ([17]). The
above and the UNL descriptor are not directly invariant to rotation. Rotation
of the object in Cartesian coordinates results in vertical cyclic shift in the polar
ones. This can be solved using additional step in an algorithm. In UNL-F the
Fourier transform is used, and in PDH — the histogram. Moreover, the UNL-F
descriptor is robust to some level of noise, thanks to the usage of the Fourier
transform.

The basic usage of the polar transform in shape representation can give in re-
sult a description that can be limited and strongly dependent on the character of
explored objects. For example, the so-called ‘signatures’ that simply contain the
vector of distances from the origin to the particular points, ordered accordingly
to the tracing the contour, are better suited for star-shaped objects. Moreover,
they can work worse for similar objects, like the letters and digits extracted from
the car license plates. This was especially visible in case of Log-Pol, because this
approach is the most similar to the simple shape signatures. However, other
methods selected for experiments are less sensitive to this problem. In case of
UNL and UNL-F the specific way of composing the resultant description is help-
ful. Instead of ordering basing on the tracing the contour, the resultant matrix
contains the distance from the origin ordered according to the increasing angular
component. In PDH the usage of histogram is useful. Still, we have to consider
carefully the number of bins selected for shape representation. If it is to small
or to large, it will influence the results. Hence, here the experimentally estab-
lished value (r = 50) was used. The lower ambiguity in character representation
for UNL and PDH is pictorially presented in Fig. 1. In the same image we can
notice the problem with the Log-Pol descriptor. The achieved representations
of different characters are more similar to each other than in the previous two
algorithms.

The described algorithms were tested on shapes represented as contours, lo-
calised and extracted from real images, obtained in various weather and imaging
conditions (e.g. snow, rain, blurred images). The problem of car and license plate
localisation was not considered. The part of an image with single digit or letter
was treated as input. Only the outer contour was used. The number of test in-
stances was equal to 280, while the number of templates was equal to 35, what
is the number of characters used in polish car license plates, according to the
polish norm PN-S-73200. The process of character identification was based on
the template matching approach. In this case the templates as well as the test
objects are represented using the same shape description method and then a
description of a test object is matched with all descriptions of base objects using
a similarity measure.

The average recognition rates achieved using particular polar shape descrip-
tion methods were as follows: the PDH — 96%, the UNL — 89%, the UNL-F —
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Fig. 1. The pictorial representations of exemplary shape descriptions achieved for ex-
plored characters (first row) using PDH (second row), UNL (third row) and Log-Pol
(last row)

Fig. 2. Examples of strongly distorted characters used in the experiments

91% and the Log-Pol — 82%. As we can see the results of the PDH descriptor
are very promising. The achievements of other three polar algorithms explored
are worse. It was caused by some specific problems. An example is the simi-
larity between some characters, e.g. the letter O and the digit 0. However, the
most important were the noise on a contour and occlusions caused for example
by weather conditions, dirt, and plate’s devastation. Several examples of such
problematic objects are provided in Fig. 2.
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4 Conclusions

In the paper four polar shape description methods were analysed in an exemplary
problem — recognition of characters extracted from polish car license plates. The
template matching approach was used, and the description of a shape contour
represented an object. Amongst the algorithms explored the best result during
the experiments was achieved using the PDH shape descriptor. The results of
application of the UNL and UNL-F were worse, yet still acceptable, considering
the strong deformations of explored characters as well as some specific problems,
e.g. the similarity between some of the letters and digits. The worse result was
achieved using the Log-Pol algorithm.
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Abstract. The paper describes a new model of MPEG-4 AVC/H.264
encoders. The model is proposed as a formula that expresses the number
of bits per frame against the quantization step. Proposed are variants of
the model for I-, P- and B-frames as well as for 3 intervals of quantiza-
tion step values. The model has been derived from an extensive set of
experimental data obtained by encoding numerous standard test video
sequences. Experimental tests have proved good accuracy of the model
proposed.

Keywords: compression, MPEG-4 AVC/H.264 standard, video encod-
ing, video encoder modeling.

1 Introduction

The paper deals with modeling of advanced video encoders that are compliant
with MPEG-4 AVC/H.264 standard [1]. In particular, the proposed models refer
to encoders with compression performance being the same as that of the reference
implementation of a video encoder of the standard MPEG-4 AVC/H.264 [13].

Modeling of video encoders is not only important for general research but it is
also closely related to video encoder control. Despite of huge number of MPEG-4
AVC/H.264 video encoders working worldwide, designing efficient control algo-
rithms is still a challenge. The basic parameter that is used to control an encoder
is the quantization parameter QP that defines the quantization step size Q for
transform coefficients. A typical goal of adjusting the quantization step size Q
is to match the available channel bitrate. The Q parameter may be adjusted on
the frame level, the slice level as well as on the macroblock level. Adjusting of Q
value allows to control bitrate in a very wide range, e.g. from tens of megabits
to tens of kilobits per second for standard definition video (i.e. 4CIF sequences).

In the informative part of MPEG-4 AVC/H.264 standard, a mode selection
algorithm is described that exploits Rate-Distortion Optimization (RDO) [7]. At
its input, this optimization algorithm needs a value of quantization parameter
QP (directly related to Q), but this value can be determined from the mean
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absolute difference (MAD) between the original image and the predicted one.
As the MAD value is unknown until an image is encoded, a linear model for
MAD prediction has been proposed [7]. Then quadratic rate-quantization model
is used to calculate QP value [2]. In fact, many existing rate control schemes use
the above described approaches.

Different approach to rate control was presented by He and Mitra in [5].
They have proposed to use a linear ρ-domain source model, where ρ denotes
percentage of zeros in quantized transform coefficients. This model has proved
to be very accurate in source content estimation, therefore several new rate
control models have been developed as its variants, e.g. [8,9]. Unfortunately,
direct implementation of this model inside MPEG-4 AVC/H.264 encoders is
quite complicated [4,9].

The above mentioned models describe relationship between Q values and tex-
ture bits only i.e. bits for quantized transform coefficients. However, so called
non-textured bits constitute a substantial portion of the total number of bits in
AVC/H.264 bitstream. This number of bits should not be neglected, especially
for low bitrates (see Fig. 1) [10,11]. Consequently, the encoder models should
take both groups of bits into account. One solution is to apply separate models
to texture and non-texture bits, at the price of higher complexity [6]. Another
way is to develop a model for the total number of bits [10,12]. In this paper we
exploit this second approach.

Fig. 1. Bitstream components for the reference MPEG-4 AVC/H.264 encoder aver-
aged for all test sequences (encoder configuration: main profile, group of pictures:
IBBPBBPBBPBBP, CABAC, deblocking filter switched on)



386 T. Grajek and M. Domański

Our proposal is to treat a coder as a “black box” with one input (video
sequence) and one output (bitstream), controlled by only one parameter Q, and
to find an appropriate mathematical description that allows to estimate the total
number of bits B with high accuracy. Here, number of bits B is the number of
bits in the representation of a single individual frame. Mostly, this number is
quite similar for frames of the same type taken from the same shot, i.e. I-, P- or
B-frames taken from the interval between two scene cuts.

The model considered can be expressed as

B = f(Q,Φ), (1)

where Φ is a respective vector of parameters that depend on current video content
and are obtainable by experimental data analysis.

In earlier papers (e.g. [2]), the authors have already proposed formulas for
average number of all bits per frame within a single shot as well as for texture
bits only in individual frames. In contrary to the above mentioned papers, here,
we are going to derive a formula for all bits in individual frames.

2 Proposed Model

Our objective is to find the relationship between the number of bits B and
quantization step size Q for a given frame type in a given sequence (Eq. 1). The
relation will be established by analysis of experimental data.

Unfortunately, derivation of the model for the whole allowed range of Q values
turned out to be inefficient (due to large approximation errors). Therefore, the
entire allowed range ofQ values has been divided into 3 intervals (Fig. 2, Table 1),
and the model has been derived individually in each interval.

The most interesting central interval (Interval 2) covers Q values correspond-
ing to bitrates from about 1 to 3 Mb/s (Fig. 2). In practical applications, it is
the most useful range of bitrates for standard-definition video, i.e. 4CIF video
sequences. Each test video sequence has a different range of Q values correspond-
ing to the above mentioned range of bitrates. Therefore, for Interval 2, its low
end has been set as the minimum value of Q that corresponds to 1 Mb/s in all
test video sequences (see Section 3). Similarly the high end of Interval 2 has been
set as the maximum value of Q corresponding to 3 Mb/s.

Table 1. Intervals for quantization step size Q and quantization parameter QP

Interval Range of Q Range of QP

1 <0.625; 4.5> <0; 17>
2 <5; 64> <18; 40>
3 <72; 224> <41; 51>
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Fig. 2. Interval limits and experimental curves for 3 test sequences: crew, icon, riverbed.
For the sake of clarity, range of Q and Bitrate have been clipped to 80 and 20
respectively.

2.1 Interval 2

For Interval 2, a hyperbolic model is proposed for number of bits per frame B

B(Q,Φ) =
a

Qb + c
, (2)

where Φ=[a b c] is the vector of parameters that depend on sequence content.
For these parameters, their values may change significantly at scene cuts. Within
a shot, their values remain similar for all frames of a given type.

2.2 Interval 1 and Interval 3

For Interval 1 as well as for Interval 3, a cubic model is proposed,

B(Q,Φ) = (a1 · d+ a2) ·Q3 + (b1 · d+ b2) ·Q2 + (c1 · d+ c2) ·Q+ d, (3)

where Φ=[d] is the vector with one parameter that depends on video content. The
parameters a1, a2, b1, b2, c1 and c2 are the model constants that exhibits different
values for both intervals and for each frame type (see Table 2). The model
constants have been estimated experimentally using a set of test sequences.

3 Derivation of the Model

The proposed model has been derived individually for each interval of Q and
each frame type. Function fitting was applied to experimental data collected for
a set of 21 test video sequences. In that way function type was derived.
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Table 2. Values of universal model constants for Intervals 1 and 3

Constants Interval 1 Interval 3
I-frame P-frame B-frame I-frame P-frame B-frame

a1 −1.65·10−2 −2.39·10−2 −1.85·10−2 −7.06·10−8 −1.25·10−7 −1.49·10−7

a2 4.58·103 1.49·104 3.96·103 −2.11·10−3 8.50·10−4 5.08·10−4

b1 1.66·10−1 2.20·10−1 1.73·10−1 4.58·10−5 7.02·10−5 8.11·10−5

b2 −2.63·104 −8.67·104 1.07·104 8.90·10−1 −4.22·10−1 −2.35·10−1

c1 −5.79·10−1 −6.82·10−1 −5.70·10−1 −1.07·10−2 −1.36·10−2 −1.51·10−2

c2 −2.94·104 3.21·104 −2.08·105 −8.46·101 −6.21·101 −2.97·101

For the same set of 21 test video sequences, the values of model constants
(a1, a2, b1, b2, c1, c2) have been estimated individually in Interval 1 and Inter-
val 3. These constants have been estimated by minimizing the maximum relative
approximation error over the respective interval of Q values

min
Φ

max
Q
ε(Q,Φ), (4)

ε(Q,Φ) =
Bx(Q)−B(Q,Φ)

Bx(Q)
· 100%, (5)

where Bx(Q) denotes the measured number of bits per frame and B(Q,Φ) de-
notes the value calculated from the model.

For both, model type choice and model constant estimation, experimental
data have been collected for 21 various 4CIF at 25Hz and 30Hz sequences.
Each test video sequence consisted of 199 frames. The test video sequences
had different motion characteristics. The following sequences have been used:
basket, bluesky, bus, cheer, city, crew, flow, football, harbour, ice, icon, pedes-
trian, riverbed, rushhour, soccer, station2, stefan, sunflower, tractor, universal
and warner. All sequences have been encoded using MPEG-4 AVC/H.264 ref-
erence software version JM 13.2 [13] (main profile, CABAC and RDO enabled,
GOP: IBBPBBPBBPBBP). Each sequence has been encoded with all eligible
values of Q. Of course, each value of Q was set indirectly by properly setting
the value of quantization parameter QP . Sequences bluesky, pedestrian, riverbed,
rushhour, station2, sunflower and tractor have been cropped to 4CIF resolution
from their original 720p format.

4 Model Accuracy

In order to measure the accuracy of the model, the mean relative approximation
error has been calculated separately for each encoded frame and for each interval
of Q values. The experiments with additional test video sequences have shown
that the model constants are chosen correctly, i.e. model accuracy remains similar
also for the test material from outside of the initial set of 21 test sequences.
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Table 3. Mean (i.e. averaged over all Q values) relative error for Interval 1

Relative error averaged for all Q values for a given frame [%]
Model max min mean std. deviation

over all frames over all frames over all frames over all frames
I-frame

cubic(4) 2.27 0.80 1.52 0.36
cubic(1) 70.02 1.16 3.84 7.98

P-frame
cubic(4) 9.11 1.77 3.67 1.00
cubic(1) 152.16 2.79 7.93 14.50

B-frame
cubic(4) 11.59 1.60 3.29 1.39
cubic(1) 197.15 2.43 9.29 20.00

Interval 1
In Table 3, the values of relative approximation error have been shown for Inter-
val 1. The number in brackets indicates how many parameters the model has,
e.g. “cubic (4)” refers to a version of the model from Eq. 3 with 4 content-
dependent parameters

B(Q,Φ) = a ·Q3 + b ·Q2 + c ·Q+ d (6)

Here, a, b, c and d are video-content-dependent parameters.
The average relative approximation error for the simplified cubic model (with

one content dependent parameter d) is reasonable.

Interval 2
The characteristic parameters of the mean relative approximation error calcu-
lated individually for I-, P- and B-frames have been presented in Table 4.

The average relative approximation error is about 1.3%, 3.1% and 7.6% for
I-, P- and B-frames, respectively. This proves usefulness and very good accuracy
of the proposed model for encoders in the mostly used range of bitrates and
quantization steps.

Table 4. Mean (i.e. averaged over all Q values) relative error for Interval 2

Relative error averaged for all Q values for a given frame [%]
Frame type max min mean std. deviation

over all frames over all frames over all frames over all frames
I 7.36 0.81 1.30 0.55
P 35.13 0.92 3.11 3.03
B 55.12 0.89 7.60 6.77
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Interval 3
For simplified cubic models, for P- and B-frames, model accuracy is poor in
Interval 3 (Table 5), in contrary to the two previous intervals. In Interval 3, es-
timation of the number of bits is more difficult (especially for P- and B-frames)
because for large quantization steps, numbers of bits are quite low. Therefore
even small absolute errors in the number of bits, yield large relative approxi-
mation errors, especially for larger values of Q. In average, the approximation
errors are probably acceptable but there exist some frames with really huge
approximation errors.

Table 5. Mean (i.e. averaged over all Q values) relative error for Interval 3

Relative error averaged for all Q values for a given frame [%]
Model max min mean std. deviation

over all frames over all frames over all frames over all frames
I-frame

cubic(4) 4.40 0.73 1.62 0.49
cubic(1) 38.80 1.15 6.06 4.97

P-frame
cubic(4) 34.52 0.88 3.20 2.57
cubic(1) 380.36 1.57 14.70 31.38

B-frame
cubic(4) 42.25 0.00 6.54 4.62
cubic(1) 164.15 2.78 38.32 35.64

5 Conclusions

In this paper, a new model for MPEG-4 AVC/H.264 encoders has been described.
This model is given as a function B(Q), where B is the total number of bits in
a frame. This is the difference with respect to other model described in the
references that have proposed models for transform coefficient bits.

The new model is applicable for bitrate control. Moreover, it can be considered
as a mathematical model of a video encoder that may be used in studies in video
compression.

In this paper, the model parameters have been estimated for standard defi-
nition (SD) video. Nevertheless, similar relations hold for high definition (HD)
video as well. The new model has been obtained by curve fitting that minimized
the maximum approximation error of experimental data. These experimental
data were obtained from extensive experiments with 21 video test sequences.
The analysis of this huge set of experimental data resulted in proposal of the
function type that is able to fit well the experimental data in individual intervals
of quantization step size, and for different picture types. For two intervals, only
one model parameter is needed that depends on sequence content. For these
intervals, other parameters have been estimated as universal constants.
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This model can be used to set a value of the quantization parameter QP for a
given number of bits for an I- P- or B-frames. Tests proved that the model mostly
fits experimental data very well in a wide range of bitrates. For the most useful
range of bitrates for 4CIF sequences (Interval 2), the relative approximation
error is about 1.3% for I-frames, 3.1% for P-frames and 7.6% for B-frames. For
Interval 1 and Interval 3, the relative approximation errors are higher when only
one content-dependent parameter is used.

We conclude that the proposed model is very accurate for moderate bitrates,
i.e. for bitrates that are mostly used for video broadcasting, e.g. in digital
television.
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Abstract. In this paper, a robust fully automatic method for nose field
detection under different imaging conditions is presented. It depends on
the local appearance and shape of nose region characterized by edge in-
formation. Independent Components Analysis (ICA) is used to learn the
appearance of nose. We show experimentally that using edge informa-
tion for characterizing appearance and shape outperforms using intensity
information. The influence of preprocessing step on the performance of
the method is also examined. A subregion-based framework depending
on statistical analysis of intensity information in the nose region is pro-
posed to improve the efficiency of ICA. Experimental results show that
the proposed method can accurately detect nose with an average detec-
tion rate of 95.5 % on 6778 images from six different databases without
prior detection for other facial features, outperforming existing methods.

1 Introduction

Detection of facial features such as eye, mouth, and nose remains a vital and
challenging problem as it plays an important role in face recognition systems
and many other applications. Numerous works have been published on facial
features detection, notably on eye and mouth detection. Although, nose is not
less important than eye or mouth in recognizing a human face [1], does not affect
so much by facial expressions and in several cases is the only facial feature which
is clearly visible during the head motion [2], most of these works ignore or avoid to
detect nose [3]. Even the other works which detect nose did not introduce mature
methods for nose detection. Some of them detect nose depending basically on
the prior detection of eye center and considering nose can be located within
certain pixels below the line connecting the centers of two eyes [4], and other
works detect nose depending on the reflection of light on the nose tip or using
projection methods [5]. However, all existing projection methods do not consider
complex conditions such as illumination and pose variation, thus they will fail
under these imaging conditions.

Few approaches have been developed in the last five years to detect nose. In
[6], nose is detected based on both gray-level and color information. Gizatdinova
and Surakka [7] introduce a method for facial landmarks detection based on
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extracting oriented edges and constructing edge maps at two resolution levels.
They report that the method can achieve average nose detection of 78% on
330 images from Pictures of Facial Affect database. The method was not fully
automatic and required manual classification of the located edge regions. On the
other hand, 3D images are used in [8] and [9] to locate nose tip and nose ridge.
These methods calculate the neighboring effective energy of each pixel to locate
suitable nose candidates, then calculate the neighboring mean and variance of
each pixel and use SVM to further narrow down the nose tip candidates. Finally,
the nose tip is found by choosing the area which has the top three densest nose
candidate regions. Unfortunately, none of these methods report an exact nose
detection rate over a common database.

In this paper, a simple method based on ICA and analysis of intensity in-
formation is presented to detect nose field. The local edge information of nose
image in horizontal direction is used to characterize nose appearance and shape,
which appears to give significant higher performance than the intensity informa-
tion with variance normalization preprocessing. The detected nose field is quite
adequate to be used for face recognition or as a search area for subsequence exact
nose tip and nostrils detection. The proposed method is evaluated on XM2VTS,
BioID,1500 images of FERET, JAFFE, PICS, and MIT-CBCL databases, which
stressing real world conditions.

2 Overview of the Method

2.1 Computing ICA Basis Images

The FastICA algorithm [10] is implemented to estimate the ICA basis images as
it has desirable properties compared to the existing ICA algorithms. To compute
the ICA basis vectors, a set of 200 nose images from different individuals is used
in the training step, each one is of size w x h pixels. The width w and height
h of the training images are determined experimentally with respect to the face
width WF .

Edge or gradient structure is very characteristic of local object appearance
and shape [11]. The edge information of nose training images in horizontal di-
rection is calculated using Sobel and Prewitt operators without smoothing. For
Prewitt operator, the training image is convoluted with the mask [-1,0,1]. It is
noted that vertical edge and magnitude were also tried, but in experiments they
were shown to be inferior. This may be due to the fact that nose has two nostrils
which can often be characterized rather well by the horizontal distribution of
local intensity gradients. To minimize the impact of noise or variations in illu-
mination, two preprocessing techniques are examined; norm normalization and
variance normalization. Then, the FastICA algorithm is run to compute basis
images from the three preprocessed training images; gray intensity, horizontal
Sobel, and horizontal Prewitt. Figure 1 shows example of 30 ICA basis images
computed from sobel training images with variance normalization. It is clear that
the computed basis images are spatially localized to nose features such as nostrils
and edges. This localization might robust the performance to local distortion.
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2.2 Nose Detection Using ICA

Searching for nose in the image can be done either directly in the entire image,
or rely on the output of a face detector indicating that nose is present in the
image. Unfortunately, searching in the whole image is not a suitable method for
real time implementations and is more prone to errors. Therefore, a face detector
[12] is applied first to locate the facial region, then nose searching is done in the
located region. The located face region is normalized to a fixed size of WF x WF

pixels. The normalized face is scanned to find the region which might contain
nose, the regions data are treated as w x h dimensional vectors. Each region
(vector) is locally preprocessed using norm or variance normalization according
to the preprocess used in the training step. The subspaces corresponding to the
feature point vector in the w x h dimensional feature space can be expressed
as linear subspaces spanned by multiple ICA vectors. The projection angle θ
of an input vector (nose candidate region) projected onto the ICA subspace
represents the extent to which the input vector is analogous to the feature point
vector. For verification the value of θ; specifically Cos (θ) between the input
vector and each feature point’s subspace (ICA basis vectors) is obtained. This
angle measure is invariant under linear changes in the contrast of the image and
furthermore the cosine similarity measure was previously found to be effective
for face processing [13]. The nose field is the input vector that falls into the
subspace with the smallest θ or highest similarity. In other words, the similarity
Sθj (Rj , ICAvectors) between the region Rj , j = 1, 2, ...,M (number of regions)
and ICA basis vectors is calculated using Cos (θ) of the projection component

Sθj = Cos2θj =
∑n

i=1 〈Vj , BaseV ectori〉2

‖Vj‖2 (1)

where n is the number of selected basis vectors that form the subspace and
〈Vj , BaseV ectori〉 is the inner product between input vector (representing j -th

Fig. 1. The first highest 30 ICA basis images
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nose candidate region) and i-th base vector (Fig. 1). The region Rk with the
highest similarity Sθk

is the nose field, i.e.

Sθk
= arg max{Sθ1 , Sθ2 , Sθ3 , ...SθM} (2)

For the experiments in this work, a face of size 200 x 200 (i.e. WF =200) pixels
is used, thus the size of the nose region is set to be 70 x 50 pixels.

2.3 Subregion-Based Scheme (ICA+NP)

The performance of the method described in section 2.2 is shown in Table 1
(i.e. ICA). This performance can be improved further using statistical nose
properties (NP). Experimentally, we note that in some cases ICA is able to give
a close estimate around the position of nose location and it may fail to provide
accurate detection of its location, because shadows, facial expression and other
kinds of noise can make neighboring regions look like a nose. In these conditions
the similarity between an input vector (nose candidate region) and ICA basis
images will be high. Figure 2 shows the ten highest similarity value regions, most
of them are gathered around nose. How can one choose the best region, which
represents the accurate nose field from these 10 regions? To answer this question,
analysis of the nose region is required to find its unique features.

(i) Similarity of both sides: The left and right sides of nose are similar in a
front-view face as shown in Fig. 3(a), this property of similarity can be measured
using Euclidean distance between both sides as follows.

S(L,R) =
√∑

w/2

(PL − PR)2 (3)

where PL and PR are the pixel gray value in left and right side respectively. It
is also noted that the similarity between both sides in the lower part of nose
is clearer than the upper part which looks like skin. This fact should be taken
in account at calculation of the similarity between both sides of human nose.
Thus, the relative contribution of the similarity between both sides in the upper
and lower part is controlled by α where 0 < α < 1. Hence, the total Euclidean
distance between left and right side of nose is calculated based on

E(L,R) = αSupper + (1− α)Slower (4)

where Supper and Slower are calculated using (3) over upper and lower half of
nose region respectively, the smaller the distance E(L,R) the higher similarity.
The control α is set to be 0.4 based on analysis of the used training data which
means that the similarity between both sides affects by 40% in the upper part
and 60% in the lower part of total similarity between left and right sides of nose.

(ii) Dark-White-Dark (DWD) property: Also, the lower part of nose is
characterized by two dark nostrils and a light subregion due to the reflection of
light on the nose as shown in Fig. 3(b). This property can be identified by the
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average of gray intensity in each subregion, where the average in the two nostrils
regions is less than the average of middle lighter subregion containing nose tip.

(iii) The variation in lower/upper parts property: On the other hand,
when the face is rotated some degrees these two properties are despaired and
the only clear property is the variation between lower part and upper part as
shown in Fig. 3(c). This variation can be measured by the variance in each part,
where the variance on a domain Ω of a nose image I(x, y) can be defined as

VΩ =
1
AΩ

∑
(x,y)∈Ω

[I(x, y)− ĪΩ ]2 (5)

where AΩ and ĪΩ are the area and the average gray intensity on the domain Ω,
respectively. The variance of lower part should be greater than that of the upper
part. Based on this analysis, we search for a certain region among the ten highest
regions detected by ICA (shown in Fig. 2) which satisfies the properties(i)-(iii).

Fig. 2. The ten highest similarity value regions detected by ICA

Fig. 3. Analysis of intensity information in the nose region

3 Experimental Results

To evaluate the performance of the proposed method, various experiments on
common databases stressing different views, illumination conditions and facial
expression have been carried out. The first experiment has been carried out
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on XM2VTS database to find optimum number of ICA basis images and to
investigate the impact of preprocessing. As mentioned previously the training
images are provided for FastICA algorithm as Gray Scale (GS), Horizontal Sobel
(HS), and Horizontal Prewitt (HP). The performance of each representation with
norm and variance normalization preprocess at different number of ICA basis
images is shown in Fig. 4, which shows that using edge information to describe
the appearance of nose outperforms intensity information. Also, the performance
with variance normalization (Fig. 4(a)) is higher than with norm normalization
(Fig. 4(b)). The highest detection rate for both processing methods achieved
when the number of ICA components is in the range of 30 to 40 basis images
and after that there is only a marginal improvement in the detection rate. It
should be noted that the performance of the three representations gets worse
without preprocessing where the highest detection rate was 60.5% achieved by
GS. These results indicate that preprocessing is vital, and without it the results
would be even worse. Looking closely, one can see that Sobel operator is slightly
better than Prewitt operator at most ICA dimension. From this experiment we
can concluded that Sobel operator achieved 97.4% detection rate outperforming
Prewitt operator which achieved 97.2% at 30 ICA basis images with variance
normalization (Fig. 4(a)). Also, there is trade-off between running time and ICA
dimension. Using fewer basis images requires less storage and results in faster
matching, hence 30 basis images are sufficient.

Fig. 4. Performance versus ICA dimension and preprocessing on XM2VTS database

In the second experiment, nose field is detected based on the highest response
to ICA basis images computed from edge information (HS) with variance nor-
malization. The number of ICA basis vectors is set to 30 vectors. The results of
this experiment are reported in Table 1 (ICA). Because of noise in the images
due to lighting conditions or facial expressions, the detected region is not ac-
curate and hence the whole successful detection rate (i.e. images with correctly
detected nose field relative to the whole set of facial database) is not so high, es-
pecially on BioID and JAFEE databases. The best results have been obtained on
the XM2VTS database because the image quality is very high, the illumination
is always uniform, and the image scale is fixed.
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In the third experiment, we search for nose field among the most similar
10 regions to nose with high response to ICA basis images. The region that
satisfies the three local nose properties mentioned previously is the searched
nose field. The results reported in Table 1 (ICA+NP) show that the suggested
subregion-based framework significantly improves the performance of ICA in
most databases, while the average detection rate improved from 93.9% to 95.5%.
It is well known that the computational complexity of (3) and (5) is relatively
high. But this does not affect on the computation time of the proposed method,
because they are calculated only for the ten regions and on small subregions of
these regions. The average execution time of the method on a PC with Pentium
III 1.0 GHz and 256Mb RAM is less than 100 msec. Compared with other nose
detection methods [7] and [14] achieved average detection rate of of 78% on 330
images and 95.3% on 963 images respectively, the proposed method is capable
of detecting nose with average detection rate of 95.5% on 6778 images. Besides
the high detection rate achieved by the method, nose detection does not require
any prior detection for other facial features such as eyes or mouth as in these
methods.

Table 1. Detection rates of the proposed method

Database XM2VTS BioID FERET JAFFE PICS MIT-CBCL Average
Method Rate

ICA 95.8% 91.8% 94.3% 91.5% 93.2% 94.4% 93.9%
ICA+NP 99% 92.3% 96% 96.2% 95% 95.7% 95.5%

Fig. 5. Performance of nose tip detection

On the other hand, in the case of considering the center point of the located
region is the nose tip, the performance of nose tip detection can be evaluated
with respect to inter-ocular distance (IOD) (i.e. distance between eyes centers) by
computing Euclidean distance (in terms of pixels) between the estimated point
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Fig. 6. Examples of successful nose detection under various conditions

and its ground truth. Figure 5 shows the performance of nose tip detection on
three of databases FERET, BioID, and XM2VTS, which provide ground truth
of nose tip. The detection rate is not less than 83% at the acceptable threshold
10% of IOD. Examples of successful nose detection are shown in Fig. 6.

4 Conclusion

This paper introduced a method to detect the nose field from gray scale facial
images. The method detects nose based on the highest response to basis images.
Independent Components Analysis (ICA) is used to compute basis images as
it provides a better probabilistic model of training data through decorrelating
higher-order statistics in addition to the second-order moments. The appearance
of nose is characterized by edge information, which gives better performance
than intensity information. The importance of preprocessing to the method is
investigated. In order to further improve the performance of the method, we
proposed a subregion-based framework that depends on statistical analysis of
intensity information in the nose region. The efficiency of the method was as-
sessed in different databases stressing various conditions. It has been shown by
experimental results that the proposed method can accurately detect nose with
a higher detection rate compared to the state of the art methods.
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Abstract. The monitoring of the dynamics of stem cells’ growth in cul-
ture is important in regenerative medicine. In this paper the method
of cells’ images segmentation based on alternating microscopic imaging
with bright field (BF) and epifluorescent (EF) images is proposed. The
method consists of two principal stages: coarse segmentation of EF im-
ages followed by fine segmentation on BF ones. The latter is based on
the morphological watershed from markers produced in the first stage.
Due to the fact that sequence of EF is shorter than BF one, markers
cannot be produced directly for all BF images. In order to create them,
an additional step of morphological interpolation of markers is applied.

1 Introduction

Monitoring and analysis of stem culture quantity is crucial for reliable optimiza-
tion of cells’ culturing methods. For therapeutic purposes it is needed to find
effective methodology for donors cells’ population increscent to the proper size
according to the clinical procedures [20]. It is common to evaluate cells’ cultures
with human eye or using immunohistochemistry and flow cytometry [15]. The
idea of cultures monitoring acquiring time sequences of images and extracting
information from images using computer supported microscopy is not a new
one [15,22,19,13,12,4,1]. In this paper, the extraction of stem cells based on syn-
ergic information coming from two types of imaging modalities is proposed.

The aim of the presented investigation is to develop a new method for cells
extraction from static images in time sequence, which allows next to analyze cells’
behavior (its movement, shape changes, proliferation and death). This method
of image segmentation can use both types of information from BF image and
from EF image, if both of them are available at the same time. According to
other investigators, a segmentation method using only BF images is difficult, but
some successful applications are reported [8,9,17,5,2]. Most of reported cases of
successful segmentation is concerned with images of cytological smears. They are
similar to adherent cells’ culture images, because in both cases there is a layer of
single cells on the microscopic slide. For images of cells’ smear the investigators
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propose two types of the segmentation procedure [28,24]: (1) using a simple
morphological operation, supported by the artificial intelligence methods, such as
SVM or decision trees [11,16,6] or (2) using a classical threshold or classification
algorithms [7,8].

(a) (b)

Fig. 1. Examples of images: (a) – bright field (BF) image, (b) – corresponding filtered
epi-fluorescent (EF) image

In this investigation it is assumed that image sequences are acquired alter-
nately using bright field (BF) and epifluorescent (EF) techniques for fixed im-
age plane and for neural stem cells transfected with green fluorescent protein
(gfp) [14]. BF images are collected with constant time increment that varies
from 1 to 30 minutes. EF images are registered also in series, but with time
increment, which is greater than in the BF-case because of the fact that fluo-
rescence is exhausted with time what causes decrease of quality of EF images.
So practically, a single EF-frame is captured with every k-th BF image, where
k > 1 is set up manually. Rare capturing of EF images among more frequent
BF imaging sequences allows increasing time of overall observations thanks to
both: light used for fluorescence excitation (UV) and fluorescent agent itself (flu-
orescent protein products) are more destructive for living cells then conventional
light used in BF microscopy [21].

The proposed method assumes that the input set of images consist of two
sequences. The first one is the sequence of BF images, and the second one,
which is k-times shorter, of EF images. Each EF sequence frame is registered
just after corresponding BF frame with hardware minimal delay (about 25±1
second in our case). Cells have different appearance at both kinds of frames. In
BF images cells are highly textures, what causes them difficult to segment. The
same cells in EF images are characterized by uniform gray level, higher than
the gray level of the background, which makes them relatively easy to segment
using thresholding preceded by the appropriate filtering. There exist, however, an
important disadvantage of such segmented images. The contour of cells presented
on EF- frames is coarse and is not precisely following the real cell outline. This is
due to the fact that EF-images register electromagnetic radiation light emission
what introduces some additional blurring. Consequently, the best approach to



Segmentation of Moving Cells and EF Microscopic Image Sequences 403

perform the proper segmentation is a combination of coarse segmentation on
EF-images followed by fine segmentation performed on appropriate BF frame.
The latter is performed using the morphological watershed that makes use of
markers obtained in the coarse segmentation. Such approach is possible only
if there exist two frames: BF and EF showing a single area at the same time
(with an accuracy of hardware delay). Unfortunately, as mentioned earlier, not
every BF frame is accompanied by a EF image. This make the above outlined
segmentation possible only for some frames. For the remaining ones, markers
obtained by coarse segmentation of fluorescent image are missing because such
frame itself is missing.

In order to recover the missing markers, the morphological interpolation of
known ones is performed. This is a shape interpolation technique applied on
binary images. Due to the fact that cells are moving, also this movement should
be considered during the interpolation phase. It can be assumed that this move-
ment between two consecutive known markers is linear. Thanks to that the linear
translation should be combined with the morphological interpolation, which is
a simplified case of morphological-affine interpolation [23].

2 Proposed Method

The proposed method is based on morphological image processing [27,18] and
consists of three steps: coarse segmentaion of EF images, marker interpolation
and fine segmentation. The diagram presenting processed images in case of one
epifluorescent image per 4 bright-field ones is shown in Fig. 2. There are two sets
of input images: bright-field (BF1,...,BF5), epifluorescent (EF1, EF2). Coarse
segmentation of EF1 and EF2 images results in two marker images M1 and M5.
Missing markers M2,M3 and M4 are morphologically interpolated based on M1
and M5. Finally, all 5 images M1,...,M5 are used as markers for watershed trans-
form of gradient images produced from BF1,...,BF5. Watershed segmentation
produces fine segmentation result marked in diagram as S1,...,S5.

Fig. 2. Diagram of the proposed method
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Particular phases of processing are described in details below.

2.1 Coarse Segmentation

Coarse segmentation is performed on the EF image. An example of such image
is presented in Fig. 1(b), a picture showing chosen single cell (region of interest -
ROI) is shown in Fig. 3(a). The EF images are characterized by relatively high
level of noise and by non-uniform intensity of emission light distribution across
on cell. In order to remove noise the morphological opening filter was used.
The result of this filtering is presented in Fig. 3(b). The filtered image is then
thresholded. As a result the marker representing main cell body area is obtained
(see Fig. 3(c)).

(a) (b) (c)

Fig. 3. Coarse segmentation from EF images: (a) the original EF image (region of
interest - ROI) is (b) filtered by morphological opening, and (c) thresholded

In order to get the precise outline, the fine segmentation process based on
the morphological watershed using the just obtained markers is applied. This
process will be described in section 2.3.

The coarse segmentation result cannot be computed for each BF frame due to
the fact that the EF frames are available only for some of BF ones. In order to
create missing markers, which are necessary to compute the fine segmentation
result, the morphological interpolation approach is used. This step is described
in the next section.

2.2 Markers’ Interpolation

Let assume that EF frames are available for every k-th BF ones. This means that,
in order to get the complete sequence of markers, k− 1 markers have to created
between every two obtained using the procedure of coarse segmentation described
in the previous section. The images with the markers are binary ones, where value
1 is assigned to all pixels belonging to the roughly estimated area of cell, while
value 0 – to the background pixels. The morphological interpolation approach
used here is based on computation of the interpolation function [26]. Due to
the fact that the cells are moving, an variant of this approach that combines
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morphological interpolation with the affine transformation called morphological-
affine interpolation [23] is used.

The transformation of markers between two consecutive frames might be con-
sidered as a combination of the modification of shape and the movement, that –
in such relatively short time period – can be considered as linear. The latter
implies a simple form of the affine transformation consisting only of translation
along the straight line. This form of simplified description of cell movement is
typically used in cells’ motility investigations and is called a trajectory.

Fig. 4. Interpolation of markers – the first and the last are binary images showing
results of the coarse segmentation and computed using EF images, while all the others
are results of morphological interpolation using initial position from first and final
position from the last image

The result of morphological-affine interpolation of a single cell marker is shown
in Fig. 4. In this example the first and the last are binary images shows results
of coarse segmentation done using the EF images. Intermediary images present
results of the morphological interpolation.

2.3 Fine Segmentation

After the coarse segmentation and interpolation steps, two sequences have been
obtained – the original sequence of BF images and the sequence of markers point-
ing at the cells. Thus each BF frame is equipped with the markers pointing at
the cells. Thanks to that, the final segmentation of BF images by morphological
watershed of the modified gradient image, is possible.

The input image for the watershed transformation must be prepared in order
to get to correct segmentation result. At the beginning, the gradient is computed.
On the original image each cell is outlined by the halo-effect. The thickness of the
halo-effect outline would result in a double gradient-line in case of the classical
approach (either linear or morphological) is used. In order to avoid this effect,
the morphological thick-gradient [18,3] by erosion is used. The definition of this
gradient is the same as of the usual case: subtraction the result of erosion from
the original image. In the ’thick’ case however, the structuring element used by
the erosion is a large one. The result of gradient computation of the original
image is shown in Fig. 5(b) (while original image is shown in Fig. 5(a)).

Quality of the gradient influences directly the quality of the final watershed. In
particular, the gradient regional minima are strictly connected with the regions
outlined by the watershed lines (catchment basins): each catchment basin refers
to a single minimum. This property of the watershed transform causes often
an oversegmentation when the numbers of regions on the segmentation result
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(a) (b) (c)

(d) (e) (f)

Fig. 5. Fine segmentation process:(a) original BF image, (b) its morphological thick-
gradient by erosion, (c) marker, (d) inner and outer markers which forms belt to cell’s
edge detection, (e) minima imposed on gradient image, (f) the result of the watershed

exceeds the actual number of objects on the image to be segmented. In order to
avoid the oversegmentation, the minima’s imposition procedure [18,3] is used.
The minima’s imposition is a tool, which modifies gradient in order to force the
presence of image regional minima (crucial for correct result of the watershed)
in given image regions. This operation is based on morphological reconstruction
and removes all the regional minima which are not marked by special markers. It
produces thus new minima in all regions covered by markers. Consequently, it is a
typical supplement of watershed transformation, where marker image is created
separately in such a way that each marker points either at particular object
present on the input image or at the background. Thus, two kind of markers can
be defined: inner, which indicates objects (cells in our case) and outer that points
at the background area. Minimas’ imposition with such markers guarantees that
the watershed line will be located inside the belt-like area between the inner and
outer markers.

In the current study, the inner markers for the watershed are equivalent to
the markers obtained either by the coarse segmentation or by the interpolation.
As the outer markers, the complement of dilation of the inner ones is considered.
Figure 5(c) presents the inner markers and Fig. 5(d) the union of inner and outer
used in the minima’s imposition step. The result of minima’s imposition is shown
in Fig. 5(e) as a belt rounding the cell. This belt is characterized by the fact
that it indicates the area within, which the proper outline of the cell is located.
The result of minima imposition makes such input image for the watershed
which ensure results without oversegmentation. Image that is the result of the
watershed (shown in Fig. 5(f)) contains the precise and unequivocal outline of
the cell.
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3 Results and Conclusions

3.1 Materials and Experiments

The Human Umbilical Cord Blood derived Neural Stem Cells (HUCB-NSC line)
established and transfected gfp in NeuroRepair Dep. Lab; Mossakowski Medical
Research Centre PAS were used to capture the cell images [20,14]. The stem
cells were seeded onto plastic culture dishes at density 105 cell/ml in standard
conditions (37◦C, 5% CO2 and humidity 95%) for 24h (for details see [4]). Then
the images’ sequences were acquired using Cells Behavior Monitoring System
(CBMS; IBBE PAS), with CoolSNAP-Pro cf camera mounted on the Olym-
pus IX70 inverted microscope (objective x40, 0.60 NA, WD 2.6) with shatters
position controllers. The sequences of images were captured with basic time in-
crement equal 10 min. and k=1, 2, 5 as monochrome 1392 x 1040 pixels, 12 bits
deep gray scale images showing culture dishes area of 220μm x 165μm.

3.2 Results of Fine Segmentation

The result of the segmentation using the proposed method presented in figures
throughout the paper was obtained from the input sequences: BF, consisting
of 9 frames and EF, consisting of 4 frames. Thus each EF frame was acquired
along with every second BF frame. In order to test and show the results of
marker interpolation, only the first and the last EF frame were considered in the
segmentation process, two intermediary was used to verify the results of marker
interpolation. Parameters applied to consecutive operations of the method were
the following. In the coarse segmentation phase: the structuring element used
in opening filter – 9×9 square, threshold was set-up as 0.7 of the maximum
gray value of the filtered ROI. In the marker interpolation phase: the number of
frames to be interpolated was equal to k = 7. In the fine segmentation phase:
the thick gradient was computed using the structuring element equal to disk of
radius 9 and the structuring element of the dilation used to compute the outer
markers was disk of radius 50.

The final result of segmentation of all the sequence frames is shown in Fig. 6.

3.3 Comparison of Interpolation Results with Results of Coarse
Segmentation

Two intermediary EF frames were not used for the interpolation of markers. They
were kept to evaluate quality of the marker interpolation. Both were roughly
segmented and next compared to the appropriate interpolated markers. The
comparison results are shown in Fig. 7, each EF number of the frame refers to
appropriate number of BF frame. On pos.(b) and (c) both interpolated and seg-
mented markers are presented. Interpolated markers are slightly greater (dark-
gray outline) than the segmented ones. Mean square errors computed within the
images are equal to 0.0095 (3th frame) and 0.0149 (5th frame). This, relatively
small difference in size do not influence usefulness of the markers for the fine
segmentation, as it was shown in Fig. 6.
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Fig. 6. The results of segmentation of chosen single cell from testing sequence. This
results obtained using markers calculated on the basis of EF images for the first and
the last image while for middle 5 images markers are interpolated (markers in Fig. 4).

(a) (b) (c) (d)

Fig. 7. Comparison of segmented and interpolated markers: (a) 1st frame, (b) 3rd
frame, (c) 5th frame, (d) 7th frame

3.4 Conclusions

In this paper, a method of single stem cell extraction and monitoring in image
plane in time sequence was proposed. The method is based on two-stage process
of coarse segmentation of EF images followed by fine segmentation of BF ones.
The coarse segmentation results in markers are applied in the fine segmentation
step, which is based on the morphological watershed. Since EF images are ac-
quired more rarely than BF images, only some of the markers can be computed
directly. In order to create missing ones, the morphological interpolation com-
bined with translation is used. This kind of interpolation allow morphing the
shape and changing in position of the marker from the first given position into
the next in a few intermediate points. The result of the proposed method applied
to the experimental data captured as image sequences documenting the trans-
fected neural stem cells’ behavior in culture, was satisfied. Further investigations
will focus on developing this method towards processing of sequences of higher
cells density with multiple cells, also touching each other, as well as interfering
and colliding during observations.
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Abstract. Computer vision needs suitable methods of shape representa-
tion and contour reconstruction. One of them called method of Hurwitz-
Radon Matrices (MHR) can be used in representation and reconstruction
of shapes of the objects in the plane. Another problem is connected with
shape coefficients. This paper contains the way of length estimation and
area estimation via MHR method. Proposed method is based on a family
of Hurwitz-Radon (HR) matrices. The matrices are skew-symmetric and
possess columns composed of orthogonal vectors. The operator of Hurwitz-
Radon (OHR), built from these matrices, is described. The shape is rep-
resented by the set of nodes. It is shown how to create the orthogonal and
discrete OHR and how to use it in a process of shape representation and re-
construction. MHR method is interpolating the curve point by point with-
out using any formula or function.

Keywords:Shape representation, curve interpolation, contour reconstruc-
tion, shape coefficients, length estimation, area estimation, Hurwitz-Radon
matrices.

1 Introduction

A significant problem in machine vision and computer vision [1] is that of appro-
priate shape representation and reconstruction. Classical discussion about shape
representation is based on the problem: contour versus skeleton. This paper is
voting for contour which forms boundary of the object. Contour of the object,
represented by contour points, consists of information which allows us to describe
many important features of the object as the shape coefficients [2].

Digital curve (open or closed) may be represented by chain code (Freeman’s
code). Chain code depends on selection of the started point and transformations
of the object. So Freeman’s code is one of the method how to describe and to
find contour of the object. An analog (continuous) version of Freeman’s code
is the curve α - s. Another contour representation and reconstruction is based
on the Fourier coefficients calculated in Discrete Fourier Transformation (DFT).
These coefficients are used to fix similarity of the contours with different sizes
or directions. If we assume that contour is built from segments of a line and
fragments of circles or ellipses, Hough transformation is applied to detect the
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contour lines. Also geometrical moments of the object are used during the pro-
cess of object shape representation [3]. MHR method requires to detect specific
points of the object contour, for example in compression and reconstruction of
monochromatic medical images [4]. Contour is also applied in the shape decom-
position [5]. Many branches of medicine, for example computed tomography [6],
need suitable and accurate methods of contour reconstruction [7]. Also indus-
try and manufacturing are looking for the methods connected with geometry of
the contour [8]. So suitable shape representation and precise reconstruction or
interpolation [9] of the object contour is a key factor in many applications of
computer vision.

2 Shape Representation

The shape can be represented by the object contour, i.e. curves that create each
part of the contour. One curve is described by the set of nodes (xi, yi) ∈ R2

(characteristic points) as follows in proposed method:

1. Nodes (interpolation points) are settled at local extrema (maximum or min-
imum) of one of coordinates and at least one point between two successive
local extrema;

2. Nodes (xi,yi) are monotonic in coordinates xi (xi < xi+1 for all i) or yi (yi
< yi+1);

3. One curve (one part of the contour) is represented by at least five nodes.

Condition 1 is done for the most appropriate description of a curve. So we have
n curves C1, C2, ... Cn that build whole contour and each curve is represented
by the nodes according to assumptions 1-3.

Fig. 1. A contour consists of three parts (three curves and their nodes)

Fig. 1 is an example for n = 3: first part of the contour C1 is represented
by the nodes monotonic in coordinates xi, second part of the contour C2 is
represented by the nodes monotonic in coordinates yi and third part C3 could
be represented by the nodes either monotonic in coordinates xi or monotonic in
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coordinates yi. Number of the curves is optional and number of the nodes for
each curve is optional too (but at least five nodes for one curve). Representation
points are treated as interpolation nodes. How accurate can we reconstruct whole
contour using representation points? The shape reconstruction is possible using
novel MHR method.

3 Shape Reconstruction

The following question is important in mathematics and computer sciences: is
it possible to find a method of curve interpolation in the plane without building
the interpolation polynomials or other functions? Our paper aims at giving the
positive answer to this question. In comparison MHR method with Bézier curves,
Hermite curves and B-curves (B-splines) or NURBS one unpleasant feature of
these curves must be mentioned: small change of one characteristic point can
make big change of whole reconstructed curve. Such a feature does not appear
in MHR method. The methods of curve interpolation based on classical poly-
nomial interpolation: Newton, Lagrange or Hermite polynomials and the spline
curves which are piecewise polynomials [10]. Classical methods are useless to in-
terpolate the function that fails to be differentiable at one point, for example the
absolute value function f (x ) = xat x=0. If point (0;0) is one of the interpolation
nodes, then precise polynomial interpolation of the absolute value function is
impossible. Also when the graph of interpolated function differs from the shape
of polynomials considerably, for example f (x ) = 1/x, interpolation is very hard
because of existing local extrema of polynomial. Lagrange interpolation poly-
nomial for function f (x ) = 1/x and nodes (5;0.2), (5/3;0.6), (1;1), (5/7;1.4),
(5/9;1.8) has one minimum and two roots.

Fig. 2. Lagrange interpolation polynomial for nodes (5;0.2), (5/3;0.6), (1;1), (5/7;1.4),
(5/9;1.8) differs extremely from the shape of function f (x) = 1/x

We cannot forget about the Runge’s phenomenon: when the interpolation
nodes are equidistance then high-order polynomial oscillates toward the end of
the interval, for example close to -1 and 1 with function f (x ) = 1/(1+25x2) [11].
Method of Hurwitz – Radon Matrices (MHR), described in this paper, is free of
these bad examples. The curve or function in MHR method is parameterized for
value α ∈ [0;1] in the range of two successive interpolation nodes.
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3.1 The Operator of Hurwitz-Radon

Adolf Hurwitz (1859-1919) and Johann Radon (1887-1956) published the papers
about specific class of matrices in 1923, working on the problem of quadratic
forms. Matrices Ai, i = 1,2. . .m satisfying

AjAk +AkAj = 0, A2
j = −Iforj �= k; j, k = 1, 2...m

are called a family of Hurwitz - Radon matrices. A family of Hurwitz - Radon
(HR) matrices has important features [12]: HR matrices are skew-symmetric
(AiT = - Ai) and reverse matrices are easy to find (Ai-1 = - Ai). Only for
dimension N = 2, 4 or 8 the family of HR matrices consists of N - 1 matrices.
For N = 2 we have one matrix:

A1 =
[

0 1
−1 0

]
.

For N = 4 there are three HR matrices with integer entries:

A1 =

⎡
⎢⎢⎣

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0

⎤
⎥⎥⎦ , A2 =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⎤
⎥⎥⎦ , A3 =

⎡
⎢⎢⎣

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

⎤
⎥⎥⎦ .

For N = 8 we have seven HR matrices with elements 0, ±1.
So far HR matrices are applied in electronics [13]: in Space-Time Block Coding

(STBC) and orthogonal design [14], also in signal processing [15] and Hamilto-
nian Neural Nets [16].

If one curve is described by a set of representation points {(xi,yi), i = 1,
2, . . . , n} monotonic in coordinates xi, then HR matrices combined with the
identity matrix IN are used to build the orthogonal and discrete Hurwitz -
Radon Operator (OHR). For nodes (x1,y1), (x2,y2) OHR M of dimension N =
2 is constructed:

B = (x1 · I2 + x2 ·A1)(y1 · I2 − y2 ·A1) =
[
x1 x2
−x2 x1

] [
y1 −y2
y2 y1

]
,M =

1
x2

1 + x2
2
B,

M =
1

x2
1 + x2

2

[
x1y1 + x2y2 x2y1 − x1y2
x1y2 − x2y1 x1y1 + x2y2

]
. (1)

Matrix M in (1) is found as a solution of equation:[
a b
−b a

]
·
[
x1
x2

]
=
[
y1
y2

]
. (2)

For nodes (x1,y1), (x2,y2), (x3,y3), (x4,y4), monotonic in xi, OHR of dimension
N = 4 is constructed:

M =
1

x2
1 + x2

2 + x2
3 + x2

4

⎡
⎢⎢⎣
u0 u1 u2 u3
−u1 u0 −u3 u2
−u2 u3 u0 −u1
−u3 −u2 u1 u0

⎤
⎥⎥⎦ (3)
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where

u0 = x1y1 + x2y2 + x3y3 + x4y4, u1 = −x1y2 + x2y1 + x3y4 − x4y3,

u2 = −x1y3 − x2y4 + x3y1 + x4y2, u3 = −x1y4 + x2y3 − x3y2 + x4y1.

Matrix M in (3) is found as a solution of equation:⎡
⎢⎢⎣
a b c d
−b a −d c
−c d a −b
−d −c b a

⎤
⎥⎥⎦ ·
⎡
⎢⎢⎣
x1
x2
x3
x4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
y1
y2
y3
y4

⎤
⎥⎥⎦ . (4)

For nodes (x1,y1), (x2,y2), . . . , (x8,y8), monotonic in xi, OHR of dimension
N = 8 is built [17] similarly as (1) or (3). Note that OHR operators M (1)-(3)
satisfy the condition of interpolation

M · x = y (5)

for x=(x1,x2. . . , xN )T∈ RN ,x�= 0,y=(y1,y2. . . , yN )T∈RN ,N =2,4 or 8.
If one curve is described by a set of nodes {(xi,yi), i = 1, 2, . . . , n} monotonic

in coordinates yi, then HR matrices combined with the identity matrix IN are
used to build the orthogonal and discrete reverse Hurwitz - Radon Operator
(reverse OHR)M -1. If matrix M in (1)-(3) is described as:

M =
1∑N

i=1 x
2
i

(u0 · IN +D),

where D with elements u1, . . . , uN-1, then reverse OHR M -1 is given by:

M−1 =
1∑N

i=1 y
2
i

(u0 · IN −D). (6)

Note that reverse OHR operator (6) satisfies the condition of interpolation

M − 1 · y = x (7) (7)

for x=(x1,x2. . . ,xN )T∈ RN , y=(y1,y2. . . ,yN )T∈ RN , y �= 0, N =2,4 or 8.

3.2 MHR Method

Key question looks as follows: how can we compute coordinates of points settled
between the interpolation nodes? On a segment of a line every number “c”
situated between “a” and “b” is described by a linear (convex) combination
c=α . a+(1 - α) . b for

α =
b− c
b− a ∈ [0; 1]. (8)
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When the nodes are monotonic in coordinates xi, the average OHR operator M 2
of dimension N = 2, 4 or 8 is constructed as follows:

M2 = α ·M0 + (1− α) ·M1 (9)

with the operator M 0 built (1)-(3) by “odd” nodes (x1=a,y1), (x3,y3), . . . ,
(x2N -1,y2N -1) and M 1 built (1)-(3) by “even” nodes (x2=b,y2), (x4,y4), . . . ,
(x2N,y2N ). Having the operator M 2 for coordinates xi < xi+1 it is possible
to reconstruct the second coordinates of points (x,y) in terms of the vector C
defined with

ci = α.x2i-1+ (1-α).x2i,i = 1, 2,. . . , N (10)
as C = [c1, c2,. . . , cN ]T. The required formula is similar to (5):

Y (C) =M2 · C (10)

in which components of vector Y (C ) give the second coordinate of the points
(x,y) corresponding to the first coordinate, given in terms of components of the
vector C.

On the other hand, having the operator M 2-1 for coordinates yi < yi+1 it is
possible to reconstruct the first coordinates of points (x,y):
M−1

2 = α ·M−1
0 + (1 − α) ·M−1

1 , ci = α.y2i-1+ (1-α).y2i ,

X(C) =M−1
2 · C. (11)

Contour of the object is constructed with several number of curves. Calculation
of unknown coordinates for contour points using (8)-(11) is called by author the
method of Hurwitz - Radon Matrices (MHR). Here is the application of MHR
method for functions f (x ) = 1/x (nodes as Fig. 2) and f (x ) = 1/(1+25x2) with
five nodes equidistance in first coordinate: xi = -1, -0.5, 0, 0.5, 1.

a) b)

Fig. 3. Twenty six interpolated points of functions f (x)=1/x (a) and f (x) =
1/(1+25x2) (b) using MHR method with 5 nodes

MHR interpolation for function f (x ) = 1/x gives better result then Lagrange
interpolation (Fig. 2). The same can be said for function f (x ) = 1/(1+25x2).
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4 Shape Coefficients

Some of the shape coefficients are calculated using area of the object S and
length of the contour L. For example:

RS =
L2

4πS
,RC1 = 2

√
S

π
,RC2 =

L

π
,RM =

L

2
√
πS

− 1.

Area S is also used in coefficients of: Blair-Bliss, Danielsson, compactness [18].
The contour is divided into n curves C1, C2, ... Cn. Having nodes (x1,y1),

(x2,y2),. . . , (xm,ym) for each Ci in MHR method, it is possible to compute as
many curve points as we want for any parameter α ∈ [0;1]. Assume that k is the
number of reconstructed points together with m nodes. So a curve Ci consists of
k points that could be indexed (x1’,y1’), (x2’,y2’),. . . , (xk ’,yk’), where (x1’,y1’)
= (x1,y1) and (xk ’,yk ’) = (xm,ym).The length of a curve Ci, consists of k points,
is estimated:

d(Ci) =
k−1∑
i=1

√
(x′i+1 − x′i)2 + (y′i+1 − y′i)2. (12)

Length of whole contour L is computed:
L= d(C1) + d(C2) + . . . + d(Cn). (14)
Area of the object can be divided horizontally or vertically into the set of l

polygons: triangles, squares, rectangles, trapezoids.

Fig. 4. The object area consists of polygons Fig. 5. Trapezoid as a part of the object

The coordinates of corners for each polygon Pi are calculated by MHR method
and then it is easy to estimate the area of Pi. For example P1 as a trapezoid
with the corners (x1,y1), (x1,y2), (x2,y3), (x2,y4):

Area of a trapezoid P1 is computed:

s(P1) =
1
2
|x2 − x1| · (|y2 − y1|+ |y4 − y3|). (13)

Estimation of the object area S is given by a formula:

S =
l∑

i=1

s(Pi). (14)

Contour points, calculated by MHR method [19], are applied in shape coefficients.
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5 Conclusions

The method of Hurwitz-Radon Matrices leads to contour interpolation and shape
reconstruction depending on the number and location of representation points.
No characteristic features of curve are important in MHR method: failing to
be differentiable at any point, the Runge’s phenomenon or differences from the
shape of polynomials. These features are very significant for classical polynomial
interpolations. MHR method gives the possibility of reconstruction a curve con-
sists of several parts, for example closed curve (contour). The only condition is
to have a set of nodes for each part of a curve or contour according to assump-
tions in MHR method. Shape representation and curve reconstruction by MHR
method is connected with possibility of changing the nodes coordinates and re-
construction of new curve or contour for new set of nodes, no matter what shape
of curve or contour is to be reconstructed. Main features of MHR method are:
accuracy of shape reconstruction depending on number of nodes and method of
choosing nodes; reconstruction of curve consists of L points is connected with
the computational cost of rank O(L);

MHR method is dealing with local operators: average OHR operators are built
by successive 4, 8 or 16 nodes, what is connected with smaller computational
costs then using all nodes; MHR is not an affine interpolation [19].

Future works are connected with: geometrical transformations of contour
(translations, rotations, scaling)- only nodes are transformed and new curve
(for example contour of the object) for new nodes is reconstructed, possibility to
apply MHR method to three-dimensional curves and connection MHR method
with object recognition.
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13. Citko, W., Jakóbczak, D., Sieńko, W.: On Hurwitz - Radon Matrices Based Signal
Processing. In: Workshop Signal Processing at Poznan University of Technology
(2005)

14. Tarokh, V., Jafarkhani, H., Calderbank, R.: Space-Time Block Codes from Orthog-
onal Designs. IEEE Transactions on Information Theory 5(45), 1456–1467 (1999)
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Abstract. Differentiation of pathological architectural distortions (ADs)
in mammograms is investigated with the aid of numerical description of
local texture orientation. Challenging purpose of our long-term research
is effective method of ADs detection in mammography. It is reasoned by
significant limitations in efficiency of commercial and research detectors
of pathological ADs. Extracted and enhanced texture structures are anal-
ysed in order to automatically indicate the small regions with potential
pathologies. Gabor filtering is proposed as promising extractor of texture
orientation according to our previous studies and the reported results in
literature. However, adjusting Gabor filters (GF) to extremely changing
manifestation of ADs spicules, diversified in size, forms, shapes and in-
tensity is still open question. Therefore, we optimize GF by impulse re-
sponse shaping, adjusting of angular resolution and taking into account
local image activity. Finally, a probability map of ADs appearance is esti-
mated using the results of Gabor filtering of mammograms. Experimental
verification of Gabor maps efficiency leads to 82% sensitivity at 2.64 false
positives per test case (FPR) if we use only Gabor filtering to detect ADs
or 88% sensitivity at FPR = 4.4 in case of additionally ADs recognition
stage on selected ROIs by texture orientation enhancement, analysis and
extraction.

1 Introduction

Breast cancer survival depends on its earliest possible detection. The goal of
screening mammography is to find very subtle pathology signs which appear
in the early stadium of breast disease. One of the typical types of abnormal
findings is architectural distortion (AD)[5]. It is a breast lesion in which the
normal structure of the breast parenchyma is distorted as if being pulled into a
central point, without a visible central density (Fig.1) [2].

For physicians, it is more difficult to detect ADs than any other findings (i.e.
microcalcifications or masses) because of their low subtlety as well as diversified
and indefinite manifestation. Moreover, ADs are difficult in specific interpreta-
tion. In screening mammography only 3% of lesions detected by radiologists are
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Fig. 1. Two ROIs of original mammograms: (a) with AD - abnormal finding with
spiculations radiating and (b) with normal breast tissue [4]

ADs, whereas 61% of detected findings are masses and 90% of all lesions are
microcalcifications [3]. Commercial computer - aided detection (CAD) systems
are able to detect certain types of architectural distortions, but their sensitivity
is not satisfactory (the sensitivity of Image Chacker R2 Technology equals 49%
by number of false positives per image FPI = 0.7 [9]). There is a problem with
indefinite characteristic features of ADs. In image processing, this abnormal find-
ing is generally modeled as a group of line structures of different directionality.
Bovik et al. [12] used filtering in the Radon domain as the extractor of tex-
ture orientation. To enhance linear structures (spicules of ADs and spiculated
masses) the Radon transform of the mammogram was applied with following
filtering in the Radon domain. The basic idea was to design filters matched
to pattern findings. Endo et al. [6] detected the suspect regions with ADs by
concentration estimated indexes of line structures. The indexes were extracted
using mean curvature - areas with ADs corresponded to the high concentration
regions. Ayres et al. [1,10,11] filtered mammograms with a bank of Gabor fil-
ters of different texture orientation angles. Resulting ADs detection performance
was significantly high. Similarly, according to the study of Ma et al. [8] the aver-
age rate of image texture extraction based on Gabor filtering was satisfactory -
approximately 74%.

After initial experiments, Gabor filtering (GF) was concluded as promising
processing procedure to enhance texture orientation. Consequently, we designed
ADs detection method called ArDist [7] that was based on histogram analy-
sis of Gabor probability maps resulting in indications of regions of suspected
pathologies. The key problem was design of Gabor filters adjusted to represen-
tative and invariant ADs patterns with high enough sensitivity. Automatically
indicated small regions of high ADs susceptibility or probability were the results
of optimized GF-based method (ADGF).

1.1 ADs Detection Method

The assumptions, general concept and implementation of ADs detection method
was presented in [7]. A schematic diagram of ArDist method was given in Fig. 2.
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Fig. 2. Schema of ArDist method that consists of three common stages: preprocessing,
ADGF method based on Gabor filtering of mammograms and the recognition of ADs
in selected ROIs. Selected blocks optimization was the goal of presented research.

It consists of three common stage: i) preprocessing of mammogram, ii) detecting
of ROIs with potential pathologies (ADGF method), iii) recognition of ADs in
selected ROIs.

The preprocessed mammogram (after reducing the noise and the influence
of the low-frequency components of the mammogram) was filtered with 9 × 9
Gabor filters bank of 180 different orientations. The Gabor filter - a sinusoidally
modulated Gaussian functions is defined as follows:

gk(x, y) = exp([−1
2
[(
x′

S′
x

)2 + (
y′

S′
y

)2]]) ∗ cos(2πfx′) (1)

with x′ = x cos θk + y sin θk, y′ = y cos θk − x sin θk, θk ∈ [−π/2, π/2] donates
the angle of texture orientation, f = 0.075 indicates the frequency of sinusoidal
function and Sx = 4, Sy = 4 parameters determine width and elongation of
Gabor filter respectively (Fig.3a).

As a result we received two Gabor maps - amplitude and angular maps. The
map with the maximum values of amplitude M(x, y) was estimated as the high-
est magnitude of amplitude among 180 values of different orientations (for 180
corresponding filter responses). Angular map contains the dominant angles of
texture orientation Q(x, y), i.e. the angles for which the magnitude of ampli-
tudes is maximum (Fig.4b and Fig.4c respectively).

Next, in order to select ROIs with potential ADs, block-based histogram anal-
ysis of Gabor maps (with 100×100 block size and the shift step equals 50 pixels)
and creating the probability map are employed. The probability map (Fig.5b) is
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Fig. 3. Gabor filter mask with θk = π/2 and various parameters: (a) 9x9 mask, Sx = 4,
Sy = 4, f = 0.075, (b) 57x57 mask, Sx = 4, Sy = 80, f = 0.075, (c) 57x57 mask, Sx = 4,
Sy = 12, f = 0.075

Fig. 4. Gabor maps - the images of extracted texture orientation: (a) ROI of original
mammogram, (b) ROI of the maximal amplitude M(x, y), (c) ROI of the dominant
angles of texture orientation Q(x, y)

created by assignment the highest probability of ADs appearance (reflected as
a maximum gray scale value) to blocks, in which after the histogram analysis
the number n of dominant texture orientation angles is equal or higher than the
number N = 17 (set experimentally) which characterizes ADs multidirectional-
ity. Next, the blocks (classified by simple thresholding) with the high probability
of ADs occurrence are marked with stars (Fig.5c).

The results of ADGF method - selected ROIs of diverse local directions were
used to detect probable ADs according to the following paradigm: i) more sen-
sitive directional region transformation based on the 2D Fourier transform in
polar coordinates to enhance only strong spicules, ii) extraction and selection
of specific features, iii) adjusted features classification (Fig. 2). To differenti-
ate the ADs from normal breast tissue two groups of features were used: the
image-domain texture features and angular local features computed in direc-
tional transform domain. The support vector classifier with linear kernel and
regularization was used for final classification.

Efficiency of ADs Detection. We found proposed method quite effective in
comparison to the commercial CAD systems. The efficiency of ArDist method
was 68% of sensitivity at the FPI = 0.86. Especially, the sensitivity of ADGF
stage was 79% at high rate of FPI = 7.8. In order to increase ADs detection
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Fig. 5. The result of ADGF method: (a) the original mammogram with abnormal
finding, (b) the created probability map, (c) the original mammograms with marked by
stars blocks of the high probability of ADs occurrence. The circle indicates the sites of
AD, marked by radiologist.

efficiency, sensitivity of key ADGF stage should be increased whereas the number
of false positives is expected to be significantly reduced. Reported research was
concentrated on the analysis of Gabor filters with adjusting impulse response
parameters and followed histogram-based data analysis to enhance ADs spicules
and increase selectivity of resulting probability maps.

2 Optimization of ADGF Method

The considered ADGF method consists of two fundamental steps which were
optimized: extraction of ADs texture orientation with Gabor filtering and direc-
tional imaged tissue characteristics by local histogram-based analysis. Resulting
probability map is used to select the regions of high probability of ADs. The
process of ADGF optimization is outlined in the following subsections.

2.1 Gabor Filtering

According to previous experiments, Gabor filtering was proved to be very sen-
sitive method of texture orientation description. However, more selective direc-
tional tissue characteristic is necessary to distinguish pathological distortions
from areas of normal breast tissue. In ADs detection, it is very important to
pass over all fine structures (considered as a noise) and to enhance only the long
narrow ADs spicules radiating in different directions of small (local) regions.
Impulse responses of designed Gabor filters should be flexibly adjusted to the
approximated models of AD spicules. The filter parameters should be matched to
provide enough resolution so that two neighboring spicules are distinguishable,
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Fig. 6. ROI with some marked structures on mammogram: the spicules of ADs (a) and
false, natural elements in detecting process of ADs - microcalcifications (b) and lactic
ducts (c). The size of individual structures is given in pixels.

but the edges of the same spicule with changing width are not treated as two sep-
arate line structures. Concurrently, the other less outlined and shorter spicules
of different direction should be masked. To optimize GF and consequently to
assure high AD selectivity we need representative AD models. It is estimated
for test set of fixed resolution mammograms that the width of spicule can be 9
pixels in average and the average minimal length can be 80 pixels (Fig.6). Such
model is scalable considering resolution of imaging systems.

According to chosen definition of Gabor filters (i.e. general formula given in
Eq. 1) and presented assumptions and requirements, the best filter parameters
were determined as follows:

– parameter determining width of Gabor filter Sx = 4 which contributes to
enhancing only the narrow spicules and eliminating the effect of detecting
the edges of the same spicule as two separate line structures;

– elongation in the y direction Sy = 80 in order to extract long enough spicules
of ADs and eliminate all fine structures; to get a such elongation the filter
mask is fixed to 57× 57 pixel block;

– the frequency of sinusoidal function f = 0.075 which causes no additional
spines being result of sinusoidally modulated Gaussian functions (Fig.3b).

To verify the results of such Gabor filtering, simulated phantoms of ADs and
false natural structures were considered. Exemplary results of simple experiments
were presented in Fig.7.

However, the extraction of local dominant directions in real mammograms
is too distinct, causing the effect masking of other, less outlined directions -
see the example of masking effects in Fig. 8. Therefore, we modified param-
eters of Gabor filters. Modified AD model includes context dependencies of
crossing or closely located spicules. On the basis of experiments, we accepted
the parameter that determine the elongation in y direction Sy = 12 (Fig. 3c).
Then, we get rid of the negative effect of less outlined direction masking. The
results of mammogram filtering with modified GF parameters were shown in
Fig. 9. Because of high computational complexity of Gabor filtering with mask
of 57 × 57 pixels and possible reduction of angular resolution, we limited the
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Fig. 7. The example of optimized GF verification: (a) phantom of AD (crossing of
longer elements) and false natural structure (crossing of short elements); the result of
Gabor filtering with selected parameters: (b) initially used filter mask of 9 × 9 pixels
with Sx = 4, Sy = 4, f = 0.075, (c) adjusted to AD model filter mask of 57× 57 pixels
with Sx = 4, Sy = 80, f = 0.075. Good result (only enhanced AD and skipped false
element) is achieved in (c).

Fig. 8. The effect of distinct extraction only dominant directions caused by Gabor
filtering with the following parameters: mask of 57 × 57 pixels, Sx = 4, Sy = 80,
f = 0.075: (a) ROI of original mammogram, (b) M(x, y) map, (c) Q(x, y) map.

number of the texture orientations to 60 angles from range of [−π/2 : π/2], i.e.
θk ∈ [−π/2 : π/60 : π/2]. Typically, single spicules cover a few neighbor direc-
tions of angular analysis in full [−π/2 : π/2] range. Thus, during histogram-
based analysis of Gabor maps one spicule is represented in histogram as a few
near-lying peaks, which are labeled with one direction valued in angle average.
Therefore, we can limit the number of texture orientation angles without risk of
loss of some spicule direction in mammogram, what is experimentally verified
and confirmed (Fig. 10). Finally, Gabor filters with the following parameters
were used as the most effective for AD selective representation: mask of 57× 57
pixels, Sx = 4, Sy = 12, f = 0.075 and θk ∈ [−π/2 : π/60 : π/2].

2.2 Histogram Analysis

The Gabor maps ofM(x, y) and Q(x, y) were analyzed based on local histogram
estimates and adaptive selection to indicate regions of high probability of ADs
appearance. Final effect was probability map used for indication of regions with
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Fig. 9. The result of Gabor filter with the following parameters: mask of 57×57 pixels,
Sx = 4, Sy = 12, f = 0.075 for region: (a) with abnormal finding and (d) with normal
breast tissue. M(x, y) maps are presented respectively in (b) and (e), Q(x, y) maps in
(c) and (f). Differentiation of Gabor maps for these regions is even visually convincing.

Fig. 10. The comparison of the effect of selected region filtering with different resolution:
(a) ROI of original mammogram, (b) ROI after Gabor filtering of 60 angles of texture
orientations and (c) ROI after Gabor filtering of 180 angles of texture orientations

potential ADs (Fig.2). The Gabor maps were analyzed by regions of K × K
pixels, where:

a) the number of context dominant angles of texture orientation is com-
puted in overlapping blocks Bk of k × k pixels, where k = K/5; the domi-
nant texture orientation angles are defined as a set of angles Q(x, y) ∈ Bk

for which the amplitude values of M(x, y) are higher than tM = 0.8 ∗
max(x,y)∈Bk

M(x, y);
b) only texture orientation angles with high occurrence number across the whole

region of K ×K pixels are selected for probability map creation; the region
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dominant angles of K ×K block histogram HK are estimated by thresh-
olding with tH = 500;

c) the probability map is created in two ways:
– option 1: the number of region dominant angles for each block K×K

is scaled to gray scale 0− 255 (Fig.11b);
– option 2: the blocks with the number of region dominant angles

higher than characteristic for ADs number N = 25 (experimentally es-
tablished in our preliminary analysis on ROIs with ADs, selected from
“gold-standard”cases) take the maximum gray scale value and for the
other blocks the scale is extended as follows: (n ∗MAXscale)/MAXscale

(Fig.12b);
d) analyzing of the probability map to enhance only blocks the high probabil-

ity of ADs appearance (Fig.11c,12c), consequently the ROIs with potential
pathologies.

Fig. 11. The ROI of original mammogram (a) and the probability map established by
option 1 (b) - it is displayed in inverse scale. The thresholded probability map with the
black blocks which are characterized by the highest probability of ADs appearance (c).

Fig. 12. The ROI of original mammogram (a) and the probability map established by
option 2 (b) - it is displayed in inverse scale. The thresholded probability map with the
black blocks which are characterized by the highest probability of ADs appearance (c).
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3 Experiments and Results

Our database of mammograms with ADs consisted of 33 images from digital
database DDSM (image resolution 43.5− 50μm) [4]. We tested only ROIs of c.a.
1000 × 1700 pixels with both benign and malignant abnormal findings. Using
option 1 to create the probability map, the efficiency of 88% (29 sites of ADs were
detected) was achieved at the FPR = 4.4 (per ROI), whereas the sensitivity
for option 2 was equal 82% at the FPR = 2.64. These results are promising
for further research. In comparison with the initial efficiency of Gabor filtering
stage in ArDist method [7], we achieved sensitivity improvement up to 9%. At
the same time the number of false positives per image was significantly reduced.

4 Conclusions

Gabor filtering was checked as the extractor texture orientations. However, ADs
are very difficult to detect because of indefinite characteristic features. If we
use only Gabor filtering to detect ADs, we should use the probability maps es-
tablished by option 2. In case of the probability maps established by option 1
the high number of false positives per image (per ROI in our study) can be
reduced in ADs recognition stage on selected ROIs by texture orientation en-
hancement, analysis and extraction. Moreover, the effective directional features
for differentiating ADs from normal breast tissue are searched. Two dimensional
transformation with nonseparable, flexible kernels can be applied. Families of
countourlets, curvelets, beamlets etc. can be potentially useful for further ADs
extraction.
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