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Preface

The International Conference on Computer Vision and Graphics, ICCVG, orga-
nized since 2002, is the continuation of the International Conferences on Com-
puter Graphics and Image Processing, GKPO, held in Poland every second year
from 1990 to 2000. The founder and organizer of these conferences was Prof. Woj-
ciech Mokrzycki. The main objective of ICCVG is to provide a forum for the
exchange of ideas between researchers in the closely-related domains of computer
vision and computer graphics.

ICCVG 2010 gathered about 100 authors. The proceedings contain 95 papers,
each accepted on the grounds of two independent reviews. During the conference
two special sessions were organized: Advances in Pattern Recognition, Machine
Vision and Image Understanding and Human Motion Analysis and Synthesis.

The content of the issue has been divided into three parts. The first and
second parts are related to the two special sessions mentioned above, containing
11 chapters each. The third part, named like the whole book, Computer Vision
and Graphics, collects all the remaining chapters.

ICCVG 2010 was organized by the Association for Image Processing, Poland
(Towarzystwo Przetwarzania Obrazów – TPO), the Polish-Japanese Institute of
Information Technology (PJWSTK), and the Faculty of Applied Informatics and
Mathematics, Warsaw University of Life Sciences (WZIM SGGW).

The Association for Image Processing integrates the Polish community work-
ing on the theory and applications of computer vision and graphics. It was formed
between 1989 and 1991.

The Polish-Japanese Institute of Information Technology, founded in 1994
by the Computer Techniques Development Foundation under the agreement of
the Polish and Japanese governments, is one of the leading, non-state (private)
Polish universities. We are highly grateful for the fact that the institute has been
hosting and supporting the Conference.

The Faculty of Applied Informatics and Mathematics, established in 2008
at the Warsaw University of Life Sciences, offers two programs of studies: In-
formatics, and Informatics and Econometrics. Its main advantage is its focus
on merging technical education with applied sciences, including application of
computer sciences to the management and analysis of the agricultural industry.

We would like to thank all the members of the Scientific Committee, as well as
the additional reviewers, for their help in ensuring the high quality of the papers.
We would also like to thank Grażyna Domańska-Żurek for her excellent work on
technically editing the proceedings, and Bernadeta Bonio and Pawe�l Wieman for
their engagement in the conference organization and administration.

September 2010 Leonard Bolc
Ryszard Tadeusiewicz
Leszek J Chmielewski

Konrad Wojciechowski
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Shape Representation and Shape Coefficients via Method of
Hurwitz-Radon Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

Dariusz Jakóbczak
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Abstract. A general (application independent) framework for the recog-

nition of partially hidden 3-D objects in images is presented. It views the

model-to-image matching as a constraint satisfaction problem (CSP) sup-

ported by Bayesian net-based evaluation of partial variable assignments.

A modified incremental search for CSP is designed that allows partial so-

lutions and calls for stochastic inference in order to provide judgments of

partial states. Hence the detection of partial occlusion of objects is han-

dled consistently with Bayesian inference over evidence and hidden vari-

ables. A particular problem of passing different objects to a machine by

a human hand is solved while applying the general framework. The con-

ducted experiments deal with the recognition of three objects: a simple

cube, a Rubik cube and a tea cup.

1 Introduction

The recognition of 3D objects in images has been studied for many decades [1],
[2]. One aspect of these works is the design of computational frameworks for
model-based object recognition, which reflect the structure and uncertainty of
the data and provide appropriate tools for knowledge representation, learning
and inference. Using a declarative language for model description in such frame-
works allows large parts of the recognition system to be application-independent.
Many different frameworks have been proposed, e.g. attributed graphs [3], se-
mantic networks [4], relation structure grammars [5]. One of the main problems
of such approaches is how to manage and evaluate partial model-to-data matches.
It is known that uncertain and vague knowledge can be modelled efficiently in
terms of probabilistic theory [6] or fuzzy logic [7]. In this paper we propose a
framework that views the 3-D object recognition problem as a modified con-
straint satisfaction problem ([6], [8]), combined with the Bayesian approach to
statistical inference [6], [9]. Both parts are dominantly of declarative nature and
additionally there exists well-known ML learning procedures for Bayesian prob-
ability distributions [9].

In section 2 the particular problem of hand-holded objects is presented and
the segmentation stage of image analysis is explained. Our model-based search
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and hypothesis judgment approach is explained in section 3. Then the approach
is illustrated in section 4 as applied to the recognition of 2 different object shapes:
boxes with texture and objects with elliptic boundaries.

2 The Problem

2.1 Objects in Human Hand

The goal of low-level image processing is to separate the human hand and the
background from the other objects. In our system this is done based on color
processing and moment-based contour filtering, as explained in the earlier paper
[10]. First, the input image is subject to color processing in the YUV space. This
allows to detect the human hand and (optionally) to focus on its neighborhood
only. Morphological operations, edge and contour detection steps follow. Specific
contour classes, like small ”rectangular” chains, are labelled on base of features
extracted by geometric moment functions. Next, the sufficiently long chains are
approximated by linear segments. Consecutive segments are then approximated
by arcs (fig. 1). Finally, a model-based detection of objects allows to assign model
instances to segments groups detected in the image (fig. 1).

Fig. 1. After segment detection Fig.4 Object recognition results

2.2 Elliptic Arc Detection

Straight line segments are detected by a conventional method of edge chain
approximation. Here a more detailed description of our approach to elliptic arc
detection follows. This arc detection algorithm consists of 4 steps:

1. Detection of pairs of consecutive line segments, to be approximated by arcs
(figures 2 and 2);

2. Extending existing arcs by including neighbor line segments (fig. 3) if they
together can be approximated by an arc;

3. Connecting consecutive arcs together if they form a larger arc of the same
type, i.e. convex or concave (e.g. ACBJ and JFE in fig. 3 are not connected);
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Fig. 2. The first stage of arc detection - arc ACB is found Rys.4. Approximating two

line segments by an arc

Fig. 3. Extending an arc by including a next line segment - arc ACB is extended to

ACBJ Fig. 6 There is no arc BJF but there is a second arc JFE

Fig. 4. Detected line segments that approximate contour chains Fig. 8 Line segment

chains approximated by arcs, circles and ellipses

4. Verifying the shape of an arc sequence. If the consecutive arcs form a closed
contour then it is tried to approximate such contour by a circle or ellipse.

Examples of image segmentation results are provided in figures 4 (detection of
line segments) and 4 (approximation of linear segment chains by arcs, circles
and ellipses).

3 The Framework for Object Modelling and Recognition

3.1 CSP

The search space definition in a discrete Constraint Satisfaction Problem
consists of following elements:
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– A state set S, where a particular state, s = (d1, d2, ..., dn), is defined by
assignments to its variables, X = x1, x2, ..., xn, where each xi, (i = 1, ..., n),
can take values from a (finite) domain Di.

– Actions, a ∈ A, mean transitions between states: ak : si → sj .
– The goal test checks a set of constraints, C(X), which induces allowed

combinations of assignment values for subsets of state variables.
– A solution state is every state that satisfies the goal test, i.e. the sequence of

actions is not relevant, but the final state only. The state s = (d1, d2, ..., dn),
satisfies the goal test if: C(d1, d2, ..., dn) = T rue.

In particular, in our problem: the variables in X correspond to line segments
of the object model, the values in D represent the current image segments and
an action is assigning a value to some variable in given state. The variables
and the set of constraints, C(X), can be represented as a graph, G(X, C(X))
where nodes X represent variables and arcs C(X) represent constraints between
particular variables.

The structure of our CSP search is presented in table 1. While starting from
an empty assignment the goal is to match (assign) eligible image segments (val-
ues) with model entities (variables). We introduced two modifications to the
basic CSP search. The first modification is due to the definition of a Bayesian
network for every problem. The subfunction Score calculates probability value
of a partial solution, that consists of eligible assignments to variables. This score
is due ti stochastic inference process performed in a dedicated Bayesian net,
created for current CSP problem. An empty assignment to a variable is also
possible.

The basic algorithm for CSP is a depth-first tree search with a backtracking
step when the path is not consistent with given constraints. The second mod-
ification of a typical CSP is that now partial paths can be potential solutions.
The backtrack step is performed now when currently selected (extended) path
does not satisfy the constraints of given problem or its score is lower than the
score of predecessor path. In our view this is not a general failure but a situation
where the previous state corresponds to a partial solution. The current path is
conditionally stored as a possible partial solution when it is of higher score than
the previous best one.

Still, if we succeed to find a complete path (with assignments for all variables)
then we immediately stop the search with this final solution.

3.2 Bayesian Net

This is a simple, graphical notation for conditional independence assertions and
hence for compact specification of full joint distributions. Syntax:

– a set of nodes, one per variable;
– a directed, acyclic graph (link means that ”direct influence”);
– incoming links of given node represent a conditional distribution for this

node given its parents, P (Xi|P arents(Xi)).
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Table 1. Modified backtracking search for the framework of CSP and Bayesian net

function BacktrackingSearch( csp ) returns Solution

static solution = { } ;

path = { }
solution = RecursiveBacktracking( solution, path, csp)
return solution

function RecursiveBacktracking( solution, path, csp) returns solution

IF path is complete (Stop test)

THEN return solution
var ← SelectUnassignedVariable( csp.variables, path)

valueList ← GetDomainValues( var, path, csp)

FOR EACH value ∈ valueList
IF (path∪ {var ← value } ) are consistent with csp.constraints

AND Score(path∪ { var ← value })> Score(path)

THEN add { var ← value } to path
IF Score(path) > Score(solution)

THEN solution = path
result = RecursiveBacktracking(solution, path, csp)

IF result �= failure
THEN return result
remove { var ← value } from path

return failure

In the simplest discrete case, conditional distribution is represented as a condi-
tional probability table (CPT), giving the distribution over Xi for each combi-
nation of parent values.

3.3 Example: A Cube Model

Let the hierarchic structure of a generic cube structure is given, i.e. the concept
”cube” consists of 12 ”edges” numbered as (0, 1, 2, ..., 11). In our framework
this object has two other corresponding models. First, there is a ”planar” graph
of constraints (fig. 5), where line segments correspond to vertices and arcs to
constraining predicates. For this particular object these constraints may be as
follows: A = line segments are connected; B = line segments are parallel; C =
line segments are of similar length. Second corresponding model is a Bayesian
network that represents stochastic dependencies between the ”high-level” con-
cept ”cube”, intermediate-level concepts ”views” and low-level ”edges” (that can
be observed in the image) (fig. 6).

The score of a partial state, in which some number of variables Xi have
already been assigned image segments lk , but not all of them, is obtained due to
stochastic inference in Bayesian net, i.e. the computation of posterior probability
of ”cube” cause, given evidences. For example if segments are assigned to X0 and
X2 then one computes the probability: P (cube|X0 = l1, X1 = l2). This leads to a
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Fig. 5. Graph of constraints for a cube Fig. 6. Bayesian net for a cube

summation of pdf over all domain values for remaining (non-evidence) variables,
X2, ..., Xl. Thus, scores of partial matches or a complete match, between image
segments and model entities, are naturally obtained by the same evaluation
method.

4 Results

4.1 A Rubik Cube Model

Although a Rubik cube seems to be a straightforward extension of a simple
cube but it adds an important feature, a well-defined texture of its faces. Hence
instead of a wire-frame model we need to create a surface model for it. First
we detect image segments that are rectangular polygons filled by some color
and assign them to the single-face model. Polygons satisfying face constraints
are grouped into faces. Thus the graph of constraints (fig. 7) contains variables
at ”two abstraction levels”, i.e. the CSP variables correspond to polygons or to
faces. The polygon constraints have the following meaning: A = two polygons
are neighbors, B = polygons have parallel edges, C = polygons are not neighbors,
D = polygons are of similar size. The constraints between face variables are: fA
= faces are neighbors, fB = the edges of two faces are pair-wise parallel.

The corresponding Bayesian net has a similar structure in the simple cube
case, although now the ”face” nodes does not share their ”polygon” children
(fig. 8). Some results of model-based detection of a Rubik cube are shown in fig.
9-12.
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Fig. 7. Graph of constraints for ”face” and ”poly-

gon” variables of the Rubik cube

Fig. 8. A Bayesian net for the Ru-

bik cube

Fig. 9. Polygons

grouped to a single

face

Fig. 10. A single

face view is recog-

nized

Fig. 11. Polygons

grouped to two

faces

Fig. 12. A two-face

view is recognized

Fig. 13. Exam-

ple of detected

segments

Fig. 14. Object

recognition result

Fig. 15. Exam-

ple of detected

segments

Fig. 16. Object

recognition result

4.2 A Tea Cup Model

Let us represent a tea cup again by a wire-frame model. But the edges of a cup,
numbered as (0, 1, 2 and 3) (called ”variables” in CSP), correspond mostly to
elliptic segments and ellipses. The parts 0 and 2 represent arcs that are parts of
the top and bottom ellipses in a 2D view of this object. The CSP constraints are:
A = the elliptic arcs are of similar length, B = an arc is connected with a linear
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segment, C = the segments are parallel, D = the segments are of similar length.
Some results of model-based detection of a tea cup are shown in fig. 13-16.

5 Summary

An application-independent framework has been designed and tested for objects
of several types that are passed to the robot by a human. It combines advantages
of two modelling tools: an easy structure representation and efficient search
methods of the CSP model, with well-defined learning and inference methods
of a probabilistic Bayesian network model. We demonstrated practically how to
handle in this framework wire-frame and textured objects of both linear and
curved edges. The aim of future work is to extend the graph of constraints to
handle many-level objects, with hierarchies like existing in a semantic network
model, and to use continuous pdf in the Bayesian network.
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Abstract. In this paper we present a concept of a visual programming

environment that uses hypergraphs for representing, querying and visu-

alizing software artifacts. The hypergraph representation allows to store

semantic relations between software artifacts an can be visualized with

well-known graph drawing algorithms. The proposed visual programming

environment focuses not only on software visualization, but also offers

context visualization for programming tasks. We present visualizations of

an existing software system and demonstrate how contextual information

can be displayed when browsing and modifying source code artifacts.

1 Introduction

Software, opposed to other engineering products, is intangible. This feature is one
of the first mentioned to students of software engineering. In academic papers,
we can find many notes about the intangibility of software: it has no form, no
physical shape or size; software is an abstract and invisible collation of computer
instructions; only the representation of software is what can be communicated
between people and between people and computers. Therefore, software visual-
ization aims to help us with the intangible software to make it “more” tangible.
Software visualization is a large area and we can identify in this field two main
sub-domains [13]: algorithm visualization and program visualization.

Algorithm visualization deals with software on higher-level than just code
or data. The motivation is to find similarities/differences between executions
of algorithms. Showing comparisons can be well used in pedagogy, which was
demonstrated by the usage of systems like BALSA [5].

Program visualization is oriented directly to the program implementation.
We can classify visualizations according to the program aspect the visualization
uses: code or data/data structures and how the visualization is done: static
or dynamic. Program visualization is directed mainly to software development,
where it tries to offer systems that provide effective development environments.

From the viewpoint of software engineering, it is interesting to see how these
subfields interact in a development process. We can identify two main fields in
which software visualization supports software engineering:

– Software development :
Here visual programming languages can be used – these languages use

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 9–16, 2010.
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visual notations to define a program and are not what most people under-
stand under visual programming e.g. UML diagrams and IDEs for textual
programming languages.

– Understanding software:
Here various visualizations that uncover hidden patterns or relations can be
useful. Visualizations can focus on static program aspects like code structures,
program data, code metrics etc., or on dynamic program aspects – display-
ing program execution and displaying internal program data changing during
program execution. Of course input/output data visualization can be useful,
however this belongs more to “standard” information visualization, because
input/output data depend on specific area the system is used for (although
similar information visualization techniques may be used also in software vi-
sualization).

Algorithm visualizations are often used to present programming concepts to pro-
gramming beginners, but they might be used in both software understanding and
software development. Of course, software engineering is more complex than just
programming. The management of processes involved in software development
cycles is a research itself.

In visual programming field two terms are often mentioned: visual program-
ming languages (VPLs) and visual programming environments (VPEs).
Difference between these two terms is that VPLs are an instrument for pro-
gram specification and are defined with their syntax and semantics. VPEs are
tools for creating, modifying and executing visual languages [2], but often VPLs
and VPEs are implemented as one system. Visual programming languages can
be classified into two groups:

– pure visual languages
– they execute programs directly from visual representations without trans-
formation to textual representation

– hybrid visual/textual languages
– they convert visual representations into a textual form that is then com-
piled or interpreted, often existing textual programming language are used

In this paper we propose a hybrid visual/textual programming environment
that is based on hypergraph representations of software artifacts and uses graph
visualizations in 3D space. We do not try to develop a new VPL, rather than
a visual environment that displays relations between software artifacts and allows
to zoom in to perform programming tasks on source code level. The underlying
hypergraph-based model is used for representation, querying and visualization
thus eliminating intermediate steps and transformations during the visualization
process.

Following sections are organized as follows. Section 2 introduces hypergraphs
and discuses how they can be used to represent informations about software and
how hypergraphs can be queried. Section 3 presents a visual programming envi-
ronment that utilizes hypergrahs for visualizations. Section 4 mentions related
work in software visualization, visual programming and knowledge representa-
tion areas. Final section concludes this paper with possible future work.
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2 Hypergraphs

Common graphs in which an edge connects exactly two nodes is just a special case
of a hypergraph. Hyperedges found in hypergraphs allow connecting more than
two edges – hypergraphs are related to set theory as can be seen in definition 1.

Definition 1. Let V = {v1, ..., vn} be a finite set, whose members are called
nodes. A hypergraph on V is pair H = (V, ε), where ε is a family (Ei)i∈I of
subsets of V . The members of ε are called hyperedges.

With following definitions 2, 3 we can mathematically transform a hypergraph
into a bipartite graph, using hypergraph’s incidence matrix.

Definition 2. Let H = (V, ε) be a hypergraph with m = |ε| edges and n = |V |
nodes. The edge-node incidence matrix of H is:

MH ∈Mm×n({0, 1}) (1)

and defined as:

mi,j =
{

1 if vj ∈ Ei

0 else (2)

With hypergraph’s edge-node incidence matrix we can construct a bipartite
graph by following definition:

Definition 3. For a hypergraph H = (V, ε) with an incidence matrix MH the
bipartite incidence graph

BH = (NV ∪Nε, E) (3)

is defined as follows:

E = {{mi, nj} : mi ∈ Nε, nj ∈ Nv, and mi,j = 1}
Nε = {mi : Ei ∈ ε}
NV = {nj : vj ∈ V }

(4)

Using this transformations into bipartite graph we can directly utilize existing
graph layout algorithms without the need to modify them and we do not need
to develop new layout algorithms specially for hypergraphs.

To make hypergraphs more suitable for knowledge representation we can mod-
ify the edge-node incidence matrix in a way that it will contain not only 1 or 0
values. Replacing the 1 value with an incidence object we can formalize an al-
ternative hypergraph definition as shown in following definition [1].

Definition 4. A hypergraph is a five-tuple H = (V, λV , E, λE , I) where V, E, I
are disjoint finite sets and we call V the vertex set of H, E the edge set of H, I
the incidence set of H and λV : V → P (I) is a mapping that satisfies following
conditions:

∀v �= v′ λV (v) ∩ λV (v′) = 0 ∪v∈V λV (v) = I (5)

and λE : E → P (I) is mapping that satisfies the following conditions:

∀e �= e′ λE(e) ∩ λE(e′) = 0 ∪e∈E λE(e) = I (6)
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The added incidence object can be used to store additional information related to
nodes and hyperedges it connects, but this information itself is not part of a node
nor hyperedge. In incidence object we can store information about the direction
and order of hyperedge tentacles, or e.g. the node’s role in a hyperedge. Using
definition 4 we can formalize popular knowledge representation formats [1].

2.1 Hypergraph Representations of Software Artifacts

Software consist not only from source code, but includes many related artifacts
like documentations, data sets for testing, diagrams, revisions, user interfaces
etc. These software artifact occur during the whole software development cycle,
are created in various development tools and are stored in different file formats.
Often one system is implemented in several programming languages mixing in-
terpreted and compiled languages.

Many integrated development environments in use today offer great usabil-
ity improvements and advanced project management features for developers.
However the fragmentation into distinct files reduces observability of relations
between artifacts.

As proposed in [15] hypergraphs can be used instead as an unifying structure
to store all relevant software artifacts and their relations without borders im-
posed by separations into files. Hypergraph nodes can be used to represent soft-
ware artifacts from source code level like variables, functions, classes, language
constructs etc. Nodes can represent also documentations, revisions and various
objects related to management like developer names, tasks, deadlines etc. Hy-
peredges are suitable to represent relations between software artifacts, e.g. we
can represent relations on source code level like class-inheritance, call-graph,
separation into modules etc. More important are however relations between not
directly related artifacts e.g. how specification introduced entities in design and
how they were implemented. Many different software artifacts and relations can
be identified.

2.2 Querying Hypergraphs

Hypergraph representation of software artifacts can act as knowledge repositories
that can be queried. We developed both a visual and textual query mechanism
that use hypergraphs for querying, where query results are again hypergraphs.
The query hypergraph can be displayed similarly to visualizations displayed in
Figure 1, but for convenience textual notation can be used.

The query hypergraph contains conditions for nodes, incidences and edges.
These conditions are searched in the queried hypergraph. The query language
focuses on edges, because they represent important relations and can be writ-
ten in following textual form: E(I1 : N1, I2 : N2, . . . , In : Nn), where E is the
pattern for hyperedge name, I1 represents an incidence connected to E and to
node N1, and similarly for other Ii : Ni incidence-node pairs. These patterns can
be regular expressions allowing complex searches. Queries for multiple relations
can be chained with and and or operators. The following query illustrates how
we can obtain all functions and their parameters from a software project.
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is-instance-of(instance:*, type:function) and
has-parameters(function:*, parameter:*)}

With similar queries we can filter the large hypergraph visualization thus making
the visualization more comprehensible.

3 Visual Programming Environment

We developed a visual programming environment that follows the well known
information seeking mantra: overview, zoom and filter, details on demand [17].

The overview is provided in 3D space by graph visualizations that display
software artifacts as nodes and relations between them. The Figure 1 illustrates a
visualization of an existing software product. More than thousand nodes and four
hundred hyperedges displayed were extracted after analyzing the source code
and related documentation. Analyzes focused on not directly visible relations
like call-graph, return values or documentation involved.

For the hypergraph layout we transform our hypergraph representation into a
bipartite graph (see Section 2) and then use a modified graph layout algorithm
based on force-directed placement [9]. Using a virtual camera the user can in-
teractively explore the hypergraph visualization. Displaying large hypergraphs
would be difficult to comprehend, thus the user can filter out only software
artifacts of interest using hypergraph queries mentioned in Section 2.2.

For programming tasks it is necessary to have access to the textual source code.
For these purposes every node can be selected and transformed into a floating win-
dow containing a text editor, see Figure 2. These text editor windows behave like
billboards that are alway parallel to the projection plane, thus are not distorted
by perspective. These windows are also affected by the graph layout algorithm.

Fig. 1. Hypergraph overview visualization of an existing software system
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From software artifacts displayed in these billboards links, which are actually
hyperedges, to other nodes or billboards show different relations. In Figure 2
we can see in foreground a window that contains the source code of a function.
The three other windows in background contain other functions that are called
from the body of the function shown in foreground window. This relation is
displayed as a hyperedge highlighted as red sphere; yellow spheres describe the
caller/callee roles the functions play in this call relation.

Fig. 2. Displaying software artifacts as windows containing textual editors

To display contextual information relevant to a software artifact displayed as
node or window, users can use queries to get related artifacts. Found artifacts
are at first displayed as nodes and are positioned with the layout algorithm near
to the node/window of interest. Afterwards the user can switch these new nodes
into windows to access source code fragments.

The goals is to augment this approach to automatically display contextual in-
formation around focused fragments based on relation relevancy in hypergraph
representation. Displaying only hyperedges with relevancy above certain thresh-
old will conserve screen space and reduce the complexity of the visualized graph.

4 Related Work

The presented visual programming environment was influenced by several re-
search projects in areas including software and graph visualization, visual pro-
gramming, user interfaces and knowledge representations.
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A detailed overview of the software visualization field can be found in [6].
Software visualizations based on graph visualizations can help in software com-
prehension and searching tasks as shown in [11]. The initial view that shows the
whole hypergraph representation of software artifacts is similar to [11]. Although
we do not use similarity metrics to cluster graphs, similar effect can be achieved
by hypergraph queries. Currently force-directed and energy-based graph visual-
ization algorithms are popular, because they are relatively easy to program and
produce aesthetically pleasing graph layouts [3].

Among many VPLs developed in past years several VPLs introduced inter-
esting ideas. The Cube [12] was the first VPL that used 3D representations.
Our proposed VPE utilizes 3D views but does not try to represent language
constructs as pure visual objects, but rather than we use textual notations as
used in Self VPE or Subtext [7] programming language. The TUBE [16] is a
prototype-based hybrid visual language that uses Topic Maps as the underlying
representation, which can be formalized with hypergraphs [1]. Opposed to TUBE
we use directly the underlying hypergraph representations and we do not try to
develop a new programming language, rather than our VPE works on top of ex-
isting textual languages. Although some VPLs are used in practice e.g. LabView,
the usability of visual programming languages is still very questionable [10] and
proper evaluations especially in practice have to be done.

Similar concepts of displaying 2D windows in 3D space have been widely re-
searched [8], mostly as window/workspace managers in 3D virtual environments,
but such approaches in VPEs are rare. Our VPE approach is similar to the Code
Bubbles system [4]. The main difference is that our VPE uses 3D graph visu-
alizations to provide overview and the underlying unifying hypergraph software
artifact representation.

The hypergraph-based knowledge representation is based on the work by Auil-
lans [1] and was also inspired by the Hypergraph Data Model (HDM) [14] and
Hypergraph Query Language (HQL) [18]. However our hypergraph representa-
tion is simpler than HDM and our hypergraph queries return hypergraphs rather
than tables produced by HQL.

5 Conclusions

The presented VPE is currently in early development phase. We are currently
working towards a seamless integration of conventional textual programming
with hypergraph representation so that dynamic changes in textual representa-
tions are automatically reflected in hypergraphs and vice versa. Future work will
cover experiments with various graph-layout and interaction techniques, espe-
cially for cases when nodes do not contain textual data. Special attention will
be dedicated to usability evaluation of presented VPE.

Acknowledgement. This work was supported by the grant KEGA 244-022STU-
4/2010: Support for Parallel and Distributed Computing Education. We would
like to thank master degree student Michal Paprčka who helped implementing 3D
visualizations.
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Abstract. In this article new approach to the MRI brain segmentation

is presented. It is based on the Cellular Automaton (CA). The method

is truly interactive, and produces very good results comparable to those

achieved by Random Walker or Graph Cut algorithms. It can be used

for CT and MRI images, and is accurate for various types of tissues.

Discussed here version of the algorithm is developed especially for the

purpose of the MRI brain segmentation. This method is still in the phase

of development and therefore can be improved, thus final version of the

algorithm can differ from the one presented here. The method is exten-

sible, allowing simple modification of the algorithm for a specific task.

As we will also see it is very accurate for two-dimensional medical im-

ages. Three-dimensional cases require some unsophisticated data post

processing [1], or making some modifications in the manner in which

the automaton grows into the third dimension from the two-dimensional

layer. To prove quality of this method, some tests results are presented

at the end of this paper.

1 Introduction

The method is based on a cellular automata, firstly introduced by Ulam and von
Neumann in 1966 [2]. It can be used to solve difficult segmentation problems,
furthermore it is multilabel - segments many object simultaneously (computa-
tion time does not depend on the number of labels). It is interactive: requires
the user to provide starting points for the algorithm (not many seeds are needed
and their entering is not laborious), but in turn enables him to observe the seg-
mentation process and make modifications in it. Interactivity is very important
for physicians who like to have some (often large) influence on medical images
processing. Furthermore, a radiologist will be able to place seed points very ac-
curately and in characteristic places of a specific organ (the reason why will be
explained later), and will check the correctness of segmentation afterwards.

2 Cellular Automaton

A cellular automaton is a discrete model studied in the computability theory,
mathematics, and theoretical biology [3]. It consists of an infinite, regular grid

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 17–24, 2010.
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of cells, each in one of a finite number of states. The grid can be in any finite
number of dimensions. Time is also discrete, and the state of a cell at time t
is a function of the states of a finite number of cells (neighborhood) at time
t− 1. These neighbors are a selection of cells relative to the specified cell and do
not change. Though the cell itself may be in its neighborhood, it is not usually
considered a neighbor. Every cell has the same rule for updating, based on the
values in this neighborhood. Each time the rules are applied to the whole grid a
new generation is produced.

Formally, cellular automata is a triplet

A = (S, N, δ); (1)

where
S - not empty states set
N - neighboring system
δ - transition function describes way of calculation cell state in time t +1 basing
on state of its neighbors in time t.

State of cell p, on the other hand also consists of three values:

Sp = (lp, Θp, Ip) (2)

where:
lp - current cell label
Θp - cell strength, being real number and we may assume that Θpε[0, 1]
Ip - is intensity (value) of pixel (or voxel) in image corresponding to cell p.

3 Application of Cellular Automaton for Segmentation

In our case cellular automaton is a sheet of graph paper (for two dimensional
images), where each square is a cell, and each cell corresponds to a pixel of
image being segmented. In three dimensional cases we would have a set of two
dimensional sheets placed one on another. Because this segmentation algorithm
is multi-label each cell state consists of one of the labels of areas we are segment-
ing plus neutral territory label. During the evolution of an automaton other cells
slowly conquer neutral territory. Obviously, each cell has eight neighbors on the
same plane, and if we are dealing with a three dimensional case, there are also
eighteen ones on the planes above and beneath. In a more general instance we
may use, for example, von Neumann’s:

N(p) = qεZn : ‖p− q‖1 :=
n∑

i=1

|pi − qi| = 1 (3)

or Moor’s
N(p) = qεZn : ‖p− q‖∞ := max

i=1..n
|pi − qi| = 1 (4)

neighboring system.
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The algorithm requires the user to provide starting points (seeds) for seg-
mentation. In the simplest case two kinds of seeds should be given, i.e. seeds
corresponding to the object we are segmenting and corresponding to its sur-
roundings (see Fig. 2.a, 2.c). Of course, more than two classes can be provided,
thus segmentation of several objects will be done.

Fig. 1. Evolution of automaton segmenting tumor from Fig. 2.c: black - neutral ter-

ritory, white - organ labeled bacteria, grey - background labeled bacteria. Evolution

time steps are as follows (from upper left): 1, 3, 6, 11, 20, 40 (lower right).

Let us use a biological metaphor to supply intuitive explanation of automata
evolution. An image (two or three dimensional) is a discrete universe (set of pixels
/ voxels) which has to be labeled in order to extract its part. Adding starting seed
points is equal to the creation of new bacteria’s colonies matching image parts, pix-
els not marked as seeds are considered as neutral territory (see Fig 1. where black
pixels are neutral territory, white ones belong to ROI’s cells and grey to cells sur-
rounding ROI). The labeling process can be treated as a struggle for domination
of different types of bacteria, grouped in several colonies (seeds). Because time in
this automaton is discrete, in each time step every bacterium tries to occupy the
neighboring pixel not belonging to its colony. After every step each colony grows,
and soon every pixel of the image belongs to one of them. The evolution process
is finished when, in one of the steps, no new cells have been conquered.

The stop condition, for the evolution process, can be a case when during one
time step no new cells are being conquered and the cell state ceases to change.
Unfortunately this approach may lead to an execution of a lot of time steps,
some of which are completely unnecessary. Because in most cases we wish to
segment one organ which is a small part of the image, the better way is to
narrow the calculations to a small box containing the interesting part of the
image, thus shortening the evolution process. Further improvement can be made
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by consideration of changes (to be more precise: lack of state changes) close to
the object boundaries. We put seed points (the ones belonging to the object
and the ones belonging to its surroundings) near the boundary of the ROI (on
both the inner and outer side), so during the evolution, the situation on the ROI
boundary is quickly stabilized and the process can be stopped, and the interior of
the ROI (if not jet conquered by cells corresponding to it) can be automatically
filled. Another way to save time is to execute a fixed number of time steps.
How many? It depends on the type of segmentation we perform (number of
seed points, distance between outermost points, etc.), and can be estimated
empirically. For example, results presented in this article (for two-dimensional
cases) where achieved with forty time steps (no noticeable differences have been
found between forty and, for example, one hundred steps).

4 Results of the Two-Dimensional Segmentation

Wewill nowpresent someresultsof the cellular automata segmentation (seeFig. 2).
As it can be seen it is a very accurate method allowing to segment different tissues
from various types of medical images. It should be stressed that accuracy of seg-
mentation depends strongly on the appropriate choice of seed points.

Fig. 2. (a) Seeds for MRI brain segmentation (top left); (b) Segmented MRI brain(top

right); (c) Seeds for lung tumor segmentation (lower left); (d) Segmented lung tumor

(lower right)
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5 Results of the Three-Dimensional Segmentation

When we deal with three-dimensional data sets we would like to set seed points
for one layer and let the automata segment the rest of the organ. The pre-
sented algorithm can be easily applied to two and three dimensions. If seeds
for only one layer are given, 3D segmentation turns out to be rather accurate,
though sometimes nearby tissues are recognized as a part of the segmented or-
gan (see Fig. 3). This problem can be easily fixed by post processing of the
data set. Applying morphological operations [4]: dilation and erosion filtering,
destroys small connections between the main organ and the over-segmented tis-
sue. Next connected components labeling [5][6] is performed to select the only
organ of interest to us. As we can see in Fig. 4 such a processing is very effective.
Apart from post processing of the data set, some pre processing (morphological

Fig. 3. MRI Brain segmented by pure CA

Fig. 4. MRI Brain segmented by CA and post-processed
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operations) can also be necessary (thresholding at the Otsu level). The main
difficulty may be finding a proper place to put the seed points at.

6 Observations

Let us firstly discuss the correct introduction of seed points. In the case of
2D this is rather simple and does not need additional explanation. One should
remember to mark (as seeds) all (most of) characteristic pixels of the object
and its surroundings - background. When this is done properly we may be sure
that each point will grow in proper direction and the boundary will be correctly
found. In 3D the same rules apply, but some further guidelines must be given.
When choosing layers in the data set to place seeds in, we should choose ones
which have the most characteristic features of the tissue we are segmenting and
its surroundings. Seeds of the background ought to be placed not only near the
boundary of the object, but also on different tissues surrounding it (even far
away from the object). We must remember that we are dealing with a three-
dimensional data set and tissues (organs) distant from the object on the current
slice, can be in touch a few centimeters above. This fact should also be taken
into consideration when selecting a place for seed points.

As we could see, on the effects of the two-dimensional segmentation, sometimes
the segmented boundary is ragged (see Fig.2.c). When we need to capture the
smallest detail, this is acceptable in most cases, but it may also be an unwanted
artefact. To achieve smoother boundaries a slight alteration of the transition rule
can be put forward. Let us call the cells of a different label than the examined
one, the enemies of that cell. Now, cells having more enemies than, lets say, E1
are prohibited from attacking their neighbors, and cells that have more than E2
enemies are automatically conquered by the weakest of their neighbors. Values
E1, E2 control boundary smoothness and should have a value from 6 to 9 (no
smoothing) for the Moor neighboring system. This modification has not been
tested for three-dimensional cases.

7 Tests and Conclusions

To objectively estimate quality of the cellular automaton segmentation, we have
compared its resultswith segmentationdone by an expert -physician.The test data
was obtained from The Internet Brain Segmentation Repository (IBSR) [7]. This
data consists of MRI brain scans of several patients. For each scan there is a second
one with brain segmented by radiologist. Testing method is, therefore obvious. We
have segmented brain from several dataset using the cellular automaton approach
and compared them with model results by a simple image subtraction (see Fig. 5
and 6). Next, we have compared the number of over- and under-segmented pix-
els/voxels (real quantitative difference) with the exemplary pixels/voxels number.
For a few dozens of two dimensional images we have obtained average difference
of 3,3% (both over- and under-segmentation). For three dimensional datasets the
difference ratio was slightly greater and was equal 4,7%. As we can see the dissim-
ilarity is very small, and often not noticeable for a ”naked eye”.
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Fig. 5. Segmented brain (MRI)

Fig. 6. Comparison of result acquired by CA segmentation with one done be an expert

(bright pixels mark over-segmentation - 434 pixels, darker under-segmentation - 155

pixels); relative difference to the model is 2,4%

To summarize, advantages of the presented algorithm are: accuracy (results
comparable with ones provided by human expert), interactivity, possibility of
segmenting multiple object at once, scalability. Its drawback is a long execution
time, but as we could see this can be leveled by making some simple modification.
In the three-dimensional case post processing is required to erase artifacts which
could sometimes appear during segmentation. Nonetheless, the method itself is
very promising and should be developed further to improve its performance and
find appropriate modifications for specific purposes.
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Abstract. An improved Context-based Adaptive Binary Arithmetic

Coding (CABAC) is presented for application in high definition video

coding. In comparison to standard CABAC, the improved CABAC works

with proposed more sophisticated mechanism of data statistics estima-

tion that is based on the Context-Tree Weighting (CTW) method. Com-

pression performance of the improved CABAC was tested and confronted

with efficiency of the state-of-the-art CABAC algorithm used in MPEG-

4 AVC. Obtained results revealed that 1.5%-8% coding efficiency gain

is possible after application of the improved CABAC in MPEG-4 AVC

High Profile.

1 Introduction

An important part of video encoder is the entropy encoder that is used for
removing correlation that exists within data. Numerous techniques of entropy
coding were elaborated, many of them have been applied in video compression.
The state-of-the-art entropy coding technique used in video compression is the
Context-based Adaptive Binary Arithmetic Coding (CABAC) [3,5,6,14] that is
used in the newest Advanced Video Coding (AVC) standard (ISO MPEG-4 AVC
and ITU-T Rec. H.264) [1,5,6]. In comparison to other entropy coders used in
video compression, CABAC uses efficient arithmetic coding and far more sophis-
ticated mechanisms of data statistics modeling which are extremely important
from the compression performance point of view. The goal of the paper is to show
that it is possible to reasonably increase compression performance of adaptive
entropy encoder by using more accurate techniques of conditional probabilities
estimation. The paper presents the improved version of CABAC with more ex-
act technique of data statistics modeling that is based on the well known from
the literature Context-Tree Weighting (CTW) algorithm [7,8,9,14,15]. The older
versions of improved CABAC codec have been already presented by authors in
[10,11,12,13]. Nevertheless, the older versions of improved CABAC were working
only with 4x4 transform for residual coding. In the High Profile of MPEG-4 AVC
the 8x8 transform is additionally used. When using 8x8 transform, independent
set of statistical models is used in standard CABAC. The 8x8 transform mode
was not supported by the previous versions of improved CABAC. Coding tools of
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High Profile significantly improve compression capability of encoder (especially
for high definition (HD) video). This paper makes the continuation of previous
research and presents the newest version of improved CABAC codec that works
with 4x4 and 8x8 transform. In this paper, the improved CABAC was tested in
application to compression of high definition video. The paper presents new not
published yet results on efficiency of improved CABAC for 8x8 transform mode.

2 CABAC Algorithm

Detailed description of CABAC can be found in [1,3,6,14]. Only short review of
CABAC is presented here to show some features of algorithm that are important
from the point of view of this paper. In general, CABAC consists of three blocks:
binarizer, context modeler and arithmetic encoder core (see Fig. 1).

Fig. 1. Block diagram of standard CABAC encoder

In order to speed up processing of symbols, binary arithmetic codec (the so-
called M -codec) was used in CABAC [1,3,4,5,6]. Due to application of binary
arithmetic codec, all non-binary valued syntax elements must be mapped into
string of binary symbols. This is realized by the binarizer. The binarizer has a
huge impact on the number of bits that are put to arithmetic codec core. There-
fore, CABAC exploits adaptive binarization by the application of several differ-
ent binarization schemes for coded syntax elements. Results of binarization are
put to arithmetic encoder core. The arithmetic encoder core allows to efficiently
representing binary symbols by exploiting statistics of coded data estimated by
the context modeler. The way of data statistics estimation to a large extent de-
termines compression performance of adaptive arithmetic encoder. Therefore, in
order to obtain an accurate adaptation to the current signal statistics, a total of
460 finite-state machines (FSM) was defined in CABAC for all syntax elements.
Individual FSM is used to calculate the conditional probability of a binary sym-
bol that appeared in a given context. By encoding a binary symbol, CABAC
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chooses the right FSM depending on type of syntax element and its values in
two neighboring blocks. That is the context encoding and independent statistics
estimation for individual syntax elements make the power of CABAC algorithm.
The algorithm of data statistics estimation used in CABAC belongs to the most
advanced used in adaptive entropy encoders.

3 Research Problem

CABAC algorithm realizes advanced data statistics modeling, nevertheless some
simplifications were done in the mechanism of data statistics estimation. First
of all, only one transition rule was defined for 460 FSMs that calculates the
conditional probabilities of symbols. Secondly, the limited set of only 128 pre-
defined quantized values of probabilities is used by arithmetic codec core. Both
simplifications of CABAC negatively affect its compression performance. An
interesting research problem is to check the possibility of improving compression
performance of CABAC by the use of even more exact method of data statistics
estimation. This makes the subject of further part of the paper.

4 Improved CABAC Algorithm

Authors proposed the original improvement of CABAC algorithm that increases
coding efficiency of entropy codec. Modifications concern the context modeler
block only. Other parts of CABAC algorithm (binarization and arithmetic codec
core) were left unchanged (see Fig. 2).

In the improved CABAC, the standard method of data statistics modeling
was replaced with more sophisticated mechanism of the conditional probabilities
estimation that exploits the CTW method. To do this, the 460 FSMs of CABAC
were replaced with new 460 more accurate statistical models, each statistical
model uses binary context tree of depth D (see Fig. 3). The binary context tree

Original
improvements
Original

improvements

Fig. 2. Block diagram of improved CABAC encoder
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Fig. 3. Statistical models in improved CABAC

is a collection of nodes, each node keeps the information about the statistics
of 0 and 1 symbols that appeared in a given context. It is difficult to predict
which context will be the best for encoding the current symbol. Therefore, the
CTW method appropriately weights the statistics collected in individual nodes
of context tree to produce the weighted conditional probability for symbol. More
details can be found in [10].

In the proposed mechanism of data statistics gathering the depth D of context
trees strongly influences the precision of estimated conditional probabilities. In
the previous works [10,11,14], authors tested the influence of this parameter on
efficiency of entropy encoder. The improved CABAC was tested for depths D
equal to 2, 4, 8, and 12. Obtained results proved, that the greater depth D of
context trees the more accurate estimation of probabilities and better entropy
encoder efficiency. The final conclusion of the research was that depth D=8 is
a good compromise between the efficiency and complexity of entropy codec. In
the newest version of improved CABAC depth D=8 is used for context trees. In
comparison to the previous versions of improved CABAC, the current version
was developed to work with both the 4x4 and the 8x8 transform mode.

5 Methodology of Experiments

The proposed improved mechanism of data statistics estimation was imple-
mented and embedded into the structure of CABAC entropy codec. The modified
CABAC algorithm was successfully activated in the reference software JM 10.2
[2] of MPEG-4 AVC video codec. It must be emphasized that both video encoder
and video decoder were prepared to obtain reliable experimental results. This
phase of works was very difficult and time-consuming for the reason of JM 10.2
reference software implementation complexity (about 90 thousands lines of pro-
gram code in C). The compression performance of the modified MPEG-4 AVC
encoder was tested and confronted with coding efficiency of the original MPEG-4
AVC video encoder. This paper focuses on efficiency of the improved MPEG-4
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AVC working in High Profile, which distinguishes the paper from previous works
[10,11,12,13]. Experiments were done according to the following scenario:

– Full HD test video sequences were used: Pedestrian Area, River Bed, Rush
Hour and Station (1920x1080, 25 fps);

– Sequences were encoded with JM 10.2 encoder forcing different values of
bitrate at the output of encoder. Different bitrates were obtained by set-
ting different values of quantization parameter QP in encoder (from QP=20
to QP=44 with step 6) that is responsible for the quality of decoded video se-
quence. Experiments were done for I -, P - and B -frames (GOP: IBBPBBP...);

– The improved CABAC codec was tested for 8x8 transform mode;
– Encoding tools were used in both the modified and the original MPEG-4

AVC encoder that guarantee identical quality of reconstructed sequences
regardless of entropy encoder applied;

– Correctness of encoded bitstreams was checked in each experiment.

6 Experimental Results

Obtained results revealed that the modified High Profile MPEG-4 AVC encoder
with improved CABAC is characterized by higher compression performance rel-
ative to the original MPEG-4 AVC. In the first step of research, experiments
were done for I, P, and B frame types. Detailed experimental results for this
scenario were presented in Fig. 4. Results were averaged over 4 test sequences.

The improved CABAC outperforms the original CABAC for all frame types
(I, P and B). Nevertheless, different values of bitrate reduction were observed for
I -, P -, and B -frames. Additionally, different results were obtained for individual
QP values that determine the size of bitstream at the output of video encoder.
Greater bitrate reduction was observed for smaller bitrates (bigger values of
QP parameter). Best results were noticed for B -frames (2.5%-7.5% reduction
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instead of the original MPEG-4 AVC (for I -, P -, and B -frames, 8x8 transform mode)
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mode)

of bitrate), the worst results were observed for P -frames (only 2.5%-3% bitrate
reduction). In the case of I -frames 2.5%-4% bitrate reduction was observed.

In the second step of research, the efficiency of improved CABAC was tested
for whole test sequences. Detailed experimental results are depicted in Fig. 5.

After the application of improved CABAC within MPEG-4 AVC bitrate re-
duction of 1.5%-8% was noticed in comparison to standard MPEG-4 AVC en-
coder. Different results were obtained for individual test video sequences. Best
results were obtained for Pedestrian Area (2.5%-8%), the smaller bitrate reduc-
tion was observed for Station sequence (1.5%-2.5%). In the case of each video
sequence, better results were achieved for bigger values of QP parameter (which
corresponds to smaller bitrates).

Experimental results revealed that gap in compression performance between
improved and original CABAC strongly depends on: value of bitrate, content of
sequence and frame type. The three mentioned above parameters affect statis-
tical properties of residual signal that is finally encoded with entropy encoder.
The improved CABAC algorithm is able to track changing statistics of coded
data. In the original CABAC codec, context modeler takes advantage of prede-
fined probability distribution of data which reduces the ability of entropy codec
to track data statistics efficiently. When the real statistics of data differs from
the assumed one, coding efficiency of standard CABAC decreases. It results in
greater bitrate reduction when using the improved CABAC.

Higher coding efficiency of improved CABAC was obtained at the cost of
computational complexity increase. The application of improved CABAC in the
MPEG-4 AVC reference decoder increased total decoding time up to 25% (for the
useful in high definition television range of bitrates below 8 Mb/s). The authors
are fully aware that this result may be different for another implementation of
MPEG-4 AVC.
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7 Conclusions

The improved adaptive arithmetic codec CABAC was presented in application
to high performance video coding. The improved CABAC exploits authors’ more
accurate mechanism of the conditional probabilities estimation. Experiments re-
vealed superior coding efficiency of improved CABAC relative to the state-of-
the-art CABAC algorithm. When comparing to the original CABAC encoder,
improved CABAC allows for 1.5%-8% bitrate reduction when applied in MPEG-
4 AVC High Profile. The improved CABAC codec is more complex than the orig-
inal CABAC. In comparison to original MPEG-4 AVC, improved MPEG-4 AVC
video decoder is up to 25% more computationally complex for high definition
sequences.
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12. Karwowski, D., Domański, M.: Improved Context-Adaptive Arithmetic Coding in

H.264/AVC. In: European Signal Processing Conference EUSIPCO 2009, Glasgow,

Scotland (August 2009)

13. Karwowski, D.: Ulepszone Adaptacyjne Kodowanie Arytmetyczne w Standard-

zie H.264/AVC. In: Krajowa Konferencja Radiokomunikacji, Radiofonii i Telewizji

KKRRiT 2009, Czerwiec 2009, Warszawa (2009)

14. Karwowski, D.: Advanced Adaptation Algorithms of Arithmetic Coding in Hybrid

Video Compression. Doctoral Dissertation, Poznań University of Technology (2008)
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Abstract. In this paper we present a novel technique for unsupervised

texture segmentation of wireless capsule endoscopic images of the human

gastrointestinal tract. Our approach integrates local polynomial approx-

imation algorithm with the well-founded methods of color texture analy-

sis and clustering (k-means) leading to a robust segmentation procedure

which produces fine-grained segments well matched to the image contents.

1 Introduction

In this paper we present a novel technique for unsupervised texture segmentation
applied to wireless capsule endoscopic (WCE) 2D images of the human gastroin-
testinal tract. We are primarily focused on improving automatic detection of
ulcerations and lesions visible in the internal lumen of the small intensine and
their precise delineation from normal or irrelevant regions. Our approach inte-
grates local polynomial approximation (LPA) [1] algorithm with the well-founded
color texture analysis and unsupervised classification (k-means) methods. As a
first step, LPA performs pixel-wise analysis of the circular view given by a WCE
camera (cf. Fig. 1a) and for each pixel it defines a corresponding region of in-
terest (ROI) whose size and shape is adapted to this pixel local neighborhood.
Then, using histogram information calculated separately for 8 different color
channels, each ROI (and thus also its associated pixel) is described by a vector
of color texture features. Eventually, these vectors are classified in the unsuper-
vised manner by the k-means algorithm with the number of clusters set a priori.
This combination of methods leads to a robust, three-phase fully automated seg-
mentation procedure which produces fine-grained segments well matched to the
image contents.

The motivation for our research stems from the persistent need for automa-
tion of WCE video interpretation process. It traditionally involves much effort
from a human expert, is a monotonous and time-consuming task, requiring high
level of concentration. Apparently, in the literature the problem of automatic
segmentation of WCE images has attracted little attention. Majority of studies
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(e.g. [2,3,4,5]) concentrate on WCE video sequence segmentation as a whole —
the aim is to identify different sections of the gastrointestinal system. It is worth
noticing that combined color and texture information is widely exploited in these
works showing its potential in application to endoscopic image processing.

Another category of approaches utilize color and texture features to detect
certain structures (like polyps, bleeding, ulcers and lesions) with or without
performing image segmentation. In [6] WCE frames are first submitted to the
smoothing procedure and then segmented by the region growing algorithm. Iden-
tified regions and their mean RGB color values are used to train a neural net-
work classifier so that it recognizes a range of abnormal patterns in new images.
Similar studies — although they involve different classifiers, color and texture
models — are described in [7,8] and [9,10]. However, in these approaches im-
ages are divided uniformly into a predefined number of square or circular ROIs,
disregarding particular shapes visible in a given frame. The focus is put on
determination of characteristics of chosen patterns in endoscopic images. These
characteristics can be used to build classifiers capable of distinguishing classes of
ideally shaped image snippets. Although such classifiers may to some extent help
indicate diagnostically valuable WCE frames, precise delineation, visualization
and quantification of interesting regions remains an unsolved task.

In the following we present details of our approach to WCE image segmen-
tation. Section 2 provides concise review of the materials and methods used in
this research. In Sect. 3 we present preliminary results of segmentation obtained
for sample WCE images taken from several different examinations. We compare
these results with segmentation performed manually by two independent ex-
perts in WCE-based diagnosis. High level of correspondence between both types
of segmentation techniques (manual and the automatic one) makes us believe
that the proposed method can be successfully introduced to the clinical practice.
Conclusions and possible improvements are outlined in Sect. 4.

2 Materials and Methods

2.1 Wireless Capsule Endoscopy

Wireless capsule endoscopy (WCE) [11,12], is a technique that facilitates the
imaging of the human gastrointestinal system including small intestine. The
WCE system consists of a pill-shaped capsule (cf. Fig. 1a) with built-in video
camera, light-emitting diodes, video signal transmitter and battery, as well as a
video signal receiver-recorder device. The wireless capsule endoscope used in this
study produces color images of the internal lumen (cf. Fig. 1b). The images cover
a circular 140◦ field of view. A patient under investigation ingests the capsule,
which then passes through the gastrointestinal tract. When the capsule goes
through the small bowel it is propelled by peristaltic movements. The capsule
transmits video data at a rate of two frames per second for approximately 8
hours. Investigation of the recorded video, usually numbering several tens of
thousends of frames, is performed by a trained clinician. It is a tedious task that
usually takes more than an hour. The video interpretation involves viewing the
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(a) (b)

Fig. 1. Wireless capsule endoscope (a) and an example image (b)

video and searching for abnormal-looking entities like bleedings, erosions, ulcers,
polyps and narrowed sections of the bowel.

In this study we examined four WCE video sequences among which we se-
lected 20 sample images comprising of various forms of ulcerations, bleedings
and erosions. Within these images, pathology regions were manually delineated
by the cooperating gastroenterologists. Example images included in our experi-
ments with their corresponding regions of interest are depicted in Fig. 2.

2.2 Local Polynomial Approximation

The task of the LPA algorithm invoked in the first step of the segmentation
procedure is to define for each pixel a region that is adapted to the shape of
this pixel local neighborhood. It is presumed that such a neighborhood exhibits
homogenous color and texture characteristics. Consequently, it can be expected
that in the subsequent texture analysis step pixels gain credible description, rep-
resentative for a wider range of points. This in turn allows making the resulting
texture description independent from local fluctuations in pixel values caused by
noise and other imaging artifacts.

The LPA algorithm itself is a technique of non-parametric regression recently
adopted in various image processing applications. Using low order polynomial
function, LPA models a non-linear relationship between an independent variable
X and a dependent variable Y . Data are fitted to a modeled polynomial function
within a sliding window positioned at subsequent observations (X, Y ) — e.g.
measured values of a sampled signal. In a window, a signal is convolved with
a kernel function of a known form. This enables estimating values of the Y
signal in the neighborhood of a given data point X . Window size h is a key
parameter of the method. It is defined as a number of data samples beyond
which it becomes impossible to estimate signal Y basing on values measured in
the proximal neighborhood of X .
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Example WCE video frames (a-c) and their corresponding manually delineated

regions of interest containing ulcerations with bleedings and narrowings (d-f)

In our study we apply the LPA algorithm following the approach presented
in [13]. Firstly, a color WCE video frame is converted into a gray-scaled image.
Next, we filter each pixel neighborhood in 8 distinct directions θi deviated from
the horizontal East-oriented axis at angles 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦ and
315◦. For a given pixel X we calculate

μ(h) =
h∑

j=1

g
(h)
j I(X + (j − 1)θi), (1)

where g(h) is a discrete convolution kernel of scale h (window size), g
(h)
j with

j = 1, . . . , h denote kernel weights which sum to unity and decrease with the
increasing distance from a center pixel X . The exact procedure of weights gen-
eration is described in [1]. Eventually, I is a matrix of image intensity values.

Adjusting the window size to local image contents is performed using the
intersection of confidence intervals (ICI) rule. The idea is to test several values
of scale h, i.e. h ∈ {h1 . . . , hk} and h1 < h2 < . . . < hk and for each of them
evalute (1) as well as local standard deviation value

σμ(h) = σ‖g(h)‖, (2)

where σ is the global standard deviation determined for the whole image. Then
for each direction θi and scale h one calculates confidence intervals
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Dh = [μ(h) − Γ σμ(h) , μ(h) + Γ σμ(h) ], (3)

in which Γ > 0 denotes a global parameter that allows controlling noise toller-
ance. The lower Γ , the stronger requirement for local homogeneity is, and thus
fewer pixels are included in the resulting neighborhood regions. The ICI rule
states that for each direction one should choose a maximum value of h that
ensures nonempty intersection of all previous confidence intervals, i.e.

hmax,i = max
h∈{h1,...,hk}

{h : (D1 ∩ D2 ∩ · · · ∩ Dh) �= ∅}. (4)

In our experiments, we arbitrarily set h ∈ {1, 2, 3, 5, 7, 9, 12, 15, 18, 21}, hence
the upper bound for the window size in any direction amounts to 21 pixels.
On completion, pixels determined by relations X + hmax,iθi constitute a set of
polygon vertices whose interior determines a locally adapted ROI of a pixel X .
Although we invoke LPA for a gray-scaled image, at the current stage of the
research, for performance reasons, the resulting ROIs are used for each color
channel in the texture analysis step.

2.3 Color and Texture Analysis

In order to exploit color information inherent in a WCE frame we convert it into
8 gray-scaled images using following color channels:

– brightness (according to the CCIR Recommendation 601-1),
– R,G, B, U and V color componentrs,
– saturation and hue.

For each color channel and every pixel we then calculate its associated ROI
first-order histogram (256 bins). The histogram is computed from the inten-
sity of pixels, without taking into consideration any spatial relations between
the pixels within the image. Features are simply statistical parameters of the
histogram distribution such as: mean brightness, variance, skewness, kurtosis
and percentiles [14]. However, distinct regions of WCE images differ mainly by
color and intensity and second-order regularities appear less important. More-
over, determination of histogram features is time-efficient and thus reduces the
computational load.

2.4 K-Means Clustering

As a last step in our segmentation technique we perform cluster analysis for
unsupervised grouping of image pixels described by their corresponding ROI
texture features. For that purpose we employ k-means algorithm [15] due to its
low complexity and ease of implementation. An important drawback of k-means
is its intrinsic tendency to get stuck in a local minimum of the optimization crite-
rion (sum of squared distances between feature vectors and their corresponding
cluster centers). Thus, we call a clustering procedure 5 times, each time with dif-
ferent initialization. Then, the result with the best score is chosen to represent
final segmentation.
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3 Results

In this preliminary research we have submitted all analyzed images into our
segmentation procedure presuming arbitrarily that number of segments is equal
to 6 in each case. By dividing an image into 6 segments we expect to encapsulate
six possible patterns: ulcerations and accompanying lesions, bleedings, digestive
residues, normal tissue and gastrointestinal lumen. This may of course lead to
further subdivisions of some patterns if there are fewer distinguishable regions
in a given frame.

In Fig. 3 we present example ROIs produced by the LPA algorithm for the
image from Fig. 2a. Note, how regions A-C are well fitted to the surrounding
tissue. On the other hand, region D placed in the interior of the intestinal canal
embraces bubble-like structures whose borders emerge to be unimportant details
in their local neighborhood. This observation shows that the algorithm — re-
maining local in nature — posses capability of reflecting general characteristics
of a given pixel neighborhood.

Fig. 3. Example ROIs defined by the LPA

Segmentation results obtained for three images viewed in Fig. 2a-c are de-
picted in Fig. 4a-c. Analysis of the segments borders reveals their fine matching
to physical boundaries of ulcerations and bleedings. Moreover, it is apparent that
identified image segments correspond well to the manually delineated regions of
interest (cf. Fig. 4d-f). Although the latter occupy more than one automati-
cally computed segments, those which are included to a large extent agree with
the human expertise. In order to quantify a degree of this agreement, for each
analyzed image we have calculated the Jaccard similarity coefficient between
manually specified ROI and its respective automatically found and aggregated
segments. The mean value obtained in these calculations amounted to 89% (with
4% of standard deviation).
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Segmentation results (a-c) obtained for images from Fig. 2; d-f — identified

segments overlaid on the manually delineated regions of interest

4 Summary

In this paper we presented a novel method for automatic segementation of the
WCE video frames. We demonstrated robustness of the proposed technique in
application to several WCE images taken from real examinations. The obtained
results are exhibit high rate of agreement between automatically identified seg-
ments and regions manually delineated by gastroenterologists. Naturally, these
results must be further validated with the use of larger set of sample images.

It must be noted that our study is still in the development phase. Further
research is required to reduce time complexity associated with determination
of pixels local neighborhoods. Number of LPA executions while processing a
single WCE frame ranges the order of 105. Fortunatelly, the LPA algorithm can
be relatively easily parallelized and implemented efficiently eg. on a multicore
GPU. Moreover, postprocessing should be added after clustering step in order
to cope with segmentation holes and islands, and also to identify clusters which
include distal regions and thus should be subdivided.

Acknowledgments. This work was supported by the Polish Ministry of Science
and Higher Education grant no. 3263/B/T02/2008/35.
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Department of Computer Science and Engineering

University of West Bohemia, Pilsen, Czech Republic

kolinger@kiv.zcu.cz

Abstract. Representation of the digital image by a triangulation does

not bring a high compression but enables geometric transformations and

is very simple. In this paper we will show that it is also possible to choose

the triangulation vertices randomly, then their [x, y] position does not

need to be stored as it can be easily reconstructed during decoding. We

show how such a choice behaves in comparison and in combination with

the vertices selected from the edges of the digital image.

Keywords: Digital image, Triangulation, Representation, Compression.

1 Introduction

Digital images are often alternatively represented by triangulations. Such a repre-
sentation brings a low compression in comparison with frequency-based methods
but enables to apply geometric transformations and is very simple. Therefore, it
may be a reasonable choice in some cases.

In order to represent a digital image by a triangulation, some pixels of the
images must be chosen as vertices of the triangulation. On this set of vertices,
a triangulation is constructed, using intensity values in the vertices as the z-
coordinate. The intensity in other pixels is not stored but is approximated by
an interpolation on the triangles. According to our experience, the kind of trian-
gulation used has lower influence than the choice of vertices. It is clear that to
represent the digital image properly, the most important pixels should be chosen
but to decide which they are is difficult. Usually the points on edges are taken.

The idea presented in this paper is to choose pixels randomly, then their x
and y coordinates do not have to be stored as they can be re-generated in the
decoding process, so only intensity values in these pixels have to be kept. Our
paper shows how this simple strategy behaves in comparison and in combina-
tion with the vertices selected from the edges in the digital image. We present
the results on grey-scale images, however, application on colour images is also
possible with similar results.

� This work was supported by the Grant Agency of Academy of Sciences of the Czech

Republic (GA AV ČR), project No.KJB10470701.
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Section 2 presents state of the art in the digital image representation by
triangulations, section 3 describes a brief description of this approach, and the
proposed method of vertex choice. Section 4 presents experiments and results,
section 5 concludes the paper.

2 State of the Art

Many methods to convert digital images from the raster representation into
triangulations exist. Three groups can be detected. The first group is oriented
on enhancement of the quality of further image processing. Such representations
usually use nearly all pixels as triangulation vertices and use the data dependent
triangulation as its base. The methods differ in edge detection and in optimisa-
tion [1, 14, 15].

The second group tries to achieve as high compression as possible, even in the
prise of lower precision. They find its use in applications of non-photorealistic
rendering where details are not desirable. Typical representatives of this class are:
[12] which uses Canny operator to detect the edges with constrained Delaunay
triangulation to include these edges and [11] where random choice of vertices is
gradually improved by simulated annealing and used in Delaunay triangulation.

The last group tries to achieve the highest possible compression while preserv-
ing the highest possible image quality. To achieve this goal, an initial choice of
vertices is done and an initial triangulation constructed, then either new vertices
are added or, vice versa, existing vertices removed until the quality and compres-
sion are balanced. Two simple and not too efficient approaches of this type are [8]
and [3]. Later methods of this group can be found in [13,7,6]. The best method
of this type can be found in [4] where gradual decimations are used, removing
in each step the least important vertex, importance is recognized according to
the values of Mean Square Error (MSE). Image quality and compression of this
method are comparative to JPEG. However, the method is very slow due to its
slow progress of decimation.

More information can be found in [10].

3 Digital Image Representation by a Triangulation

As the first step, a proper number of vertices is assessed. It can be either com-
puted from the required compression rate, or given by the user. Then the set of
pixels is chosen. In the last step coordinates of these pixels are used as vertices
of a triangulation. We recommend using Delaunay triangulation as its computa-
tion is rather easy and efficient. Our experiments did not acknowledge that data
dependent or other types of triangulations would have behaved better.

Output representation is formed by triangulation vertices and intensities in
these points. The triangulation topology does not need to be stored as it can
be re-computed in decoding, if the triangulation algorithm is unambiguous. The
already mentioned Delaunay triangulation has one ambiguity: if four points form-
ing two neighbouring triangles lie on a circle, then there are two possible pairs
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of triangles of these four points. This ambiguity may and should be removed by
including some simple and unambiguous rule for such cases, e.g., to use in such
a case the diagonal with lower intensity gradient.

In the process of decoding, values of intensity inside triangles are interpolated
from the known vertex intensity values. Bilinear interpolation serves well for this
purpose, although more sophisticated methods may bring some improvement [9].

In existing methods, pixels are chosen if they belong to edges of the digital
image.

A pixel is considered to belong to the edge, if

O(x, y, Im,n) > T h

where [x, y] is the pixel on the image coordinates [x, y], Im,n is a matrix of in-
tensities of the digital image (I[x, y] being the intensity value in the [x,y] pixel),
O(x, y, Im,n) is the value of a particular operator in the [x, y] pixel, T h is a
threshold between edge and non-edge pixel intensity.

It is difficult to estimate the threshold for the given image in advance, if it
is too high or too low, another round of evaluation with a different threshold
is needed. To avoid this delay, some pre-computation on a small subset of the
digital image may be done and the threshold value found before processing the
whole image.

Let us briefly survey the most important edge detection operators used in
this context. They are based on the gradient computation. The simplest is the
Roberts’s operator which computes gradient with the use of three neighbouring
pixels (see Fig.1a):

Roberts:O(x, y, Im,n) = abs (I[x, y]−I[x+1, y+1])+abs (I[x+1, y]−I[x, y+1])

Laplace operator is based on convolution. It is used in two versions, using four
or eight neighbouring pixels (see Fig.1b and 1c):

Laplace4:O(x, y, Im,n) = abs(I[x, y − 1] + I[x, y + 1] + I[x− 1, y] +
+ I[x + 1, y]− 4 ∗ I[x, y])

Laplace8:O(x, y, Im, n) = abs(I[x− 1, y − 1] + I[x− 1, y] + I[x− 1, y + 1] +
+ I[x, y − 1] + I[x, y + 1] + I[x + 1, y − 1] +
+ I[x + 1, y] + I[x + 1, y + 1]− 8 ∗ I[x, y])

The Gaussian operator uses the Gaussian-weighted differences of intensity of the
pixels to its neigbours (see Fig.1d):

Gauss:O(x, y, Im,n) =
r∑

i=−v

r∑
j=−v

∣∣I[x, y]− I[x + i, y + j] ∗ exp(−(i2 + j2)/2/σ2)
∣∣

where σ and r, respectively, define the vicinity area and influence factor of the
point in this area, respectively; usually σ = 24 and r = 4 or 8. The idea is that
the closer points to the current pixel should have higher importance.
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For colour images, the edge detection can be either used for each colour com-
ponent, or the colour values can be recomputed to the intensity as follows:

I(x, y) = 0.3 ∗R[x, y] + 0.59 ∗G[x, y] + 0.11 ∗B[x, y]

where R[x, y], G[x, y], B[x, y] are the colour components in [x, y].
We suggest another possibility how to choose the points - to generate them

randomly. Then it is not necessary to store the [x, y] coordinates as they can
be re- generated in the decoder - using the same seed for the random number
generator or using our own random number generator. In the following section
we will show how such a choice behaves in comparison with the edge points.

Fig. 1. The 9-10% pixels with the highest evaluation according to the presented oper-

ators, a) Roberts, b) Laplace4, c) Laplace8, d) Gauss

4 Experiments and Results

We implemented the whole method (including the Delaunay triangulation) in
Delphi under MS Windows and tested on Intel Core Duo CPU 2.8 GHz with
4 GB memory. The testing images were Lena, Fruits, Boat, Goldhill, Barbara,
Mountain, all 512× 512 pixels (262 144 pixels), 256 levels of grey. These images
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were downloaded from the USC-SIPI Image Database [15]. 1% of selected points
corresponds to approximately 2620 pixels. The quality will be measured by MSE.

The image pixels chosen by an edge operator will be called ’edge points’ and
the pixels chosen randomly, with uniform distribution will be called ’random
points’.

It should be pointed out that a maximum rate of selected edge points which
has sense is 1/5 to 1/3 of the total number of pixels as for each point, 2 co-
ordinates per 4B plus intensity value (2-4B) must be kept. The coordinates of
random points do not need to be stored as they are re-generated from the seed
value (1B, one value for the whole file).

First, we want to find out which of the edge detecting operators provides the
highest fidelity of the resulting image while achieving at least some compression.
We measured the Roberts, Laplace4, Laplace8 and Gauss operators. We took
edge points and combined them with random points. 100% corresponds to all
pixels of the original image. Typical results are in Figs.2,3. The worst results
were achieved by the Gauss operator which is also the slowest one. The Laplacian
operators are the best namely for a low number of edge points and a high number
of random points, see Fig.2. This is a desirable combination as random points
do not need to be stored. For higher number of edge points and a low number
of random points, Roberts may bring better results, see Fig.3. With a higher
number of random points, this behaviour disappears.

In the following test we want to find a proper rate of random and edge points.
The results when only random points are used are not good, see Fig.4a - edge
points which help to keep sharp edges are missing. Also the opposite extreme
is not satisfactory - random points which help to recover flat areas are missing,
see Fig.4b. Fig.5 shows the dependence of MSE on the total number of points,
it can be seen that in comparison with Fig.2 and 3 the results are worse.

Fig. 2. The image Fruits Boat: Dependence of MSE on the total number of points of

which 8-10% are edge points
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Fig. 3. The image Fruits: Dependence of MSE on the total number of points of which

8% are random points

Fig. 4. The image Fruits with 20% of points: a) only random points (MSE 99.11),

b) only edge points (MSE 131.94)

If we combine both types of points, two types of behaviour can be observed
according to the image type: the ,,normal” images, which do not contain an
extreme number of edges, are less sensitive to the type of points than to their
total number. The images which are full of edges and of very small areas need also
more edge points (Mountain, Barbara). For most images, the suitable number
of random points to obtain an acceptable quality plus some compression is 10-
15% of the image size. The suitable number of edge points depends on the
image type. For common images about 5-10% of edge points can be enough,
for images with many edges, 15-20% may be necessary. Fig.6 shows an example
when approximately 26% of points are used.
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Fig. 5. The image Fruits: Only random and only edge points

Fig. 6. The image Fruits; a) input, b) result - 11% of edge points, 15% of random

points, MSE=20.65

5 Conclusion

We showed that a random choice of representative points in the digital image to
be used as vertices of a triangulation, in spite of simplicity of this approach, may
be a viable alternative to edge points as only intensities in these points have to
be stored, while their coordinates can be re-generated in decoding from a seed
of a random generator.
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Abstract. This paper presents a method for synthesis of a novel view of

a human face using a pair of images from a stereo camera set. Unlike other

published methods our approach does not require an a priori knowledge

(e.g. 3D head model) of the synthesized object shape. First 3D shape

of a face is recovered using stereo vision technique and then an image

from a novel viewpoint in synthesized. Proposed method is applicable in

various image-based pattern recognition and biometric tasks as it allows

to partially alleviate dependency on object orientation in space.

1 Introduction

Face recognition for biometric purposes is a field of a great practical importance
and active development [9]. However classical image-based recognition methods,
such as Principal Component Analysis (eigenfaces), Fisher’s Linear Discriminant
or Independent Component Analysis are very dependent on lighting and head
orientation [8]. This is because 2D images of 3D face objects change significantly
due to lighting and viewpoint variations.

Advanced face recognition techniques, such as fitting to a 3D morphable model
[1], overcome this difficulty by using a 3D morphable model of a human face. The
model is fit to the face image being recognized and fitting parameters are used
as features in subsequent recognition phase. This method is very application
specific, as it can be used only for objects of a known shape which 3D model
is encoded in the recognition system. Another drawback is a necessity for very
expensive equipment (e.g. laser scanners) to obtain a detailed 3D human face
model.

The goal of our research was to build a system which allows to synthesize
a novel view of a human face without requirement for a priori 3D head model.
This would allow to build a face recognition system independent, to some extent,
on head orientation. A required view of a human face could be synthesized
and fed into subsequent recognition subsystem, using one of the classical, view
dependent, image-based recognition methods (e.g. PCA).

Main benefit of our approach is flexibility, as it can be used to synthesize
novel views of any object, making it useful in various recognition tasks. There’s
no need for an a priori 3D model of an object being analyzed.
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2 Novel View Synthesis

Our solution for novel view synthesis uses a depth-image-based rendering con-
cept [3]. Depth-image-based rendering is a process of synthesizing virtual views
of a scene from one or more input images and associated per-pixel depth infor-
mation. It can be described as a two step activity. First, original image points
are reprojected into 3D space, using supplied per-pixel depth data. Then 3D
points are reprojected into an image plane of a virtual camera, located at the
required viewing position. The concept is visualized on Fig. 1.

Fig. 1. Virtual view synthesis concept

To generate per-pixel depth data we use stereo vision technique. Two cam-
eras capture simultaneously two images of the scene. These images are used to
calculate depth information for each pixel of one of the images (called reference
image).

Our stereo rig consist of 2 Chameleon digital cameras from Point Grey Re-
search1 (CCD sensor, 1296x964 resolution). Cameras are aligned horizontally
with 8 cm distance between optical axis.

As an initial step the stereo rig is calibrated using OpenCV2 library implemen-
tation of Zhang algorithm[10]. This is done by capturing a number of images of a
chessboard calibration pattern placed at different positions behind the stereo rig.
Knowing geometry of a calibration pattern it’s possible to calculate intrinsic and
extrinsic parameters of the stereo rig [2]. In the subsequent steps the following
parameters computed by stereo cameras calibration function are used: left and
right camera 3x3 intrinsic matrices (K l

∗, Kr
∗), left and right camera distortion

coefficient vectors (dl, dr), 3x3 rotation matrix (Rr) and 3x1 translation vector
(Tr) relating left and right cameras.

After initial stereo rig calibration the following steps are implemented to syn-
thesize a view of a human face from a novel viewpoint:
1 See http://www.ptgrey.com/ for technical specification.
2 Available at http://opencv.willowgarage.com/wiki/

http://www.ptgrey.com/
http://opencv.willowgarage.com/wiki/
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1. Stereo image acquisition
2. Images rectification
3. Segmentation
4. Depth map computation
5. Virtual view synthesis
6. Post processing

2.1 Image Acquisition

A subject is placed approximately 60 centimeters in front of the stereo rig on a
neutral background (white wall). Grey level images are acquired simultaneously
by a left and right camera at 1296x964 resolution and 256 intensity levels. An
example of a captured image pair is presented on Fig.2.

Fig. 2. Pair of stereo images from left and right camera

2.2 Rectification

The goal of a rectification procedure is twofold: first, to remove camera distor-
tions from acquired pair of images and second, to project images onto a common
image surface so that their epipolar lines are aligned horizontally. This simplifies
subsequent step of a disparity function computation, as after rectification pixels
from a left and right image corresponding to the same scene point have equal
y-coordinate.

In our solution rectification is done using OpenCV library implementation of
Bouguet’s algorithm. See [2] for more information. Rectification procedure takes
as an input a pair of stereo images and stereo rig intrinsic (K l

∗, Kr
∗, dl, dr)

and extrinsic (Rr, Tr) parameters calculated during an initial calibration. As the
result we obtain a pair of rectified images and intrinsic matrices of a left and right
rectified camera (Kl and Kr respectively). Example of rectified stereo images can
be found on Fig. 3. Note, that pixels corresponding to the same point of a scene
have identical y-coordinate. All further processing is done on rectified images
using rectified cameras intrinsic matrices.
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2.3 Segmentation

For simplification we choose a left image as a reference one, that is an image
used as a basis for further view synthesis. In general case we should choose as a
reference image the one which is closer to the required view.

A segmentation procedure produces a a set of pixel coordinates F ⊆ INxIN
constituting a region of the reference image containing a face. In our approach
we use a simple segmentation technique based on thresholding. As subjects are
placed on a neutral background (white wall) this technique gives satisfactory
results.

2.4 Depth Map Computation

Let (X, Y, Z) be a scene point in a camera coordinate system and (x, y) coor-
dinates of it’s projection onto a camera image plane. Depth map depth(x, y) is
defined for each pixel (x, y) as a Z-coordinate (depth) of a point (X, Y, Z), that
is depth(x, y) = Z.

Key step needed to recover 3D information about the scene from a pair of
stereo images is a disparity function computation. Disparity is defined [5] as a
difference between coordinates of the projections of the same scene point onto
left and right image planes. Recall that in rectified images these projections have
the same y-coordinate, thus only the difference between x-coordinates needs to
be considered.

Semi-global matching using mutual information method [4] was used to com-
pute a disparity map disp(x, y) for each pixel (x, y) of a reference image contained
in a face region F . An example disparity map for a left-camera image from Fig.
3 is presented in Fig. 4.

Depth is inversely proportional to a disparity. Assuming left and right cameras
have the same focal length f and distance between their principal points is Tr

depth can be calculated from below formula:

depth(x, y) =
f ||Tr||

disp(x, y)
. (1)

2.5 Virtual View Synthesis

Having computed depth map depth(x, y) for the face region F in the reference
image we can synthesize a virtual view from a novel viewpoint the following way.

Let’s assume that the world coordinate system equals to a reference camera
coordinate system. Let M = (X, Y, Z, 1)T be 3D homogeneous coordinates of
the scene point and ml = (x, y, 1) it’s projection onto reference camera image
plane. M and ml are related by the camera perspective projection equation [7]:

zlml = Kl[I|0]M (2)

where zl is the scene point depth, Kl is a 3x3 rectified reference camera intrinsic
matrix and [I|0] is 4x3 matrix consisting of 3x3 identity matrix and 3x1 zero
vector.
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Fig. 3. Rectified images

Fig. 4. Disparity map of a left face from Fig. 3. Higher intensity corresponds to bigger

disparity.

Rearranging (2) we can derive 3D coordinates of a scene point M :

M = zl (K l)
−1 ml . (3)

Let Rv be a given 3x3 rotation matrix and Tv 3x1 translation vector defining the
required position of a virtual camera relative to the reference camera. In order
to calculate the projection mv of a point M having (X, Y, Z, 1)T homogeneous
coordinates in the reference camera coordinate system onto a virtual camera
image plane the following perspective projection equation should be used:

zvmv = Kv[Rv|Tv]M . (4)

Assuming that virtual camera intrinsic matrix Kv is the same as the reference
camera intrinsic matrix Kl and substituting (3) into (4) we obtain:

zvmv = zlKlRv (K l)
−1

ml + KvTv . (5)
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Depth from a virtual camera zv can be assumed arbitrary as homogeneous co-
ordinates scaled by a constant factor identify the same point. As depth from a
reference camera zl = depth(x, y) we obtain:

zvmv = depth(x, y)KlRv (K l)
−1 (x, y, 1)T + KvTv . (6)

Applying (6) for a point (x, y, 1)T from reference image we can calculate a point
mv on the synthesized image it’s mapped to. Repeating this procedure for all
points from a segmented face region F on a reference image produces a required
novel view.

Visibility problem must be addressed during rendering, as more than one pixel
from a reference image may correspond to the same pixel in a synthesized image.
This is solved using simple z-buffering technique. When 3D point it projected
onto a novel image plane it’s z coordinate is stored in a buffer, arranged as a
two-dimensional array (x,y) with one element for each screen pixel. If another
point of the scene is projected on the same pixel, it’s z-coordinate is compared
with the one stored in the buffer. If it’s closer to the camera image plane it’s
rendered and it’s z coordinate is saved to the z-buffer, replacing the old one.
Example of a rendered image is shown on Fig. 5(a).

2.6 Post Processing

Apart from occlusion additional real-world problems arise during depth-based
image rendering [3]:

– when mapping pixels from a reference image some pixels in synthesized image
are not assigned any value (resampling problem),

– parts of a scene not visible in a reference image may become visible in a
novel view (disocclusion problem).

A solution to resampling issues when standard, two dimensional, image warping
is done, is reverse mapping. Each pixel on a generated image is mapped back
into an original image. When mapped pixel has fractional coordinates and it’s
intensity value is calculated using interpolation (e.g. bilinear). This approach is
not feasible for 3D image warping, as dependency between coordinates of pixels
on a synthesized image and a reference image is not explicit. Two neighborhood
pixels on a reference image may be mapped onto distant points on the synthesized
image, depending on their depth values.

Occlusion problems seems to be even more difficult to tackle, as generally
there’s not possible to get intensity values for points not visible on a reference
image and disoccluded on a synthesized image. Image from the second camera
usually won’t be helpful, as parts of the image e.g. occluded by a nose on a
reference image are also occluded on the second image.

To deal with these problems we successfully use inpainting technique. In-
painting is a process of reconstructing lost or corrupted parts of images using
values from neighborhood pixels. Opposite to simple interpolation, this tech-
nique attempts to continue the isophotes (lines of equal gray value) as smoothly
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(a) (b)

Fig. 5. Synthesized view from a novel viewpoint

as possible inside the reconstructed region, in order to produce a perceptually
plausible reconstruction. Telea inpainting algorithm [6] is deployed and results
are visible on Fig. 5(b).

3 Conclusions and Future Work

Proposed method renders visually satisfactory novel views, as can be seen on
Fig. 5(b) where a face frontal view was generated based on a pair of stereo
images from Fig. 2. Although there are some difficulties which still must be
solved:

– There are significant holes in a created disparity map, especially near the
high curvature regions (e.g. nose). This causes holes on a rendered view
which are not accurately filled by inpainting technique. Improvement in a
depth map calculation algorithm will be beneficial.

– Due to occlusion some areas of the face cannot be rendered properly. Esti-
mation of the face orientation and using of symmetry assumption may allow
to solve this issue.

Although visual results are encouraging the proposed method was not yet tested
with image-based face recognition system so it was not proved that it’s beneficial
for face recognition purposes. Next step is a creation of an image-based face
recognition system, using one of the standard methods (e.g. PCA - eigenfaces)
to prove that proposed technique is advantageous for use in a biometric system
as it can partially alleviate dependency of head orientation.

References

1. Blanz, W., Vetter, T.: Face Recognition Based on Fitting a 3D Morphable Model.

IEEE Transactions on Pattern Analysis and Machine Intelligence 25(9), 1063–1074

(2003)



56 J. Komorowski and P. Rokita

2. Bradski, G., Kaehler, A.: Learning OpenCV. O’Reilly Media, Sebastopol (2008)

3. Fehn, C.: Depth-Image Based Rendering (DIBR), Compression and Transmission

for a New Approach on 3D-TV. In: Proceedings of the SPIE, Stereoscopic Displays

and Virtual Reality Systems XI, vol. 5291, pp. 93–104 (2004)

4. Hirschmuller, H.: Accurate and Efficient Stereo Processing by Semi-Global Match-

ing and Mutual Information. In: Proceedings of the 2005 IEEE Computer Society

Conference on Computer Vision and Pattern Recognition, CVPR 2005, vol. 2, pp.

807–814 (2005)

5. Scharstein, D., Szeliski, R.: A taxonomy and evaluation of dense two-frame stereo

correspondence algorithms. International Journal of Computer Vision 47(1-3)

(April 2002)

6. Telea, A.: An image inpainting technique based on the fast marching method.

Journal of Graphics, Gpu, and Game Tools 9(1), 23–34 (2004)

7. Schreer, O., Kauff, P., Sikora, T.: 3D Videocommunication Algorithms, concepts,

and real-time systems in human centered communication. John Wiley & Sons, Ltd.,

Chichester (2005)

8. Zhao, W., Chellappa, R.: Image-based Face Recognition: Issues and Methods. In:

Javidi, B., Dekker, M. (eds.) Image Recognition and Classification, pp. 375–402

(2002)

9. Zhao, W., Chellappa, R., Rosenfeld, A., Phillips, P.: Face Recognition: A Literature

Survey. ACM Computing Surveys, 399–458 (2003)

10. Zhang, Z.: A flexible new technique for camera calibration. IEEE Transactions on

Pattern Analysis and Machine Intelligence 22(11), 1330–1334 (2000)



Outer Surface Reconstruction for 3D Fractured
Objects

Anatoly Kornev1, Laurent Babout1, Marcin Janaszewski1, and Hugues Talbot2

1 Computer Engineering Department, Technical University of �Lódź
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Abstract. We study surface reconstruction using a combination of ani-

sotropic Gaussian filter and image segmentation technique -the minimum

surface method. Anisotropic Gaussian filtering allows to manage a con-

trast between intensities of the discontinuity and the object in a desired

direction. The minimum surface method detects properly outer bound-

aries even affected by boundary leakage in the vicinity of blurred edges.

The algorithm is tested on a set of real 3D images of large corrosion

cracks in stainless steel that initiated at the surface of the tested sam-

ples. Results are presented and discussed.

Keywords: CT, Image Segmentation, Gaussian Filtering, Minimal

Surface.

1 Introduction

The detection and extraction of cracks or discontinuities are among the com-
mon problems found in material science which utilize image analysis to obtain
microstructural information. Nowadays, the results of 3D image processing as-
sist in the design of new materials and calculation of mechanical, physical and
chemical properties. Some of the problems that can be found in the analysis is
an estimation of the damage of broken materials. That leads to the separation of
the cracks from the environment. However, this can be a challenge if the cracks
initiate at the surface of the sample and propagate in the bulk of the material.
This is encountered frequently during service where degradation process is gen-
erated from external solicitation such as fatigue [1,2] or environmental induced
cracking [3].

The problem definition is as follows (see Fig.1). On the scene we have a
fractured object with a large number (e.g. > 20) of discontinuities or cracks
surrounded by air. The intensity of air color is assumed constant everywhere
and differ from the object color. The cracks together with the environment may
be easily segmented by simple thresholding. The task is to extract the cracks
from the environment or find the boundary Γh of fractured object.
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Fig. 1. The geometry of the problem

The existing methods of surface restoration for fractured objects handle it
mainly by two steps. Firstly detect borders of all holes and discontinuities. In two
dimensions (2D) it is a well-known procedure but its complexity and probable
errors will increase when detection moves to 3D. Secondly interpolate or extrapo-
late the surface using border points and available algorithm from computational
mathematics. Historically, in the computer aided design (CAD) applications the
B-spline interpolation was utilized [4,5,6]. The marching cubes [7] also belongs to
the interpolation technique. Both are based on the triangular mesh generation.
The additional geometric partial differential equations were introduced in [8,9]
to generate a mesh or to find an indicator function [10] and to restore a surface
further. In [8,10] there are good reviews of related work. All above mentioned
methods will require detection of crack boundaries and computing of either a
mesh or additional geometrical parameters.

Deformable models [11,12], active surface [13] and active volume models [14]
serve primarily for segmentation purposes but may be applied to surface re-
construction with substantial modifications. The recent technique [15] based on
membrane potentials is best suited to recover smooth surfaces from noisy and
sparse data sets. Therefore the input for the method is noisy point clouds on the
existing surface.

2 Proposed Approach

For our 3D image samples the number of features to be extracted, i.e. cracks
that initiate at the surface of the sample, is large and needs to be processed
automatically. Therefore we proposed a method which avoids manual detection
of crack borders. Firstly we process an image using anisotropic Gaussian filter
in the direction parallel to the longitudinal axis of the object (assuming that
the sample at best is straight and at worst, has a reasonable bending). The role
of the Gaussian filter is to decrease the contrast between the intensities of the
object and the crack, especially in places were the crack opening is large (e.g.
> 20 voxels). Secondly we segment the processed image affected by boundary
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leakage in the vicinity of blurred edges using minimum surface algorithm [16].
The algorithm is designed especially to detect degraded objects and to minimize
their boundary length.

A Gaussian filtering is generated by convolving an image with a kernel of
Gaussian values

I(x) =
1

(2πσ2)3/2
exp− x2+y2+z2

2σ2 ∗Io(x), (1)

where Io and I are original and filtered images, x = (x, y, z) is a Cartesian
coordinate system, and σ is the standard deviation.

For simplicity, let us obtain the formula for oriented Gaussian filter in 2D and
consider coordinate system adapted to object boundary, e.g. u-axis and v-axis
are parallel and perpendicular to the longitudinal axis of the object, respectively.
The transformation from (x, y) to adapted coordinate system (u, v) will be

(
u
v

)
=

(
cosφ sinφ
−sinφ cosφ

) (
x
y

)
, (2)

where φ is an angle between x and u axes. We want to use oriented anisotropic
Gaussian filtering [18,19] along coordinate u only, therefore

I =
1

(2πσ2)1/2
exp− u2

2σ2 ∗Io. (3)

The filtered image is after processed using the minimal surface method that is
described below. Note that a more detailed description of the method can be
found in [16,17].

Let G be a Riemannian metric on Ω, a compact subset of IRn. Let us consider
two disjoint subsets of Ω : the source So (i.e. an input object that is used as
starting object for the flow propagation. Usually, this input object is the seg-
mented sample) and the sink Si (e.g. an object that bounds the input object and
in which the flow is contained). Let all closed hyper-surfaces s (not necessarily
connected) be those that contain the source and do not contain the sink. The
energy or cost E of s can be defined as follows:

E(s) =
∮

s

dG. (4)

The geodesic metric G is given by

dG = g(x)dx =
dx

1 + (∇I)2
, (5)

where ∇I is the gradient of the intensity of gray color. The minimum surface can
be computed using the well-known Ford and Fulkerson(FF) maximum flow graph
algorithm [20]. This corresponds to the well-known Graph-Cut (GC) problem.
However, GC presents metrication artifacts, meaning that the computed minimal
surfaces tend to follow the principal directions of the grid. Here we require an
isotropic solution, which continuous maximum flows (CMF) can provide.
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Therefore the CMF framework is applied. The set of points is replaced by
a continuous scalar field - pressure P and the set of the edges is replaced by a
continuous vector field -flow F. The continuous maximal flow system is described
by the following equations:

∂P
∂τ = −∇ · F,

∂F
∂τ = −∇P,
| F |≤ g.

(6)

Here pressure P is forced to 1 on the source and 0 on the sink images. In the
formulas the standard conventions are used. The vectors have three components,
for example F = (F1, F2, F3). The unit vectors along each axis are ik, k = 1, 2, 3.
Also the standard operations with vectors are defined, for example (x1, x2, x3)+
i2 = (x1, x2 + 1, x3).

The equations (6) are approximated on a staggered grid using the explicit
Euler scheme in time t = τn, 0 < n < N and space x1 = hi, 0 < i < K; x2 =
hj, 0 < j < L; x3 = hm, 0 < m < M ; N, K, L, M = const. Initial conditions may
be chosen as P = 0 except at the source and the sink, and F = 0 everywhere.
The iteration begins with updating the pressure

P n+1
i,j,m = P n

i,j,m − τ(outFn
i,j,m −inFn

i,j,m) · i. (7)

Then, from (6) the flow H without constraint will be

outHn
i,j,m · ik −outFn

i,j,m · ik =
= −τ(P n+1((i, j, m) + ik)− P n+1(i, j, m)),

inHn
i,j,m · ik −inFn

i,j,m · ik =
= −τ(P n+1(i, j, m)− P n+1((i, j, m)− ik)), k = 1, 2, 3

(8)

Please note that for P, F, H: P n(i, j, m) ≡ P n
i,j,m and outFn(i, j, m) · ik =

=in Fn((i, j, m) + ik) · ik, k = 1, 2, 3.

3 Results and Conclusion

The proposed method (3),(6)-(8) was evaluated using a set of 3D CT images
which corresponds to stress corrosion cracking in a stainless steel specimen [3]
which presents very wide cracks that initiated at the surface of the sample. The
specimen has an original cylindrical shape that has been deformed and bent
due to the propagation of the cracks. However, the shape distortion is relatively
small and the assumption that it is still close to a cylindrical shape is valid.
Therefore, the orientation of anisotropic Gaussian filtering which coincides with
the longitudinal axis of the cylinder, is acceptable in first approximation. A pos-
sible improvement would be to extract the local orientation of the cylinder from
a curvilinear skeleton of the sample and uses it to orientate the unidirectional
Gaussian filter. From Fig. 2 it is clear that the proposed technique is able to
handle the objects broken up to parts - see, for example, the first column.
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Fig. 2. The restoration of 3D fractured object. The first row is the original images and

the second is the result of processing.

Fig. 3. The dependency of the reconstruction from the value of Gaussian deviation

(columns) and the size of source (rows)

The reconstruction of the sample depends on a number of parameters. Our
calculation shows that the most important influence is generated by the Gaussian
deviation. The second one which also contributes to the desired result is the size
of source which is used by the minimum surface method. Fig. 3 shows these
dependencies. The original object is depicted in light gray, the environment is
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Fig. 4. The volume of crack vs. the standard Gaussian deviation

Fig. 5. The three-dimensional view of the restored object: a) the original object, b)

the reconstructed object and c) the crack

in black and the results of restoration are in dark gray color. It can be seen
that the accuracy of the restoration of the different fractured parts into the 3D
object is increased when the deviation is changed from 1 to 8 and the size of
source is changed from 50% to 100% of the radius of the original sample. The
evolution of the crack volume, measured in voxels, as a function of the standard
Gaussian deviation is presented in Fig. 4 for the source of 100% of the radius
of the original sample. It can be seen that the calculated volume stabilizes for
devitation larger than 8. Another quantitative analysis might be also performed.
As the correct shape of the repaired sample is known, one can calculate deviation
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of the approximated shape of outer surface from the correct one. Such analysis
will be presented in the extended version of the paper.

Finally, the three-dimensional view of one of the restored objects is presented
in Fig. 5: source is 100% and σ = 8. The complementary part of the sample
that corresponds to the cracks is in dark gray color. Our method enables to
reconstruct the outer surface of the object which presents a large number of
discontinuities. The latter one can after be separated from the environment and
the object with standard histogram based segmentation (see Fig. 5 c).

The standard approaches for surface restoration like B-spline approximation
are clearly inefficient to process objects with many discontinuities. The proposed
method doesn’t depend on a number of cracks and demonstrates more flexibility.
In this context it opens promising directions for research. Future work will ad-
dress the processing of objects with a higher rate of damage and more complex
bent shapes.
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Abstract. With computer vision playing more and more important role

in robotics, it became clear that a new approach, standardizing the

method of vision subsystems development and testing, is required. This

paper presents FraDIA, a vision framework, that can work as a stand–

alone application, as well as a vision subsystem of the MRROC++
based robotic controllers. The framework description emphasizes its ar-

chitecture and methods of vision tasks implementation. The diversity of

presented robotic tasks utilizing the framework prove its usability.

1 Introduction

Robotic controllers utilizing vision require special submodules, able to aggregate
visual data in real–time. The article focuses on the problem of construction of
such submodules. The first paper part contains a description of few real–time vi-
sion systems and presents an existing trend in robotics for vision subsystems de-
velopment. The second describes the FraDIA vision framework and elaborated
approach for vision tasks creation and management. In the last part selected
vision–based robotic applications confirming framework usability are presented,
without going deep into details of their implementation.

2 Related Work

Machine vision has gained much attention through last few decades, thus mul-
tiple computer vision libraries and frameworks were developed. The selection
focuses only on frameworks that are presented as versatile enough for real–
time vision applications. The Machine Vision Toolkit (MVT) [4] is a MATLAB
toolkit, providing many functions useful in machine vision and vision-based con-
trol, from image acquisition, through preprocessing, to visual Jacobians and
camera calibration. The authors claim that utilizing MVT, with input from a
camera and output to a robot (not provided), it would be possible to implement
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a visual servo system entirely in MATLAB. The TRIPOD (Template for Real-
time Image Processing Development) [7] is a software framework designed for
didactic purposes. It includes interfaces to the video hardware and a graphical
user interface to simplify code development. The software provides a pointer to
the frame pixel data to enable developer to focus on image processing.

The ViSP (Visual Servoing Platform) [3] is a modular software environment
featuring independence with respect to the hardware, simplicity, extendibility
and portability. Besides algorithms for real-time tracking and vision–based con-
trol, ViSP provides also an interface with various classical frame grabbers.

One of the common features of the above are low–level hardware drivers for
image acquisition. Their main disadvantage is that the claimed real–time de-
pends mostly on the skills of programmer implementing given vision task and
the experience shows that most of self–made implementations of e.g. preprocess-
ing or image segmentation are very inefficient. This is the reason why roboticists
started to search and encapsulate in their vision subsystems existing, efficient
libraries for computer vision – and OpenCV (Open Source Computer Vision
Library) [1] is one of the best known, offering enormous number of high–efficient
image processing, analysis and recognition algorithms.

Mentioning only few projects utilizing the OpenCV, the RoboTIS group is
developing a package which provides a toolkit and a set of dedicated to computer
vision, OpenCV–based components for the OROCOS (Open RObot COntrol
Software) [2]. The toolkit includes an image class, defined as a shared pointer
on standard OpenCV IplImage structures and set of components – drivers for
frame grabbers, image and video writers and readers. The YARP (Yet Another
Robot Platform) [6] contains a libYARP sig module for signal (speech and vi-
sion) processing tasks and in case of vision there exists an interface between the
yarpImage structure and IplImage, which enables the usage of OpenCV vision
subroutines. The JAMF Attention Modeling Framework [8] is a distributed,
component–based framework, in which not only images are stored as IplImage,
but also the whole communication between components is carried out exclu-
sively by passing pointers to instances of OpenCV matrix type CvMat, a flexible
structure that can represent matrices using any basic numeric type.

The MRROC++ (Multi–Robot Research Oriented Controller) [9,10] is a
distributed robotic framework, facilitating the implementation of multi–robot
system controllers. Its usage was successfully verified in multiple diverse robotic
tasks, utilizing e.g. visual servoing, force–control or two–handed manipulation.
Most of the historical MRROC++ vision–based applications were written each
time from the scratch, thus there was a gap for a specialized vision subsystem,
filled by FraDIA (Framework for Digital Image Analysis). Besides subroutines
for image acquisition and methods for communication with rest of the MR-
ROC++ processes, the FraDIA also imposes a method of vision tasks im-
plementation. It relies on the OpenCV and adopts the IplImage structure as
main image representation. In order to create a scalable and easy to expand
graphical user interface (GUI), the FLTK (Fast, Light Toolkit) library was
used.
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3 The Framework Structure

FraDIA is a framework, written mostly in C++ (in an objective manner) and
composing of a components library with patterns for their usage. Those pat-
terns impose general implementation method of image processing and analysis
algorithms as well as construction of user interface, which might be required for
algorithms management and testing. It was important to develop mechanisms
which will simplify the process of vision tasks creation, enable switching between
different tasks during the application work and, moreover, will offer clear method
of their separation. In order to create a general management mechanism dealing
with any number of kernels, each of them is encapsulated in a separate dynamic
library – shared object (SO) in case of the Linux OS.

Fig. 1. FraDIA structure

On the other hand, FraDIA is an application, executed under the control of
the Linux OS, divided into (fig. 1):

– frozen shell, responsible for image acquisition from different sources, tasks
switching, communication, etc.

– exchangeable kernel, called task, which consists of a set of classes and func-
tions utilized for solution of given vision task (image processing and analysis).

3.1 Kernels

Each kernel (task) consists of two major elements:

– image processor, containing image processing and analysis algorithm,
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– task panel, a part of the graphical interface, through which user can change
algorithm parameters, its working modes, etc.

The tasks manager is responsible for kernels management – their loading from
SOs and switching. All shared libraries, located in the same directory as the
FraDIA application, are automatically loaded and verified during the applica-
tion start. The verification process validates the presence of a required interface
in the given library – a task interface, consisting of two functions returning im-
age processor and task panel objects. The task manager also creates a menu
with successfully loaded tasks names, through which user can switch tasks (cur-
rently running task is stopped and the one selected is activated). Tasks can also
be switched during the application work if a special command from the MR-
ROC++ is received. State diagram of a single kernel is presented in fig. 2. Only
one task can be in the Running state at given moment and FraDIA must suc-
cessfully load at least one kernel. If multiple kernels were loaded, the first loaded
is activated by default. However, there is also an option to pass the default kernel
name as a parameter from the command line.

Fig. 2. State diagram of a single kernel

3.2 Application Threads

FraDIA is a multi–threaded application. Major threads elements, as well as the
elements belonging to the active task, are presented in fig. 3. Mechanisms of in-
ternal (inter–thread) communication and data synchronization are implemented
in the process shell, thus are task independent.

The main thread is the Image Acquisition and Processing Thread, responsible
for a cyclic retrieving of an image from the source and passing it to the active
image processor in order to execute the vision task.

The Interface Thread is responsible for displaying of the graphical user inter-
face and handling user events (e.g. button pressing).

The External Communication Thread is responsible for communication with
external processes. From the MRROC++ point of view FraDIA plays a role
of a process specialized for aggregation of vision data. The framework is retriev-
ing and processing images independently of the MRROC++, simultaneously
listening for its commands – if such will come, it will send back the newest results
of task execution, e.g. the location of a detected object.
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Fig. 3. Diagram presenting FraDIA threads and their major elements – arrows rep-

resent events (commands) passed between adequate objects in different threads

3.3 Image Sources

It was important to create a possibility to implement and test vision tasks off–
line (that is without the access to the vision hardware) and afterwards, when
the algorithm will be working properly, to run it (without any additional lines
of code) on cameras. Currently there are four different sources of images: V4L–
based source responsible for acquisition of images from analog cameras, source
retrieving frames from movies, source retrieving images from image sequence
and from a single image. The framework also enables recording frames retrieved
from camera (as single images or whole movies). All those functions, as well as
sources switching, are implemented in the FraDIA shell.

4 Selected Applications

4.1 Hand–Eye Calibration

In order to use a gripper–mounted camera (EIH from Eye–In–Hand) for a robotic
task, the camera position and orientation with respect to the gripper frame must
be known. The problem of determining the relation is known as the hand–eye
calibration and it can be resolved by moving the manipulator and observing
the resulting camera motion in reference to static object – in this case a chess-
board was used (fig. 4a). The whole process was divided into two phases: data
acquisition phase and calibration computations phase.

The goal of the first phase was to gather calibration data, consisting of pairs of
end-effector poses in two different reference frames (first related to the manipu-
lator base and second related to the chessboard location) from multiple different
positions in operational space. The gathered data was later used in the computa-
tions phase, in which the relation was determined in a non–linear optimization.
In this application FraDIA was utilized to determine the location of the camera
in the reference frame related to the chessboard.
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4.2 Robot–World Calibration

When using a camera statically mounted above the manipulator operational
space (SAC from Stand–Alone Camera) transformations from the world frame
to the robot base as well as camera frames must be known. This calibration
task was also divided into data acquisition and calibration computations phases.
The gathered data consisted of end-effector pose in relation to its base and pose
of specially marked calibration tile held by manipulator (fig. 4c) in the camera
frame. In this case FraDIA was utilized for localization of the calibration tile.

(a) (b)

Fig. 4. (a) The Hand–Eye calibration: manipulator over the calibration pattern, (b)

The Robot–World calibration: manipulator holding calibration tile in its gripper

4.3 Utilization of the Haar Classifier for Object Grasping

In this task FraDIA was used for two purposes: training of a hierarchical Haar
classifier and afterwards utilization of the trained classifier for object localization
and grasping. Training required preparation of a set of hundreds of pictures with
both positive and negative samples, which was partially automated – a movie
with moving object of interest was recorded and set as a FraDIA source. User
had to set regions of interest (ROIs) on few movie frames (e.q. the first and
last one). Remaining frames were automatically approximated (ROIs position
and size). When user confirmed the correctness of ROIs on every frame, a set
of pictures were generated, which was later used as an input for Haar classifier
training process. During the object grasping FraDIA was switched to task which
utilized the trained classifier to locate the objects position and pass it to the
MRROC++.

4.4 Robot Playing Checkers

In case of robot playing checkers the FraDIA was utilized in two different modes
and in both the EIH camera was used (fig. 6a). In first mode it had to analyze the
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(a) (b)

Fig. 5. Utilization of the Haar Classifier for object grasping: (a) The IRp–6 manipulator

above the object of interest, (b) – view from the Eye–In–Hand camera

(a) (b)

Fig. 6. (a) The IRp–6 playing checkers, (b) Robotic system solving the Rubik’s Cube

checkers board in order to monitor game state. If opponent’s move was detected,
FraDIA passed the checkers board state to the MRROC++, which searched
for the next sub–optimal move (α − β pruning). During the pawn grasping (a
stage of the move execution) the FraDIA task goal was to return the position
of selected pawn (utilization of visual servoing).

4.5 Localization and Identification of the Rubik’s Cube

The Rubik’s Cube solving robotic system consisted of two IRp-6 manipulators,
each equipped with an EIH camera and a force sensor [9]. In the primal solution
the Cube state was identified by a dedicated subsystem, thus later it was replaced
by the algorithm implemented in FraDIA. For details please refer to the [5][9].

5 Summary and Future Plans

The paper presented the FraDIA vision framework, which strength is the facili-
tation and standardization of vision subsystems development. The encapsulation
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of the OpenCV enabled users to utilize its high–efficient subroutines, which re-
sulted in the real–time vision–loop closure in various robotic applications.

Currently FraDIA is moving towards the component–based architecture, en-
abling the creation of processing streams from combination of multiple prede-
fined, lightweight components. Besides others, the goal requires to refactor the
existing sources in a component manner and to break the strongly coupled data
flow between sources and image processors.

Fast, digital cameras are highly demanded from the robotic point of view (e.g.
for visual servoing), thus a new source (an acquisition card driver for digital
cameras with Camera Link interface) is being developed. In order to process
such amount of data we are also working on the utilization of the GPU (Graphics
Processing Units) for low level image processing and future extraction.
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of Science and Higher Education grant N514 1287 33.
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Abstract. In this paper we present the methods used for the analysis

of video based on mutual information. We propose a novel method of

abrupt cut detection and a novel objective method for measuring the

quality of video. In the field of abrupt cut detection we improve the ex-

isting method based on mutual information. The novelty of our method

is in combining the motion prediction and the mutual information. Our

approach provides higher robustness to object and camera motion. Ac-

cording to the objective method for measuring the quality of video, it is

based on calculation the mutual information between the frame from the

original sequence and the corresponding frame from the test sequence.

We compare results of the proposed method with commonly used ob-

jective methods for measuring the video quality. Results show that our

method correlates with the standardized method and the distance met-

ric, so it is possible to replace a more complex method with our simpler

method.

Keywords: mutual information, shot detection, abrupt cut, video qual-

ity, objective method, SSIM, VQM, PSNR, Minkowski-form distance.

1 Introduction

The twentieth century brought many innovations and inventions. One of the
most widespread and popular innovations is video in all its variations like cin-
ema, television, videoconference etc. As the number of users, asking for transfer
of video increases, the quality of video becomes more important. Providers of
video services try to reduce the bandwidth and memory storage required for
their services to lower the costs affiliated with video providing. Due to this fact
it is important to provide a sufficient quality to satisfy user’s requirements for
the charge of the video streaming services. Thus the measuring of video qual-
ity plays an important role. Recently, the evaluation of video quality has been
mostly focused on the quality of service. The quality measurements were of-
ten performed by subjective assessment methods which anticipate more directly
the viewer’s reactions [1]. But subjective methods are time-consuming and ad-
ministratively difficult (to achieve the standard viewing condition, assessment
procedure etc.). Therefore the objective methods are used to correlate with the
results of subjective methods [1,2,3,4].
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We present a novel objective method for evaluation quality of video based on
calculating the mutual information and compare this method with commonly
used objective methods.

Progress in the multimedia compression technology and computer perfor-
mance has led to the widespread availability of digital video. The way how to
find an exact video is a very important field of the research. The basic element
of video sequences is a shot. The shot is defined as a sequence of consecutive
frames caught by one camera in single time and action. Video shot boundary
detection is the first step toward the high level video content analysis. Two shots
can be combined by an abrupt cut or a gradual transition. The abrupt cut is an
instantaneous transition of the content from one shot to another without any
special effects. It is a direct change of shots. The gradual transition is a transition
where special effects are used to combine two shots artificially.

Different approaches have been proposed to extract shots. The major tech-
niques used for the shot boundary detection are pixel differences, statistical
differences, histogram comparisons [5], edge differences, compression differences
and motion vectors [6,7,8]. In general, abrupt transitions are much more com-
mon than gradual transitions, accounting for over 99% of all transitions found
in a video [9]. Therefore, the correct detection of abrupt shot transitions is a
very important task in the video segmentation and this paper is only focused
on the detection of an abrupt cut. Our aim was to improve the existing method
proposed by Cernekova [10]. This method uses the mutual information, but it is
very sensitive to object or camera motion. We propose a method for the abrupt
cut detection, which combines the mutual information and the motion predic-
tion. The results were verified with RGB and YUV format and compared with
the results of the original method.

2 Mutual Information

The mutual information measures the amount of information about random
variable X conveyed to random variable Y. For a video it is calculated for two
successive frames for each RGB or YUV component separately [10]. For the
calculation we need matrices CK

t,t+1, cK
t and cK

t+1 where K indicates RGB or YUV
component. We consider the video sequence with pixel intensity in the range
from 0 to N − 1. NxN matrix CK

t,t+1 carries the transition of the pixel intensity
between the frames ft and ft+1. Each matrix element CK

t,t+1(i, j) shows a number
of pixels with the intensity i in the frame ft, which changes to the intensity level
j in the frame ft+1 divided by the number of pixels in the frame. Matrices cK

t

and cK
t+1 have dimension 1xN and their elements cK

t (i) or cK
t+1(j) show the total

number of pixels with the intensity level i in the frame ft, respectively with the
level j in the frame ft+1 divided by number of pixels in the frame. The mutual
information IK

t,t+1 for each RGB or YUV component is expressed by [10]:

IK
t,t+1 =

N−1∑
i=0

N−1∑
j=0

CK
t,t+1(i, j)ln

CK
t,t+1(i, j)

cK
t (i)cK

t+1(j)
. (1)
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And the total mutual information for RGB format is given by:

IRGB
t,t+1 = IR

t,t+1 + IG
t,t+1 + IB

t,t+1 . (2)

And for YUV format:

IY UV
t,t+1 = IY

t,t+1 + IU
t,t+1 + IV

t,t+1 . (3)

3 Abrupt Cut Detection

We used the approach proposed by Cernekova [10] based on the mutual informa-
tion. The novelty of our method is in combining the mutual information and the
motion prediction. At first, we calculated the motion prediction for each frame.
We used the standard hierarchical motion estimation for frame-based compres-
sion with the value of maximum displacement 15. Then the mutual information
is calculated. Small value of the mutual information It,t+1 indicates an abrupt
cut. We confirmed the effectiveness of our method through a test experiment.
For test purposes we created a video sequence at QCIF resolution (176 x 144
pixels) with 3 abrupt cuts. The test video sequence consists of parts of four stan-
dard test sequences coastguard qcif, hall qcif, miss-america qcif and suzie qcif.
Fig. 1 displays one pair of frames of the test sequence without (for the original
method computation) and with the motion prediction (for computation of the
proposed novel method).

The values of the mutual information are determined for each component
for both format Y, U, V, R, G and B and subsequently total value for YUV
and RGB. The result of the abrupt cut detection for RGB and YUV format
is shown on Fig. 2. The first graph is for RGB, the second one presents YUV

Fig. 1. Example of frames in Suzie sequence: (a) without motion prediction and (b)

with motion prediction
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Fig. 2. Plot of total mutual information for: (a) RGB format and (b) YUV format

format. Each graph displays results for the original method and for our improved
method (marked with the word pred).

Three shots were detected by both methods; they are represented by a signif-
icant decrease in the value of the mutual information. The values of the mutual
information for abrupt cuts are the same for the original and our method, but our
method with the motion prediction provides a higher rate for all others frames.
If we use threshold for the abrupt cut detection, we can set higher values for
threshold for the proposed method without risking a false detection. In compar-
ison of the results for RGB and YUV format, YUV gives a smoother graph. It is
seen for example at the intervals between the frames 21 and 41 or between the
frames 75 and 80.

The next step how to compare obtained results and find another method for
the cut detection was to evaluate the difference between the successive pairs of
the calculated mutual information. Similar approach was proposed in [11] for the
technique of the gradual transition detection. The difference between the pair
of the mutual information of successive frames IK

t,t+i+1 and IK
t,t+i+2 is expressed

by:
diffK

t+i,t+i+1 =| IK
t,t+i+1 − IK

t,t+i+2 | . (4)

With effort to provide as fair comparison of the original and the proposed method
as possible, we normalized all values of the computed difference to the maximum
value 1. In other words, we found the value of the global maximum for each
difference function and divided every its value by the found maximum.
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After this step the functions of difference are normalized and can obtain val-
ues only in the range from 0 to 1. An example of the normalized difference is
presented on Fig. 3 for both tested formats (also an example of threshold is dis-
played). We can see that the graph for RGB is wavier than the graph for YUV
format. According to the method comparison, the proposed method gives better
results - it is noticeable at frame number 25, where the value of the normalized
difference is much higher for the original method. If we set the threshold value
to 0,14 for YUV format or 0,12 for RGB format, it would cause a false detection
of the forth abrupt cut (between frames 25 and 30) in the video sequence for
the original method. The proposed method would detect only three existing cuts
and avoid false detection for this value of threshold.

Fig. 3. Plot of normalized difference for: (a) RGB format and (b) YUV format

4 Evaluation of Video Quality

Another way how to use mutual information for video analyses is to evaluate the
quality of video. In our method we calculated the mutual information between
two frames, a frame from the original sequence fx and the corresponding frame
from the test sequence fy, where x and y is an ordinal number of the actual
frame. Thus we meditate only cases where x = y. To verify the relevance, we
compared the proposed method with Peak Signal-to-Noise Ratio [1], Video Qual-
ity Metric [12], Structural Similarity Index [13,14] and Minkowski-form distance
with r=3 [15] as representatives of commonly used objective methods.
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Fig. 4. Comparison between: (a) PSNR in dB and mutual information, left Y-axis

represents PSNR in decibels (gray curve), right Y-axis represents mutual information

(black curve) and (b) VQM and mutual information, left Y-axis represents VQM (gray

curve), right Y-axis represents mutual information (black curve)

Fig. 4 shows amount of the mutual information for each frame in comparison
of PSNR. Note that Y-axis for the mutual information has descending order,
thus the run of both metrics are similar but turned vice versa. It means that
the increasing of the PSNR means the fall of the mutual information or in other
words, when two frames become more different, they are more independent,
PSNR is growing and the mutual information is decreasing.

The comparison of the standardized metric VQM and the mutual information
between the original and the test sequence is shown on Fig. 4. The trend of both
curves is very similar but turned vice versa (Y-axis for the mutual information
has opposite order) same as for PSNR. When the frame from the original and the
test sequence differ in more pixels (due to noise, etc.), the quality is worse, VQM
is rising and the mutual information is falling down. Mutual information peaks
occur slightly behind the VQM peaks. Just one of the VQM peaks which appear
in the frame 236 does not correspond with the peak of mutual information.

Fig. 5. Comparison between: (a) SSIM and mutual information, left Y-axis represents

SSIM (gray curve), right Y-axis represents mutual information (black curve) and (b)

Mikowski-form distance and mutual information, left Y-axis represents Mikowski-form

distance (gray curve), right Y-axis represents mutual information (black curve)
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Fig. 5 shows the runs of SSIM metric in gray and the mutual information in
black. Values of both curves differ in many frames, rising of the mutual infor-
mation does not correspond with an apparent equivalent change of SSIM run
(rising or falling down). So the trend of both metrics is not similar as in cases of
PSNR and VQM metrics. Results for comparing the mutual information and the
Mikowski-form distance are shown on Fig. 5. Trends of both metrics are similar.
Rising of the Minkowski-form distance, means rising of the mutual information
and its fallings means falling of the Minkowski-form distance. Mutual informa-
tion peaks are sharper thus the values are higher but they occur almost at the
same frames as peaks for Minkowski-form distance (mutual information peaks
appear few frames later).

5 Conclusion

In this paper we have proposed novel methods for video analysis: a method of the
abrupt cut detection and an objective method for measuring the video quality.
The novelty of this abrupt cut detection method is in combining the motion
prediction and the mutual information. We confirmed the effectiveness of our
method by a test experiment and compared the obtain result with a method
based only on the mutual information. The proposed method gives better results.
It provides higher robustness to object and camera motion and avoids false cut
detection.

The advantage of our method for measuring the video quality is in its easy
computation and that it does not have any special demanding. We compared
this method with four metrics: Peak Signal-to-Noise Ratio, VQM, Structural
Similarity Index and Minkowski-form distance metric. Results show that the
mutual information is suitable for measuring the quality of video and can replace
VQM or PSNR metric.

For future work, we would like to propose a method of the abrupt cut detection
from the view of coder logic, where the predicted frame will be compared with
the previous frame from the original sequence without the motion prediction.
According to the method for measuring the quality of video, we want to run
a more complex set of experiments with different video sequences to prove the
relevance of the proposed method.

Acknowledgments. Research described in the paper was financially supported
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Abstract. One important aspect of digital image processing is the re-

moval of glitches from the measured data, particularly from observations

of physical phenomenons. We propose an approach which realises valid

results that have nearly no restoration artefacts. It is based on a further

developed state of the art regularisation principle - the restriction of the

degrees of freedom of the solution-describing model. The key idea is to

use parameterised image elements instead of single pixels which are de-

termined jointly in a bayesian estimation. However, the long duration of

a restoration using such an approach is a problem in many applications.

This article presents a technique how to speed up this method and re-

duce the runtime using the example of restoration of kelvin probe force

microscopy-data.

Keywords: restoration, regularisation, deconvolution, degree of free-

dom, GPU.

1 Introduction

Generally, a goal of digital image processing is to gain information from two-
dimensional measured data. It turns out to be a problem that usually all data is
blurry and noisy due to the measuring-process. In order to retrieve meaningful
information from the data the corruptions must be removed as well as a possible
lack of information must be compensated.

For this purpose a variety of methods have been developed. These methods
reach from simple linear deconvolution techniques through bayesian approaches.
The latter try to find the real data in an iterative, well-posed process. By es-
timating the cause of the data, these methods try to maximise the likelihood
between measured and real data using a predefined imaging model. In addition,
these methods allow to incorporate as many a-priori knowledge of a suitable
solution into the restoration process as can be expressed mathematically.

However, the majority of the known methods carry out the restoration of the
measured data using a given pixelgrid. Every pixel corresponds to one degree-of-
freedomthathas tobedetermined. In real situations thedistributionof information
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doesn’t have to fit the given grid. There may be cells that contain too few informa-
tion as well as cells that contain a lot of information. As a result the estimation may
overfit or underfit the data locally, which leads to undesired artefacts.

Hence, an improved, modern approach is a method that restricts the possible
dof’s to a minimum required number. The dof-restricting approach tries to find
the underlying cause of the data by estimating both, the undisturbed data as
well as a model that describes the appearance of the data. Unfortunately the
dof-restricting method suffers from two problems. First, it is very hard to find
parameter settings that lead to good results. Second, this approach needs a very
long time until the restoration is done and a result is available. It is therefore
not possible to easily retrieve the best parameter settings in a heuristic way.

To speedup the method it is executed in parallel. With today’s graphics
adapters (GPU) and their highly parallel architecture it is possible to swap
out expensive calculations and process them in parallel on the GPU. This ar-
ticle presents the prerequisites for using the described acceleration as well as
the results of the restoration of nanoscaled data obtained via kelvin probe force
microscopy (KPFM) using a dof-restricting approach.

2 Regularised Approaches for KPFM-Measured Data
Deconvolution

As shown in [1] deterministic (ideal) measured KPFM-data is linearly connected
to the real potential by a convolution. Like in most real world systems the data is
corrupted by mostly stochastic measurement uncertainties. Besides, some natu-
rally deterministic factors, e.g. random line offsets, are also put in the same class.
In our case it could be shown that each measured KPFM data point contains
the real unknown signal value and an additive signal-independent random value.
Related to the two-dimensional data domain of the measured data the overall
noise process may be considered as pointwise stationary, normal distributed and
without any lateral dependency [1]. Thus, our data formation model will be
completed by an appropriate noise term N (see figure 1).

The estimation of the measured data underlying unknown physical cause φ̃ can
be found in our case by deconvolution. Thereby, formally the following operation
takes place.

φ̃ = KPFM−1{φMess,n} ∈ Φ → Φ = {φ̃ |KPFM{φ} = φMess} . (1)

For that reason a reliable knowledge of the deterministic parts of the data for-
mation model, the system operator KPFM{}, is absolutely necessary.

Due to the incomplete information within the data and the corruption of the
measured data the resulting solution set of the deconvolution operation Φ com-
prises a big amount of possible solutions. Vica versa, each element of this solution
set acts from the view of the system operator as an equivalent indiscernible single
solution.

Because of the loss of information within the measured data the selection of
a solution could not be done solely from the data. The discrepancy between
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potential

φ(x, y)

LSI – system
KPFM{}

φMess(x, y)

+

φMess = KPFM{φ} + N

noise N

φMess,n(x, y)

measured
potential

φ̃ = KPFM−1 {φMess,n} ∈ Φ

Φ =
{

φ̃
∣∣∣
(
KPFM{φ̃} − φMess

)
= N

}

Fig. 1. Linear model for the data degradation in KPFM-mode and its use for the data

restoration process

the number of degrees-of-freedom used in the restoration and the corrupted and
incomplete information in the data is usually denoted as an ill-posed problem. If
disregarded, the solution will be arbitrary and the result which is fully covered
with restoration artefacts is not suitable for further data processing or evaluation.
A common approach to overcome these inherent problems is to put some well-
posed elements into the procedures to solve this known ill-posed inverse problem.
The so called regularisation introduce knowledge about a plausible solution into
the restoration process. So a selection from the solution set must be done in the
sense of both, the needs of the data and the needs of the available knowledge.
Besides, the regularisation give us more stability within the restoration progress.

In our case, the restoration of recorded physical phenomena, we have to highly
stress the selection of the used method. A universal and minimal restrictive
approach for the problem regularisation will be given by a adaptively restriction
of the degrees-of-freedom (dof) which form a possible solution.

2.1 Regularisation by a Dof-restricted Approach

The regularisation by a dof-restricted solution belongs to the class of modern
und most powerful approaches in the field of image data restoration. The ori-
gins of this method and the ideas of using multiscaled and multiformed image
elements (pixons) for the composition of a solution are given in [2]. This ap-
proach was already adapted and applied sucessfully by the authors in the field
of astronomical image restoration in the past [3].

Basically, the key idea is to restrict the dof’s of the solution composition in
that kind to realise a solution which shows both a minimal complexity (minimal
dofs) and a sufficient ability to reproduce all deterministic parts of the measured
data (the so called minimal goodness-of-fit). Because the need for restriction is
different in various regions of the data, a pixon-based image model will be used
which consists of elements of diffent shape and size (according to [2] so called
macro pixels or pixons). The selection of the appropriate image elements take



84 T. Kubertschak et al.

place locally, adapted to the needs of both the measured data and the deducible
structure of the solution (see below). This kind of a data-adaptive solution com-
position is particularly suitable for inhomogeneous structured data underlying
signals. Restoring artefacts as a result of a missing restriction of the dofs will
be suppressed automatically because the complexitity of the needed composi-
tion must not be increased without any further benefit in the goodness-of-fit.
Despite of its potential, this approach is minimal restrictive in comparision to
other known approaches which use primitives to be combined in solution as well.

A wider application of this advanced restoration method in the field of the
scientific data analysis is opposed to the typical runtime to realise such solutions
so far. A practicable answer could be to restrict the amount and variety of image
elements, e.g. use only isotropic elements with rough increments as used in [3].
On the other side, doing this restricts the applicability and the full potential of
the method could not be tapped. The application of this method starts usually
with a specific parameterisation. Until today this is a heuristic process which is
done based on test runs on preselected data parts. This process is also affected
negatively by the significant runtime.

Our current application could vastely benefit if a more comprehensive image
element basis with isotropic and anisotropic elements is available [1]. This comes
to multivariate image element models which bring severe requirements to the for-
mulation and implementation of an adapted pixon-based restoration procedure.
If we realise a procedure which is easy to handle and results in solutions with
acceptable runtimes a new quality will be achieved.

2.2 Some More Details of the Proposed Dof-restricted Restoration
with Multivariate Image Elements

Our proposed method / algorithm is characterised by a solution composition in
a two-dimensional discrete domain based on two separate parts, the so called
pixelwise signal-correlation-pairs. In the so called fuzzy correlation approach
adjacent image elements share some of each other’s signal instead of having
hard boundaries. The first component, the signal part Sφ, is a two-dimensional
scalar field. It contains the signals that are related to each image element. The
second component, the correlation part Cφ, is generally a multidimensional field
with as many dimensions as the amount of parameters of the multivariate image
element basis. A solution φ̃ is realised by local convolution based on the signal-
correlation-pairs. In the practical case of a shape-description by an image element
feature vector δi at position i follows

φ̃(x, y)→ φ̃ix·Δx,iy·Δy = φ̃i (2)

φ̃i = (S̃φ ∗ c̃(δi))i =
∑

j

s̃j · c̃(δi)i−j . (3)

We propose a feature vector which is composed of the scale, the eccentricity
and the rotation angle. The solution component Sφ is in principle most widely
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uncorrelated. Hence, it is possible to use additional regularisation techniques
which require such a signal feature, e.g. maximum entropy.

To find an estimation of both solution components we use a bayesian estima-
tion procedure. There the joint probability p(S̃φ, C̃φ | φMess,n) will be maximised
in a cyclic way until some criterion is reached. Attending to our bayesian view
onto the restoration problem the role and interpretation of the components of
the resulting cost functions as posterior, likelihood and prior are defined. To
restrict the amount of solution parameters that have to be estimated and to
decrease the complexity of the cost functions we do an optimisation based on
marginal distributions, meaning in each cycle each solution component is found
separately one after another whereby the other is held as a constant. This pro-
cedure is also advantageous because the stationary solution component can be
used to control an additional regularisation of the others. Hence, one cycle t
consists of two steps:

Step 1: Image model (parameter) estimation C̃φt - local correlation part of the
solution (Sφ0 = S̃φt−1)

Step 2: Estimation of the signal part S̃φt of the solution (Cφ0 = C̃φt)

A particular importance belongs to the prior of step 1. To determine this prior the
effective degree-of-freedom of a single image element eDOF(δ) is proposed [1].
This definition is valid for any case of a general multivariate parameterised image
element c(δ) as shown in formula 3. The eDOF can be calculated easily from
its parameter vector δ. The independent single pixel is the upper bound which
realises an eDOF-value of eDOF(δ1) = 1.0. The amount of all effective dof’s
builds the overall degree-of-freedom of a so called dof-restricted solution DOF.
Its maximum value, the amount of image pixels, marks the DOF of the measured
data. This resulting heuristic prior increases if the overall degree-of-freedom of
the solution decreases. The regularisation constant which weights the role of the
prior related to the data driven likelihood can be determined adaptively based
on the local goodness-of-fit at the current point φ̃. To estimate this constant an
evidence estimation scheme has to be installed. At the moment we prefer the
first option instead.

p(C̃φ(δ), Sφ0) =
∏

i

e−α(φ̃)·eDOF(δi) = e−
∑

i α(φ̃)·eDOF(δi) . (4)

The estimation of the parameters that optimise the different cost functions at
each sub-step is done by using a conjugated gradient method. In the case of
the proposed image elements all parts to make the optimisation possible can be
calculated by local convolution with precalculated kernels of image elements or
its partial derivatives. These local convolutions are efficiently done by using a
fast fourier transform (FFT). Former investigations show that a main part of
the overall runtime is required to do a lot, meaning normally several 100000’s,
of these FFT-operations. This overall runtime can be essential affected by the
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kind of how the fast fourier transform is done. In our view this will be a crucial
point of the further actions.

3 Speeding Up with CUDA

The compute unified device architecture (CUDA) is a concept designed by
NVIDIA to use the graphics adapter for general purpose calculations. The ad-
vantages of using the GPU are an increased performance compared to the CPU
and the capability to work in a highly parallel manner. It is therefore possible
to greatly speed up problems or parts of them, if they can be parallelised in
a SIMD-fashion. That is, the same instruction can be carried out on different
parts of data.
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Fig. 2. Physical structure of a CUDA-capable device (accoring to [4])

The enormous acceleration is possible due to a special architecture of CUDA-
capable devices ([4]). As depicted in figure 2 the graphics adapter consists of
a certain amout of multiprocessors that consists of a set of processors. Every
processor is able to execute a single instruction on a different part of the data.
The resulting speedup of an algorithm is of the same order of magnitude as the
number of simultaneously processible data.

Another advantage of CUDA is the ease of programming. The term CUDA
does not only describe a way how to build hardware. Moreover it is the name of
an interface to easily write programs that run on the GPU. Therefore, NVIDIA
provides the programmer within its CUDA API with a package of valueable tools.
Besides two useful libraries for calculation of the FFT and matrix-operations a
simple extension to the C-programming language is provided.

4 Results

For accelerating an algorithm with CUDA it has to fulfill certain conditions. The
algorithm or at least parts of it must be capable of being executed in parallel.
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Fig. 3. Topography measured with AFM (top), measured potential (center) and re-

constructed potential (bottom) of the BAM-L200 standard

That means there have to be parts in the algorithm where single instructions are
applied to different portions of the data. Fortunately, the restoration algorithm
include parts that can easily be parallelised.

As noted in section 2, one part of the estimation of the real image is the calcu-
lation of various convolutions and thus utilising the FFT algorithm. For instance,
the reconstruction of the KPFM-data depicted in figure 3 requires more than
55.000 FFTs to be computed. Executing the FFT in parallel would yield in a
neat acceleration of the algorithm. Fortunately, the FFT is very suitable for par-
allelisation through its recursive structure. With this knowledge, the restoration
algorithm was modified to use CUDA for its expensive FFT calculations.

First results of the modified algorithm are illustrated in figure 3. It shows the
topography, the measured potential and the reconstructed data of the nanoscale
sample BAM-L200 with a size of 1200nm × 150nm (1024 × 128 pixel). The
results are quite good, although just a simple set of image elements was used. As
depicted, the restored data has an improved resolution over the measured one.
As the comparison with the topography shows, there is still room for further
improvement, even though one must take into account that both images are of
different underlying physical cause.

However, the main reason for an improvement with CUDA was the long run-
time of the algorithm on the CPU. This goal could be reached. The restoration
shown in figure 3 required only 12 minutes and 30 seconds on a NVIDIA Tesla
C870 GPU. Compared to a similar implementation for the CPU, this is an ac-
celaration of approximately factor four. Similar results could be achieved with
other samples and correspond to those in [5].

Additionaly, it has to be mentioned, that the factor of accelaration depends
on the data itself. With a growing image-size, the speedup increases until the
size reaches a certain boundary. With a larger amount of data more pixels can
be dealt with in the same period of time. A similar behavior was observed in [5]
and [6] for the parallel execution of the FFT. Thus, with a larger amount of data
a better speedup may be expected although there is a hardware-side limitation
through transferrates of the pci-express bus.
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5 Conclusion

This article presented a method how to accelerate the lengthy runtime of a state-
of-the-art dof-restricting restoration approach along with its possible speedup.
As demonstrated, the utilisation of the graphics adapter with CUDA is a feasible
way for accelerating many algorithms in digital image processing as long as they
are capable of being executed in parallel.

The accelerated algorithm will be the starting point for further improvements.
For instance, it is now possible to work with an enlarged set of data in a passable
amount of time. Furthermore it is possible to ease the heuristic determination
of optimal parameter settings of the presented restoration algorithm and thus
improve the quality of the reconstruction.

For further acceleration of the algorithm, more effort will be made. The algo-
rithm will be examined to find other parts that are adequate for parallelisation.
It is planed to fully implement the algorithm for the graphics adapter, hence
utilising its full potential.

Our next task in the reconstruction of kelvin probe force microscopy-data will
be the enhancement of the reconstruction-quality. We will consider two things
to achieve this: First, the parameterisation will be improved. Second, we will
examine image elements that are more complex and thus are more suitable for
the expected deterministic nanoscaled structures. Both are greatly simplified
through the revised algorithm.
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Abstract. In this paper we present a method that can be used with

algorithms requiring the presence of multiple data elements at the last

step of z-buffer based rasterization pipeline. The work presented here-in

gives a ground for solutions to problems of order independent trans-

parency; semi-transparent light occluders; non-uniform, light scattering

media and visualization of voxel based data. It can also enable the in-

teractive graphics researchers to adapt some algorithms previously only

found in off-line solutions. Its general form also allows it to work seam-

lessly with hardware-accelerated multi-sampling techniques. The contri-

butions of this work include:
– general description of the data structures used in sparse to dense

buffer condensation process;

– mapping of the general structures into actual hardware resources;

– rendering process for multi-layered sparse framebuffer;

– condensing the sparse buffer into dense fragment list buffer;

– mapping the list buffer into displayable framebuffer.

1 Introduction

Traditional, hardware-accelerated rendering architectures such as OpenGL [1] or
Direct3D [2] work by converting three-dimensional objects represented as sets
of polygons to a flat, two-dimensional framebuffers. This process is commonly
known as hardware-accelerated rasterization. Throughout years each new gener-
ation of hardware was similar to the last one in terms of its basic functionality.
Although we gained restricted programmable access to the rasterizing pipeline,
its underlying structure remained the same. Accepting restrictions of data el-
ements independence and processing homogeneity, allows many data elements
to be processed at the same time in similar fashion (data parallelism) and to
process independent objects at different stages of pipeline (task parallelism). If
we consider all pipeline stages in different hardware generations, one of them
remains notably unchanged. It is the final picture element composition engine.
Only recently, we obtained less strict access to data gathering parts of these so-
called raster operations [3] [4]. But sometimes we need to know more about the
output data then simply the color and window space depth. The best example
here can be visualization of semi-transparent surfaces. It is also present in basic
polygon-based rasterization [5] as well as in volume element (voxel) methods [6].
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2 Related Work

Bavoil et al. [7] generalized the concept of so called k-buffer, first proposed by
Callahan et al. [8] for the purpose of direct rendering of volume data sets. They
present their algorithm as requiring only single geometry pass. K-buffer can be
used to perform final fragment composition for three-dimensional scenes with a
limited ordering of its geometrical primitives. They describe k-buffer as a data
structure holding some limited, constant number of k data elements for each
pixel. This data structure is operated upon by using Read-Modify-Write (RMW)
operations, distinguishing given usage by using custom Modify operation. They
note that implementing k-buffer on current hardware could lead to possible race
conditions, due to undefined geometry rasterization order. In their work they
divide previous algorithms into two groups according to the number of geometry
passes that they require.

The first group lists single-pass algorithms:

– Catmull’s [10] Z-buffer – for storing single data element for each pixel;
– Carpenter’s [8] A-buffer – storing unbound number of data elements

per-pixel;
– Wittenbrink’s [11] R-buffer – using FIFO queue for storage;
– Z3-buffer – using element merging in case of an overflow.

The second group lists multi-pass algorithms, that is:

– F-buffer – similar to R-buffer, but unsorted and requiring the geometric
primitives to be rendered in an intended order;

– Depth peeling - dividing primitives into sorted subsets;
– Vis-Sort - using occlusion queries for sorting convex objects;

The usage patterns of a k-buffer are divided into two groups:

– data driven – storing fixed number of data elements for each pixel;
– process driven – defined mainly by the Modify operation.

The first of them practically uses k-buffer’s data storage as a cache for
multi-argument operation. They also propose two modifications to hardware-
accelerators that would enable the direct implementation of a k-buffer. Both of
them can potentially lead to serious hampering of performance due to invading
into processing order or cache policies. Bavoil also describes a sample imple-
mentation using hardware-accelerated OpenGL [12].But his solution can lead to
artifacts connected to undefined processing order in current hardware. To avoid
memory RMW hazards, they propose to group geometric objects or their prim-
itives into non-screen-space-overlapping sets. They summarize their findings by
listing timing values that result from using k-buffer for depth peeling. The listed
values can be described as being relatively interactive and strongly shaped by
used RMW artifacts reduction method.

Other most popular way of storing multiple data elements per-pixel is the
so-called a-buffer first proposed by Carpenter [9]. It works by storing values in a
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list for each frame-buffer pixel. In practice its use is limited by hardware mem-
ory constraints or method used for its construction. For instance using multi-
sampled-anti-aliased (MSAA) framebuffer to store the consecutive list values
[13], we are effectively limited by the number of color samples. In [13] Myers and
Bavoil proposed using stencil test to route separate buffer values into separate
pixel samples in a MSAA framebuffer. They used the configurable multi-sampling
mask [14] to change particular color sample. They also proposed using hardware
occlusion queries [15] to find cases of buffer overflow. Using MSAA to route
values also prevents them from using it in its intended way.

We consider our method to be most similar to the original concept of an a-
buffer [9], that is we do not pose any harsh restriction through rendering method
used like in [13]. Our method is also similar to Myers a-buffer [9] – it uses
stencil- and alpha-tests to properly store the incoming values, but by not using
MSAA to route values, we can use it in traditional multi-sampled rendering.
Additionaly by using MRT [19] in place of multi-layer geometry shader [16] [17]
sparse framebuffer rendering, we allow our solution to work even on Direct3D 9
level hardware.

3 The l-buffer

In this section we present our concept of so called l-buffer (abbreviated from
layered and list buffers). We describe it in terms of a general three-dimensional
visualization API such as OpenGL [1] or Direct3D [2]. We intended to keep our
solution as abstract as possible. This paper presents a general concept of our
solution and leaves the implementation details to future publications.

Similarly as an a-buffer, the l-buffer can potentially store unlimited number of
data elements per-pixel. Structure-wise it is most similar to a deque container,
storing references to multiple fragment lists of varying length in a pixel indexed
array. We present it as a storage mechanism, not restricting its usage pattern by
forcing the method of content modification. This paper describes only operations
that are interesting from the data container point of view. In the next couple of
subsections we outline the process of building l-buffer from image data. To keep
the description high-level enough we introduce some general terms (for instance:
count buffer), that can be easily mapped into hardware components (such as
stencil buffer). When there is a straight functionality mapping of given term to
hardware resource, we rather use the hardware derived name. Our algorithm can
be conceptually divided into a series of steps:

1. Render into two-dimensional count-buffer;
2. Reduce the two-dimensional count-buffer;
3. Allocate sparse two-dimensional layered buffer;

(a) Allocate sparse attribute buffer;
(b) Allocate sparse count buffer;
(c) Initialize the layers of the count-buffer;

4. Render into the two-dimensional layered buffer;
5. Calculate the one-dimensional map buffer;
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(a) Allocate address buffer;
(b) Allocate offset buffer;
(c) Allocate count buffer;
(d) Clear the offset buffer;
(e) Initialize the count buffer;

6. Allocate and fill the dense one-dimensional list buffer;
(a) Allocate dense attribute buffer;
(b) Gather sparse buffer into dense list buffer using map buffer;

7. Process the contetns of list buffer;
8. Scatter the dense buffer into displayable framebuffer using map buffer.

3.1 Step One: Render into Two-Dimensional Count-Buffer

We start by rendering geometry into so called two-dimensional count-buffer (see
fig. 1). It can be viewed as functionally equivalent to a stencil buffer:

– it contents can be cleared to 0;
– it contents can be incremented by polygon’s fragments;
– it can be read or written, but not read-written at the same time.

To ease the access to its contents in further processing and assure that its values
can be represented in broad enough range, we propose the alpha part of a color
buffer to be used for its implementation. The rendering into this buffer should
be enclosed into occlusion query, that can count the number of all rendered
fragments. After this step, each of the pixels of a count buffer holds the number of
covering fragments. Having the final contents of the count-buffer we can perform
one additional occlusion query, drawing a full screen quad with count test set to
pass on not equal to reference value that should be set to zero. The count buffer
should be left unchanged. Alternatively we could find the number of non-empty
pixels during count-buffer reduction (see next subsection).

Fig. 1. Rendering of two overlapping primitives into a count buffer
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3.2 Step Two: Reduce the Count-Buffer

In this step we get the maximum number of fragments per-pixel. It can be
performed for instance as two-dimensional folding of the buffer while choosing
the maximum value from each of the four pixels of the folded count-buffer (see
fig. 2). This value will be used as the layer count in the layered framebuffer.

3.3 Step Three: Allocate Sparse Two-Dimensional Layered Buffer
and Initialize the Layers of Its Count-Buffer

Next we allocate sparse two-dimensional layered buffer, capable of holding max-
imum number of fragments per-pixel (see fig. 2). Each layer of the buffer should
contain both attribute- and count-buffer. The count-buffer will be used to route
rendered fragments into separate layers. Next the count portion of the two-
dimensional sparse layered buffer is initialized with numbers – starting at two
up to the number of layers plus one. The shift in smallest count index should
allow us to easily detect overflow cases.

Fig. 2. Reducing the count buffer and allocating the sparse two-dimensional buffer

3.4 Step Four: Render into the Two-Dimensional Layered Buffer

Next we render all geometry into all layers of the sparse buffer (see fig. 3). The
count-buffer operation should be set to decrement with saturation to zero. The
count-buffer test should be set to pass for pixels with count-buffer values equal
to two. We therefore use the count-buffer as a routing mechanism, writing-out
incoming fragments into next available layer. After this step, the fragments are
arranged into dense per-pixel lists. But the two-dimensional buffer is sparse,
because it has some unused pixels due to the need of independence between
parallel pipelines. It may need to be performed couple of times for different
object groups. In particular when the maximal fragment count, found earlier,
exceeds (due to memory constraints) the maximal dimensions restriction for
two-dimensional texture array object [17]. In this case we should repeat this
and subsequent steps until all geometric primitives have been accounted for. To
detect the case of an overflow, we can draw a full screen quad into the last layer
of the count-buffer with count test set to pass on equal to zero. We can use
boolean occlusion queries [18] to detect the overflow cases.
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Fig. 3. The count and attribute parts of the sparse buffer

3.5 Step Five: Calculate the One-Dimensional Map Buffer

In this step we create a buffer holding the address and offset of the pixel in a
sparse layered-buffer (see fig. 4). This portion of the map buffer should be able
to store two-component integer vectors. The second portion should be able to
store integer scalars and to increment its entries by a given integer value. Just
like in the two-dimensional sparse buffer’s case we will also need a count buffer
to route memory writes into subsequent map buffer entries. Summing up, the
map buffer should consist of three one-dimensional sub-buffers, that is:

– a two-component integer address buffer;
– a one-component integer offset buffer;
– a one-component integer count buffer.

The size in terms of the number of entries for each sub-buffer of the map buffer
should be equal to the number of non-empty sparse buffer pixels that we have
found in the first or second step. We should start by initializing the contents of
the count sub-buffer with element indexes going from one up to the number of
non-empty pixels in the sparse buffer. The offset sub-buffer should be initialized
to zero for each entry. The filling process for this buffer should go as follows:

1. For each non-empty entry in the sparse two-dimensional layered buffer.
(a) Write its address into all unmasked entries in the address buffer.
(b) Add the number of fragments to all unmasked entries in the offset buffer.
(c) Decrement by one with saturation to zero all entries in the count buffer.

2. Shift the contents of the offset buffer to the right by one, filling with zero.

Given entry in buffer is unmasked, if the corresponding entry in count buffer is
greater then zero. After this step the map buffer should contain for the first of
its entries the address of the first processed non-empty pixel of the sparse buffer
and zero in the offset and count buffer. The last entry in the map buffer will
hold the address of the last processed non-empty pixel and the offset equal to
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the number of all fragments in the sparse buffer minus the number of fragments
for the last non-empty pixel. To process only the non-empty pixels in the sparse
buffer we can either use vertex shader, outputting line primitives covering whole
map buffer and invalid (clipped) vertexes for the empty ones. We could also use
geometry shader to construct such line primitives on the fly. If due to memory
constraints we were unable to create sufficiently large two-dimensional sparse
buffer and thus were forced to resort to the multi-pass approach, we should
properly increment the contents of the offset buffer after each pass.

Fig. 4. The map buffer after processing of three non-empty pixels. Note that the pixels

may be processed in unspecified order and thus the map buffer may be unordered.

3.6 Step Six: Allocate and Fill the Dense One-Dimensional List
Buffer

We should then allocate one-dimensional dense buffer able to hold all non-empty
attribute entries from the two-dimensional sparse buffer. Therefore its size should
be equal to the fragment count obtained in the first step. Having the map buffer
ready, we can condense the contents of the sparse attribute buffer into one-
dimensional dense fragment list (see fig. 5):

1. For each element of the map buffer.
(a) Find entries in the sparse buffer corresponding to given address.
(b) Draw a line with first vertex position proportional to the value found in

offset buffer and the last vertex shifted by the value proportional to the
number of entries (in the two-dimensional count buffer, see step one).
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(c) Sample the two-dimensional sparse buffer with pair of first texture co-
ordinate components equal to the address found earlier and the third
component proportional to the range from zero up to the number of
fragments for given pixel minus one.

The second sub-step of the above algorithm can be realized through vertex or
geometry shader analogously as in step five. The third sub-step should optimally
be done with a fragment shader. Just as before, if we use a multi-pass approach
we should properly adjust the input and output coordinates.

After this step we have access to the dense one-dimensional list buffer rep-
resentation of the sparse buffer. We can now perform a processing algorithm of
choice for its data and when done remap the results back into two-dimensional
displayable framebuffer using the one-dimensional map buffer and a vertex or
geometry shader’s scatter capabilities.

Fig. 5. Data condensation and final composition

4 Conclusion and Future Work

In this paper we have presented the l-buffer concept as a method of condensing
two-dimensional sparse data sets into one-dimensional list. Our algorithm was
designed with parallel implementation on modern graphics hardware in mind.
Therefore it can bring a real breakthrough in interactive graphics by allowing
the researchers to use algorithms up until now found only in offline renderers.
We intentionally decoupled the data condensation from data processing so that
our solution would be general enough to satisfy the needs of all developers.

We look forward to seeing new effects, not applicable to interactive graphics
before, due to its reliance on the aging z-buffer algorithm. We also work on a
reference implementation with multi-pass condensation, to boost the work of
other researchers wanting to apply new algorithms to interactive graphics.
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Abstract. In this paper, we propose a novel ICP variant that uses a

histogram in conjunction with multiple closest points to detect the over-

lap area between range images being registered. Tentative correspon-

dences sharing similar distances are normally all within, or all outside,

the overlap area. Thus, the overlap area can be detected in a bin by bin

batch manner using a histogram. Using multiple closest points is likely

to enlarge the distance difference for tentative correspondences in the

histogram, and pull together the images being registered, facilitating the

overlap area detection. Our experimental results based on real range im-

ages show that the performance of our proposed algorithm enhances the

state of the art.

1 Introduction

Range image registration finds numerous applications in areas such as 3D object
modelling and recognition, computer graphics, virtual reality, reverse engineer-
ing, and industrial inspection. It has thus attracted considerable attention in
the 3D vision community. Research into range image registration techniques has
been driven by the development of 3D laser scanning technologies which provide
easy 3D data acquisition, and the computational power of modern computers
(see Figure 1).

Registration has two goals (i) to establish point correspondences between
overlapping range images, and (ii) to estimate the rigid transformation that
brings one range image into the best possible alignment with the other. The fact
that these two problems must be solved simultaneously complicates the range
image registration process.

1.1 Previous Work

Due to the challenging nature of automatic range image registration, a large
number of algorithms have been developed. Many are based on the iterative
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Fig. 1. Real range images used. Top, left to right: cow60 and 57, tubby100 and 60,

buddha140, 120, and 100; Middle: frog20 and 0, dinosaur36 and 0, buddha0 and 20;

Bottom: buddha40 and 60, duck120, 100, 80 and 60.

closest point (ICP) approach [3], and improved variants [1,9,11,15,16], as well as
other approaches such as feature extraction and matching [6,14], salient point
detection and matching [4], density functions [21], genetic search [12,20], scatter
search [17], visibility classification and modeling [19], M-estimators [2], exhaus-
tive search with limited points [13], graduated assignment [7], and expectation
maximisation [5,8]; many others also exist.

These algorithms belong to three main categories, or a combination of them,
depending on how the correspondences are established: (i) feature extraction
and matching [6,14]; (ii) coarse matching of points in one image to those in an-
other [5,7], and (iii) transformation search and evaluation [17,20]. Each category
has advantages and disadvantages:

– The first class of algorithms can establish correspondences between any two
overlapping range images subject with either small or large transformations,
while the second and third require that the transformation is approximately
known;

– The first class of algorithms has to extract and match geometric and/or
optical features from a structured, a non-structured, or an analytic repre-
sentation of the surface of interest, while the second and third do not have
to perform feature extraction and matching;

– Extraction of features is typically sensitive to noise caused by sampling and
properties of the scanning process, and furthermore, matching of features is
not straightforward because: (a) features should ideally be viewpoint invari-
ant, (b) the similarity metric must allow discrimination of different features;
and (c) a feature in one image may match multiple candidate features in
another, leading to a combinatorial correspondence problem. The second
class of algorithms heavily depends on both optimization and explicit out-
lier treatment. In contrast, while the third class typically has the advantage
of finding the globally optimal solution, they are usually time consuming
and it is difficult to determine appropriate termination conditions.
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In summary, automatic registration of overlapping range images is still not a
fully solved problem.

1.2 Our Approach

The ICP algorithm is a de facto standard technique for registration of overlap-
ping free form shapes for three main reasons: (i) it is not just an algorithm,
but also a methodology, which is widely used for object recognition and data
clustering; (ii) it is theoretically guaranteed to establish high quality tentative
correspondences [10]; and (iii) it is usually employed to refine the registration re-
sults obtained [12]. However, it introduces false correspondences in almost every
iteration caused by inaccurate transformation parameters, occlusion, and ap-
pearance and disappearance of point, and so it has attracted intensive attention
for improvement from the 3D vision community.

The FICP algorithm [15] is mathematically elegant, since it simultaneously
estimates both the overlapping region and the registration parameters by opti-
mizing the root mean squared distance (RMSD) of the tentative correspondences
established using the traditional closest point criterion (CPC). Inspired by the
FICP algorithm, in this paper, we propose a novel ICP variant that uses a
histogram in conjunction with multiple closest points to determine the overlap
area between the range images being registered. If certain correspondences have
similar distances, typically, they will all simultaneously fall either inside or out-
side the overlap area. Thus, detection of the overlap area may be performed
by considering batches. To implement this idea, we employ a histogram of the
squared distances (SDs) between tentative correspondences: all tentative corre-
spondences with similar distances fall into the same bin. The objective function
that minimizes the Euclidean distances between the tentative correspondences
is evaluated for each bin, allowing detection of the overlap area to be done in a
batch manner: if any correspondence from a bin lies in the overlap area, then
all the others in the same bin also lie in the overlap area and vice versa.

The SDs of the tentative correspondences determine their distribution in the
histogram. To enlarge the difference between distances belonging to overlap and
non-overlap areas, we replace the estimate the SD of a tentative correspondence
by the sum of the SDs between a point in one image and a number of closest
points in the other. In the overlap area, such multiple closest points (MCPs)
will not make much difference in the sense of distinguishing between different
correspondences. However, in the non-overlap area, they may cause tentative
correspondences to differ significantly in their SDs and thus fall into different
bins of the histogram, facilitating the differentiation of real correspondences from
false ones. Real correspondences will typically have lower distances.

To evaluate our proposed algorithm, we have also implemented the FICP
algorithm [15] and one of the latest ICP variants, Geometric Primitive ICP (GP-
ICP) [1]. A comparative study was carried out using real range images from a
Minolta Vivid 700 range camera.
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The rest of this paper is structured as follows: Section 2 details our novel
algorithm, Section 3 presents experimental results, and Section 4 draws some
conclusions.

2 Algorithm

Assume that two range images to be registered are represented as two sets of
unorganised points P = {p1, · · · , pn1} and P′ = {p′

1, · · · , p′
n2
}, representing

the same free form shape viewed under a small transformation, such that P
and P′ have a relatively large overlap in 3D space and the pure translation
motion derived from the difference of the centroids of P and P′ provides a good
initial estimate for the transformation, which comprises a rotation matrix R and
translation vector t. Using the traditional ICP criterion [3], a set of tentative
correspondences (pi, p′

c(i)) is obtained between P and P′:

p′
c(i) = argminp′∈P′ ||p′ −Rpi − t|| (1)

where c(i) ∈ [1, n2] is the label of a point in P′: this is a mapping associating
p′

c(i) in P′ with pi in P. The search for a tentative correspondent is determined
by the size of P′. In order to speed up the search for the closest points p′

c(i), an
optimised k-D tree data structure [9], and squared Euclidean distance, rather
than Euclidean distance itself, are employed in our implementation.

2.1 Using a Histogram to Determine Overlap

Having obtained a set of tentative correspondences (pi, p′
c(i)) between P and

P′, the following objective function is used [15] to estimate the rotation matrix
R and translation vector t, and the fractional overlap size f (meaning that fn1

points belong to the overlap region):

FRMSD(P, P′, R, t, f) =
1

fλ

√√√√ 1
|Pf |

∑
pi∈Pf

||p′
c(i) −Rpi − t||2 (2)

where Pf denotes the fn1 points pi ∈ P with smallest distances ||p′
c(i)−Rpi−t||.

We set λ = 3 during the iterative process and λ = 0.95 in a final iteration.
Suppose that certain correspondences have similar distances. Typically, they

will either all be inside or all be outside the overlap area (Figure 2). Thus,
deciding whether particular correspondences belong to the overlap area can be
more effectively determined in batches, which we implement using a histogram.

All tentative correspondences falling in the same bin j have similar SDs di and
are presumed to all be inside or all outside the overlap area. The SDs di can be
approximated as (j+1)h∗

n and j = 0, · · · , s−1 where s is the number of bins and h∗
n

is the bin width. The larger the parameter s, the better the approximation. Using
this approximation, the objective function in Equation 2 can be rewritten as:
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FRMSD(P, P′, R, t, f) =
1

fλ

√√√√ 1
|Pf |

∑
p∈Pf

(j + 1)h∗
n

which counts the number hj of tentative correspondences whose SDs can be
approximated by (j + 1)h∗

n. This is exactly the idea of a histogram. As h∗
n is a

constant, the above objective function can be further rewritten as:

FRMSD(P, P′, R, t, f) =
1

(
∑f

j=0 hj/n1)λ

√√√√
∑f

j=0 hj(j + 1)∑f
j=0 hj

(3)

which calculates the square root of a weighted average of the bin indexes with
weights defined as the frequencies hj of the corresponding bins j.

In practice, we implement the histogram based detection of the overlap area
as follows:

– Use Scott’s method [18] to determine the bin width h∗
n of the histogram:

h∗
n = αdσ/n

1/3
1 (4)

where α is a positive number that reflects the characteristics of the actual
data and dσ is the standard deviation of di = ||p′

c(i) −Rpi − t||2.
– Determine the number s of bins in the histogram: s = (dmax − dmin)/h∗

n

where dmax = maxk dk and dmin = mink dk.
– Construct the histogram H = {h0, h1 · · · , hs−1} of SDs di of all tentative

correspondences where hj is the frequency of (j + 1)h∗
n: hj ← hj + 1, j =

�(di − dmin)/h∗
n)� and i = 1, · · · , n1.

– Compute values Jf of the objective function in Equation 3 by changing
the number f of the bins in the overlap area: Jf = FRMSD(P, P′, R, t, f),
f = 0, · · · , s− 1.

– Select the minimum Jf to determine the points (pi, p′
c(i)) in the overlap area.

Note that the computation of Jf does not involve the actual SDs di of the
tentative correspondences. This is because they are approximated by (j + 1)h∗

n

where h∗
n is a constant. This property provides a novel perspective for detection

of overlap area.

2.2 Using Multiple Closest Points to Reduce Error

Earlier, the SD di of a tentative correspondence (pi, p′
c(i)) was defined as di =

||p′
c(i) −Rpi − t||2. Since di plays a crucial role in determining whether or not

(pi, p′
c(i)) lies in the overlap area and hence will be used for the transformation

re-estimation, its exact form is important. Here, we define it as the sum of the
SDs between Rpi + t and a number m of the closest points in P′ (Figure 2).
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Computation of di can be easily implemented using a k-D tree without requir-
ing significantly more computational time. Multiple closest points (MCPs) have
a potential to play two roles: (i) using MCPs will not make much difference from
using the single closest point in the overlap area between P and P′. However, in
the non-overlap area, it is likely to enlarge the SDs of incorrect correspondences,
thus making detection of the overlap area more robust. Figure 2 shows that the
maximum of the SDs of the tentative correspondences defined over 16 MCPs has
been increased by as much as (1400− 60× 16)/(60× 16)× 100%=45.83%, man-
ifested by the fact that the histogram is more representative of the distribution
of the SDs of the tentative correspondences, and the bins of the histogram are
more scattered; and (ii) they tend to pull together the images being registered
and thus maximize the overlap area.

Second point cloud

First point cloud

1 2 3 4
5

1 2 3 4
5p p p

p

p’ p’ p’ p’
p’

p’6

p

Fig. 2. Top: The histogram of SDs of tentative correspondences defined using 16 closest

points (left) and a single closest point (right) respectively for the duck80 and duck60

images. Bottom: p′
1 and p′

2, p′
3 and p′

4 are two closest points to Rp1 + t and Rp4 + t
respectively. The difference between ||p′

1 −Rp1 − t||2 +||p′
2 −Rp1 − t||2 and ||p′

3 −
Rp4 − t||2+ ||p′

4 −Rp4 − t||2 can be as large as twice that between ||p′
1 −Rp1 − t||2

and ||p′
3 −Rp4 − t||2.

After the overlap area has been detected, the transformation parameters are
estimated using the quaternion least square method [3]. When the difference
of the average SD of the overlapping correspondences between two successive
iterations falls below a threshold (0.000001) or the number of iterations has
exceeded 300, iteration terminates. Since the proposed algorithm is a novel ICP
variant based on the Histogram and Multiple closest points, it is denoted HM-
ICP in the rest of this paper. It has a computational complexity of O(n log n).
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3 Experimental Results

To validate the performance of the proposed HM-ICP algorithm, the FICP algo-
rithm [15] and a recent ICP variant, geometric primitive ICP (GP-ICP) [1] were
also implemented and compared using a Pentium IV, 2.80GHz computer. These
three algorithms employ different strategies for the detection of the overlap area:
(i) sorting di in the FICP algorithm takes time O(n log n), whereas constructing
a histogram has a computational complexity of O(n); (ii) the FICP algorithm
detects the overlap area by considering each correspondence in turn, whereas
the histogram determines the overlap area by considering bins, and there are far
fewer bins than points; (iii) the FICP algorithm uses the same objective function
for the detection of the overlap area and the estimation of the transformation,
while our HM-ICP algorithm separates them; and (iv) while both HM-ICP and
FICP algorithms simultaneously optimize the registration parameters and the
overlap area, the GP-ICP algorithm employs thresholds for the rejection of false
correspondences and minimizes the point to point distance at early stages of
registration and the point to plane distance at later stages.

The comparative study used real range images (Figure 1) downloaded from a
publicly available database hosted at the Signal Analysis and Machine Perception
laboratoryatOhio State University. They were capturedusing a Minolta Vivid 700
range camera, and are all of size of 200× 200 pixels. The purpose of these exper-
iments is threefold: (i) to determine how to set parameters such as the histogram
bin width and the number m of closest points in our HM-ICP algorithm, (ii) to test
whether the histogram and MCPs can effectively detect the overlap area, and (iii)
whether our HM-ICP algorithm advances the state of the art.

To compare the algorithms, we used the average and standard deviation in
millimetres of registration errors of reciprocal correspondences (RCs), the es-
timated rotation angle in degrees of the transformation relative to the ground
truth value, and the time taken in seconds for registration. A reciprocal corre-
spondence (pi, p′

c(i)) is one for which i = c(c(i)), implying that if pi in P finds
p′

c(i) in P′ as a correspondent, p′
c(i) in P′ also finds pi in P as a correspondent.

RCs are often used to measure the performance of registration algorithms as
their determination does not involve any threshold [1,16] and hence unwanted
bias. In Figures 3–5, yellow represents the transformed first image P, and green
represents the second image P′.

3.1 Histogram Bin Width

The SD histogram bin width plays a key role in determining registration errors
and speed. We investigated choice of the bin width by letting α = 0.01, α = 0.1,
and α = 1 in Equation 4; we used the cow60, cow57 and tubby100, tubby60
images from Figure 1 for the experiments. Results are presented in Figure 3 and
Table 1, and show that using a large α = 1 and hence a large bin width provides
only a coarse approximation of the SDs of the tentative correspondences. While
this leads to efficient registration, it gives poor registration results: e.g. the two



Accurate Overlap Area Detection 105

Fig. 3. Registration results for the proposed HM-ICP algorithm using two different

pairs of range images and varying α. Left three: cow60-57; Right three: tubby100-60.

In each case: α = 0.01, α = 0.1, α = 1.

Fig. 4. Registration results for our HM-ICP algorithm applied to different overlap-

ping range images using different values of m. Left three: buddha140-120; Right three:

buddha120-100. In each case: m = 1, m = 16, m = 25.

Fig. 5. Registration results for different algorithms and different range images. Top:

HM-ICP; Middle: FICP; Bottom: GP-ICP. Columns from left to right: frog20-0,

dinosaur36-0, buddha0-20, 20-40, and 40-60; duck80-60, 100-80, and 120-100.
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Table 1. The mean eμ and standard deviation eδ of registration errors in millimetres

for reciprocal correspondences (RCs), known and estimated rotation angles θ and θ̂ in

degrees of the transformation, the number N of RCs, and registration time t in seconds

for our HM-ICP algorithm with varying α

Images α eμ (mm) eδ (mm) θ (◦) θ̂ (◦) N t (sec.)

0.01 0.49 0.19 30.39 3249 9

cow60-57 0.10 0.50 0.19 30 30.17 3255 7

1.00 0.71 0.29 28.80 3215 5

0.01 0.29 0.19 39.13 2056 20

tubby100-60 0.10 0.29 0.19 40 37.96 2053 17

1.00 0.52 0.33 27.31 1649 10

hands of the tubby in the two images are separated. Using a small bin width,
setting α = 0.01, provides a good approximation of the SDs, leading to more
accurate registration results at a cost of increased computational time. α = 0.1
provides a good compromise between accuracy and speed. Thus, in later tests,
we set α = 0.1.

3.2 Number of Closest Points

The number of the closest points has a subtle effect on determination of SDs
for the tentative correspondences. We experimentally investigated the effect of
varying the number m of closest points, setting m = 1, m = 16, and m = 25.
We used the buddha140, buddha120, and buddha120, buddha100 image pairs
in Figure 1 for the experiments. Results are presented in Figure 4 and Table 2,
which show that as expected, a large number of closest points, m = 25, leads to
most accurate registration results but at a cost of greater computational time,
while setting m = 1 increases computational efficiency but produces poorer
results: e.g. the two ears of the buddha in the two images are misplaced. In
practice m = 16 seems a good compromise between accuracy and speed. Thus,
henceforth, we set m = 16.

Table 2. Average eμ and standard deviation eδ of registration errors in millimetres for

RCs, known and estimated rotation angles θ and θ̂ in degrees for the transformation,

the number N of RCs, and registration time t in seconds for our HM-ICP algorithm,

using different numbers m of closest points

Images m eμ (mm) eδ (mm) θ (◦) θ̂ (◦) N t (sec.)

1 0.82 0.39 4.42 8153 58

buddha140-120 16 0.59 0.25 20 20.08 10070 163

25 0.59 0.26 20.21 10097 199

1 0.84 0.45 2.75 8061 30

buddha120-100 16 0.58 0.26 20 20.46 9760 140

25 0.58 0.26 20.46 9755 152
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Table 3. Average eμ and standard deviation eδ registration errors in millimetres for

RCs, known and estimated rotation angles θ and θ̂ in degrees of the transformation,

the number N of RCs, and registration time t in seconds for different algorithms

Images Algorithm eμ (mm) eδ (mm) θ (◦) θ̂ (◦) N t (sec.)

HM-ICP 0.30 0.15 18.84 5806 38

frog20-0 FICP 0.30 0.15 20 18.83 5798 16

GP-ICP 0.31 0.15 18.58 5726 16

HM-ICP 0.60 0.54 35.11 5302 29

dinosaur36-0 FICP 0.56 0.54 36 35.66 5309 23

GP-ICP 1.38 1.41 23.96 3321 31

HM-ICP 0.58 0.24 20.10 11011 137

buddha0-20 FICP 0.81 0.49 20 13.77 9353 64

GP-ICP 0.73 0.32 18.18 10531 29

HM-ICP 0.58 0.25 20.11 10786 130

buddha20-40 FICP 0.71 0.35 20 17.16 9859 58

GP-ICP 0.67 0.27 18.78 10576 29

HM-ICP 0.58 0.25 19.81 10551 115

buddha40-60 FICP 0.58 0.25 20 19.41 10535 51

GP-ICP 0.61 0.25 19.01 10472 26

HM-ICP 0.30 0.17 19.08 7529 87

duck80-60 FICP 0.31 0.18 20 17.77 7517 38

GP-ICP 0.32 0.17 19.39 7454 23

HM-ICP 0.27 0.15 18.06 7229 103

duck100-80 FICP 0.41 0.27 20 6.03 6700 22

GP-ICP 0.28 0.14 18.23 7144 25

HM-ICP 0.27 0.12 19.19 7567 84

duck120-100 FICP 0.30 0.15 20 16.47 7446 38

GP-ICP 0.28 0.12 18.39 7551 27

3.3 Comparative Study

In this section, we compare our new HM-ICP algorithm with FICP and GP-ICP
algorithms using 8 pairs of real overlapping range images shown in Figure 1:
frog20-0, dinosaur36-0, buddha0-20, 20-40, and 40-60, duck80-60, 100-80, and
120-100. The buddha head is of a generally cylindrical shape. The duck head and
belly are of a generally spherical shape. Such shapes are challenging to register,
since simplicity leads to ambiguity in transformation parameters. Results are
presented in Figure 5 and Table 3. Both the HM-ICP and FICP algorithms
produced similar results for the registration of geometrically complex frog20-0
and dinosaur36-0 images. The FICP algorithm had difficulties registering the
buddha and duck images, giving poor average registration errors for reciprocal
correspondences and rotation angle, because (i) a point difference of the objective
function in Equation 2 does not always reflect a difference in the overlap area,
especially when the tentative correspondences have similar distances; and (ii) an
objective function suitable for the transformation estimation is not necessarily
also suitable for detection of the overlap area. Our HM-ICP algorithm produces
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much better results, decreasing the average registration error by up to 17%. As
the FICP algorithm is a refinement algorithm, this error decrease is valuable and
represents a significant achievement. Accurate registration results are manifested
as a large amount of interpenetration [20] between the superimposed images.

The reasons why multiple points in the same bin of the histogram are a
powerful tool for the detection of the overlap area can be explained as follows.
MCPs render the data in the bins in the histogram to become more scattered, as
seen in Figure 2. This facilitates the discrimination of correct correspondences
from false ones. Tentative correspondences in the same scattered bins also play a
role in perturbing the existing registration parameters and thus preventing our
HM-ICP algorithm from converging prematurely. This perturbation arises due
to use of MCPs about the local geometry in the images and relies on accuracy
of the existing registration parameters. This is desirable and in sharp contrast
with the ad hoc random approach [11] that is usually not reliable. Our HM-ICP
algorithm requires an additional computational time of 133% compared to the
FICP algorithm. This is because the latter usually converges prematurely.

Even though the dinosaur36-0 images are geometrically complex, the GP-ICP
algorithm still produced much worse results, with average errors compared to our
HM-ICP algorithm as much as 130% higher. It exhibits a similar behaviour for reg-
istering the geometrically simple buddha and duck images. In this case, it increases
the average error by asmuchas 12%.TheGP-ICP algorithmproducesworse results
because it is difficult to set up thresholds for the rejection of false correspondences.
In the later stages of registration, it also has to invert a matrix to estimate the reg-
istration parameters. When this matrix is close to singular, the estimated registra-
tion parameters are unreliable and may lead the GP-ICP algorithm to fail to find
any true correspondence in the next iteration. On the other hand, it minimizes the
point-to-plane distance, but not the point-to-point distance.

4 Conclusions

This paper has proposed a novel ICP variant that uses both a histogram and
multiple closest points to detect the overlap area during range image registration.
Our experimental results show that accurate detection of the overlap area is
obtained for various real range images even with relatively simple geometry that
is typically more challenging to register. This is because the role of multiple
points in the same scattered bin of the histogram is more pronounced than a
single point in the FICP algorithm [15] in perturbing the existing registration
parameters and helping our HM-ICP algorithm to traverse the local minimum
of the objective function during registration of overlapping range images.

Our HM-ICP algorithm also outperforms the latest ICP variant, Geometric
Primitive ICP (GP-ICP) [1], because our approach simultaneously optimizes
both the overlap area and the registration parameters, while the latter has dif-
ficulty in choosing thresholds for rejection of false correspondences and in min-
imizing the point-to-plane distance. Thus, our HM-ICP algorithm advances the
state of the art for registration of overlapping range images. Future research will
consider how to reduce the computational cost of the HM-ICP algorithm.
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Abstract. The paper presents a new technique for extraction of the

lower mandibular bone boundary on dental panoramic radiographs. The

proposed method can be the first step in examination of the morphology

of the mandibular bone or in the computation of the cortical width. The

described algorithm is robust against presence of the undesired structures

that in an image. The technique was tested on 34 images. The results

obtained are equivalent with the differences between boundaries hand

drawn by radiologists.

1 Introduction

The main goal of the article is to propose an original technique for extraction of
the lower boundary of the mandibular bone on dental panoramic radiographs.
The upper and lower boundaries are important features that can be exploited
to support osteoporosis investigation.

Osteoporosis is characterized by low bone mineral density and is associated
with deterioration of the structure of bone tissues. Osteoporosis is detected
mainly with the double-energy X-ray absorptiometry (DEXA). Unfortunately
this method is very expensive. Therefore, cheaper and more accessible methods
become the area of medical research. Some reports indicate that the use of den-
tal panoramic radiograph (DPR) is helpful in osteoporosis investigation [1, 2].
Horner K. et al. [1] demonstrate that individuals with the cortical width (Fig.
1(a)) below 3mm should be advised on to do further osteoporosis investigation.
One of the last work concludes that measurement of the above mentioned param-
eter is the alternative method of risk assessment for people who have undergone
radiography for the usual dental reasons [2].

Both the cortical width measurement and the morphology examination of the
mandibular bone can be supported by the computer aided system. There are
only few works that present methods for analysis of the mandibular bone on
DPR. One of them [3] uses the active shape models in order to find the upper
and lower boundaries of the mandibular bone. Once the boundaries are located,
the thickness of the bone is measured in different sections. Unfortunately, this
method requires a training data set for which a specialist manually indicates
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the landmark points. Other technique [4] is based on the morphological oper-
ations and the nonlinear filtering. This semi-automatic technique was designed
to compute the cortical width and requires selecting a region of interest and
some landmark points. Traditional edge detection algorithms (Canny detector
[5], LoG (Laplacian of Gaussian) [6] and looking for zero crossing, linear filtering
with Sobel/Prewitt kernel associated with local or global thresholding) are not
appropriate for the extraction of the lower boundary of the mandibular bone.
In contrast to the above mentioned algorithms, the presented method does not
require any training data like in [3] and is automatic once the region of interest
is located.

2 Lower Boundary Extraction

The method of extracting the lower boundary should generates an edge that
is single, continuous and has specific shape. The last condition means that the
shape of the lower boundary can be approximated by the third order polyno-
mial. Traditional edge detection techniques do not meet the above conditions.
Therefore, a new five-step method is developed and described in this section:

1. Region of interest selection,
2. Gradient computation and classification,
3. Initial boundary extraction and approximation,
4. Curve correction,
5. Edge pixels detection.

2.1 Region of Interest Selection

As a first step a specialist (e.g. a radiologist) marks the regions of interest (ROI)
with respect to the points A, B, C (Fig. 1). The first one is the mental foramen
(point A). Points B and C correspond to places where the upper and lower
boundary point lie respectively. ROI cut in the presented way represents the
mandibular bone sufficiently.

Fig. 1. The correctly (a) and incorrectly (b) acquired image. A - the mental foramen,

B - point of the upper boundary, C - point of the lower boundary, |DE| is the cortical

width.
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2.2 Gradient Computation and Classification

The main idea behind the gradient computation is to emphasize the brightness
differences associated with the region of the lower boundary. The gradient image
is computed using multi-scale derivatives of Gaussian kernels to adapt to the
spatial scale of edges in an image [7]. The multi-scale gradient value for a point
in the region of interest is associated with the greatest gradient value at this
point and is computed according to the below equation [8]:

G′(m, n) = max
σ

(Gσ(m, n)) = max
σ

(
√

(Gx,σ(m, n))2 + (Gy,σ(m, n))2) (1)

where Gx,σ(m, n) and Gy,σ(m, n) are values of the directional derivative (hor-
izontal and vertical direction respectively) at point (m,n) for scale σ. These
components are given by:

Gx,σ(m, n) = I(m, n) ∗ ∂Nσ(m, n)
∂n

(2)

Gy,σ(m, n) = I(m, n) ∗ ∂Nσ(m, n)
∂m

(3)

where I is the original image and Nσ(m,n) is the two-dimensional zero-mean
Gaussian function with scale parameter σ. The distribution of the gradient angles
at lower boundary shows that a value of y component of gradient is greater than
zero and a value of x component of gradient is greater or less than zero. Therefore,
the gradient image which is used in the further processing is computed according
to the equations (4) and (5):

GR(m, n) =

{
G′(m, n), Gy,σmax(m, n) ≥ 0 and Gx,σmax(m, n) < 0;
0, otherwise.

(4)

GL(m, n) =

{
G′(m, n), Gy,σmax(m, n) ≥ 0 and Gx,σmax(m, n) > 0;
0, otherwise.

(5)

where σmax corresponds to a scale for which a value of G’(m,n) is the greatest,
GL(m, n) and GR(m, n) denote the gradient value for the left and right side of
an image respectively. In order to decrease the processing time, the range of σ
is restricted to the set {0.5, 1.0, 1.5, 2.0}.

There are three main different structures in the region of interest: air, the
trabecular bone and the mandibular bone. If an image was acquired correctly, the
air area is homogenous. That is why, the gradient values are low. The trabecular
bone exhibits low contrast and is characterized by porous texture. Therefore,
the gradient values are moderate. The lower part of the mandibular bone lies
in the region of high contrast and is described by the high gradient values. The
upper part is associated mainly with low values of gradient. Therefore, three
classes of pixels based on the gradient value can be distinguished. The simple
k-means algorithm is used to classify pixels to one of the three classes. The first
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class comprises points with low level gradient, the second class contains points
whose gradient value is moderate, and the last one is associated with points of
high gradient values.

2.3 Initial Boundary Extraction and Approximation

It can be observed that the lower boundary lies between the lower part of the
mandibular bone and the air. The lower part is associated with points of the high
gradient values (class 3) and points of the air area are associated with the class of
low gradient values (class 1). Therefore, points whose bottom neighbor belongs to
class 1 and upper neighbor belongs to class 3 are selected. Together they form the
initial boundary. It does not correspond with the lower boundary, because the k-
means algorithm does not assure that the boundaries between classes correspond
with edges. However, it can be used as a reference curve that will be moved to-
wards the lower boundary (section 2.5). A description showing step-by-step how
the initial boundary yIB is extracted is presented below:

1. Let k = 1,
2. Find in the k-th column pixels whose upper and lower neighbor belong to

class 3 and 2 respectively,
3. If no pixel was not found, find pixels whose upper and lower neighbor belong

to class 2 and 1 respectively,
4. Check whether at least one pixel was found. If yes, go to the next step,

otherwise k = k+1 and go to 2,
5. From the set of pixels found, select the one which is associated with the

greatest region. Store the location of the chosen pixel,
6. Increase k by 1 if and only if the last column was not reached, otherwise

stop algorithm.

A set of connected pixels creates a group which is called here ”an object”. Pixels
p1 and p2 are connected if and only if p2 is a vertical or horizontal neighbor of p1.
The term ”greatest region” refers to an object created by the greatest number
of points. The initial boundary consists mainly of points of the third class (high
gradient value). The contrast along the lower boundary varies and depends on
noise. Shadows can appear in a specific place in the region of interest if an image
is acquired wrongly (the head position is not set appropriately). Then, the points
of the third class will not be found in that region and point of the second class
are used (gradient value is moderate).

The curve generated in the way described above is not a curve according to
mathematical definition. The method does not ensure that the curve is contin-
uous. In general, it contains many small edges. That is why the curve needs
to be approximated in the next step. The second order polynomial is used to
handle the shape of the lower boundary. Instead of the least square method, the
iterative weighted least square technique is used. The latter is more resistant to
outliers than the former. To simplify further consideration, let the created curve
be called yA1. The next step consists of checking whether the approximation was
done correctly or not.
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2.4 Curve Correction

If an image is highly noised, yA1 curve is usually corrected. The correction process
is iterative and consists of two steps: verification of function monotonicity and
the improvement of the location of initial boundary points.

Verification of Function Monotonicity. The shape of the lower boundary
of the mandibular bone in the region of interest, can be described by the non-
ascending (the right image side) or non-descending function (the left image side).
Points that do not meet this condition are treated as noised. Therefore, they
should be removed and replaced by a segment of the neighbor points of yIB. In
this way, points of yIB are modified.

Improvement of the Location of Initial Boundary Points. Next steps of
the correction process depend on the improvement of the location of yIB points.
The idea behind that is that the points of yIB should lie closely to corresponding
points of yA1. Therefore, two types of points are searched for a column of an
image: points whose upper and lower neighbor belongs to class 3 and class 1
respectively and points whose upper and bottom neighbor belongs to class 2
and class 1 respectively. For each point found, the distance to a point of yA1

in a column is computed. The pixels that belong to class 3 are more important
than points of class 2. Therefore, the computed distance for points of class 3 is
multiplied by 2

3 . The point that is associated with the smallest distance is selected
as the new point of yIB in the considered column. The process is repeated for
every column.

Once, the new points of yIB were selected, the robust approximation with
third order polynomial is carried out (yA2). The approximation correction mod-
ule is repeated until the absolute error between yA1 and yA2 if different than
zero or maximum number of iteration was not reached.

2.5 Edge Pixels Detection

The points of the obtained curve (yA1) do not correspond to edge points. There-
fore, the curve points have to be moved towards the point of the lower boundary.
An edge point is associated with maximum or minimum of the first derivative
of brightness function. That is why the first extreme on the gradient image is
selected for a point of the curve. It is searched in the normal direction to the
curve at this point. The process is repeated for each point of the curve.

The found points (Fig. 2a) should create the lower boundary, unfortunately
they are not connected to each other. To solve the problem, the robust approx-
imation with the third order polynomial is used (Fig. 2b).

3 Experiment and Results

To evaluate the performance of the described technique, two radiologists drew
the lower boundary of the mandibular bone on 34 dental panoramic radiographs.
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Fig. 2. A - edge points overlapped on region of interest, B - final boundary (approxi-

mation with third order polynomial)

The images were provided by the Section of Dental Radiology, Poznan University
of Medical Sciences. They were taken using CRANEX TOME dental panoramic
unit and a DIGORA PCT PSP DIGITAL SCANNER. The presented technique
was implemented using MATLAB. The time of processing of a single image
equaled about 30 seconds.

At the beginning, a set of images was divided by a radiologist into the noise-
free images (17) and the cluttered images (17). An image was classified as a
cluttered one if undesired structures (e.g. shadows) overlapped the region of
interest, otherwise the image was classified as noise-free. Next, two radiologists
drew the lower boundaries which are treated here as the ground-truth curves.
The performance of the described technique is based on the comparative analysis
that was carried out in comparison with the above hand-drawn boundaries.
The measurements were based on the computation how many boundary pixels
generated by the program are placed in a specific region around the ground-
truth boundary (the output values are expressed in percentages). The used term
”region” refers to area related with parameter d ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. It
is limited by two curves that are the translation of the ground-truth curve by d
pixels downwards and upwards. To make the considerations more clear, there is
an example in Fig. 3 which demonstrates the area for d=3. The measurements
were carried out for each image, afterwards the obtained results were averaged
separately both for the set of noise-free images and for the set of cluttered images.
The outcomes of comparative analysis both between radiologists and between
radiologists and program were presented in Table 1 and in Fig. 4. The results

Fig. 3. The illustration demonstrates how the comparative analysis was performed. In

the above situation there are 9
10

(90%) of points that are placed in the region for d=3.
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obtained are equivalent with the differences between boundaries hand drawn by
the radiologists.

Table 1 contains information about mean point to point differences between
manual annotations done by radiologists and the boundary model generated by
program. The table also presents the accuracy of the ASM approach reported by
[3]. The outcomes suggest that the proposed algorithm performs better. However,
they cannot be compared directly. Allen et al. [3] used greater set of images
whose resolution were different (7.69 pixels/mm) than in the present study (11.76
pixels/mm). Furthermore, the worse results of ASM technique are not surprising,
because they refer to both the upper and lower boundary. The extraction of the
upper margin is more difficult, because it exists in a region of lower contrast.

Table 1. Point to point differences (mm) for the whole set of images

Comparison mean(std)

Manual (radiologist 1 and 2) 0.05 (0.04)

ASM approach [3] 0.59 (0.54)

Proposed method 0.14 (0.21)

Fig. 4. The comparative analysis between radiologists (white bars) and between pro-

gram and radiologists (gray bars). The obtained results were presented both for noise-

free images (a) and cluttered images (b).

3.1 Final Comments

The outcomes demonstrate that the differences between boundaries drawn by ra-
diologist 1 and radiologist 2 are comparable with the differences between bound-
aries generated by program and drawn by radiologist 1 and 2. The outcomes are
comparable both for the noise-free images and the cluttered images. Therefore,
it is possible to extract accurately the lower mandibular boundary based on the
described algorithm. The presented technique can be considered as the method
of the extraction of the lower mandibular bone boundary alternative to the
hand-drawn extraction done by a specialist. It is important to highlight that the
described algorithm is robust against the noise that could have been noticed in
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the gathered set of images. The described technique can be helpful in the os-
teoporosis investigation, because it has high accuracy and can be exploited as a
first step in the cortical width measurement and examination of the morphology
of the mandibular bone.
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Abstract. The paper describes a novel segmentation system based on

the combination of Histogram of Oriented Gradients (HOG) descrip-

tors and linear Support Vector Machine (SVM) classification for football

video. Recently, HOG methods were widely used for pedestrian detec-

tion. However, presented experimental results show that combination of

HOG and SVM is very promising for locating and segmenting players.

In proposed system a dominant color based segmentation for football

playfield detection and a 3D playfield modeling based on Hough trans-

form is introduced. Experimental evaluation of the system is done for SD

(720×576) and HD (1280×720) test sequences. Additionally, we test pro-

posed system performance for different lighting conditions (non-uniform

pith lightning, multiple player shadows) as well as for various positions

of the cameras used for acquisition.

1 Introduction

Many approaches to football video segmentation and interpretation have been
proposed in recent years. One of the most interesting techniques are shape
analysis-based approaches used to identify players and ball in the roughly ex-
tracted foreground [1,2] or techniques based on different classification schemes
to segment football players and identify their teams [3,4,5]. However, most of ex-
isting approaches assume specific conditions such as fixed or multiple cameras,
single moving object, and relatively static background. In football video broad-
cast, those strict conditions are not met. First, cameras used to capture sport
events are not fixed and always move in order to follow the players. Secondly, the
broadcasted video is a set of dynamically changed shots selected from multiple
cameras according to broadcast director’s instructions. Third, there are numer-
ous players moving in various directions in the broadcasted video. Moreover, the
background in sports video changes rapidly. These conditions make detection
and tracking of players in broadcasted football video difficult. Therefore, future
approaches should aggregate different techniques to detect and track the objects
in football video.

In this paper a novel approach to football broadcast video segmentation is
proposed. We develop a hybrid segmentation system which uses a dominant

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 118–125, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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color based segmentation for football playfield detection, line detection algorithm
based on the Hough transform to model the playfield and a combination of
Histogram of Oriented Gradients (HOG) descriptors [15] with Support Vector
Machine (SVM) classification [16] to detect players. The system is designed to
detect location and orientation of the playfield as well as detect and track players
on the playfield. Nevertheless the system is still under development and not all
of the features are implemented.

Original contribution of this paper is to apply low complexity techniques with
significant potential, until now, used mostly for pedestrian detection. Therefore,
the aim of this thesis is to explore the aptitude of the above methods and verify
if proposed approach is sufficient for the purpose of segmentation of football
video broadcast.

2 Previous Work

In order to create a complex football video segmentation system several types
of techniques need to be incorporated. Concerning the system presented in this
thesis the following techniques were selected as the most important ones. One
of techniques used for dominant color detection is MPEG-7 dominant color de-
scriptor (DCD), however, it operates on three dimensional color representation
and its results are not illumination independent [6]. Approach [7] is based on
Euclidean distance to trained dominant color in IHS color space. Ren et al. [8]
presented an image block classification method based on color hue variance fol-
lowed by hue value classification by trained Gaussian mixture model. Most of
line detection algorithms are based on Hough transform of binary line image [9]
which can detect presence of a straight line structure and estimate its orientation
and position. Some other approaches use modified Hough transforms like prob-
abilistic Hough transform [10] or Block Hough transform [11] for computation
speed improvements. Thuy et al. [12] proposeed Hough transform modification
which allows line segment detection instead of straight line presence. On the
other hand, random searching methods might be also used. Such methods [13]
incorporate a random searching algorithm which selects two points and checks
whether there is a line between them. Another issue is line image generation.
Here, edge detection approaches and other gradient based techniques perform
best [14].

Object detection is always based on extraction of some characteristic object
features. Dalal et al. [15] introduced a HOG descriptor for the purpose of pedes-
trian detection and achieved good results.

Another important issue in object detection is object classification which sep-
arates objects belonging to different classes to distinguish requested objects from
the others. One of the most commonly used object classifiers is SVM classifier
which has been successfully applied to a wide range of pattern recognition and
classification problems [16,17]. The advantages of SVM compared to other meth-
ods are: 1) better prediction on unseen test data, 2) a unique optimal solution
for training problem, and 3) fewer parameters.
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3 System Overview

To handle specific conditions in segmentation of the football video broadcast a
dedicated system for football player detection was proposed (Fig. 1). The main
operations in the system are: playfield detection, 3D playfield model fitting,
object region recognition and object tracking module.

3.1 Playfield Detection

Information about playfield area position is crucial for further line detection,
player detection and tracking. First, we assume that playfield is a homogenous
region with relatively uniform color hue. Therefore the first step of playfield
detection is vector quantization of color chrominance values. Quantized colors
are then classified based on a-priori green color definition and their joint coverage
area is considered as initial playfield mask. The playfield area is supposed to be
the largest green area in the whole image.

3.2 3D Playfield Model Fitting

Playfield lines are detected using modified Hough transform [11] applied to bi-
nary line image. First step is a playfield lines image generation according to mod-
ified algorithm from [14] followed by thresholding and morphological thinning.
Next, generated image is divided into blocks. For each block line parameters are
estimated for voting procedure in modified Hough transform algorithm. Initial
line candidates are obtained by searching Hough transform parameter space for
local maxima. Then, candidates are refined using linear regression. Refinement
stage is crucial for accuracy and false detection rejection. Candidates with too
large regression error are rejected. Finally, candidates are aggregated based on
their orientation and position. To achieve temporal consistency line candidates
are estimated for each frame independently and aggregated with lines from pre-
vious frames. We use predefined goal area model with appropriate dimension

Fig. 1. Detection system overview
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proportions as a template. For each frame every possible template position is
considered. Each template line is verified against playfield lines on input frame
after transformation to playfield space and a fitting error is computed. Finally,
playfield template position with smallest fitting error is selected.

3.3 Object Region Recognition

Our player detection module is based on HOG descriptor [15]. In order to rep-
resent player shape we use window size of 16×32 pixels. HOG Descriptor block
size is 8 pixels, cell size equals 4 and block stride is also 4. Number of angle
bins is set to 9. We use unsigned gradient and L2Hys [15] block normalization
scheme. Detection is performed using multiple input image scales. Multiple scale
approach ensures proper detection of players regardless of their distance to the
camera. We assume that smallest player size must be at least 16×32 pixels and
the largest can be at most half of the image height.

HOG descriptors are classified by linear SVM algorithm trained on player tem-
plate database. Our player template database contains over 600 vertical frontal
and vertical profile poses as positive examples and over 3000 negative vertical,
non-player images. Positive templates were manually generated, negative exam-
ples were obtained manually and by bootstrapping procedure. We trained three
SVM classifiers working in parallel in order to detect different poses of players:
first one was trained on images with vertical frontal poses, second on vertical
profile poses and the last on joint set of all vertical poses. All SVM classifiers
were using the same negative sample set. If the SVM detector classifies ana-
lyzed image area as belonging to a player class, its location is marked using a
rectangular area, called a bounding box.

Eventually, the considered object detection system uses a post-processing
stage which aggregates resultant player bounding boxes from all SVM classifiers
in order to increase the number of detected objects, decrease false detections rate
and improve segmentation precision. As we observed, a single player can cause
multiple detections at a time and, hence, the resultant bounding boxes from sin-
gle player detector overlap in many cases. In order to overcome this problem an
additional merging operation is proposed, which consists of the following stages:
detection box filtering (boxes of not appropriate size or containing to many play-
field pixels are rejected), overlap test for each pair of detected boxes (includes
finding the biggest coherent area of non-playfield points in each box and testing
if these areas overlap) and box aggregation (two overlapping boxes are merged
into one resultant box).

3.4 Object Tracking

Object tracking improves the system robustness in case of player occlusion and
focus changes produced by a rapid camera movement or zoom. However, the
tracking module is currently under intensive development and therefore is not
used in presented revision of our system.
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4 Evaluation of HOG+SVM Player Detection Method

In this section a combination of HOG and SVM techniques is evaluated as a
player detection method for our system. As the analyzed player detection algo-
rithm should be independent from the input video resolution, performance of the
system was evaluated on both SD (720×576) and HD (1280×720) test sequence
resolution. Additionally, the created test set takes into consideration different
lighting conditions (non-uniform playfield lighting, multiple player shadows etc.)
as well as the different position of cameras used for acquisition. We selected 9
test sequences with football events and length of 25 to 50 frames for the evalua-
tion. To perform the evaluation step the ground truth regions need to be selected
manually for each frame in the test set.

The considered system is evaluated using the precision and recall performance
metrics, defined as follows:

precision = TP/(TP + FP ) (1)

recall = TP/(TP + FN) (2)

where: T P is the set of true positives (correct detections), F P - the set of false
positives (false detections) and F N - the set of false negatives (missed objects)
defined as:

TP = {r|r ∈ D:∃g ∈ G: s0(r, g) ≥ T}, (3)

FP = {r|r ∈ D:∀g ∈G: s0(r, g) < T}, (4)

FN = {r|r ∈ G:∀g ∈ D: s0(r, g) < T}. (5)

s0(a, b) is called a degree of overlap between two regions a and b (i.e. bounding
boxes of detected objects):

s0(a, b) = (a ∩ b)/(a ∪ b). (6)

T is a threshold defining the degree of overlap required to determine two regions
as overlapping. The set of ground truth regions G and detected regions D for
a given frame are defined as: G = {g1,. . . ,gn} and D = {d1,. . . ,dm}, with n -
the number of ground truth regions and m - the number of detected regions in
analyzed frame.

For the purpose of this thesis the analyzed system is evaluated with threshold
values T equal 0.4 to 0.9 using three different Support Vector Machines (SVM),
namely: vertical (V SVM), vertical frontal (VF SVM) and vertical profile (VP
SVM) (see Section 3.3). Average results for threshold T =0.4 to 0.9 are illustrated
in Fig. 2. Table 1 presents detailed evaluation results for threshold T =0.6.

Analysis of Table 1 show that selected test sequences provided diverse difficulty
level for analyzed player detectors as the precision and recall metric values differ
remarkablyamong the test set.Theaverageprecisionvalues (Fig.2) reachedby the
examined SVMs are between 0.19 to 0.80 depending on the threshold T parameter
used for evaluation and the average recall metric values do not exceed 0.64 with a
noticeable decrease for larger threshold T values. The impact of the threshold T on
the evaluation results will be discussed in detail later in this section.
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Table 1. Detection evaluation results for threshold T=0.6 (P-precision, R-recall)

Test sequence
VF SVM VP SVM V SVM
P R P R P R

1. fast camera pan, uniform lighting 0.92 0.60 0.92 0.66 0.92 0.67

2. non-uniform lighting, shadows, occlusion 0.48 0.40 0.65 0.63 0.57 0.60

3. occlusion, various players poses 0.56 0.46 0.54 0.44 0.49 0.44

4. non-uniform lighting, occlusion 0.68 0.41 0.73 0.51 0.73 0.50

5. non-uniform lighting, occlusion 0.68 0.53 0.82 0.62 0.75 0.61

6. interlaced, uniform lighting 0.97 0.99 0.93 0.99 0.87 0.98

7. motion blur, small figures, occlusion 0.65 0.39 0.71 0.39 0.72 0.47

8. motion blur, occlusion, uniform lighting 0.75 0.47 0.86 0.37 0.77 0.54

9. green uniforms, occlusion 0.90 0.59 0.86 0.62 0.82 0.65

Average 0.73 0.54 0.78 0.58 0.74 0.61

Fig. 2. Average values of precision and recall metrics for threshold T=0.4 to 0.9

Evaluation results presented above show clearly that image database used for
training of analyzed SVM detectors need to be extended in order to increase
the recall value especially. Despite insufficient size of the database there is a
number of further improvements which should also help in reducing the missed
objects rate for presented detection system. First, we observe that the playfield
detection algorithm often classifies green and white player uniforms as a playfield
which is an obvious mistake. Next, size of the resultant bounding boxes from the
aggregation algorithm should be determined more accurately, as the playfield
model fitting can provide additional information about expected size of a player
depending on his or her location in analyzed image. This information, together
with application of an additional tracking algorithm should also be useful for
improving the recall metric of presented system in case of player occlusion and
temporary focus changes produced by a rapid camera movement or zoom.

Another cricial improvement is increasing the number of parallel player detec-
tors used in the system and aggregating their results to produce a single output.
This step includes both increasing the number of SVM classifiers to detect e.g.
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Fig. 3. Player detection and 3D playfield fitting results

horizontal player poses as well as application of other detection methods based
on object color and shape. Above step is planned in future release of the system.

We now turn to the discussion on the impact of the threshold T parameter on
the object detection system evaluation. Taking into consideration the evaluation
result presented in Table 1, we believe that threshold values T larger than 0.6 are
too restrictive for analyzed system. Our research show that applied evaluation
metrics turn out to be very sensitive for bounding boxes inaccuracies, especially
for small objects detection. In case the object size is 16×32 points, decreasing
the size of the bounding box only by 1 pixel in each dimension, which seems to
be rather slight inaccuracy, decreases the s0(a.b) (eq. 6) by about 0.1. This issue
influences the results even more if we consider the fact that the ground truth
bounding boxes usually do not retain a fixed aspect ratio and the detection
system produces bounding boxes with one constant aspect ratio, which is our
case. Large bounding box inaccuracies may result only by the above fact and not
the detector mistakes. On the above analysis it can be concluded that the most
reasonable approach would be the threshold T parameter adaptation depending
on the size of detected object, e.g. in range of 0.4-0.8. Moreover, in case of
presented evaluation results, we can observe a clear saturation of both precision
and recall metric values for T=0.6 (Fig. 2), which turns to be the most reliable
result confirmed also by the subjective detection results evaluation (Fig. 3).

5 Conclusion

In the paper, a novel approach to football broadcast video segmentation is pro-
posed based on a combination of several techniques used to detect players and
playfield: dominant color based segmentation, 3D playfield modeling based on
Hough transform, HOG descriptor detection and SVM classification which show
potential robustness in case of great inconstancy of weather, lighting and quality
of video sequences. A dedicated test set and ground-truth database were created
to perform objective evaluation of the player detection algorithm applied in our
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segmentation system and to explore the aptitude of selected methods. Results
show that there are some works deserving further research in proposed approach.
Image database used for training of analyzed SVM detectors need to be extended
as well as the number of parallel detectors used in the system. Our future work
will also focus on dealing with occlusion issue for player detection and tracking.
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Abstract. Multispectral pictures of skin are considered as the way of

detection of regions with tumor. This article raises the problem of post-

processing of the color spectrum for the improvement of the tumor region

detection accuracy. As the reference point spectra of 24 model colors were

aquisited and then compared with their original spectra. Difference be-

tweeen the original and aquisited spectra motivated the authors to use

data mining nonparametrical techniques to find the measured spectra

postprocessing technique. Two different approaches are described: clas-

sificational and regressional.

1 Introduction

Typical representation of color brings to several values, known also as the color
model (e. g. RGB, HSV, etc.). Multispectral analysis of images should provide
more information about particular pixels. This article raises the problem of post-
processing of aquisited color spectrum.

It is a common problem, that measurements of spectra of the same color points
may give different result because of lightening intensity difference, the distance
from camera or the surface quality. In the case, when the real spectra for some
colors are given, it should be possible to describe the dependence between the
real point (color) spectrum and the observed one. This task is the main target of
the article: to find the methodology of obtained color spectrum postprocessing.

Two different approaches were examined: classificational and regressional. In
the classificational one there exists kind of spectra dictionary. For each specimen
colour, now considered as the specific class, there exists the specimen spectrum.
The measured spectrum is classified to the one of classes (specimen colors) and
the classification result points the output spectrum in the dictionary.

In the experiments the GretagMacbethTM ColorChecker was used as the spec-
imen of 24 colors (Fig. 1.). For every color its 36 channel spectrum was given:
from 380nm to 730nm, with the 10nm step. The set of these spectra were called
the spectra dictionary.

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 126–133, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Spectrum Evaluation on Multispectral Images 127

Fig. 1. Colors from the ColorChecker

Color spectra were acquisited with the aquiring device containing the endo-
scope, liquid crystal tunable filter VariSpec and AndorLuca monochrome cam-
era. For every color 21 channel picture was taken as the set of 21 pictures from
monochrome camera. Finally, for every color from 1142 to 2130 21 channel spec-
tra were obtained (from 400nm to 720nm, with the 16nm step).

First part of this article describes theoretical backgrounds of used data mining
tools. Then the object of the interest is described: classificational and regressional
approach to the spectrum postprocessing. The next part shows the results of
experiments and is followed by the final conclusions.

2 Methods of Classification and Nonparametrical
Regression

Kernel estimators are ones of the simpliest and probably the clearest examples
of nonparametric estimators. The Nadaraya–Watson estimator is defined in the
following way:

f̃(x) =
∑n

i=1 yiK
(

x−xi

h

)
∑n

i=1 K
(

x−xi

h

) (1)

where f̃(x) means the estimator of the f(x) value, n is a number of train pairs
(x, y), K is a kernel function and h the smoothing parameter.

One of the most popular is the Epanechnikov kernel [4] (Table 1), where I(A)
means the indicator of the set A. Other popular one and multidimensional kernel
function are presented in the Table 1. Vq denotes the volume of the q–dimensional
unit sphere in the R

q space:

Vq =

{
(2π)q/2

2·4·...·n for q even
2(2π)(q−1)/2

1·3·...·n for q odd

The second step of the kernel estimator creation is the selection of the smooth-
ing parameter h. As it is described in [7] the selection of h is more important
than the selection of the kernel function. Small values of the h cause that the
estimator fits data too much. Big values of this parameter h lead to the estimator
that oversmooths dependencies in the analysed set.
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The most popular method of evaluation the h parametr is the analysis of the
approximation of the Mean Integrated Square Root Error (MISE), after some
generalization leads to the following value of h: h0 = 1, 06 min(σ̃, R̃/1, 34)n− 1

5 .
Details of derivations can be found in [7].

Table 1. Popular kernel functions

kernel type onedimensional multidimensional

Epanechnikov K(x) = 3
4

(
1− x2

)
I(−1 < x < 1) K(x) =

q+2
2Vq

(1− ||x||)
Uniform K(x) = 1

2
I(−1 < x < 1) K(x) = 1

Vq

Triangular K(x) = (1− |x|)I(−1 < x < 1) K(x) = q+1
Vq

(1−√||x||)
Biweight K(x) = 15

16
(1− u2)I(−1 < x < 1) K(x) =

(q+2)(q+4)
Vq

(1− ||x||)2
Gaussian K(x) = 1√

2π
exp−u2/2 K(x) = (2π)−q/2 exp (−||x||/2)

Support Vector Machines (SVM ) were defined in [1] as a tool for the classifi-
cation and later became also the regression tool [3].

In general case of SV M the classification function has the form: f(x) =
sgn(
∑l

i=1 yiαiK(x, xi) + b) where α are Lagrange multipliers derived as the
solution of minimization problem 〈w, w〉/2 + C

∑l
i=1 ξi with some constraints:

yi(〈w, K(xi)〉+ b) ≥ 1− ξi, ξi ≥ 0.
In general case of SV M regression, the regression function has the form:

f(x) =
∑l

i=1(α
∗
i − αi)K(x, xi) + b where α, α∗ are Lagrange multipliers from

the dual optimization problem of minimizing 〈w, w〉/2 + C
∑l

i=1(ξi + ξ∗i ) with
constraints yi − 〈w, K(xi)〉 − b ≤ ε + ξi,−yi + 〈w, K(xi)〉+ b ≤ ε + ξ∗i , ξi, ξ∗i ≥ 0.
The constant C > 0 determines the trade-off between the flatness of f̃ and
the amount up to which deviations larger than ε are tolerated. Typical kernel
functions used in multivariate SV M are shown in the Table 2.

Table 2. Popular SV M kernel functions

Linear K(u, v) = u′v
Polynomial K(u, v) = (γu′v + c)d

RBF K(u, v) = exp(−γ|u− v|2)
Sigmoidal K(u, v) = tanh(γu′v + c)

3 Object of Interest

The goal of the work, presented in this article, is to find the mapping between
the observed (measured) color spectrum and its real one. This mapping may
be performed as the classification or the regression task. Let us define some
notions, that will be helpful in the further part of the article: specimen - the
real spectrum of the colour from the GretagMacbeth ColorChecker; sample -
the measured spectrum from the ColorChecker; (color) profile - the aggregated
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information about all samples from the same colour of the ColorChecker; (color)
mapping vector - the vector of multipliers for a single color.

The authors present two different approaches to the observed spectrum map-
ping and preprocessing. The first approach is based on the classification methods
and consists of assigning sample to the one of known colors, which mapping vec-
tors are given. This approach was performed with the usage of the SV M and
kNN classifiers. The second approach is based on the regression methods. For
every component of the spectrum the nonparametrical estimator is created, that
points the estimation of the real value of the spectrum component. This approach
was performed with the usage of kernel estimators and SV R.

3.1 Color Profile and Mapping Vector Definitions

When spectrums of all samples from the same color are shown on the same
figure (Fig. 3.1.) it occurs that this color profile should present the aggregated
information about all samples. The profile of the color is the vector of average
amplitudes for every spectrum component. If the number of samples (x) from
the c–th color is cn, then the profile πc is calculated as: πc = 1

cn

∑cn
i=1 xi. Addi-

tionaly, also the integral of the profile (Iπ), considered as the sum of components
averages, can be considered as the part of the color profile (kind of its reference
point): Iπ =

∑C
i=1 π(i). C means the number of components and a(i) is the i–th

component of the vector. The color mapping vector μc (Fig. 2.) for the c–th color
is defined as the vector of quotients of color profile πc and its specimen sc from
the spectra dictionary: μc = πc./sc. The operator ./ is analogical to the Matlab
operator and means the array right division (component by component quotient
of vectors).

400 600 800 400 600 800 400 600 800 400 600 800

Fig. 2. Scatters of spectrums for four colors

400 600 800 400 600 800 400 600 800 400 600 800

Fig. 3. Color mapping vectors for four colors
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3.2 Classificational Approach

Classification approach is the simpliest model of spectrum mapping and can be
evaluated in two similar ways. The common step of the both of version consists
of building the classifier on the basis of the train set. Than, for the certain test
spectrum classification is performed and the result class label points the proper
spectrum from the spectra dictionary as the basis spectrum. For the sample
spectrum x, c(x) is the color that is the result of classifying the x and is the
result of the first step.

The second step may be performed in two ways. In the first variant the original
spectrum estimator Sp(x) depends only on the classification result and may be
expressed as Sp(x) = x./μc(x) = x.·sc(x)./πc(x). The operator .·means array mul-
tiplication. The second variant of the second step is connected with the integral of
the color profile and integral of the sample. The result of the classification points
the spectrum from the spectra dictionary. Than it is multiplied by the fraction
of the sample integral and the color profile integral: Sp(x) = Ix · sc(x)/Iπc(x) .

The quality of the classificational postprocessing is measured as the classi-
fication quality and also as the difference between the specimen spectrum and
the postprocessed measured spectrum. Accuraccy, defined as the fraction of the
number of correctly classifed test objects and the number of test objects, is the
measure of classification quality. The quality of the postprocessed spectrum is
based on the difference between the specimen and observed spectrum. For ev-
ery specimen channel the squared absolute error is calculated. Then the square
root of the average channel error discribes the total regression error. This leads
to the definition of the root of the mean value of the squared absolute error:
RMSAE = [n−1

∑C
i=1((c̃i − ci)/(ci))2]1/2.

3.3 Regressional Approach

The second approach is based on the assumption that there exists some unknown
regression function, that can map the observed spectrum to the real one (close
to the specimen). The regression function may describe how the c-th color of the
specimen depends on the c-th color of original spectrum. This model is called
”1 vs 1”. On the other hand, also the dependence between the c-th color of
the specimen from all measured colors (the whole spectrum) may be described
by the regression function. We call this model ”1 vs all”. This model may be
also extended, including the integral of the profile or the integral of the color
respectively. The extended model is called ”1 vs all (ext.)”.

Fig. 3.3 shows the dependence between the input and output value of channel
amplitude for some colors. It can be seen that also the linear and nonlinear
mappings between channels occures in the data. In the regressional approach,
on the basis of the train set a nonparametrical regression function estimator
is built. For every channel of the spectrum the separate regressor is created,
which returns the estimate of the output spectrum channel. The quality of the
regressional approach is also defined with RMSAE.
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Fig. 4. Dependence between the input and output value of amplitude in spectrum for

four colors

4 Experiments and Results

The data set contained 31 456 observed spectra from 24 colors. Four of them (1,
2, 3, 4) were represented by 2130 instances, one (5) by 1238 instances and the
rest of them by 1142. Because the domain of specimen spectra (36 channels) was
different from the domain of sample spectra (21 channels), specimen spectra were
mapped into the 21 dimensional space with the usage of linear interpolation.

All experiments were performed with 10 cross validation scheme and all ta-
bles show averaged results: the accuracy and RMSAE for the classificational
approach and only the RMSAE for the regressional approach. The cross vali-
dation division was the same in each experiment, so it is ensured that subex-
periments (each of 10 iterations) were performed on the same data sets. kNN
experiments were performed with WEKA [6]. SV M regression experiments were
performed with SVM and Kernel Methods Matlab Toolbox [2] and classification
experiments with LIBSVM [5].

Table 3. shows the accuracy of classifying spectrums to colors with the usage of
kNN algorithm. Experiments were performed with several values of k parameter.
Table 4. shows the accuracy of predicting the color of the spectrum using Support
Vector Machine and the RMSAE error in correctly classified spectrums after the
postprocessing. The kNN algorithm is not included in the comparison because
it occured to be a little bit worse than SV M .

Table 3. Classification results for kNN classifier

k acc k acc k acc k acc k acc

1 91,14% 4 91,49% 7 92,41% 10 92,41% 100 91,79%

2 90,17% 5 92,20% 8 92,41% 20 92,61% 200 91,22%

3 91,59% 6 92,10% 9 92,42% 50 92,29% 500 90,07%

Last table (Table 5.) shows the RMSAE of the kernel estimation of spectra.
Three algortithms were used: Nadaraya–Watson estimator (NW) and Support
Vector Machine (SV R) with two types of kernel (gaussian and polynomial).
Three models of regressional approach were considered: ”1 vs 1”, ”1 vs all” and
”1 vs all (ext.)”.
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Table 4. Results for SV M classification approach: acc – classification accuracy,

RMSAE of estimated spectrum without (a) and with (b) the usage of the spectrum

integral as a additional variable

kernel type acc (a) (b)

linear 95,28 % 3,34% 3,01%

polynomial 95,26 % 3,34% 3,01 %

RBF 95,09 % 3,28% 2,95 %

Table 5. Results for regressors

regressor

model NW SVR

gaussian polynomian

1 vs 1 80,38% 114,23% 118,04%

1 vs all 100,00% 130,62% 915,42%

1 vs all (ext.) 100,00% 147,05% 898,93%

5 Conclusions and Further Works

The main target of performed experiments was to improve spectrums that came
from multispectral camera, make them closer to real values and remove the
error included during the aquisition step. There were two different approaches:
classificational and regressional.

First of them gave relatively good result: over 90% accuracy classification
for kNN algorithm and over 95% for Support Vector Machine. Considering the
better of these two algorithms, the error of spectrum estimation was wery small
and took the value around 3%. The usage of the spectrum integral as the addi-
tional spectrum variable decreased the spectrum estimation error insignificantly.
Although these results may be considered as very satisfactory it must be em-
phasized, that this method is applicable only when new colors, capured by the
mutispectral camera, are from the same subset of colors that were used as the
train set. In other words, the method presented has a very poor ability of scaling
for new or similar colors.

The second approach – regression methods – solves the problem of classifi-
cation approach nonscalability. For every component of the spectrum a nonpa-
rameter regression function is created, that explains the difference between the
original color spectrum component and measured by the camera. This approach
is more scalable than the classificational one because it makes it possible to use
the model for colors that were not used in the train step. Although the model
satisfies the criterion of scalability, it is not satisfactory as far as the results are
concerned. For the simpliest kernel estimator (Nadaraya–Watson) the absolute
regression error level is very high and takest the value of 80% for ,,1 vs 1” model
and 100% for two other models.

The nature of that error comes from the problem of empty neighborhood for
test objects. Let us define the object u neighborhood as the set of objects v that



Spectrum Evaluation on Multispectral Images 133

satisfy condition K(〈u, v〉) > 0. For the values of smoothing parameter h that
are too low it is possible that all test objects will have empty neighborhoods. The
nature of the Support Vector Machine regression error is hard to explain at this
moment. The error measured in hundreds of percent proves, that the regressor
overestimates real spectrum values. As SV R has data dependent parameters
(like smoothing parameter) it may be possible that for the specific kind of data,
like color spectra, a modified alogrithm of this parameter evaluation should be
developed.

The conclusions above suggest to continue the research on the development of
regressional approach of spectral postprocessing. The analysis of the regressional
approach error should give the answer, why that error is so big and how to im-
prove regressor parameters evaluation. Afterwards, the influence of the spectrum
postprocessing on the tumor region detection accuracy will be examined.
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Abstract. Matlab is a well-known tool for processing images. It provides

engineers, scientists, and researchers with an intuitive, flexible environ-

ment for solving complex imaging problems. For measurement of human’s

fatigue level, the images for the eyelid blinking or mouth yawning can be

processed using Matlab in order to exhibit that the human is fatigue or

not. This paper discusses the algorithm that combines 2 factors (eyelid

blinking and mouth yawning) for measurement of human’s fatigue level.

The purpose of combining these 2 factors is to get a better measurement

of the level of human fatigue due to drowsiness. The process and activi-

ties in this algorithm are elaborated in details as a guide and reference to

build a prototype using Matlab programming language software. Insight

acquired through this study is expected to be useful for the development

of simulation. This research and invention will be a technological solution

to address some human problems such as accident prevention and safety

for transportation used and also for educational area.

Keywords: Image processing, Fatigue detection, Eyelid blinking,

Yawning theory.

1 Introduction

Providing a systematic algorithm to measure human’s fatigue level using eyelid
blinking and mouth yawning is the main purpose of this study. This study is
expected to be useful for the development of simulation for measurement of hu-
man’s fatigue level using these two factors. From this research, we are going to
carry out Malaysia agenda on research and development activities in bioinfor-
matics technology.

Research and development (R&D) in bioinformatics technology is currently an
agenda of Malaysian government. This research combines image processing and
artificial intelligence techniques. Such findings will be utilized to develop innova-
tive applications that can benefit Malaysians. Therefore, this research discusses
the algorithm that combines 2 factors (eyelid blinking and mouth yawning) for
measurement of human’s fatigue level.

The rest of the paper is organized as follows. Section 2 presents the related
work. Section 3 proposes the framework for measuring human’s fatigue level us-
ing eyelid blinking and mouth yawning. Section 4 describes experimental result.
Section 5 concludes the paper and suggests future work for the research.
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2 Literature Review

The word fatigue is used in everyday living to describe a range of afflictions,
varying from a general state of lethargy to a specific work-induced burning sen-
sation within one’s muscles. Physiologically, ”fatigue” describes the inability to
continue functioning at the level of one’s normal abilities due to an increased
perception of effort [1,2,3].

Fatigue is ubiquitous in everyday life. Fatigue has two known forms; one man-
ifests as a local, muscle-specific incapacity to do work, and the other manifests
as an overall, bodily or systemic, sense of energy deprivation. Due to these two
divergent facets of fatigue symptoms, it has been proposed to look at the causes
of fatigue from ”central” and ”peripheral” perspectives. Fatigue can be danger-
ous when performing tasks that require constant concentration, such as driving
a vehicle. When a person is sufficiently fatigued, he or she may experience mi-
cro sleeps (loss of concentration) [4]. Fatigue also includes mental fatigue, not
necessarily including any muscle fatigue. Such a mental fatigue, in turn, can
manifest itself either as somnolence (decreased wakefulness) or just as a general
decrease of attention, not necessarily including sleepiness. In any case, this can
be dangerous when performing tasks that require constant concentration, such
as driving a vehicle. For instance, a person who is sufficiently somnolent may
experience microsleeps.

We found that many researchers on fatigue detection is based only on one
factor: eyelid blinking. For example Eriksson et al.[5] develop a system that
tracks the eyes of a driver. The system is using a small camera that used to
monitor the face of the driver and her/his eye movement which indicate that the
driver is no longer in condition to drive. The system can also determine if the
eyes are open or closed.

Generally, eyes can be detected using two steps: locating the face and then
eyes detection. Wenhui et al. [6] suggest a vission-based real-time driver fatigue
detection method. It uses the characteristics of skin colours. Then, after the eyes
were detected, it detects the distance change of eyelid that indicates whether the
driver is fatigue or not. The team from Carnegie Mellon Research Institute [7] has
considered two drowsiness detection methods. The first is a video-based system
that measures the percentage of time a driver’s eyes are closed (PERCLOSE).
The second detection method is using a non-parametic (neural network) model
to estimate PECLOSE using measures associated with lane keeping, wheel move-
ments and lateral acceleration of the vehicle.

Bretzner et. al. [8] proposed a Smart Eye AntiSleep system that measures 3D
head position, head orientation, gaze direction and eyelid closure. It is a com-
pact one-camera system specially designed for automotive incabin application.
Besides eye movement, mouth movement can also can be used as driver’s fatigue
indication. Wang et al. [9] proposed to locate and track the driver’s mouth ove-
ment to detect his/her level of fatigue or inattention with one vehicled-mounted
camera, and offer the driver with a safe assistant.

Mandalapu et al. [10] proposed a method to locate and track a driver’s mouth
using cascade of classifiers training and mouth detection. This method also
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trained the mouth and yawning imagesnusing SVM. Finally, SVM is used to
classify the mouth regions to detect yawning then alert fatigue.

Recently, there are many previous research discussed related topic about im-
age processing to detect human’s fatigue. Currently, a systematic algorithm has
been developed for measuring human’s fatigue level using one factor only such
as face or head movements, yawning and eyelid blinking. However, the response
time is still low due to a single factor used compared to merging of two factors.
This paper proposes an algorithm by using two factors in one fatigue level and
we found the response time is faster for measurement of human’s fatigue level
rather than using one single factor.

Fig. 1. Image Processing Using Eyelid Blinking and Mouth Yawning to Measured

Human’s Fatigue Level Framework

3 Proposed Framework

In this study, we proposed our own framework to detect the human’s fatigue
level. From the framework in Figure 1, these 2 levels (eyelid blinking and mouth
yawning) of human’s fatigue are combined into one framework to measure the
human’s fatigue level. This systematic framework provides better understanding
of developing an algorithm of the prototype. The end result combines the eyelid
blinking and mouth yawning to draw the conclusion whether the human exhibit
a fatigue level or not.
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We present an algorithm of detecting driver fatigue by analyzing the rate of
eyelid blinking and mouth yawning by calculated the area opening. Basically,
the approaches contain four main phases; Image Acquisition Process, Image
Processing, Image Analysis and Visualize Result.

The process begins with image acquisition process. In this process, face image
captured by using camera, and then it will transfer to the computer. Image
acquisition process is running in this phase in Matlab software. In the Matlab
software, the process begins with Image processing phase. The third phase is
image analysis. In this phase, the program will analyze the rate of eyelid blinking
and mouth yawning by calculated the area opening. The end result will visualize
result whether the human is fatigue or not. Figure 2 shows the flowchart of the
system.

Fig. 2. Flow chart of the system

Fig. 3. Example result of the eye blink and mouth yawning detection
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The last phase is visualizing the result. In this phase, the end result will visu-
alize whether the human is fatigue or not. Video files which have been processed
will be produced as shown in Figure 3 and three graphs will be shown after the
program finishes processing the videos.

Figure 4 shows eye blink frequency level graph. This graph shows the eye
blink within 30 seconds. This graph is a binary graph, which the value of x axis
is a frame of videos within 30 seconds, while y axis is an eye blinking movements
which the value is 1 if both eyes are closed and 0 if eyes are opened.

Fig. 4. Eye blink frequency level graph

Fig. 5. Mouth opening frequency level graph

Fig. 6. Eye blink & mouth yawning fatigue frequency level graph

Second graph is mouth opening frequency level graph as shown in Figure 5.
This graph shows the level of mouth opening. The value of this graph in x axis
is a frame of videos within 30 seconds, while y axis is calculated the pixel of
mouth opening.
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The last graph is a combination of eye blink and mouth yawning fatigue
detection graph as shown in Figure 6. This graph is a binary graph, which the
value of x axis is a frame of videos within 30 seconds. While y axis is eye fatigue
and yawning detected. If the value is 1, eye fatigue and yawning is detected.
From here, total of both fatigue detection is visualize in a single graph.

**************** RESULT ******************
Eye blinks : 8 times
Drowsy eye blinks : 1 times
Microsleep detected: 1 times
Sleep detected: 0 times

Eye fatigue detected: 2 times
Mouth Yawning detected: 1 times
Time first fatigue is detected: second 5 (frame 125)
Total fatigue detected: 3 times

Processing time: 6.81 minutes
Results: FATIGUE is detected.

Fig. 7. Human’s is fatigue or not result
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Fig. 9. Time processing results

The end result appears after the program is finished processing the video.
Figure 7 shows that the overall results from the experiment conducted. The
result shows the total number of detected eye blink, drowsy eye blink, microsleep,
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sleep and mouth yawning. Fatigue level is detected due to eye fatigue and mouth
yawning detection found.

4 Experimental Results

In this section, the performance comparison between measure human’s fatigue
level using single factor (eyelid blinking or mouth yawning) versus two factor
(combination of eyelid blinking and mouth yawning) is evaluated. Single factor
and two factors response time of the fatigue detected is compared. Response time
is determined to check how long it takes at the earliest time to detect human’s
fatigue. Time processing is also compared with single factor and two factors to
determine the duration of each algorithm to complete the processing.

4.1 Fatigue Detection Response Time

Response time is determined to check how long it takes to detect human’s fatigue
as early as possible. From this experiment, the results show that by using two
factors, the earliest fatigue detection can be found for these two factors which
come first. Rather than using single factor, it is limited to detect the earliest
one factor such as eye fatigue or mouth yawning. Figure 8 shows the fatigue
detection response time results.

4.2 Single and Two Factor Time Processing

Time processing is check how on long it takes to process from the first frame
to the end. Time processing also compared with single factor and two factors
to determined duration of each algorithm to complete the processing. From this
experiment, the results show that by using two factors, the processing time is
increased. Although the processing time is increased a little bit, but the response
time is much better in order to detect human’s fatigue as early as possible. Figure
9 shows the time processing results.

5 Conclusion

In this paper, the main contribution of this research is introducing a new algo-
rithm in measuring human’s fatigue level by using 2 factors (eyelid blinking and
mouth yawning). The experimental results show that the proposed algorithm
is an efficient approach in terms of response time accuracy as compared with
a single factor level only. With these new algorithm approaches, the value of
measurement of human’s fatigue level by using 2 factors has better performance
in terms of response time accuracy. Hence, further development and experiments
in the future will be focusing on 3 factors level or 4 factor level combining eyelid
blinking, mouth yawning, head motion and red eye effect. This project can be
used for accident prevention and safety for transportation and also for educa-
tional area.
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Fernando Briceño3, Soledad Gómez2, and Marcela Hernández Hoyos1,2

1 IMAGINE: Computación Visual, Universidad de Los Andes, Bogotá, Colombia
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Abstract. This paper presents a method for segmenting the inferior

maxillary bone in CT images and a technique to automatically classify

bone tissue without requiring a training stage. These methods are used

to measure the mean density of seven main anatomical zones of the

mandible, making the difference between cortical and cancellous bone.

The results lead to determine the normal density values in each region

of the inferior maxillary bone and help to evaluate the success of the

bone regeneration process. The proposed method was validated on ten

axial slices from different zones of a patient mandible, by comparing

automatic classification results with those obtained by expert manual

classification. A 4% mean difference was found between percentages of

bone tissue types, and the mean difference between mean density values

was of 88 HU. Once the method was validated, it was applied to measure

density in the seven anatomical zones of the inferior maxillary bone.

1 Introduction

Dental implants are currently one of the best options to replace missing teeth.
However, when no appropriate measures are taken after the teeth loss, bone
reabsorption may occur. This would cause an atrophy of the jaw that would
difficult the placement of dental implants. In order to reconstruct the jaw bone
structure, bone grafts have been used. The Small Intestinal Submucosa (SIS) is
a material derived from the porcine small intestine. When SIS is employed as
a surgical implant, it induces the patient to regenerate its own damaged tissue
without being rejected by the host immune system [1]. The results of recent
research in this area have found that the implantation of SIS scaffolds with bone
cells in the oral cavity does induce bone regeneration. This advance can lead
to better treatment solutions when there is atrophy of the jaw bone. In order
to increase the knowledge of bone regeneration effectiveness and progress, it is
interesting to study this process through Computed Tomography (CT) images.
One objective of this study would be to analyze what type of bone tissue can be
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found in the original injury area and in what proportion. These percentages and
density values would be compared to normal values, so this information would
provide an indicator of the success of the procedure. There are two types of
bone tissue: cortical bone and cancellous bone. The compact or cortical bone is
found forming the outer shell of bone, whereas cancellous or spongy bone usually
occupies the internal region. Cortical bone has greater hardness and stiffness,
which makes this tissue denser than cancellous bone.

Previous work has been proposed to determine the density values in regions
of the maxillary bone. However, the studied regions are quite extensive, and lit-
tle is known about the total 3D density of the anatomical zones of the inferior
maxillary bone, or the bone tissues proportion in each one of them. In order to
support the study of bone regeneration, we want to measure the normal density
of the mandible in seven main anatomical zones: condyle, neck, coronoid process,
ascending ramus, angle, basal region of the body, and basal mental region. On
each zone the tissue is identified as cortical or cancellous bone, determining the
percentage of each type and their mean density in Hounsfield Units (HU). In
this paper we propose a semi-automatic method to segment the inferior maxil-
lary bone in CT images and automatically classify bone tissue in the mandibular
anatomical zones. The remainder of this document is organized as follows: Sec-
tion 2 of this document presents a summary of the previous work in image
processing related to mandible segmentation and tissue differentiation. Section
3 describes the details of the developed method. Section 4 shows the validation
process and the results obtained by applying the method to CT images. Finally,
section 5 presents the conclusions and suggestions for future work.

2 Previous Work

Previously there have been works that have proposed methods for segmenting the
mandible in order to obtain 3D models. These models can be used in simulation
or surgical planning. In several of these algorithms, the selection of a threshold is
included as part of the segmentation to separate the inferior maxillary bone from
other tissues.Different techniqueshavebeenapplied todetermine this threshold. In
the method proposed by Tognola et al [2], an histogram equalization is performed
and the maximum histogram point is selected as the threshold. Barandiaran et al.
[3] apply the Otsu method for multiple thresholds with three classes to obtain the
threshold that separates the lower jaw from the rest of the image. Then, a region
growing technique is used to obtain the connected component formedby the bright-
est spots. The purpose of these two methods is to obtain the denser outer shell of
the bone. This outer shell is useful to generate the 3D model of the mandible, and
frequently these methods do not segment the internal region. In the process sug-
gested by Krsek et al. [4] a fixed density range of 1200 to 4000 HU is utilized for
segmenting the outer shell of the inferior maxillary bone. Then, an adapted 3D line
seedfill algorithm is applied to obtain the cancellous bone. With this algorithm a
better segmentation of the internal tissue of the bone is achieved, but the range of
density values used may exclude cortical bone areas which are less dense. None of
the previous work emphasizes on the automatic differentiation of bone tissue.
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Regarding the classification of bone tissue, Futterling et al. [5] developed a
model of the human mandible for finite element analysis, in which seven different
materials are assigned to bone tissue depending on the gray levels presented in
the CT image. In this work, the ranges of value are uniform throughout the
lower jaw, and location is not taken into account to classify bone tissue. In the
work of Rueda et al. [6] automatic segmentation of cortical and cancellous bone
is achieved by applying active appearance models. The model requires a training
stage, in which landmarks have to be manually placed to identify the contours
of the regions corresponding to cortical bone, cancellous bone and the dental
nerve in multiple images.

The method proposed in this work uses a fixed density range to segment
the mandible in order to reduce the computational cost of this stage of the
process. This is followed by an additional processing to ensure that both outer
and internal regions of the bone are obtained. Finally, an automatic classification
of bone tissue is performed, that does not require a training stage, and that takes
into account both intensity and location to determine the tissue type.

3 Method

The developed method for the automatic differentiation of bone tissue in the
mandible consists of two main steps: inferior maxillary bone segmentation and
bone tissue classification.

3.1 Inferior Maxillary Bone Segmentation

The first stage of the process is aimed to extract from the image the volume
that corresponds to the mandible (Figure 1). The process begins with the bone
outer shell segmentation, which eliminates other tissues that can be found in CT
images. To achieve this goal, a seed point located in the cortex of the mandible
is manually selected and a 3D region growing technique is applied [7], using as
criterion the point gray level. In order to estimate the range of values that allows
to segment the outer shell of the jaw, a study on density values of 45 profile lines
was performed, and the threshold of 850 HU was selected. The next step in
the segmentation process is to extract the internal tissue of the bone. For this

Fig. 1. Example of segmentation in an axial view, a) original image, b) image after

outer shell segmentation, c) image after closing operation d) image after 3D ray casting,

e) segmented image with original gray values



Inferior Maxillary Bone Tissue Classification in 3D CT Images 145

purpose, a morphological operation of closing is applied. As a result, holes in the
previously segmented surface are filled.

Next, in order to segment the internal region of the bone, an algorithm of
3D ray casting is applied to determine which points lie inside of the outer shell
that has already been extracted. The ray casting scheme used by the algorithm
is based on the model proposed by Lorenz and von Berg [8]. According to this
model, a ray casting scheme has 4 elements. The ray generator determines the
pattern followed by the rays (circular, spherical, parallel etc.). The ray sampler,
that captures the intensity values and calculates the directional derivate along
the ray. The ray analyzer examines the sampled values and evaluates a certain
criterion. Finally, the ray result is obtained when the analyzer criterion is met.
Generally, the ray result of one ray is not considered as a definitive result, but as
a candidate. This candidate can be evaluated later with the results of the other
rays, to determine the final result. In the ray casting scheme of the algorithm,
six rays are casted from every voxel in the main directions of the x, y and z axes.
The ray analyzer of the algorithm seeks to determine if the ray intercepts the
surface that was previously segmented. The analyzer checks the points along the
ray, looking for a point from the external shell of the bone (white voxels). When
it is found, the ray returns a positive result. Finally, the results of all the rays
are analyzed, and if all of them returned a positive value, the point is included
in the region. As the final part of the segmentation process, the logical operation
AND is applied between the extracted region and the original image to obtain
the inferior maxillary bone in original gray levels.

3.2 Bone Tissue Classification

The second stage of the proposed method seeks to determine the type of bone
tissue, classifying voxels as cortical or cancellous bone. A Fuzzy c-means algo-
rithm [9] is applied on a manually selected volume of interest, to separate the
image into three classes. This cluster analysis technique divides the image into
classes or clusters, assigning to each point of the image a membership grade to a
cluster. The membership grade is inversely related to the distance between the
intensity value of the point and the gray level of the centroid of the class. The
centroid is defined as:

centroidk =
∑

x uk(x)mx∑
x uk(x)m

(1)

where uk is the membership grade of x to class k, m is the fuzziness parame-
ter, which in this case a value of 2 was assigned. The degree of membership is
calculated as:

uk(x) =
1∑

j (dist(centroidk,x)
dist(centroidj ,x) )

2
m−1

(2)

The first class is formed by the points of higher intensity which correspond to
cortical bone. The second class contains lower intensity points which belong to
cancellous bone. Finally, the third class is formed by points with intermediate
gray values which are considered undetermined tissue (Fig. 2). The reason for
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Fig. 2. Classification in an axial view a) original image, b) classification into cortical

bone (white), cancellous bone (dark gray) and undetermined tissue (light gray), c)

pattern followed by 2D ray casting scheme, d) classification into cortical and cancellous

bone using 2D ray casting, e) result of the adapted median filter

segmenting the image into three classes and not two is that there are structures
with considerably high intensity, such as trabeculae, that may be mistakenly
classified as cortical bone. According to their physical location, these structures
should be part of cancellous bone. To identify the areas of undetermined tis-
sue another algorithm is then applied. This algorithm is based in a ray casting
scheme (see section 3.1), that analyzes the location of the voxels classified as
undetermined to determine the type of bone tissue they belong to.

From every point of intermediate intensity level, eight rays are casted on the
axial slices in a 2D radial pattern. The ray analyzer of the scheme examines
the points along the rays, searching for the first pixel with a non-intermediate
intensity level. When the ray analyzer finds a point that meets this criterion, the
intensity level of the pixel is returned as the result. Finally, the results of all the
rays are examined, and if a ray intercepted the background (black pixel), the
point is considered to be located in the external shell of the bone. In this case
the point is classified as cortical bone. Otherwise, it is classified as cancellous
bone. An adapted median filter is then applied to remove isolated pixels. This

Fig. 3. a) Anatomical zones of the mandible. The alveolar zone was not considered in

this study, b) 3D representation of the mandible classification.
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filter evaluates only the points that are initially classified as undetermined, and
ignores the pixels of the image background in order to preserve the edges. Finally,
the inferior maxilla is classified into cortical and cancellous bone (Fig. 3).

4 Experiments and Results

4.1 Method Validation

For the validation of the proposed method, the percentage of bone tissue type
and the mean density value were calculated by automatic classification and com-
pared to the values obtained from manual expert classification (Fig. 4). An ex-
pert was asked to draw contours delimiting the regions corresponding to cortical
and cancellous bone on ten axial images of different anatomical zones of the
mandible of one patient (Fig. 5). The tests were made on regions corresponding
to the ascending ramus, the condyle, the neck, the coronoid process and the
angle. For every image, ImageJ [10] was used to calculate the mean density and
the percentage of every bone tissue. To evaluate the automatic classification,
an implementation of the proposed method was developed on C++ with VTK
[11] libraries for the processing of the 3D images. BBTK [12] was employed to
generate the interaction interfaces of the program. This tool was used to auto-
matically classify the bone tissues by anatomical zone, and the measurements of
interest were made on the selected axial images.

Fig. 4. Validation results, a) percentage of cortical bone measured by manual and

automatic classification, b) mean density in HU of cancellous bone measured by manual

and automatic classification, c) mean density in HU of cortical bone measured by

manual and automatic classification
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Fig. 5. Validation example, a) manual classification, b) automatic classification

4.2 Measurement of Density Values

Once the method was validated, it was applied on CT images of four hemi-
mandibles (two patients), with the purpose of analyzing the density in the
anatomical zones of the mandible (Fig. 3). The percentage of each bone tissue,
the mean density value and the standard deviation were measured (Table 1).
The volumes of interest for each region were manually selected by an expert.

Table 1. Measurements in the mandibular anatomical zones

5 Conclusions

A semi-automatic method to segment the jaw bone from CT images and auto-
matically classify bone tissues that facilitates the measurement of the normal
density values for cortical and cancellous bone in comparison with the manual
process has been presented. In the validation tests the results calculated through
manual and automatic classification were compared. A 4% mean difference be-
tween the percentages of each bone tissue was obtained, and a 88 HU mean
difference was found among the mean density values. It has been observed that
with the automatic classification, narrow areas of dense cancellous bone may
be mistakenly classified as cortical bone. The estimated density values of the
anatomical zones contribute to the analysis of bone density in the inferior max-
illary bone. In order to really establish the normal ranges, a greater number of
images must be examined, and variables like age and sex must be considered.
Future work will attempt to eliminate teeth from the image, so that measure-
ments of the alveolar zone can be taken without wrong values caused by dental
structures. Also, a more exhaustive validation of the method will be performed.



Inferior Maxillary Bone Tissue Classification in 3D CT Images 149

References

1. Rickey, F.A., Elmore, D., Hillegonds, D., Badylak, S., Record, R., Simmons-Byrd,

A.: Re-generation of tissue about an animal-based scaffold: AMS studies of the fate

of the scaffold. Nucl. Instrum Meth. B 172(1-4), 904–909 (2000)

2. Tognola, G., Parazzini, M., Pedretti, G., Ravazzani, P., Svelto, C., Norgia,

M., Grandori, F.: Three- Dimensional Reconstruction and Image Processing in

Mandibular Distraction Planning. IEEE T. Instrum. Meas. 55(6), 1959–1964 (2006)
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Abstract. In the paper a method of missing data completion based on
the vector median filtering is presented, which may be useful as an adap-
tive splatting algorithm for Image Based Rendering. Presented approach
has been verified using some scanned face models rendered using the
IBR method with the use of standard splatting and proposed method.
Obtained results are promising and may be a starting point for further
research related to the adaptive change of the splat weighting function,
especially as a support for the real-time face recognition applications.

Keywords: image based rendering, splatting, vector median filter, image
warping.

1 Introduction

Image Based Rendering is one of the most useful image synthesis methods,
mainly due to its ability of fast synthesis of good quality images, what is an
important advantage in many real-time video applications such as e.g. free view-
point television. Nevertheless, one of the most relevant limitations of such tech-
nique is the necessary knowledge of depth maps acquired for the reference images.
It was proposed by Leonard McMillan [4] and is based on the warping equation,
which is used for mapping the reference image into the destination plane. A few
input parameters comprise the 3D warping method by McMillan: locations and
parameters of both (reference and destination) cameras and the depth map ac-
quired for the reference image. Nevertheless, the resolution of the destination
image is limited by the amount of useful data present in the reference image
(or images). In all the cases when the number of available reference pixels is
insufficient, an additional splatting algorithm should be used in order to avoid
the presence of holes in the resulting image. The basic version of conventional
splatting [10], originating from the volume rendering, is the simple copying of the
warped pixel into the neighbouring ones (with additional checking of the depth
buffer if multiple reference cameras are used). Taking into account the influence
of such simplified splatting on the quality of the resulting image and the the fact
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that some other methods are usually developed with a view to the volume ren-
dering applications, the vector median approach, similar to the nonlinear colour
image filtering methods, is proposed.

Proposed method may be useful also for some other techniques used for the
visualisation of volume data, such as volume rendering or surface rendering [2].
However, they both are more computationally demanding in comparison to IBR
and they are not the main topic of this paper. The main difference between
volume and surface rendering is that in the first approach no geometry is created,
similarly as in IBR. The final image is directly rendered from volumetric data.
In surface rendering, on the other hand, first the volumetric data is mapped
to an initial geometry (e.g. isosurfaces). Rendering of the image is processed in
further steps with standard rendering techniques [5], so the whole procedure may
be time consuming.

Recently, a lot of work has been done to create images that may represent
translucent objects with important structural details [7]. Volume rendering is
widely used to generate medical images of inner organs such as liver or to help
assess the level of vein degradation. Thanks to many optimisation techniques
a variety of different visualisation results may be achieved.

2 Image Based Rendering

2.1 Overview of the Method

Assuming the pinhole camera model used during the computations, there is no
need to take into consideration all the possible aberrations (barrel, chromatic)
and all the distortions of camera’s sensor or film. All the rays focus in the centre
of projection and the linear mapping function may be used, described as [4]:

d =

⎡
⎣ ai bi ci

aj bj cj

ak bk ck

⎤
⎦ ·
⎡
⎣u

v
1

⎤
⎦ = P ·

⎡
⎣u

v
1

⎤
⎦ (1)

where: d represents a ray from the centre of projection to the image plane,
a = [ai aj ak ] and b = [ bi bj bk ] are the transposed horizontal and vertical unit
vectors, u and v are the point’s coordinates in image space, and c = [ ci cj ck ] is
the transposed vector directed to the centre of projection from the image corner
(for the minimum values of u and v).

To properly project all the pixels from reference image, additional information
such as depth is necessary for each pixel. It can be obtained as a depth map being
in fact a greyscale image of the same size as the reference one, seen from the
very same view, but carrying different information. It is generated in such a way
that the pixels far from the viewer (in infinity) have the highest value. Because
the depth map is 8 bit greyscale image, the infinity is seen as pure white, which
stands for 255. The darker the pixel, the closer it is to the observer. Thanks to
the depth maps, the complete information about object’s geometry and size is
available.
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Fig. 1. Illustration of the image planes and centers of projection

Analysing the Fig. 1 it can be noticed that the image coordinates in picture to
the left side, i and j, determine the ray passing from a photographed object X ,
through an image plane, to the reference camera. In real cameras image plane
is generated on camera’s sensor or film, where the focal length is defined as
a distance between the sensor on which the image is generated and the focus,
where all the rays converge. The image plane and focal length are illustrated
outside the camera to simplify the visualisation. According to [4] the rays of
initial point in X to the reference camera Cr and the destination camera Cd,
let’s consider them as dr and dd, are described as:

dr = Pr · xr , dd = Pd · xd (2)

where xd denotes the point (u, v) where the ray crosses the image plane.
Assuming that the rays having the same direction are equivalent regardless of

the length of the three-space vector specifying this direction, using the projective
geometry, the simplified planar ray-to-ray mapping equation is received as:

Pd · xd = Pr · xr + δ(xr) · (Cr − Cd) (3)

where δ(xr) is a generalised disparity (projective depth) computed from the
ray lengths. The units of disparity depend on the distance between centre of
projection and the viewing plane. From practical point of view, the generalized
disparity is related to depth by a scaling factor (range).

Finally, after some transformations the planar warping equation can be ex-
pressed in the matrix form as:

α ·
⎡
⎣u

v
1

⎤
⎦ =

[
ad bd cd

]−1 · [ar br cr (Cr − Cd)
] ·
⎡
⎢⎢⎣

i
j
1

δ(i, j)

⎤
⎥⎥⎦ (4)
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Finally, the rational expressions for warping equation can be obtained, so the
destination coordinates for corresponding input pixels can be computed as:

u =
W1,1 · i + W1,2 · j + W1,3 + W1,4 · δ(i, j)
W3,1 · i + W3,2 · j + W3,3 + W3,4 · δ(i, j)

(5)

and
v =

W2,1 · i + W2,2 · j + W2,3 + W2,4 · δ(i, j)
W3,1 · i + W3,2 · j + W3,3 + W3,4 · δ(i, j)

(6)

where the 4× 3 warping matrix W is defined as:

W =

⎡
⎣ ar ·

(
bd × cd

)
br ·
(
bd × cd

)
cr ·
(
bd × cd

)
(Cr − Cd) ·

(
bd × cd

)
ar · (cd × ad) br · (cd × ad) cr · (cd × ad) (Cr − Cd) · (cd × ad)
ar ·
(
ad × bd

)
br ·
(
ad × bd

)
cr ·
(
ad × bd

)
(Cr − Cd) ·

(
ad × bd

)
⎤
⎦ (7)

2.2 Application of Splatting for Image Based Rendering

Solving the warping equation presented and computing the desired coordinates
for a novel view, does not produce satisfying results because of possible errors
caused by occlusions and missing data. Another problem with warping equation
is rounding of the numbers representing the coordinates, because the input and
destination images are not continuous. In the consequence, the empty spaces in
the desired image may occur, which can be filled using the splatting or meshing
algorithm. Meshing approach treats an image as a mesh of pixels but performs
badly at object boundaries and is relatively slow.

Many splatting ideas were presented in various publications, however two main
ways of computing the lost pixels may be distinguished. The first one is with the
use of depth information, so it is possible when the geometry of the whole scene
is known. The second one is seen as postprocessing of desired image, where the
holes from rounding should be treated similarly as a noise.

The easiest method in the first attempt is known as basic splatting with the
constant splat size. In that method the splat with e.g. 3×3 pixels is drawn instead
of a single pixel and the final result is dependent of the drawing order. Further
increase of the splat size covers larger empty spaces but the loss of important
details may be significant. In order to prevent this the idea of adaptive splatting
has been proposed, where the splat size is computed depending on the angle of
rotation for the desired image e.g. according to the following equation [6]:

size ≈ (zd)2 · (dr)2 · cos (φd) · wd · hd · tan (F OVr/2)
cos (φr) · wr · hr · tan (F OVd/2)

(8)

where: zd is the distance from camera to the look point, dr is the depth of
reference image (in given point), φr and φd are the angles between the central
ray from the corresponding cameras and the normal to surface being projected,
w ·h denotes the images’ resolutions and F OV is a field of view for both cameras.

Considering the postprocessing approach, various sophisticated techniques can
be applied, especially for the volume rendering algorithms, but their applicability
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for the real-time IBR is limited. In order to fill the missing pixels with the colour
present in the nearest neighbourhood, the adaptive vector median splatting is
proposed, which is based on the algorithms used for the multichannel image
filtering.

3 Proposed Approach

3.1 Vector Median Filtering Techniques

Multichannel median filtering algorithms are not the straightforward extensions
of the greyscale median filter. Standard definition of the median value should
not be used independently for each channel, because some new colours could be
introduced into the image. Such filtration requires the definition of a new quan-
tity, used for sorting the vectors representing the colours of each pixel within the
filter mask in order to find the most typical one. One of the simplest methods
is the Vector Median Filter (VMF), proposed by Astola [1], based on the mini-
mum aggregated distance (Euclidean or city-block) between each pixel and the
remaining ones within the current sliding window (mask), which can be inter-
preted as a measure of similarity. Many modifications of such approach have
been proposed e.g. combination with the Arithmetic Mean Filter (AMF) known
as Extended Vector Median Filter or α-trimmed VMF (α pixels with the lowest
aggregated distance are averaged by the AMF).

Another method known as Basic Vector Directional Filter (BVDF) is based
on the directional approach using the angular distance defined as:

Ai =
N∑

j=1

acos

(
Xi ·Xj

|Xi| · |Xj |
)

(9)

within the N -element mask where X stands for the three-components vectors in
the chosen colour space.

An interesting combination of both approaches is the Distance Directional
Filter (DDF) [3] with the following weighted ordering criterion

Ωi =

⎡
⎣ N∑

j=1

acos

(
Xi ·Xj

|Xi| · |Xj |
)⎤⎦

1−k

·
⎡
⎣ N∑

j=1

d(Xi, Xj)

⎤
⎦

k

(10)

where k is parameter used for smooth changing in the filter type from VMF
(k = 1) to BVDF (k = 0) and d denotes the Euclidean distance.

3.2 Application of Vector Median Filtering for Splatting

Considering the multichannel filtering techniques as useful for the IBR post-
processing, the application of the weighted DDF filter with adaptive change of
the mask (splat) size is proposed. The splat size is chosen as a single pixel (no
filtering), 3× 3, 5× 5 or 7× 7 pixels depending on the number of missing pixels
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within the mask. The algorithm works only for the pixels representing the holes
in order to avoid the loss of useful information.

The adaptive choice of the splat size is based on the calculation of the mini-
mum, maximum and median values within the mask of 3 × 3 pixels for each of
the RGB channels. If at least one of the three differences between the median
and minimum values is non-zero and the same condition is fulfilled for at least
one of the three differences between the maximum and median values, the splat
size is considered as large enough. Otherwise both conditions are checked for the
larger splat. The non-background pixels within the chosen splat are treated as
the input for the generalized DDF filter and the result (the most typical pixel)
is placed as the splat’s central one in the resulting image.

4 Experiments and Results

The experiments have been performed using the the pictures of 3D models of
heads and faces, acquired by 3D scanning by Cyberware, as input images. The
models are full, 360 degrees scans of human (both male and female) heads in
PLY format (known as Polygonal File Format or Stanford Triangle Format)
consisting of wireframe information about a scan, polygonal model and finally,
a high resolution, colourful texture. To generate the input image, 3D Studio Max
2008 has been used along with gw:Ply Importer plugin, created by GuruWare. In
order to verify the splatting algorithms, some virtual scenes have been created.
A single destination image was being considered for each scene, projected from
single reference camera, just to simplify the computations.

Fig. 2. Comparison of the results obtained using the standard splatting and proposed
approach using the three nonlinear filters with unweighted mask (model 1)
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Fig. 3. Comparison of the results obtained using the standard splatting and proposed
approach using the three nonlinear filters with unweighted mask (model 2)

The results presented in the paper have been obtained for the three filters:
VMF, BVDF and DDF with k = 0.5 and compared to the applications of stan-
dard splatting. The comparison of obtained results is presented in Figs. 2 and 3
containing zoom of the critical fragments with additionally enhanced contract to
improve the visibility. Analysing presented images the advantages of the VMF-
based approach can be easily noticed, especially for zoomed areas with enhanced
contrast. Application of the directional approach produces many artefacts caused
by improper choice of the most typical pixel so the VMF-based approach is more
suitable for splatting purposes. The combination of both methods (DDF) does
not lead to better results than the VMF because of the strong influence of the
directional factor (higher values of the parameter k should be used to reduce
it). Further increase of the image quality can be obtained using more sophisti-
cated filters as a base for the adaptive splatting e.g. with weighted masks. Such
approach can be investigated in our future research.

5 Summary

The main advantages of Image Based Rendering are modest rendering cost and
its independence on the scene complexity but its main weak side is the need of
depth information. Nevertheless, taking into account the computational power,
widely available even for the home use, the application of some additional al-
gorithms improving the image quality seems to be an important direction of
research. Such improvements may be obtained e.g. by the use of the image
fusion methods, super-resolution based techniques, sophisticated interpolation
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algorithms or better splatting methods. Application of the Vector Median Fil-
ter as an extension for the fast splatting, presented in the paper, seems to be
a promising direction of further research in this area.

Therefore, our future work should be related to the application of some mo-
dern image quality metrics, such as e.g. Structural Similarity [8] and its modi-
fications [9] for the automatic quality assessment of the results of splatting in
order to develop the weighted version of the VMF-based splatting algorithm.
Nevertheless, it would require an additional precise image matching because of
the sensitivity of many full-reference image quality assessment method on the
shifts and rotations in relation to the rendered reference image.
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wieslaw.pamula@polsl.pl

Abstract. Feature extraction is an important stage in image process-

ing for object classification, tracking or identification. Real time process-

ing adds stringent constraints on the efficiency of this task. The paper

presents a discussion of a reconfigurable hardware processing architec-

ture, based on components, for performing feature calculations using

convolutions, morphology operators and local statistics. Special atten-

tion is directed to pipelining calculations, fast determination of mini-

mum, median and maximum of values. The architecture is optimised for

video streams, which provide the image contents using horizontal scan-

ning. An implementation using a low cost FPGA is presented proving

the feasibility of this approach.

1 Introduction

Reconfigurable hardware has been successfully used for low level image pro-
cessing algorithms. Advances in integration technology bring the complexity of
devices to the level of millions of logic gates. Xilinx’s Virtex and Spartan fami-
lies, Altera’s Stratix, Arria and Cyclone families are examples of FPGA devices
commonly used for hardware processing [1], [2].

Early hardware solutions used a number of devices configured into processing
pipelines controlled by processors, which also organised data transfers from aux-
iliary memories [3]. The hardware components, due to limited logic resources,
were dynamically reconfigured using elaborate schemes for tracking algorithm
flow [5], [6].

The organisation of these solutions may be described as hybrid, that is al-
gorithm implementation was decomposed into hardware tasks, run in FPGA
devices, and into software based control and data transfer tasks. Efficient use of
FPGA resources was accomplished using HDL tools. Efforts were made in using
higher level abstraction tools such as Handel-C or SystemC [14], [15].

Current FPGA devices have ample resources to implement complete process-
ing solutions inside single components. The specifics of internal logic organisa-
tion prohibit however a simple conversion from memory oriented processing to
hardware logic. FPGA devices are divided into CLBs configurable logic blocks
consisting of a number of LUTs and flip-flops with programmable inter connec-
tions. The LUTs are used for general-purpose combinatorial and sequential logic
support. Devices have relatively little RAM at most enough to buffer only a
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single image frame. Sparse memory is organized into small blocks usually dual
ported. Blocks are a few kB in size. SRAM based devices provide additional
memory resources by converting LUTs into distributed RAM. Distributed RAM
may be useful for high-performance applications that require FIFOs or small
register files.

Aiming at efficient utilisation of FPGA resources a systematic approach has
to be devised to implement processing algorithms optimally exploiting the inter-
nal organisation of these devices. Attaining this goal requires a close reference
to HDL constructions rather than to C language based tools. Incorporated in
mature design suits, provided by FPGA manufacturers, VHDL or Verilog com-
pilers support the design process with vast component and IP libraries tailored
to specifics of their devices.

Processing image contents involves multiple operations determining local char-
acteristics of pixel patches for object extraction, constructing scene descriptions
and further on for elaborating interactions between marked elements. Locality
means in practice a vicinity of a radius of few pixels.

One can distinguish operations based on convolutions, morphology operations
and statistics. All have a common demand that is parallel access to local pixels.
This demand stays in contrary to real time operation of hardware that receives
a serial stream of horizontally scanned image pixels.

Considering these constraints a systematic approach for designing a FPGA
based feature extraction solution is presented. The design process is based on
parameterised components which can be utilised in integrated design environ-
ments without the introduction of a high level abstraction layer. A discussion of
required FPGA resources and of implementation hints elaborated in prototyping
a vehicle detector are presented.

The paper is organized as follows. Section 1 introduces the framework for
processing video streams, next the organisation of processing in components for
convolution, morphology and interest point operations are discussed. Section 3
summarizes FPGA resources for implementing the components making reference
do the development of a vehicle detector. Concluding section ends with the
outline of further enhancement of the presented design approach.

2 Designing Components for Feature Extraction

Real time video stream provided by cameras using horizontal scanning is a one
dimensional representation of the image content Sv. An image I with m rows
and n columns:

I(x, y) = {x, y : x = 1, . . . , n, y = 1, . . . , m} (1)

is converted into video stream:

Sv(i) = I((i mod n), (i div n)) i = 1, . . . , mn (2)

In order to acquire parallel access to pixels of a rectangular image patch P ,

P (s, t) = {s, t : s = 1, . . . , w, t = 1, . . . , h}
Pv(j) = P ((j mod w), (j div w)) j = 1, . . . , hw

(3)
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pixels have to be appropriately delayed:

P (s, t)x0,y0 = Sv((y0n + x0) + (tn + s)) (4)

Maximum delay is thus
Dmax = (hn + w)/f (5)

where f is the pixel clocking frequency.
This shows that crucial is the height of the image patch, h values may be in

the range 3 to 7 which amounts for delays of about 0,2 to 0,5ms in the case of
feeding a video stream from CCTV cameras.

One of the possible organisations of delaying pixels is shown in figure 1. Patch
pixels are stored in registers at the beginning of delay lines which are one image
row long. VHDL description of this construction contains an expression equiv-
alent to a shift register. This shifting array is the basic hardware processing

Fig. 1. Basic processing component - patch

component, which supplemented with calculation assemblies will constitute the
core of processing of the device. The main parameters of this component are
width and height of the patch and image row length.

2.1 Convolutions

Neighbourhood operations, filtering are carried out using convolution masks [6].
Resulting value is the weighted sum of pixel values covered by the convolution
mask:

Sv(i) =
hw∑
j=1

w(j)P (j) i = 1, . . . , nm (6)

Two important problems arise in executing calculations: exceeding the range of
values and dealing with fractional weights. It is solved by extending the size of
value codes and normalising the results after calculations.
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Figure 2. presents the organisation of the calculation assembly. The summing
is done with registered adders in stages to avoid large propagation delays and
enable pipelining. The number of stages depends on the log2 of the size of the
patch, as summing is done in pairs. To calculate a set of convolutions on the same

Fig. 2. Convolution calculation assembly - conv

image patch convolving assemblies may work in parallel. The total delay of the
component calculating a convolution is the sum of delays of the basic component
and of the convolution assembly, which is the sum of delays of the processing
stages. The delay of the assembly is negligible in all as there are usually 3 to 7
stages of processing.

A useful example is the calculation of a Gaussian filter. Using a 5x5 pixel
patch the patch component consists of a 4 row delay, provides a 25 pixel register
result, which is multiplied by weights stored in the convolution mask register,
next products are summed up in a 5 stage pipeline.

This assembly is chacterised by the set of weights and their ranges which
determine the required coding parameters and normalisation parameters.

2.2 Morphology Operations

Morphology operations are extensively used in processing image data, because
of their high effectiveness [10]. Basic operations such as erosions and dilations
condition image objects enhancing visibility and segmentation tasks. Composi-
tions of the operations and especially HMT allow for extraction of features of
image objects. Morphology based operations for gray scale pixels require the de-
termination of extrema values in the vicinity defined by the structuring element
SE or patch as defined earlier.

Sv(i)� SE = min
j∈SE

(Sv(i) + SE(j)) i = 1, . . . , nm (7)

Sv(i)⊕ SE = max
j∈SE

(Sv(i)− SE(j)) i = 1, . . . , nm (8)
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Determination of extrema is performed using a sorting network [12]. Odd-even
merge sorting network was chosen as it requires the least number of compari-
son elements [13]. The network is modified to enable pipeline processing. Each
comparison element is registered and data which does not enter the comparison
chain is pushed through delay registers. The sorting network consists of p(p+1)/2
stages and (p2 − p + 4)2p−2 − 1 comparison elements, where p ≥ log2(wh).

When a large structuring element is utilised as is the case in template matching
the SE may be decomposed into smaller elements [12].

SE = SE1⊕ SE2⊕ ...⊕ SEn (9)

I ⊕ SE = ((((I ⊕ SE1)⊕ SE2)⊕ ...)⊕ SEn (10)

The operation is performed by serially linking components. This results in sum-
ming the component delays which gives a total delay predominantly determined
by the height of the SE.

The centre value in the output register is the median value of the patch, it
can be regarded as the output of a median filter, useful for cleaning noise in
images. Calculating morphological gradient is done in parallel as the sorting

Fig. 3. Morphology operations assembly - morph

network provides both min and max at the same time. This may be regarded
as representative of using morphology operations. Utilising a flat circular SE
with 32 pixels the assembly consists of a summing stage and a 15 stage sorting
network. The gradient is calculated with an additional subtraction stage, which
subtracts the minimum from the maximum of the patch values.

2.3 Interest Points Operations

Detection of interest points is based on analysing pixel value changes or pixel
value statistics inside a patch, which is usually a circular mask centred on the
potential interest point. Most significant for tracking applications and object
matchng are corner detectors for instance SUSAN, Harris, SIFT [8],[9].
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SUSAN algorithm consists of counting pixels which differ from the centre
point by a defined threshold and finding their proportion to the total number in
the vicinity defined by the mask. The resulting value is compared to a detection
level which is set to discriminate corners, edges or other salient points of objects.
Fig.4. illustrates the processing organisation. In the case of the Harris detector

Fig. 4. Interest points calculation assembly - intp

vertical, horizontal and diagonal pixel value changes, in the patch, are calculated
and a cornerness function is evaluated. The calculating assembly is of similar
complexity to SUSAN.

3 FPGA Resources

Evaluation of the proposed design approach was done by examining resource
utilisation and performance of the components. Examples of proposed compo-
nents were implemented using VHDL based integrated design tools from leading
FPGA vendors Xilinx and Altera. Solutions using high performance and low cost
devices were analysed. Table 1. presents the results.

The patch component consisted of 6 delay lines and provided up to 49 patch
pixels for parallel processing. This implementation shows a significant difference
between the FPGAs. Altera devices implement shift registers using block mem-
ory, wheras Xilinx uses distributed RAM in LUTs. All other implementations
conv: a gaussian 5x5 filter, morph: a 5x5 median, intp: SUSAN operators, ex-
cluding Virtex6, are similar in resource utilisation. Virtex6 architecture is based
on 6 input LUTs which enable a much more efficient implementation of the
components functionality.

Speed performance of all components, due to optimisation for pipeline pro-
cessing, depends only on silicon technology of the devices and is in the range
220 to 480 MHz for the fastest units. This means that processing a single CCTV
frame may be accomplished in less than one milisecond using a number of par-
allel or serially linked components. The processing results however are delayed
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Table 1. FPGA resources utilised by components

FPGA family

high performance low cost

component Virtex6 Stratix III Spartan 3E Cyclone II

patch 379 slices 515 LE 1274 slices 517 LE

1216 LUTs 161 ALUTs 2168 LUTs 61 LUTs.

34kb bl. mem. 34kb bl. mem.

morph 1748 slices 4108 LE 3017 slices 2493 LE

5495 LUTs 2925 ALUTs 3855 LUTs 2221 LUTs

conv 53 slices 608 LE 308 slices 682 LE

195 LUTs 435 ALUTs 514 LUTs 435 LUTs

intp 231 slices 581 LE 390 slices 702 LE

421 LUTs 473 ALUTs 717 LUTs 696 LUTs

proportionally to the number of patch components used as equ. 5 shows. A
prototype of a vehicle detector uses these components and succesfully detects
vehicles in detection fields [16]. It is based on a low cost Spartan 3E FPGA. Fig.
5 shows the main processing diagram and exemplary results of implementeing a
HMT based feature detector for highlighting vehicles in images. The detection
result is delayed by 12 image lines which is acceptable for using this solution in
a traffic control application.

Fig. 5. a) Block diagram of a vehicle detector, b) HMT calculation result - binarized

and inverted

4 Conclusions

The proposed reconfigurable hardware processing architecture based on com-
ponents adapts well to available VHDL development environments. Elaborated
components function as library entities enabling efficient design of processing al-
gorithms and flexible tuning of their properties. Integration with new Mathworks
Simulink tools for developing HDL code may provide efficient paths for verifying
the functioning of the devised components and enhancing their properties.
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Abstract. Dirt count and dirt particle characterization have an impor-

tant role in the quality control of the pulp and paper production. The

precision of the existing image analysis systems is mostly limited by

methods for only extracting the dirt particles from the images of pulp

samples with non-uniform backgrounds. The goal of this study was to

develop a more advanced automated method for the dirt counting and

dirt particle classification. For the segmentation of dirt particles, the use

of the developed Niblack thresholding method and the Kittler threshold-

ing method was proposed. The methods and different image features for

classification were experimentally studied by using a set of pulp sheets.

Expert ground truth concerning the dirt count and dirt particle classes

was collected to evaluate the performance of the methods. The evaluation

results showed the potential of the selected methods for the purpose.

1 Introduction

It is important to evaluate the quality of pulp and paper to control the production
and to give information about a product for marketing. It should be produced
wanted quality, not too high or low quality, in order to minimize the use of raw
material, energy costs, etc., and to maximize profits. Depending on the end use
of the product, there exists different quality grades of pulp and paper. Common
to all grades, the product must contain properties according to its specifications.
Therefore, the testing of pulp quality is an important method to characterize the
properties of a paper product, and it is especially effective in case of paper grades
with no or low amount of coating. However, there is no general definition of the
pulp quality, and the concept of the quality always depends on the end purpose
of the product.
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Modern imaging equipment with advanced image processing and analysis
methods enables many quality control applications. Properly designed machine
vision systems can be used to characterize also pulp and paper, and such systems
can handle the different requirements for the end products.

One of the most important quality factors in pulp production is the dirt
count. Dirt counting describes the proportion of any foreign material in the
pulp. Depending on the raw material and production process, the final prod-
uct contains different levels of dirt count that highly affects the quality of the
product and its possible use in an application [1]. Most of the current image
analysis systems for automated dirt counting use only a single threshold value
for extracting dirt particles from digital images. This is one of the most im-
portant drawbacks of these systems. Since the background color and texture of
the sample sheets from different stages of manufacturing process is not uniform,
the precision of the systems becomes limited. Therefore, the goal of this study
was to define an automatic thresholding method to extract the dirt particles of
different kind of sample sheets which is as invariant as possible to the varying
background.

The dirt count is not the only quality factor of interest. Dirt particles can be
classified into different categories such as bark, shives, knots, sand, etc. Since
the process control would gain the most from information concerning the source
of a quality problem, extracting relevant features of dirt particles and classify-
ing the particles into the before-mentioned classes would enable fast recovery
from certain issues. Most of the current image analysis systems have focused
on the dirt count to give information about the quality of the pulp and paper.
The dirt characterization with automatic segmentation approach which does not
suffer from the variation of the background is proposed in this study, using the
developed Niblack method [5]. Based on the observations, the performance of
the proposed automatic thresholding method is compared to the generally used
Kittler thresholding [4], and also to visual inspection which is considered as an
accurate method for dirt counting. Therefore, the aim is to determine the fea-
tures, which could separate different type of dirt particles properly and classify
them.

2 Materials and Methods

2.1 Pulp Sheets

The pulp samples used in this study were provided by a company producing
equipment for the pulp industry. The samples were laboratory sheets of chem-
ical pulp from different mills around the world. The various pulp sheets, which
include different kinds of dirt particles such as bark, shives, knots, and sand,
give an overview of the varying pulp used in producing paper and board. Front-
illuminated reflection images of the samples were taken by using a high-quality
scanner with all automatic settings disabled. The images were captured with
the spatial resolutions of 1250 and 2500 dpi where a separate ICC profile was
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used for the both modes, and each pixel was represented by 48-bit RGB color
information.

2.2 Segmentation

Segmentation of regions of interest in an image is one of the most important
methods in image analysis. Despite the considerable research effort, there exists
no universal method for the general-purpose segmentation. One of the most
applied category of these methods relies on global or local thresholding. Several
methods exist, and some those methods suit well for segmenting small low-
contrast defects in varying backgrounds [7].

DevelopedNiblackThresholding. The method by Niblack [5] (Local Niblack)
adapts the threshold according to the local mean m (i, j) and standard deviation
σ (i, j) as follows:

T (i, j) = m (i, j) + k · σ (i, j) (1)

The Niblack thresholding is a local thresholding method. In this study, the de-
fined equation is utilized to globally determine the threshold level. Based on the
above equation, k is increased step by step until the number of segmented parts
becomes constant which means that the background is segmented. Thus, in this
paper the method is called the developed Niblack method.

Kittler Thresholding. The method was selected based on an earlier study
focusing on the detection of small details on paper surface [2]. In the method, the
gray-level images are segmented into background and foreground, or alternately
are modeled as a mixture of two Gaussians [4]. The method assumes that the
image can be characterized by a mixture distribution of the foreground and
background pixels, that is,

p (g) = P (T ) · pf (g) + [1− P [T ] · pb (g)] (2)

where pf (g) and pb (g) are the probability mass functions (PMF) of foreground
and background and P (T ) = ΣT

i=0p (i) is a cumulative probability function.
The method avoids the assumption concerning equal variances and, in essence,
addresses the minimum error Gaussian density-fitting problem.

2.3 Feature Extraction

Geometric Features. After the segmentation, geometric features are com-
puted based on the boundary shape of segments (see, for example, [6]). Next
these features are introduced.

F ormF actor =
4π ·Area

P erimeter2
(3)
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where Area is the number of pixels inside the boundary and P erimeter is the
path surrounding an area. In an image processing application, it can be estimated
as the length of the boundary around the object by counting the pixels that touch
the background.

Elongation =
F iberLength

F iberW idth
(4)

where the F iberLength, F iberW idth are defined as

F iberLength =
P erimeter −√P erimeter2 − 16 ·Area

4
(5)

F iberW idth =
Area

F iberLength
(6)

The other geometric features used to characterize the dirt particle boundary are
as follows:

Curl =
MajorAxisLength

F iberLength
(7)

where MajorAxisLength is the length of major axis of the ellipse with the same
normalized second central moments as the segmented region.

Extent =
Area

BoundaryBoxArea
(8)

where BoundaryBox is the smallest rectangle containing the region.

Roundness =
4 ·Area

π ·MajorAxis2
(9)

AspectRatio =
MajorAxisLength

MinorAxisLength
(10)

where MinorAxis is the minor axis of the ellipse with the same normalized
second central moments as the segmented region.

Solidity =
Area

ConvexHullArea
(11)

where ConvexHull is the smallest convex polygon that can contain the region.
In addition, the fractal dimension of the boundary is calculated as follows:

D =
log (N (l))

log (l)
(12)

where N = lD is the number of self-similar objects to cover the original object.
In this study, the fractal dimension of boundary of the dirt particles is defined
by the number of pixels on the boundary N and its length l.
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Texture Features. Texture characterizes an image region as the variation in
brightness [3]. To consider the applicability of texture as a feature, the histograms
of each segmented part can be utilized. Next, the histogram differences between
the segmented parts belonging to the same class of a dirt particle are computed,
and the mean values of intra-class differences are considered as texture. The
histograms are defined in 16 intervals (from the range of 8 bits) and they are
normalized to the identical mean.

Statistical Texture Features. Another approach to describe texture is to use
statistical moments of intensity histogram of the region [3]. The nth moment of
z is

μn (z) = ΣL−1
i=0 (zi −m)n

p (zi) (13)

where z is a random variable representing the intensities p (zi), i = 0, · · · , L −
1 is the corresponding histogram, and m is the mean value of z, i.e., m =
ΣL−1

i=0 zip (zi). R as a descriptor of the relative smoothness is defined as

R = 1− 1
1 + μ2

2 (z)
(14)

where μ2 (z) is the second moment which is a measure of the intensity contrast.
In addition, U as a measure of uniformity based on the intensity histogram of
the region is defined as

U = ΣL−1
i=0 p2 (z) (15)

In this study, smoothness and uniformity are used to represent the texture of
the dirt particles.

3 Experiments

3.1 Evaluating Segmentation

To evaluate the accuracy of the developed Niblack method, the dirt count was
compared to the Kittler thresholding method. The dirt count gives the number
of dirt particles in four different size groups according to the TAPPI standard.
Fig. 1 shows the mean square error (MSE) of the methods as compared to a
commercial system called the Digital Optical Measurement and Analysis System
(DOMAS) and the visual inspection result, whereas Table 1 presents the exact
counts for the eight samples from the different stages of the pulping process.
It should be noted that the relatively low number of samples and dirt particles
in specific samples did not allow for a full statistical evaluation of the methods.
Based on the result, however, the Kittler thresholding method can be considered
to perform better than the developed Niblack thresholding method.

For the first sample with uniform background, the both thresholding methods
produced practically identical results. The second sample with non-uniform back-
ground shows small differences because of the dark particles. However, the last
example illustrates that the developed Niblack thresholding method produced
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Fig. 1. MSE of dirt count in four dirt particle size categories by the Kittler thresholding

method, the developed Niblack thresholding method and DOMAS as compared to

visual inspection

Table 1. The number of categorized dirt particles based on their size for the eight

pulp samples. The dirt particles are segmented by the developed Niblack thresholding

method (DN), the Kittler thresholding method (KT) and DOMAS (DO) as compared

to visual inspection (VS).

# Number of Dirt Particles/Size Class

0.04mm2 − 0.15mm2 0.15mm2 − 0.4mm2 0.4mm2 − 1mm2 > 1mm2

VS DO DN KT VS DO DN KT VS DO DN KT VS DO DN KT

1. > 200 213 184 145 33 49 54 41 10 19 9 9 6 6 7 6

2. > 200 309 207 211 48 81 82 76 23 29 18 14 0 22 3 3

3. > 200 65 218 192 48 16 67 57 12 9 13 11 2 3 3 2

4. ≈ 200 232 237 138 46 56 99 41 29 27 48 23 5 26 33 18

5. > 200 111 100 33 10 18 13 5 0 1 3 0 0 0 0 0

6. 10 4 10 1 0 1 2 2 0 0 0 0 0 0 0 0

7. 5 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0

8. 3 2 16 3 0 0 1 0 0 0 1 0 0 0 0 0

more segmented pixels. In this sample, the dirt particle color is close to the
background which caused the Kittler thresholding to segment it as background.
Therefore, the Kittler thresholding method produced better segmentation results
in this case.

3.2 Feature Evaluation

The proposed geometric and texture features were considered for the classifica-
tion of the dirt particles in the sample sheets.

Fig. 2 shows the comparison of the used features for the dirt particle classes
barks and fiber bundles of the five pulp sample sheets from different stages of pulp
production with varying background. The challenge of this case is realistic for the
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Fig. 2. Variation of the value of all the features for fiber bundles (gray) and bark (black)

in different pulp samples. The circle points show the mean value and the limits are

the minimum and maximum; segmentation was performed by the Kittler thresholding

method.
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application. Most intra-class feature values do not keep constant in different pulp
process stages, but some features, such as curl, can separate the classes well.

3.3 Dirt Particle Classification

As the final step, the features were utilized to classify the dirt particles. Table 2
presents the accuracy of the classification with a multilayer perceptron (MLP)
neural network which consisted of three neural layers and non-linear response
functions. In the tests, MLP showed the best performance when compared to
k-nearest neighbor (k-NN) and linear discriminant analysis (LDA). Two sets of
features were used in the classification of dirt particles in samples with uniform
and non-uniform background color. Table 2 shows the classification accuracy of
two sets of pulp sample sheets with a uniform background (49 plastic and 25
fiber bundle dirt particles), and a non-uniform background (56 fiber bundle and
11 bark dirt particles).

Table 2. The classification accuracy of two sets of pulp sample sheets with uniform

and non-uniform background

Samples Uniform Background Non-uniform Background

Dirt type Plastics Fiber bundles Bark Fiber bundles

Accuracy 100 66.67 85.71 95.83

4 Discussion

The goal of this study was to develop an automated method for dirt counting
and particle classification. The motivation for this development arose from the
problems of the current systems relying on a single threshold level or even manual
selection of the threshold used in segmentation.

The two thresholding methods, Niblack and Kittler, were studied to segment
the dirt particles from the image background. Despite the small differences, the
Kittler thresholding method was found to produce smaller error when compared
to visual inspection. In addition, Kittler thresholding produced better results
especially in the case where the difference between the background and fore-
ground is recognizable. However, the Niblack thresholding method can segment
more particles from the samples collected from the last stages of the pulping
process, which is a clear benefit for application development.

The selected geometric and texture features were compared to each other
with samples from the different stages of the the pulp process. Most of the
features contained a different inter-class value implying that they can be used
to distinguish two classes of dirt. Curl was the best feature to separate bark
and fiber bundles, which can be difficult to differentiate. As the last step, the
features were utilized to classify the dirt particles. It was shown that all the
plastic particles are correctly classified.
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5 Conclusion

In this study, the dirt counting and the characterization of dirt particles in pulp
sheets was considered. Two segmentation methods, which can adapt to different
background color and uniformity, were proposed to use to overcome the problem
of current systems for dirt counting.

The future work includes the evaluation of the methods with a fully represen-
tative set of pulp samples, and the use of back-illuminated images for the feature
extraction.

Acknowledgements. The work was carried out in the QVision consortium
funded by Forestcluster, Ltd., Finland.
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Abstract. One of the advanced techniques in visual information re-

trieval is detection of near-duplicate fragments, where the objective is to

identify images containing almost exact copies of unspecified fragments

of a query image. Such near-duplicates would typically indicate the pres-

ence of the same object in images. Thus, the assumed differences between

near-duplicate fragments should result either from image-capturing set-

tings (illumination, viewpoint, camera parameters) or from the object’s

deformation (e.g. location changes, elasticity of the object, etc.). The

proposed method of near-duplicate fragment detection exploits statisti-

cal properties of keypoint similarities between compared images. Two

cases are discussed. First, we assume that near-duplicates are (approxi-

mately) related by affine transformations, i.e. the underlying objects are

locally planar. Secondly, we allow more random distortions so that a

wider range of objects (including deformable ones) can be considered.

Thus, we exploit either the image geometry or image topology. Perfor-

mances of both approaches are presented and compared.

1 Introduction

Content-based visual information retrieval (CBVIR) is often based on the notion
of near-duplicate images which indicate images of basically the same scene cap-
tured under varying settings (e.g. illumination, camera position, minor variations
in the scene contents, etc.). Although this is obviously not the most universal
model of CBVIR, it is gaining popularity (e.g. [1]) in several important applica-
tions, including analysis of video-clips (e.g. [2]).

In sub-image retrieval, we focus on a more general task of identifying images
which contain near-duplicate fragments. However, the most general formulation
of sub-image retrieval, i.e. detection of unspecified similar fragments in random
images of unpredictable contents, is conceptually very complex and until recently
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very few reports (e.g. [3], [4]) addressed this issue. Our paper presents methods
which can be considered a continuation and improvement of these attempts.
Nevertheless, to the best of our knowledge, no reported technique provides func-
tionalities available in our algorithms.

2 Background

The expected functionality of the presented method is illustrated in Fig. 1. Given
two images of unknown and unpredictable contents, near-duplicate fragments
should be detected and localized.

(a) Planar objects (b) Irregular/deformable surfaces

Fig. 1. Examples of manually extracted near-duplicate regions for planar objects (a)

and for objects with irregular/deformable surfaces (b)

Two scenarios are considered. First, we assume the objects of interest are (ap-
proximately) piecewise planar solids. Then, appearances of the same face of a
solid in different images are related by affine transformations which sufficiently
accurately approximate perspective projections in a wide range of viewing an-
gles and focal lengths. The objective is, therefore, to identify in matched images
affine-related visually similar regions which presumably represent the same (sub-
ject to partial occlusions) planar objects present in both images (see Fig.1a).

In the second case, we consider objects of any shapes (including objects with
deformable surfaces). Differences between visual appearances of such objects
cannot be modeled by any regular mapping. Instead, we attempt to identify
in matched images visually similar regions that may have arbitrary shapes (see
Fig.1b) but their topologies are consistent.

2.1 Keypoint Detectors and Descriptors

Both approaches are based on the same low-level mechanism, i.e. detection and
description of keypoints (a survey of the most popular detectors is provided
in [5]). Keypoints are features representing location with prominent character-
istics of image intensities/colours. Even though keypoints do not reflect global
image semantics or contents, and their performances are not always perfect (in
terms of repeatability under viewpoint and illumination changes) they provide
large numbers of fairly stable local data that can be subsequently used to detect
geometrically or topologically similar image fragments.
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Keypoints are characterized by various descriptors (see [5]) so that local image
similarities can be estimated by determining distances between descriptors of the
matched keypoints. The proposed algorithm can work practically with any fairly
reliable keypoint detector, but (for the reasons presented in Section 3) we prefer
to use Harris-Affine or MSER detectors [5] combined with either SIFT [6] or
SURF [7] descriptors.

Keypoints from the matched images can be compared using various schemes
(see [2]) including many-to-many (M2M), one-to-many (O2M), and one-to-one
(O2O). O2O assumes that two keypoints are matched if their descriptors are the
mutual nearest neighbors. Usually, O2O matching provides the highest precision
(i.e. the highest ratio of correct matches over the total number of matches) and,
therefore, the O2O scheme is applied in our algorithms. However (subject to a
higher computational complexity) other matching schemes can be used as well.
In particular, M2M is recommended when multiple copies of the same objects
are expected in the processed images.

Large numbers of keypoints (usually over 1000 in typical images) produce
correspondingly large sets of keypoint pairs matched between two images. Even
if those matches correctly identify local visual similarities, most of them are
incorrect in the context of the whole image. Therefore, the search for near-
duplicate image fragments should be based on statistical properties of keypoint
similarities. However, the RANSAC-based methods are not applicable because
they can remove outliers only if a significant percentage of all matches are inliers.
In matching random images, the population of correctly matched keypoints can
be statistically negligible (or even non-existing if images do not contain near-
duplicate fragments) compared to all matches.

Therefore, in the geometric approach, we propose to use histograms of affine
transformation parameters, while the topological method is based on the local
distributions of oriented vectors.

3 Affine-Related Near-Duplicate Regions

An affine transformation is represented by six parameters, e.g.
⎡
⎣u

v
1

⎤
⎦ = A

⎡
⎣x

y
1

⎤
⎦ , where A =

⎡
⎣a b c

d e f
0 0 1

⎤
⎦ , (1)

i.e. K=< a, b, d, e > and < c, f > are the linear and the translation parts of the
transformation, respectively.

Keypoints of planar near-duplicates are mapped by (approximately) the same
affine transformations. Therefore, we identify groups of keypoints related by
affine transformations (i.e. the alleged near-duplicate regions) by detecting local
maxima (spikes) in the distribution of all affine transformations that can be built
between sets of matched keypoints from two images. Three factors, however,
should be considered to make this approach practical:
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– Affine transformations have six parameters and 6D histograms cannot be
easily built and processed.

– The algebraic form of affine transformations is sensitive to parameter errors,
in particular in modeling deformations/motions of the underlying objects.

– Affine mappings are defined by the correspondence of three pairs of points.
If n pairs of keypoints matched between two images exist, the total number
of transformations can reach n3, i.e. the computational complexity is O(n3).

The first problem is handled by hashing. Instead of using 6D arrays of affine
parameters, histograms are built using hash-tables. Each histogram bin is rep-
resented as a single entry in the hash-table containing the affine parameters and
the coordinates (in both images) of keypoint pairs contributing to the transfor-
mation. Then, hundreds of thousands of affine transformations can be effectively
handled by a PC-run program.

3.1 Decomposition of Affine Transformations

In order to provide a more meaningful description of affine transformations, we
decompose them using two different schemes. The first one is SVD-based decom-
position (see [9]) where the linear part of affine transformations is decomposed
into two planar rotations and two scaling coefficients (the translational part is
unchanged), i.e. K = Rot(γ) ·Rot(−θ) ·N · S ·Rot(θ), where γ and θ are 2D
rotation angles, S is a diagonal scaling matrix, and N is either an identity matrix
or a mirror reflection matrix.

Alternatively, we decompose the whole affine transformation into three rota-
tions in a 3D space, followed by a 3D translation, and a 2D orthogonal projec-
tion, i.e. A = Rot(φZ) ·Rot(φX) ·Rot(φF ) ·Trans(P ) ·Proj(Z), where φZ and
φF are rotations about Z-axis, φX is a rotation about X-axis, P is the vector
of a 3D translation (that, in effect, combines a planar translation and scaling)
and Proj(Z) is a projection along Z-axis.

Both decomposition schemes have certain advantages and they can be inter-
changeably used to build histograms of affine transformations.

3.2 Histogram Building

Originally, histograms of affine transformations are built using triangles of match-
ing keypoints (i.e. the complexity is O(n3)). To reduce the complexity, we restrict
the number of processed triangles by taking only m neighbors of a given key-
points to form triangles. Additionally, triangles that are too small, too large or
too ”flat” are also rejected. In this way, a uniform distribution of triangles over
the whole image is maintained.

The obtained histograms usually contain highly distinctive peaks for images
containing affine-related regions (if enough keypoints can be detected within the
regions). Fig. 2 shows an exemplary pair of images in which two nearly-planar
similar fragments exist. The 6D histogram of affine transformations built from
matching keypoints has two prominent peaks corresponding to both fragments.
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Fig. 2. A pair of images with two near-duplicate planar regions. Histogram of SVD-

decomposed affine transformations (rotation-angles subspace only).

Fig. 3. The third pair of points to build an affine transformation is found from inter-

sections of ellipses and shifted tangent lines

The histogram projection onto a 2D subspace (two rotation angles) is also shown
in the figure to illustrate the prominence of peaks.

The alternative method to build histograms has O(n2) complexity. Although
the correspondences between three points are still needed, we use only two
matching keypoints. If the keypoints are actually key regions of elliptical shapes
(e.g. provided by Harris-Affine, MSER or Fast-MSER [10] keypoint detectors)
the third correspondence can be derived from a pair of ellipses (key regions) as
explained in Fig. 3. More details on building affine transformation histograms,
and on the identification of affine-related near-duplicates from local maxima of
the histograms, are provided in [8] and [10].

4 Topological Near-Duplicate Regions

Affine relations cannot be used to detect near-duplicates of objects with non-
planar surfaces (although, as shown in Fig. 5a, a certain amount of non-linearity
can be tolerated) or objects which are naturally deformable (e.g. Fig. 1b). For the
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retrieval of such near-duplicate regions we propose an algorithm based on point-
based topological pseudo-invariants. They are referred to as ”pseudo” because
they are not invariant to all mappings between topologically equivalent shapes;
instead they are invariant only under typical distortions of objects encountered
in machine vision. Currently, we use only one such invariant, namely the order
of rotations in a set of vectors sharing the same origin.

Fig. 4. The longest sequence (5 out of 8) of preserved rotations for vectors originating

from a pair of matched keypoints (x, y) and (u, v). The matches between the heads of

vectors are shown as well.

If the order of rotations in both images is preserved for the majority of vec-
tors (see the example in Fig. 4) in two sets originating from a pair of matched
keypoints (x, y) and (u, v) and terminating in other matched keypoints, (x, y)
and (u, v) are identified as keypoints belonging to the near-duplicate regions.
Grouping keypoints into objects is performed according to the topology graph
adjacency matrix. If any two vertexes are connected by a directed edge, they
form a single object. The theoretical complexity of this algorithm is O(n4) but
we have constrained the number of vectors similarly to the triangle method.

5 Performance Analysis

Both algorithms have been tested on a dataset of 100 highly diversified indoor
and outdoor images (see http://www.ii.pwr.wroc.pl/∼visible) i.e. 10, 000 image-
to-image matches can be performed. The ground truth has been established
semi-automatically. First, objects shared by at least two images are manually
outlined in the whole dataset. Secondly, for a given pair of images (and a selected
keypoint detector) the matched keypoints within outlined regions are automat-
ically clustered, and their convex hulls are formed (i.e. the detector’s abilities
to extract visual data from the images are taken into account). Such convex
hulls are considered the ground truth for each image-to-image matching. Since
the detected near-duplicates are also represented by convex hulls of keypoint
groups, performances can be evaluated numerically using the popular measures
of precision and recall. Two criteria are used, namely the object-based estimate
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(overlaps between the ground-truth areas and the returned areas) and the area-
based estimate (the shape conformity between the ground-truth areas and the
returned areas).

The affinity-based method is able to extract both planar and nearly planar
objects. It is highly resistant to false positives. However, it fails to detect objects
in some cases. Exemplary results of image matching for the affine method are
given in Fig. 5a. The topological method extracts a higher percentage of objects,
but fragments of the surrounding background are often merged with the objects.
Thus, the ratio of false positives (in terms of the area criterion) increases, but the
number of false negatives is lower. Exemplary matching results are given in Fig.
5b. Some highly non-planar near-duplicates have not been correctly identified
by the affine-based matching. Details of the evaluation are provided in [8] and
[10], but the summarized results are provided in Table 1.

(a) Some non–planar objects are wrongly detected.

(b) Non–planar objects are better captured, but some background area are included.

Fig. 5. Exemplary results of the affinity (a) and topology (b) based near-duplicate

detection

Table 1. Average recall and precision for the test dataset

Method Affine–Triangle Affine–Ellipse Topology
Detector HarAff HarAff SURF MSER fMSER fMSER MSER HarAff HarAff
Descriptor SIFT GLOH SURF SIFT SIFT SIFT SIFT SIFT SIFT
Prec. (area) 0.96 0.96 0.90 0.95 0.96 0.91 0.92 0.71 0.64
Recall (area) 0.64 0.50 0.49 0.53 0.46 0.48 0.50 0.56 0.79
Prec. (obj.) 0.97 0.97 0.98 0.94 0.94 0.93 0.93 0.81 0.98
Recall (obj.) 0.81 0.71 0.61 0.68 0.63 0.65 0.68 0.76 0.92
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The longest processing time (i.e. approx. 4sec per image pair) obviously ex-
ists for the topological method. The triangle-based approach is slightly faster
(approx. 1-2sec) while the ellipse-based algorithm with Fast-MSER detector can
almost perform in near real time (100-200msec). A modern PC with Intel Core
2 DUO 2.66 GHz with moderately optimized Java codes have been used.

6 Summary

In the paper we have discussed two approaches to image fragment matching, both
being the result of our research. The geometrical approach is mathematically
strict and captures the underlying 3D motion of objects and camera. The pro-
posed topological approach (the main novelty of the paper) employs local spatial
constrains between keypoints and manages to capture deformed and non-planar
objects. Detection mistakes are rare, both methods have very high precision and
recall, calculated in terms of detected objects.

Our further research will be focused on application of both presented methods
to various problems. One of such interesting applications is automatic formation
of visual classes from a completely unknown and unpredictable environment.
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10. Paradowski, M., Śluzek, A.: Detection of image fragments related by affine trans-

forms: matching triangles and ellipses. In: Proc. of ICISA 2010, vol. 1, pp. 189–196

(2010)



Three Cameras Method of Light Sources
Extraction in Augmented Reality

Przemys�law Wiktor Pardel1 and Konrad Wojciechowski2

1 Chair of Computer Science, University of Rzeszów, Poland

przemyslaw.pardel@univ.rzeszow.pl

http://www.augmentedreality.pl/pardel
2 Institute of Information Science, Silesian University of Technology, Poland

konrad.wojciechowski@polsl.pl

Abstract. Transmission information of light sources is very important

part of Augmented Reality (AR) system. Most essential aspects to make

virtual objects look like real ones is lighting. To calculate adequate shad-

ows it is necessary to know the position and shape of all light sources

in the real scene. It is necessary to collect image of real environment for

knowledge of geometry and information about position and shape of all

light sources. In standard solution of using Image Based Lighting (IBL)

in AR all images are captured from single digital camera (low dynamic

range - LDR). We present research results of aspect using the High Dy-

namic Range (HDR) images from two digital cameras and IBL in AR

environment to better lighting calculation and extraction of the strongest

light sources.

1 Introduction

Augmented Reality (AR) is a field of computer research which deals with the
combination of real world and computer generated data. AR allows the user to
see the real world, with virtual objects superimposed upon or composited with
the real world [3].

The beginnings of AR, date back to Ivan Sutherland’s work in the 1960s
(Harvard University and University Utah). He used a seethrough HMD to present
3D graphics. Milgram et al 1994, introduce the reality-virtuality continuum that
defines the term mixed reality and portrays the ,,link” between the real and the
virtual world (Fig. 1).

If the real world is at one of the ends of the continuum and VR (i.e. computer-
generated, artificial world) is at the other end, then the AR occupies the space
closer to the real world. The closer a system is to the VR end, the more the real
elements reduce [13].

AR can potentially apply to all senses, including hearing, touch, and smell.
Certain AR applications also require removing real objects from the perceived
environment, in addition to adding virtual objects [2]. AR systems have been
already used in many applications as military, emergency services (enemy loca-
tions, fire cells), prospecting in hydrology, ecology, geology (interactive terrain

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 183–192, 2010.
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Fig. 1. Reality-Virtuality continuum

analysis), visualization of architecture (resurrect destroyed historic buildings),
enhanced sightseeing, simulation (flight and driving simulators), virtual confer-
ences, entertainment and education (game eg. ARQuake).

Fig. 2. Virtual reconstruction of destroyed historic building (Olympia, Greece) (source:

official project site ARCHEOGUIDE, http://archeoguide.intranet.gr)

Main claims put for AR systems:

– Combines real and virtual objects in a real environment;
– Runs interactively, and in real time;
– Registers (aligns) real and virtual objects with each other;
– Virtual augmentation should be imperceptible to real object;
– Real objects can be augmented by virtual annotations;
– Virtual augmentation can be without limitations viewed and examined;
– User should have capability of simple entrance and omission of system;
– Multiple users can see each other and cooperate in a natural way;
– Each user controls his own independent viewpoint;

All AR systems should to aim to realise this claims. It is important to draw
attention to fact that all this claims are very hard to realize or sometimes im-
possible to realize with using current methods and technology.

2 Difficulties of Transmitting Information of Light
Sources from Reality to Augmented Reality

In Virtual Reality (VR) environment information about all light sources (posi-
tion, shape, brightness, etc.) is defined by environment creator. In AR environ-
ment this information are taken directly from real environment. It is not easy
task, but transmission information of light sources is very important part of AR
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system, because most essential aspects to make virtual objects look like real ones
is lighting. To calculate adequate shadows it is necessary to know the position
and shape of all light sources in the real scene.

Fig. 3. Soft shadows generated with using ”Smoothies” algorithm (source: [4])

Difficulties of transmitting information of light sources:

– The geometry of the real environment is usually not known;
– We do not have information about position and shape of all light sources.

2.1 Capture the Real Environment Image Methods

It is necessary to collect image of real environment for knowledge of geometry
and information about position and shape of all light sources. From many used
methods most important are:

– Capture image of mirrored sphere (In its reflection nearly the entire envi-
ronment can be seen);

– Merging multiple images into single image;
– Using fisheye lens (all the ultra-wide angle lenses suffer from some amount

of barrel distortion);
– Capture only selected part of environment (e.g. ceiling);
– Using special rotating cameras.

Currently Used Methods (Mirrored Sphere): One Camera Method.
This is very popular method because only one camera is needed to observe
environment and capture real environment image (Figure 5). Camera captures
a video of the scene which afterwards is overlaid with virtual objects. In this
method a mirrored sphere is used which reflects the environment. The sphere

Fig. 4. Mirrored sphere image and its environment image (source: [12])
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Fig. 5. One camera method

is in a fixed position relative to a marker of a visual tracking system. Marker
is a characteristic tag, placed in visible place of scene, used in AR systems to
compute virtual object positions.

This method have lot of disadvantages like:

– complicated extraction of mirror sphere from scene image
– bad resolution of extracted mirrored sphere
– mirrored sphere must be placed within observed scene

Two Cameras Method. This method is free from most of disadvantages One
Camera Method. Reduction of this disadvantages was obtained by using two
cameras (two devices: first to capture real environment image and second to
observe environment).

In standard setup (Figure 6) first camera capture real environment image
(mirrored sphere or fiseye lens (Figure 7)).

Second camera captures a video of the scene which afterwards is overlaid with
virtual objects.

Fig. 6. Two cameras method
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Fig. 7. Fisheye lens

2.2 High Dynamic Range Images (HDR)

Real-world scenes usually exhibit a range of brightness levels greatly exceeding
what can be accurately represented with 8-bit per-channel images [5].

High dynamic range imaging (HDRI or just HDR) is a set of techniques that
allow a greater dynamic range of luminances between the lightest and dark-
est areas of an image than standard digital imaging techniques or photographic
methods merging of multiple photographs, which in turn are known as low dy-
namic range (LDR)[5] or standard dynamic range (SDR)[11] images.

High-dynamic-range photographs are generally achieved by capturing multiple
standard photographs, often using exposure bracketing, and then merging them
into an HDR image

Fig. 8. HDR creation

3 Proposal of a New Method: Three Cameras Method

In this method two cameras capture real environment image (mirrored sphere or
fiseye lens). It belongs to modify view parameters (light filters, exposure times,
bracketing), in order to collect series of image with different exposure. Images
from two cameras was taken advantages to create HDR image which is used as
a environment image.

Third camera captures a video of the scene which afterwards is overlaid with
virtual objects.
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Fig. 9. Three cameras method

3.1 Hypothesis

Three cameras method give better light sources prediction.
Inspiration to frame a hypothesis: Due to the limited dynamic range of digital

cameras it is very likely that a lot of pixels have the same value (pure white),
although the real light emission of the objects differs greatly:

– Bulb placed on window in sunny day,
– Two sources with considerable difference between brightness neighbourhood

placed (Figure 10).

Fig. 10. Bulb placed on window in sunny day and five light sources neighbourhood

placed

3.2 Experiment and Experimental Proof of Investigative Hypothesis
in AR Research

Experiments goals is to test earlier framed hypothesis, which has been confirmed
in result of experiment.

The Results of this experiments was HDR images (Figure 12), which advanced
analysis with using Light Mask [1] technique allow test the hypothesis.
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Fig. 11. Scheme of experiment

Fig. 12. Results of experiment

Experimental proof applies in natural sciences, in AR was use to verification
of hypothesis as using Image Based Lighting (IBL)[9] and image based shadows
in real time AR environment[6].

3.3 Experiment Conclusion

Incrementation of amount of LDR image taken to create HDR is not tantamount
to growth the knowledge about position and shape of all light sources in the real
scene. Most important factor is exposures of images taken to create HDR.

– Number of image taken to create HDR environment map don’t influence
proportional to the knowledge about position and shape of all light sources
in the real scene

– After proper selecting sequence of Low Dynamic Range images (LDR)[1],
the knowledge about position and shape of all light sources in the real scene
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Fig. 13. Image taken to experiment

Fig. 14. HDR created from two LDR images

Fig. 15. Light Mask

gotten from HDR created from 2 LDR images is comparable to the knowledge
got from HDR created from 3 ore more LDR images

Depending on kind of image taken to create HDR, knowledge about position
and shape of all light sources in the real scene is significantly different
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– Knowledge about position and shape of all light sources in the real scene
got from HDR created from 2 or more LDR is biggest as one of image is
significantly underexposed

Benefits and Limitations of Methods. Benefits of methods:

– Increase of knowledge about position and shape of all light sources in the
real scene

Limitations of methods and problems with its application:

– Using multi-camera systems (2 camera) - Calibration (Cameras observe ball
from different angle)

– It is indispensable for obtainment of maximum efficiency of method of three
camera setup individually cameras exposition for scene

Fig. 16. Different camera angle observation

4 Conclusions and Future Work

New method was presented which give better light sources prediction in real
environment. Usefulness of new method was experimentally confirmed. However,
some problems with its application have appeared related to using multi-camera
systems (calibration). Next work are planned with improvement this method at
employment of other technology:

– Apply adaptive light filters
– Apply artificial intelligence to light sources prediction
– Using one camera to create HDR with using authomatic system to change

light filter
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Abstract. The paper introduces a method allowing to spot image of

vehicles, registered by a video camera. The object’s manoeuvres on and

between traffic lanes are one of the most important tusk being under

consideration in this contribution. The elaborated algorithms of the ve-

hicle’s movement analysis were presented in the paper. The description

language, with its syntactic primitives, was introduced and implemented

for the movement assignment, description and analysis.

1 Introduction

The traffic control systems are based on different technologies concerning the
data registration, computing techniques and the data distribution methods [1].
The most fashionable and encouraging techniques are based on digital camera
interfaces for roads traffic monitoring and registration.

The images pre-processing and processing, for properly carried on classifica-
tion are key problems being under consideration recently.

The collected data is recorded in memory units of the controlling systems. The
specifically assigned objects, with their characteristic shape descriptors and the
objects location, on the observation field scenery, are considered in the paper.
The obtained data set simplifications allow us describing the fast moving objects
within the camera observation field, by remarkable reduced size of the data set,
covering the full dimension of the camera observation area.

The real time controlling process is put into frames of the data sapling rate
that is defined by the time window, indicating the control data grid [1] satisfac-
tory for the controlling process quality assumptions.

The transportation model description demands were already discussed in sev-
eral works; among them [2], [4]. The time limit has to be matched with the
controlling unit speed, covering not only the demands of the traffic smooth flow
but also of all calculations, fulfilling the algorithms computing time limit.

The digital cameras, available on a market today, are sampling the image
stream 25 times per second, recording each car; driving 50 km/h, at 100 m pas-
sage (of the road) 182 times [3]. That is why the clocking rate produces immense
set of the data, much bigger than it is needed for this slow process description.

These troublesome image sequences observation and description (in a real
time mode) expects necessary simplifications of these movie data stream [2], [3].

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 193–202, 2010.
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In each data frame the objects class with its localisation on the scenery has to
be distinguished.

The analysed image sequences, with a necessary background, can be assigned
by adequate descriptors of the syntactic language L. The language symbolic vari-
able identifiers, analyse and assign the vehicle’s localisation, with their movement
histogram.

The objects description symbols define locations and moving directions of
the vehicle. Moreover, the language components allow identify the movement on
the transportation process scenery, by means of specific syntactic grammar. The
grammar items generate sequences of symbols, defining the traffic objects and
their manoeuvres.

The elaborated grammar generates words and sequences of words, allowing
describe each manoeuvre on and between the traffic lanes, overtaken vehicles,
driving back and towards, etc. The defined symbols composition indicate all reg-
ular and not illegible manoeuvres. The specific sequences of symbols, combined
with parsers library, indicate the manoeuvre type.

2 The Vehicles Trajectories Syntactic Descriptors

2.1 The Syntactic

Main assumptions to the description method, provide an efficient assignment
of the traffic scenery with objects and their coordinates, using several symbols
only, instead of using traditional bitmaps.

Definition 1. The syntactic symbols identification method allows as assigning
the vehicles trajectory, used for recognition process of its movement, by means
of the defined primitives placement analysis. The used primitives indicate the
geometrical characteristic parts of the analysed objects, with their localisation on
the observation field.

The traffic route recognition concerns identification of the vehicles primitive de-
scriptors that are used for the object assignment [2], [3]. The analysis procedures
indicate several principles, implemented in the specified language.

In Fig.1 the trajectory primitives are indicated. The vehicles trajectory was
divided into several units, showing the object localisation, during its movement

Fig. 1. The syntactic primitives assignment
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along the traffic lane [3]. On a left side of the figure geometrical coordinates were
assigned. On the right side, the syntactic symbols were presented. The trajectory
description area is limited into the camera observation field and its projection
onto a road surface, assigning the trajectory under analysis.

The distinguished shapes of the elementary units allow us indicate the vehicle’s
movement using the defined symbols (Fig.2).

Fig. 2. The vehicles trajectory primitives assignment

The vehicle’s movement assignment primitives, were defined (1) by four at-
tributes, according to the illustration in Fig.2.

SP (LS , TL, αS , Tα) (1)

where: LS - length of the primitive from axis centre 〈0, 0〉, αS - angle between
the primitive and axis X, TL i Tα - the length tolerance LS and the primitive
angle tolerance αS ,

The length TL tolerance and the angle Tα tolerance, define differences margins
for the vehicle’s movement trajectories identification.

The analysis algorithm distinguishes the not eligible manoeuvres on the road,
in the specified road zone. They are indicated by an evidence of traffic law,
called the traffic incidents [3]. The analysis parameters are provided by an angle
coordinates, like [2], [3]:

1. Driving ahead: w (1.8, 0.4, 0, 0.16),
2. Turning left: l (1.8, 0.4, 0.16, 0.16),
3. Turning right: p (1.8,0.4, –0.16, 0.16),
4. Reverse: c (1.8, 0.4, π, 0.16).

The above symbols describe the vehicle’s movement trajectories [2], [3] building
up the language primitives, indicating coordinates of the vehicle’s placement.
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Fig. 3. The vehicles trajectory assignment in an image sequence

In case the current coordinates of the descriptor are close to any symbol, of
the description language, the subsequent fragment of the vehicles trajectory
is indicated (Fig.3). In the analysed video frames, the vehicle’s localisation is
appointed by a sign x.

When the localisation vectors are close to any of the language primitives,
the dotted line indicates movement trajectory of the vehicle (Fig.3). There are
direction symbols illustrating: driving straight, turning left and right or changing
the vehicle’s placement (for the vehicle’s speed v=60km/h).

Combining a data sampling rate, with the vehicle’s localisation, one can find
their speed and various accidents evidences, with sample measures of the vehicle’s
dynamics.

The recorded number of vehicle’s placement (in the video sequence) may in-
dicate accelerations, slowing down or braking of vehicles.

The movement trajectories, observed on the traffic lane background, allow us
indicating all illegible manoeuvres of vehicles, as well.

3 The Trajectories Description Language

The discussed primitives, used for the vehicles scenery description, create the
description alphabet of the introduced language. The language grammar provides
us with description items of the transportation network.

The language, with its alphabet , recognises every combination or subset of
these symbols [5]. The symbols produce words and sentences of the language
words. The undefined or unrecognised movement cases are not classified by the
algorithm formulas.

The fundamental task of the syntactic assignment method, supports the vehi-
cle’s movement and localisation recognition, based on the video data sequence.

The vehicle’s movement description and recognition mechanisms are encoded
by the language grammar, with several combination of these elementary compo-
nents.

The definitions of the language grammar [6] are expressed by several relations
of:

G = (ΣN , ΣT , P, S) (2)
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where: ΣN - defines a set of non-terminals, ΣT - set of terminals, P - is a finite
set of rules or productions, S - is the starting symbol S ∈ ΣN .

The alphabet Σ calls the limited set of symbols, as: Σ = ΣN ∪ ΣT and
ΣN ∩ΣT = 0. The set of terminals ΣT contains the defined {w -driving ahead, l
-turning left, p-turning right, c -reverse} of the trajectories descriptors. The non-
terminals ΣN consists of variables, used in words construction of the language
body, then the production set P is used for the words construction by operations:

η → γ (3)

According to the boundaries, given by means of these productions [8], four gram-
mar types were distinguished: unrestricted, context-sensitive, context-free and
regular.

The description of the road traffic manoeuvre in the context-sensitive gram-
mar, uses productions expressed by the following relations:

η1Aη2 → η1γη2 (4)

where: η1, η2 ∈ Σ∗, γ ∈ Σ+, A ∈ ΣN ,
The symbol A can be replaced by an empty sequence of symbols γ, when A

appears in context of symbols η1 and η2.

3.1 The Traffic Context-Sensitive Grammar

The context-sensitive grammar assigns the rules of membership, within a level of
words formation, of transportation objects’ free modelling. It allows describing
the manoeuvres as: a vehicle’s lane turnover, overtaking and U-turning (back).

The turning manoeuvre, in the grammar construction of the turning radius, is
observed in a range of 5 to 25 meters. It allows identify the manoeuvre observed
on every crossroad type, in cities.

The grammar expression for the manoeuvre of the vehicle’s turning - left or
right is expressed as:

Gturn left = (ΣN , ΣT , P, S)turn left (5)

where: ΣN ={S, A, B, C }, ΣT = { l, w }, P = {S→All, All→lBl, Al→Awl,
Awl→wwlB, Awl→wlB, lBl→llC, Bl→Bwl, Bwl→wwlC, Bwl→wlC, lC→lwC,
lwC→lwwC, C→l}

By the defined rules of membership of P , 27 words of the alphabet Σ were
obtained. The largest lock radius contains the lock primitives l of the vehicle,
separated by two primitives of a direct movement w.

A graphical interpretation of this analysis, concerning the grammar words of
the lock Gturn left, has been shown in Fig. 4. The lock symbol, visible in the
figure, has the radius R=5m.

In the turning trajectories algorithm implementation, the L lengths primitives
in range of 1.8m to 2.2m were selected. It means that the vehicle is detected twice,
driving 90 km per hour, or once for speed above 200km/h in the sequence of 25
images per second.
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Fig. 4. Illustration of the turn primitive angle

Changes of the vehicle’s position, between the traffic lanes, are also an impor-
tant manoeuvre, needed for the transportation network states complete descrip-
tion. Finding the words that belong to the manoeuvres description grammar
rules, are one of the formal language description key items.

The description language structure contains units for: driving ahead, back
and the vehicle’s locks. The sequence of symbols for vehicles movement on the
traffic-lanes, consists of combinations of the lock primitives.

The turning to the left manoeuvre grammar (on the traffic lane) consists of
the following symbols:

Gchange left = (ΣN , ΣT , P, S)change left (6)

where: ΣN={S, A}, ΣT ={l, w, p}, P={S→wwlApwww, Apw→Appw, Ap→Awp,
Awp→Awwp, Awwp→Awwwp, lA→Al, Alw→Allw, Alp→Allp, Al→wl}

The belonging rules P , for the traffic lane changes, allow us finding up to 16
words of these states description, using the alphabet Σ. The vehicle’s manoeuvre
shape, on the traffic lane was illustrated in Fig 5.

Fig. 5. The traffic lane change illustration

The grey area shows an example of an eligible change zone (surface) on the
traffic lane: Gchange left.

The grammar constructions for further traffic lane changes descriptors are
defined similarly to the above manoeuvre of turning left.
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4 The Movement Trajectory Analysis and Acceptation

The automaton for the language formulas analysis, allows us defining the input
words that define the description language formulas [4], [5]. The calculations
made by the automaton work, on checking the current movements, were defined
by the transitions function δ.

Reading the symbol in the sequence and analysing the table of states , of the
control unit, the next state of the automaton is found [6]. The word identifica-
tion means the trajectory symbols finding, with characteristic relations between
them. The analysis concerns relations to the language L with its all grammar
Gn relations (Fig. 6).

Fig. 6. The block diagram of words acceptance mechanisms

For more precise (complex) description of the vehicle manoeuvres the descrip-
tion symbols have to be reduced into smaller fragments of the vehicle’s shape. In
spite of the language complexity increase the separate analysis of the descriptors
combination will simplify remarkable the language grammar s and the analysis
algorithms.

4.1 The Automaton for Vehicles Trajectory Movement Description

The automaton used for the description words analysis and accepting [6] (of
the description language), allows also identify the scenery. The Turing machine
and its versions, as: a finite-state automaton, push-down automaton and linear-
bounded automaton [7] support the recognition algorithms. This machines are
counting the function values for the given arguments [8]. The linearly bounded
automaton is called single-bend Turing machine, with a stop mode. Its alpha-
bet uses two special symbols; the ending delimiters reducing a direct entrance
into cells saving an input data of the automaton. The work introduces some
programming procedures of the automata theories, constructed as a parser that
corresponds to syntactic descriptors of the traffic accidents, in transportation
networks.
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The linearly-bounded automaton defines a not deterministic model with the
parser constructions used for identification of the network states that can be
expressed by an equation:

P = (Q, Σ, δ, q0, F ) (7)

where: Q – finite, not empty set of states, Σ – finite inputs alphabet, δ – the
transition function (for mapping), q0 – starting delimiter q0 ∈ Q, F – ending
delimiter F ⊆ Q.

The defined parsers of the road incidents identifiers [1] concern manoeuvres:
turn of vehicle, traffic lane change, overtaking and turning back the vehicle.

The parser construction for a turn left manoeuvres is assigned by the expres-
sion:

Pturn left = (Q, Σ, δ, q0, F )turn left (8)

where: Q – {q0, q1, q2, q3, q4, q5, q6, q7, q8}, Σ – {w, l}, δ – is defined by
table 1, q0 – {q0}, F – {q9}.

Table 1. The transition function δ of the vehicle’s turning left parser

l w

q0 ( q3, P ) ( q1, P )

q1 ( q3, P ) ( q2, P )

q2 ( q3, P )

q3 ( q6, P ) ( q4, P )

q4 ( q6, P ) ( q5, P )

q5 ( q6, P )

q6 ( q9, 0 ) ( q7, P )

q7 ( q9, 0 ) ( q8, P )

q8 ( q9, 0 )

The linearly-bounded automaton Pturn left allows us finding twenty seven
words of the alphabet Σ for the vehicles turning manoeuvres.

The manoeuvre of the traffic lanes changing, for a left sided traffic, will be
widening the traffic description symbols and a traffic network assignment. Its
localisation will identify a parser Pchange left, as:

Pchange left = (Q, Σ, δ, q0, F )change left (9)

where: Q – {q0, q1, q2, q3, q4, q5, q6, q7, q8, q9, q10, q11, q12, 12, q13, q14},
Σ – {w, p, l}, δ – is defined by graph (in Fig. 7), q0 – {q0}, F – {q14}.

The construction Pchange left allows us accepting all sixteen words of the
alphabet Σ; being the language of manoeuvres, assigning the movement of the
vehicle. The parser Pchange left of the traffic states was introduced in Fig 7.
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Fig. 7. The parser states graph Pchange left for vehicles changing manoeuvres

5 Conclusions

The real-time control machine, using the data recorded by digital camera, indi-
cate a limited time-window for all processing units execution. That is why the
calculation algorithms have to be simplified into a necessary level defined by the
assumed data resolution.

Although the syntactic symbols language provide us with remarkable simpli-
fications of the transportation objects description, number of tasks and the com-
puting algorithms complexity can still be a challenge for further works searching
fast methods of additional applications offering a video camera data file appli-
cations (as vehicles classes finding).

The carried on field testing experiments provided us with very satisfying re-
sults for further applications finding.

The context grammar of the language, allows us defining complex descriptors
of the transportation vehicles states. The conclusions making automata identify
and assign various manoeuvres of vehicles.

The implementation of the control machine has been done by a very fast
hardware integrated processing unit based on the field programmable gate arrays
- SPARTAN [9].
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Abstract. The article shows the method of verification the accuracy

of processing geometry by comparing the contours of the real block of

ice with its model, during the melting process. This method is common,

and it can be used for testing visualization of melting, sublimation and

ablation phenomenon and other processes of the material decomposition.

So far the reliability of geometric changes of the visualized ice has been

assessed on the eye.

1 Introduction

The visualization of physical processes is one of the important uses of computer
graphics. Specificity of visualization is the need of mapping the three components
of an object’s appearance: shape, material model, illumination model. The last
two components allow the viewer to identify whether an object is made of ice,
wax, wood, or stone, etc. It consists of a material color, its directional features,
e.g. glossy, shiny, transparent, and spatial features e.g. little bumps. The shape
of the object is usually the same and informs us about the functional features of
the object e.g. table, chair.

However, the shape of the deformable objects changes. Decomposition of solids
includes the ablation and sublimation [13] and the melting of wax [1] and ice.
While the wax during the melting becomes plastic material whereas the ice
becomes water. The other examples of decomposition are the wood burning [7],
the erosion of stone [3] and the interactive sculpting in the virtual reality [2].
The opposite to the decomposition is the creation of solids. For example the
hardening of lava, cement, wax or ice [1] and crystallization or solidification [6].
The third group of phenomena includes reversible transitions between solids and
liquids [5,8] or viscoelastic objects [4].

Our research focuses on visualisation of sublimation and melting of ice in real-
time rendering applications. In order to achieve suitable time of calculation all
the algorithms were implemented on the GPU. It concerns not only the model
of material for ice visualisation [11,10], but also the model of the deformation of
the ice block during the melting [10]. Both models are empirical. The idea of the
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deformation is based on the relationship between the speed of the melting and
the irregularity of the ice surface, called the inter-phase surface [9]. It has allowed
the application of the surface objects representation instead of the volumetric
one used previously.

The main problem appeared in verification of the results, because so far
both the appearance of ice and the changes of the shape were evaluated on
the eye [1,2,3,4,5,6,7,8,13].

Such evaluation is not enough especially for empirical models. The result of
our research is the original quantitative method of the verification of calculation
of an object shape during the phase transition. In this paper there is an idea of
the method presented. It includes the data acquisition and processing of the real
and virtual object and the method of comparing of the processed data.

Moreover, there is presented the application of the method for verification of
calculation of melting of four objects made of the ice.

2 Verification Scenario

The main goal of results verification is the comparison of calculations results with
the natural process. There is necessary to ensure a set of physical conditions for
real phenomenon and a set of analogous conditions in the virtual scene 3D in
order to do the comparison.

Presented method considers following conditions:

1. virtual object is visualized using the tested method and the real object is
photographed,

2. virtual and real object have the same initial shape,
3. the processing cycles of tested method correspond to the adequate pho-

tographs,
4. the viewpoint in the virtual scene corresponds to the real position and ori-

entation of the camera,
5. projection parameters in the virtual scene are analogous to real camera pa-

rameters,
6. examined features of the virtual object shape agree with the features of the

real object shape.

In order to meet the above assumptions one has to prepare two pipelines of data
processing - one for the real object and one for the virtual object (fig. 1). Both
use the same cast to make gypsum and ice models.

Pipeline A - acquiring and processing for the real object data.

1. Ice model preparation (water freezing in the cast).
2. Taking a sequence of photographs of the block of ice during melting.
3. Obtaining a contour sequence with the help of image processing.
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Fig. 1. Verification scenario

Pipeline B - acquiring and processing for the virtual object data.

1. Gypsum model preparation (in the same cast).
2. A 3D scan in order to obtain a triangle mesh model.
3. Rendering a sequence of images using the tested method of the ice melting

calculation.

The revision of the results of geometry is done by comparing the sequences of
contours generated from the both pipelines described above (see section 3). The
term contour is understood as an object projection onto the observing plane.

2.1 Acquiring and Processing for the Real Object Data

The experiment described below, shows an example of implementing this part of
the pipeline A, which gives the output sequence of photographs the real object
(fig. 2).

Lump of ice was placed on the absorptive ground not to have to filter the
image spilling water. The camera was above the object and the lens were pointing
down. It corresponds to the contour rendering of a virtual object in the horizontal
surface. The camera was removed as high as it was possible in the studio and
how the optical zoom allows. Maximum optical zoom gives minimal viewing angle
available in the camera. It is the best zoom of orthogonal projection offered by
the camera.

The temperature of the surrounding estimated between 25 ◦C − 35 ◦C. The
initial of the block of ice estimated −10 ◦C.

The sequence of single cubes melting in these conditions lasted over 2 hours.
The photographs have been performed every 40 seconds, which gave about 200
photographs for the melting sequence.
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Fig. 2. Configuration of photo position

In order to calculate the contours in the photographs are preprocessed (fig. 3).
The ice changes the appearance during the melting. The thinner it is, the more
clear it becomes. This makes it difficult to find the correct contours in a sequence
of these photographs which are made in the later stages of melting (fig. 4).

Fig. 3. The steps of picture’s preprocessing: first there is a conversion from the colour

to the gray-scale, then a median filtering removes a noise, and next the threshold makes

a two-colour contour image

Fig. 4. Transparency of the outline of melting facility. The numbers of photographs:

1, 50, 100.

2.2 Acquiring and Processing for the Virtual Object Data

After obtaining a gypsum model from the same cast that was used for making
the block of ice, the model is 3D scanned. The tested method is based on triangle
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a) b) c)

Fig. 5. Triangle mesh model of the battleship: a) mesh, b) two-colour rendering, c) the

3D look after rendering by the lighting

meshes, thus the chosen scanning method converts the gypsum model to the rep-
resentation of its surface. Next the calculated triangle mesh model is processed
and rendered by testing application (fig. 5). The application renders the model
using only one colour without lighting and texturing. At the beginning of this
section the rendering parameters which are set in the application, are discussed.
Finally, the rendered images are the two-colour contour images (fig. 5b).

3 Contour Matching Function

The contour of the object refers to the object’s projection on the horizontal
surface. The measure degree of the contour’s similarity (P) from synthetic picture
and photograph takes place (fig. 6a):

P =
SA + SB

SA + SI + SB
, (1)

where:
SI - the area of the common part of the contours,
SA - the area of the contour from the photograph excluding the common part,
SB - the area of the contour from the synthetic picture excluding the common

part.

a) b)

Fig. 6. Signs used in much of the degree of similarity between the contours: a) AA -

the area of the real object projection, AB - the area of the virtual object projection,

SI = AA∩AB - number of pixels in the intersection, SA = AA\SI - the area of the real

object’s contour excluding the common part, SB = AB \ SI - the area of the virtual

object’s contour excluding the common part, b) color code: SA - grey, SB - black, SI

- white
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All areas are calculated as the number of image pixels; P ∈< 0, 1 >, P = 0 for
identical contours and P = 1 for separable contours. This measure is convenient
in the interpretation. The similar measures are used in classification methods
and in the image’s segmentation [12].

There is accepted that the contours are sufficiently similar, to consider the
quality of visualization of a sufficiently good, if the test sequence of photographs
and images of synthetic value of P shall not exceed 0.20. Figure 6b) shows two
examples of the contours positioned relatively to each other in the way to get
values of P = 0.20115. Therefore, it shows that for such values of P the outlines
of objects are similar.

4 Tests

The proposed method was used to verify the calculation of the ice melting by
Szajerman [10]. The test was performed for objects derived from the four forms,
called: giraffe, aircraft, ship, battleship. The tested blocks of ice weighed about
250 grams. The corresponding blocks of gypsum were approximated by a mesh
of over 11000 triangles. Figure 7 and tab. 1 present the results of the comparison
of contours for photography 1, 33, 67, 100. Similarity of the contours do not
exceed P100 = 0.20. Given the similarity of input contours which amount to
P1 = 0.07 means the difference in calculated shape and photographed shape at
around 10%.

Table 1. Similarity of contours (P) for selected images from a sequence of melting

model P1 P33 P67 P100

giraffe 0.068818 0.081004 0.110698 0.137467

aircraft 0.027969 0.048929 0.079185 0.10399

ship 0.044926 0.073091 0.082767 0.120915

battleship 0.07131 0.102844 0.139845 0.178187

Deterioration of the similarity of the contours in the subsequent measure
cycles is the accuracy of the calculation method for calculating the deformation
of the object in the process of melting. However, it should be noticed, that
the method of calculating the contour of the surface and also the experiment
could enter some more mistakes. Contour of the input from the photographs and
contour of the input from the synthetic image are different for several reasons:

1. water increases its volume coagulating in the form, and gypsum is not,
2. uncertainty of the 3D scanning of the gypsum block and approximation of

its surface to the mesh of triangles,
3. lens imperfections, for example lens distortion,
4. uncertainty of mapping the dimensions, angles and other relationships be-

tween the environment and the three-dimensional scene
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Fig. 7. The contour’s similarity: a) P1, b) P33, c) P67, d) P100; grey - the real object’s

contour (SA), black - the virtual object’s contour (SB), white - the common part of

contours (SI)

The rate of melting depends on the rate of heat flow, and thus from the geomet-
rical features of the object. Therefore, the initial match between the contours
impinges on the further comparison (tab. 1). An additional reason for increasing
the value of P is a contraction of the crop pixels constituting the contours. There
are fewer pixels, so each disorder is becoming increasingly apparent.

5 Conclusions

There was presented a new approach to the results’ verification of visualiza-
tion and simulation algorithms. The tested algorithms are able to consider the
changes in object’s shape under the physical conditions, which are especially
melting, sublimation and ablation phenomena, and also other process of the
material’s decomposition. The proposed method of verification allows not only
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qualitative, but also quantitative assessment of visual results to be given by a
tested method. It is ensured by a proposed measure of P.

The method was used in testing of melting and sublimation algorithms visu-
alization [9,10]. It helped to prove that the tested algorithms give a plausible
visual effect of melting and sublimation, and their results are similar enough to
the real phenomena.
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Abstract. A vehicle detection plays an important role in the traffic

control at signalised intersections. This paper introduces a vision-based

algorithm for vehicles presence recognition in detection zones. The al-

gorithm uses linguistic variables to evaluate local attributes of an input

image. The image attributes are categorised as vehicle, background or

unknown features. Experimental results on complex traffic scenes show

that the proposed algorithm is effective for a real-time vehicle detection.

Keywords: vehicle detection, vision-based sensors, linguistic variables.

1 Introduction

The information concerning presence of vehicles in the predefined detection zones
on traffic lanes is essential for adaptive traffic control at signalised intersections.
This information can be effectively acquired using vision-based vehicle detectors.
The idea is not new. However, fast and robust image processing algorithms are
still being sought to provide low cost vehicle video-detectors and to improve
their performance.

In recent years many vision-based algorithms have been developed for the ve-
hicle detection. Most of them have been designed to perform image segmentation
and categorise all pixels of the input image as pixels of vehicles, pixels of back-
ground, shadows, etc. [1], [5], [6]. The background subtraction is one of the most
popular methods. Several adaptive background models have been proposed for
the traffic images segmentation [9], [10]. Different methods have been intended
for the counting of vehicles when passing through so-called virtual loops. In [7],
the statistical models have been applied to extract image features that allow us
to categorise each state of the detector into three categories (road, vehicle head
and body) and to recognise passing vehicles. The methods proposed in [2], [8]
use the time-spatial images analysis for the task of road traffic flow count. Also
3-D shape models have been dedicated for the vehicle detection [3], [4].

The paper introduces a fast algorithm for the vehicles presence recognition
in detection zones. It operates on local image attributes instead of the particu-
lar pixels. The image attributes are evaluated for small image regions by using
linguistic variables and the fuzzy sets theory. The recognition of vehicles is per-
formed by using simple statistics on the values of the image attributes registered
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in a video sequence. Occupancy of detection zones is then determined by count-
ing the recognised vehicles features in appropriate image regions. The algorithm
was applied for gray-scale video sequences. However, it can be easily extended
to colour images. Robustness of the proposed algorithm was verified through ex-
tensive testing in various situations. Experimental results reported in this paper
proves the real-time performance of the introduced algorithm.

2 Image Attributes

The pixels intensities and their spatial differences are the low-level image char-
acteristics that can be effectively utilised for the vehicle detection. As the grey-
scale images are taken into consideration, the colour attribute was introduced
to categorise pixels into three classes: black (with low intensities), grey (medium
intensities) and white (high intensities). This colour attribute allows to recognise
some features of objects that are visible in traffic scenes, e. g.: black regions of
image that usually correspond with bottoms of vehicles in daylight conditions,
vehicles headlights having white colour, especially in night images and regions
of grey colour which is typical of the road pavement.

The spatial differences of intensities allow us to evaluate contrast between
the adjacent image regions. The fact that a high contrast correspond with sharp
edges of a vehicle body, is particularly important for the task of vehicle detection.
Therefore, the proposed method uses contrast measure as an relevant image
attribute. The applied contrast description of two neighbouring image regions X
and Y is based on distinction of three cases: (1) X is darker than Y, (2) X and
Y have similar intensities, (3) X is brighter than Y.

The local attributes of t-th image for coordinates (x, y) are determined tak-
ing into account 7x7 square neighbourhood centred on a pixel (x, y). Set of
attributes for the pixel (x, y) consists of one colour attribute C and four con-
trast attributes: UR, UL, LL and LR. The contrast attributes describe intensity
differences between centre of the analysed image region and its corners: upper
right, upper left, lower left and lower right corner respectively. Values of the
image attributes are determined by using linguistic variables. Sets of admissible
values (linguistic terms) for the introduced attributes are defined as follows: VC =
{black, grey, white} and VUR =VUL =VLL =VLR ={darker, similar, brighter}.

Fig. 1 presents the membership functions of fuzzy sets that are attached to
the linguistic terms. These functions map values of pixels intensity onto mem-
bership degrees of linguistic terms. Membership degrees are computed taking
into account the mean values of pixels intensities IM(x, y, t) determined for the
image regions of size 3x3. The membership functions of linguistic terms describ-
ing the colour of a pixel are depicted in fig. 1 a). Parameters b0, b1 and w1,
w2 of these functions are calculated by means of histogram analysis performed
on the input image. Fig. 1 b) shows membership functions defined for terms
that are used to describe contrast between two adjacent 3x3 image regions. The
first of them is centred on the pixel (x, y) and the second one is centred on the
pixel (x + dx, y + dy). The selection of dx and dy values depends on the type
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Fig. 1. Fuzzy sets definitions for linguistic variables: a) C, b) UR, UL, LL and LR

of attribute: dx = 2, dy = −2 for attribute UR, dx = −2, dy = −2 for UL,
dx = −2, dy = 2 for LL and finally dx = 2, dy = 2 for LR. Parameters i0 . . . i4 of
the membership functions are computed by a simple addition of predetermined
offsets to the intensity value IM(x + dx, y + dy, t).

As a result of a particular attribute A evaluation for the pixel (x, y) in t-th
image a triple of membership degrees is computed:

A(x, y, t) = [μA
a1

(x, y, t), μA
a2

(x, y, t), μA
a3

(x, y, t)], (1)

where μA
a is the membership function of term a defined for attribute A, a ∈

VA, VA = {a1, a2, a3} is the set of values (terms) for attribute A and A ∈
{C, UR, UL, LL, LR}.

3 Vehicles Features

As it was discussed in the previous section, the values of image attributes are
represented by triples of membership degrees. The proposed algorithm classifies
each value of image attribute as a feature of vehicles, a feature of background
or an unknown feature. The classification procedure is based on information
regarding number of occurrences of particular attribute values in images that
were previously analysed. It was assumed that the background features appear
more frequently in the sequence of images than vehicles features do. Thus, a
given attribute value can be recognised as a feature of vehicles if it has the
low number of occurrences. When the occurrences number for a given value is
high, it can be considered as a background feature. The attribute value will be
categorised as an unknown feature if its number of occurrences is medium.

The accumulators arrays were applied in the introduced method to collect the
occurrence information for respective values of image attributes. This informa-
tion is necessary for the recognition of vehicles features in a video sequence. The
accumulators arrays are updated after attributes evaluation for each image in
the video sequence. Let ACA

a (x, y, t) denotes an accumulator that corresponds
with value (term) a of attribute A evaluated for pixel (x, y) in t-th image. The
count in the accumulator is incremented, if the value of attribute A for the anal-
ysed pixel conforms to the linguistic term a. This rule can be expressed by using
following equation:
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ACA
a (x, y, t) = ACA

a (x, y, t− 1) + μA
a (x, y, t). (2)

The accumulator count is decremented in the opposite situation, i. e. when the
current value of attribute A is not a:

ACA
a (x, y, t) = ACA

a (x, y, t− 1)− μA
ā (x, y, t). (3)

When the standard definition of fuzzy set complement is taken into considera-
tion, the membership degree of ā is calculated as follows:

μA
ā (x, y, t) = 1− μA

a (x, y, t) (4)

Therefore, equations (3) and (4) can be merged to give one formula for the
accumulator update operation:

ACA
a (x, y, t) = ACA

a (x, y, t− 1) + 2μA
a (x, y, t)− 1. (5)

At the beginning, when the video sequence processing starts, there is no infor-
mation available on the occurrences of particular attributes values. The accu-
mulators are initialised at zero: ACA

a (x, y, 0) = 0. A low absolute value of the
count in an accumulator correspond with insufficient information, which does
not allow to categorise the image features unambiguously. The features classi-
fication is possible only when the absolute value of the counts in accumulators
is appropriately high. Moreover, the vehicle features are recognised if relevant
accumulators counts are negative and background features are recognised in case
of positive counts.

Fig. 2. Fuzzy sets definitions for linguistic terms: negative, low and positive

The terms used above to describe accumulators counts (low, negative, posi-
tive) have their own membership functions (fig. 2). The introduced membership
functions are used to categorise image features. Fuzzy reasoning method with
product t-norm and maximum t-conorm was applied to perform the features
classification task. For an recorded image attribute A(x, y, t) the degree of its
membership in the vehicle features class (VF ) is calculated as follows:

μA
VF (x, y, t) = max

a
{μneg[ACA

a (x, y, t) · μA
a (x, y, t)]}. (6)

When the classes of background features (BF ) or unknown features (UF ) are
taken into consideration, the membership degrees can be similarly computed.
The only difference is in use of μpos or μlow functions instead of μneg for BF and
UF classes respectively.
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4 Occupancy of a Detection Zone

The task of the proposed algorithm is to provide information on an occupancy of
each detection zone. The occupancy OD(t) is a binary property of the detection
zone D, determined for t-th image in a video sequence. The values of occupancy
have the following interpretation: OD(t) = 1 indicates that there is a vehicle
occupying zone D in t-th image and OD(t) = 0 denotes that the detection
zone is empty. Procedure of the occupancy determination is based on vehicle
features counting in detection zones. The underlying concept is that the number
of vehicle features is high when the detection zone is occupied. The number of
vehicle features recognised in a detection zone D for t-th image is calculated
according to the following formula:

SD(t) =
∑

(x,y)∈D

∑
A

μA
VF (x, y, t). (7)

In the next step the resulting quantity is thresholded to determine a binary
value of occupancy. The hysteresis thresholding method is applied here with
two threshold values. The high threshold is used to formulate a condition of
detection zone activation (switching occupancy to 1). The low threshold is taken
into account when the detection zone is deactivated (occupancy changes from 1
to 0). Let T H

D (t) and T L
D(t) denote high and low threshold for detection zone D

in the t-th image respectively. The occupancy is determined as follows:

OD(t) =

⎧⎨
⎩

1, SD(t) ≥ T H
D (t)

0, SD(t) ≤ T L
D(t)

OD(t− 1), else
(8)

Appropriate determination of the thresholds values is crucial for the effective
vehicle detection. Constant thresholds cannot ensure a good detection perfor-
mance because significant variations of SD(t) range are often encountered for
traffic video sequences. The variations are caused by the changes of ambient
lighting conditions, weather phenomena, camera vibrations, accuracy limitations
of the vehicles features recognition, etc. For the discussed algorithm an adaptive
method of threshold determination was introduced to deal with the aforemen-
tioned problems. The thresholds values are determined for each image in the
analysed video sequence. The following computations are performed to calculate
them:

T H
D = max{pDSMAX

D (t) + (1− pD)SMIN
D (t), 100pD}, T L

D(t) = αT H
D (t), (9)

where pD ∈ [0; 1] is the configuration parameter, which allows to adjust ,,sensi-
tivity” of the detection zone D. The current range of SD(t) values is determined
by the interval [SMIN

D (t); SMAX
D (t)]. The endpoints of this interval are calculated

according to:

SMIN
D (t) =

{
SMIN

D (t− 1) + βMIN , SD(t) > SMIN
D (t− 1)

SD(t), SD(t) ≤ SMIN
D (t− 1) ,

SMAX
D (t) =

{
SMAX

D (t− 1)− βMAX , SD(t) < SMAX
D (t− 1)

SD(t), SD(t) ≥ SMAX
D (t− 1) . (10)
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Fig. 3. An example of occupancy determination for a single detection zone

It was experimentally verified that for α = 0.8, βMIN = 0.1 and βMAX = 0.01
the algorithm gives the correct results. In most cases the sensitivity parameter
pD was set to 0.2. Higher values need to be used when visible edges exist in the
background of a detection zone.

Fig. 3 illustrates the occupancy determination procedure for a single detection
zone. A sequence of 1150 images was analysed in this example (46 seconds) and
eight vehicles were detected. The registered numbers of vehicle features along
with thresholds values are presented in the upper chart. The lower plot represents
binary values of the detection zone occupancy.

The basic method of occupancy determination, using thresholds defined above,
was experimentally tested and some modifications were formulated to improve
the algorithm performance. The first modification was motivated by a simple
observation that the occupancy value for a detection zone may be changed only
when a vehicle is entering into the zone or it is leaving the zone. In both cases
the motion of the vehicle can be recognised by video sequence analysis. Thus,
an additional condition was introduced for the occupancy determination, which
takes into account the results of the motion detection. This modification was
found to allow for errors reduction of the vehicle detection, especially when ve-
hicles stops in detection areas for long time-periods. The simple motion detection
method was implemented, based on subtraction of successive images in the video
sequence.

The further improvement of the vehicle detection was achieved by occupancy-
dependent update of the accumulators. The aim of this modification is to prevent
vehicles features registering as the features of image background within occupied
detection zones. According to this modification, when the detection zone is occu-
pied, the accumulators update is executed in a different way than that described
in section 3. For each pixel (x, y) in the occupied detection zone D the accu-
mulator ACA

a (x, y, t) is updated as defined by (5) only if the current count of
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this accumulator is not low. The update is skipped in an opposite situation. The
term ,,slow” in the above condition is interpreted by using membership function
of the fuzzy set presented in fig. 2.

5 Experimental Results

The proposed algorithm was tested on video sequences captured at several cross-
roads in various lighting and weather conditions. The summarised length of all
tested sequences was about 20 hours. They include day and night time scenes of
the congested as well as free traffic flow. The test conditions were complicated
with rain, snow, slight camera vibrations and significant light reflections.

Fig. 4. Sample images of video sequences used for the experiments

Fig. 4 shows some examples of the analysed video with displayed boundaries
of detection zones. More examples of the vehicle detection results are available
at www.science-tech.pl. The size of experimental images was 768 x 512 pixels
with 8-bit greyscale. A non-optimized implementation of the algorithm achieved
processing speed of 30 fps on a Windows PC with Intel Core 2 2,5 GHz. Thus,
it fulfils the real-time performance requirement for the video streams operating
at 25 fps frame rate.

The accuracy of the vehicle detection was evaluated by the results verification
for each time interval of 2 seconds. Two categories of errors were taken into
account: a false negative detection was registered if a vehicle was present in a
detection zone and the occupancy remained zero during all the time interval.
When the detection zone was empty and the occupancy value was one for the
time interval then the false positive detection was recognised. The error rate
of vehicle detection was lower than 1% for sequences recorded by the cameras
installed directly above traffic lanes, in good weather during the day time, when
the lighting conditions were stable. This result was obtained also for congested
traffic, when vehicles queues were observed. In the worst case, for a night time
video sequence with very poor lighting and reflections from the pavement, the
error rate rose to 11%
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6 Conclusions

The experimental results demonstrate that the proposed algorithm is feasible
and promising for the applications in the vision-based vehicle detection. It fulfils
the real-time requirement and provides the robust vehicle detection under the
complex conditions like lighting transitions, traffic congestion, vehicles headlight
impact, etc. The accuracy of detection can be further enhanced by extending
the algorithm to colour images. A hardware (FPGA) implementation of this
algorithm is possible due to its low computational complexity. It will enable
the vision sensors to be more cost-effective in the construction of the vehicle
detection systems for road traffic control purposes.
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Abstract. An effective training set reduction is one of the main prob-

lems in constructing fast 1-NN classifiers. A reduced set should be sig-

nificantly smaller and ought to result in a similar fraction of correct

classifications as a complete training set. In this paper a sequential re-

duction algorithm for nearest neighbor rule is described. The proposed

method is based on heuristic idea of sequential adding and eliminating

samples. The performance of the described algorithm is evaluated and

compared with three other well-known reduction algorithms based on

heuristic ideas, on four real datasets extracted from images.

1 Introduction

The 1-NN rule is a very popular, effective and simple method of sample classi-
fication in Pattern Recognition (see [4] and [11]). For sufficiently large training
set, 1-NN classification error is never beyond the double classification error of
the Bayesian classifier (the smallest, theoretically possible error rate) (see [4]).
The 1-NN rule offers usually worse performance than the k-NN rules with k > 1.
On the other hand, the 1-NN rule does not require a training phase and operates
much faster than the k-NN rules with k > 1.

The original k-NN classifiers have serious disadvantage: they operate with all
samples from training set. To classify a sample x distances between the sample
x and all training set samples are counted and the k closest samples are chosen.
If a great number of samples has to be classified, the classification phase can
last very long, what may be not satisfactory, mainly in applications of image
analysis (classification of pixels).

The one of well-known solutions of the above problem is a reduction of a
training set. A reduced training set should fulfil two conditions: provide similar
fraction of correct classifications as that, obtained with a complete training set
and contain the possibly smallest amount of samples.

Among many reduction methods there are a lot of techniques based on heuris-
tic ideas. Some of them, like MC1, RMHC-P (see [10]), GA (see [7], [8] and [9])
and TS (see [3]), are more precisely described in Sect. 2. In spite of good re-
sults they provide (high fraction of correct classifications and strong reduction
level), these algorithms are not parameter-free (the correct values of parameters
should be established during a validation phase, what can be difficult due to the

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 219–226, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



220 M. Raniszewski

randomness of these methods). Moreover, some of them (GA, TS) can last very
long with datasets consisting thousands of samples. The aim of the presented re-
search was the creation of simple, parameter-free, random algorithm, much faster
than GA and TS, providing similarly high fraction of correct classifications and
reduction level as described in Sect. 2 well-known reduction procedures.

2 Well-Known Reduction Procedures Based on Heuristic
Ideas

Skalak in [10] proposed two heuristics: MC1 and RMHC-P. The former uses the
Monte Carlo method, while the latter: Random Mutation Hill Climbing proce-
dure. Both algorithms have three parameters: k - the number of nearest neighbors
in k-NN rule, m - the desired number of samples in a reduced training set, n -
the number of reduced set generations in MC1 and the number of replacements
(called mutations) in reduced set in RMHC-P. Results of both algorithms are un-
expectedly good: high classification quality and strong reduction simultaneously.
Both algorithms proposed by Skalak are simple and very fast in comparison with
other well-known heuristic methods.

Kuncheva in [7], [8] and [9] described heuristic based on Genetic Algorithms
(GA), which rates as editing technique (editing technique’s aim is to find the
subset of original training set, which provide better classification quality; a re-
duction level is not important). Every subset of training set is represented as a
binary string called ”chromosome” (i-th bit is set to one if i-th sample is in re-
duced set and to zero, otherwise). Each bit in chromosome is initially set to one
with a predefined probability, called the reduction rate. Crossover and mutation
rates are predefined probabilities used in crossover and mutation operations in a
reproduction phase: two offspring chromosomes are produced by every couple of
parent chromosomes (each pair of corresponding bits of the parent chromosomes
are swapped with crossover rate) and then each bit of each offspring chromo-
some alternates (mutates) with the mutation rate. In [8], Kuncheva presented
GA based on new fitness function with a penalty term (the number of samples
in reduced set) as a reduction method and this implementation is considered
in the paper. The main disadvantages of GA are: seven parameters and a long
training phase for datasets with above 5000 samples with dozens of attributes.
GA provide good classification quality and a satisfactory reduction level.

In [3] authors proposed heuristic based on Tabu Search method (TS). TS
operates on subsets represented by binary strings, equivalently to GA’s chromo-
somes. Subsets that differ from actual subset S by just one element create a new
neighborhood of S. Cerveron and Ferri consider the same objective function as
Kuncheva’s fitness function (with a penalty term) and two different methods of
creating a initial subset: condensed or contructive. The former uses CNN (see
[5]) to obtain a consistent reduced set, the latter uses TS with disabled sample
deletion (in creating a neighborhood of actual solution) starting from a subset
of randomly selected samples, a single sample from each class, until a consistent
set is obtained. TS results are alike to Skalak’s algorithms. TS’s training phase
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lasts very long for thousands of samples with dozens of attributes. TS has three
parameters.

3 Sequential Reduction Algorithm - The Proposed
Reduction Technique

The proposed reduction algorithm, called Sequential Reduction Algorithm (Se-
qRA) is based on the heuristic idea of sequential adding and eliminating samples.
The procedure lasts until classification performance of created subset is locally
the highest: each sample no matter added or eliminated decreases a number of
correctly classified samples from complete training set.

Sequential Reduction Algorithm consists of the following steps (Xred denotes
reduced training set - initially empty, X - complete training set, f(Xred) - frac-
tion of samples from X correctly classified using 1-NN rule operating with Xred

and c denotes the number of classes in X):

1. Select randomly c samples from different classes and add them to Xred.
2. Compute f(Xred). If f(Xred) = 100% go to step 7, otherwise, let fmax =

f(Xred).
3. Mark all samples as ”unchecked”.
4. For j = 1..c:

(a) Add random ”unchecked” j-class sample from X\Xred to Xred.
(b) Compute f(Xred). If f(Xred) = 100% go to step 7, if f(Xred) ≤ fmax

eliminate from Xred the sample added in the step 4(a) and mark it
as ”checked”, otherwise, let fmax = f(Xred) and mark all samples as
”unchecked”.

5. For j = 1..c:
(a) Eliminate random ”unchecked” j-class sample from Xred.
(b) Compute f(Xred). If f(Xred) = 100% go to step 7, if f(Xred) ≤ fmax

add again to Xred the sample eliminated in the step 5(a) and mark it
as ”checked”, otherwise, let fmax = f(Xred) and mark all samples as
”unchecked”.

6. Repeat the steps 4–5 until all samples will be ”checked”.
7. Xred is a reduced reference set.

If, in iteration j in step 4 or 5 there are no ”unchecked” samples, the iteration
is skipped.

After each adding or eliminating sample, new Xred offers better classification
quality. Thus, the algorithm is finite.

The SeqRA is a parameter-free and random method (each time the algorithm
is run for training set X , it creates the different Xred).

4 Datasets Used in Experiments

Four real datasets were used to tests (see [1]):
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– Optical Recognition of Handwritten Digits Dataset (OPTDIGITS) – 10
classes, 64 attributes, 5620 samples (training and test set were united). De-
scription of the dataset: ”We used preprocessing programs made available by
NIST to extract normalized bitmaps of handwritten digits from a preprinted
form. From a total of 43 people, 30 contributed to the training set and differ-
ent 13 to the test set. 32x32 bitmaps are divided into nonoverlapping blocks
of 4x4 and the number of on pixels are counted in each block. This generates
an input matrix of 8x8 where each element is an integer in the range 0..16.
This reduces dimensionality and gives invariance to small distortions”,

– Statlog (Landsat Satellite) Dataset (SAT) – 7 classes (one empty), 36 at-
tributes, 4435 samples in the training set and 2000 samples in the test set.
Description of the dataset: ”One frame of Landsat MSS imagery consists of
four digital images of the same scene in different spectral bands. Two of these
are in the visible region (corresponding approximately to green and red re-
gions of the visible spectrum) and two are in the (near) infra-red. Each pixel
is a 8-bit binary word, with 0 corresponding to black and 255 to white. The
spatial resolution of a pixel is about 80m x 80m. Each image contains 2340
x 3380 such pixels. The database is a (tiny) sub-area of a scene, consisting
of 82 x 100 pixels. Each line of data corresponds to a 3x3 square neighbour-
hood of pixels completely contained within the 82x100 sub-area. Each line
contains the pixel values in the four spectral bands (converted to ASCII)
of each of the 9 pixels in the 3x3 neighbourhood and a number indicating
the classification label of the central pixel. The number is a code for the
following classes: (1) red soil, (2) cotton crop, (3) grey soil, (4) damp grey
soil, (5) soil with vegetation stubble, (6) mixture class (all types present),
(7) very damp grey soil. There are no examples with class 6 in this dataset.
In each line of data the four spectral values for the top-left pixel are given
first followed by the four spectral values for the top-middle pixel and then
those for the top-right pixel, and so on with the pixels read out in sequence
left-to-right and top-to-bottom”,

– Statlog (Image Segmentation) Dataset (SEGMENTATION) – 7 classes, 19
attributes, 2310 samples (training and test set were united). Description
of the dataset: ”The instances were drawn randomly from a database of 7
outdoor images (brickface, sky, foliage, cement, window, path, grass). The
images were handsegmented to create a classification for every pixel. Each
instance is a 3x3 region”,

– Breast Cancer Wisconsin (Diagnostic) Dataset (WDBC) – 2 classes, 30 at-
tributes, 569 samples. Description of the dataset: ”Features are computed
from a digitized image of a fine needle aspirate (FNA) of a breast mass. They
describe characteristics of the cell nuclei present in the image”.

5 Experimental Results

Stratified ten-fold cross-validation was used for experiment (see [6]), except of
reduction of SAT datasets (authors do not agree to cross-validate this dataset,
hence the training set was reduced and test once).
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The 1-NN rule was used to estimate the classification quality.
All tests were made on Intel Core 2 Duo, T7250 2.00 Ghz processor with 2

GB RAM.
Datasets were reduced by four heuristic methods: RMHC-P, GA, TS and

proposed SeqRA. In GA the number of iterations was set to 200 for SAT, SEG-
MENTATION and WDBC datasets and to 50 for OPTDIGITS dataset due to
very long training phase, the reduction rate to 0.1, number of chromosomes to
20, the crossover rate to 0.5, the mutation rate to 0.025 and the number of near-
est neighbors k to 1. Implementation of GA is equivalent to that proposed in [2]
with a fitness function with penalty term (cardinality of reduced set weighted by
coefficient α = 0.01; the higher is α, the higher gets penalty). TS parameters are
set to values proposed in [3] with one difference: the condensed initialization was
used for OPTDIGITS and SAT datasets due to very long phase of constructive
initialization for those training sets. In RMHC-P: k = 1, m is equal to reduced
set size obtained by the SeqRA (for better comparison of the algorithms) and n
was set to 2500 for OPTDIGITS, 2000 for SAT 1500 for SEGMENTATION and
600 for WDBC dataset.

All algorithms were implemented in Java.

6 Discussion

Experimental results (average fractions of correct classifications and reduction
levels) are visualized in Fig. 1.

Fig. 1. Experimental results
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Table 1. The test results: reduction levels (fractions of discarded samples in per-

centages). The number under mean value for specific dataset is a standard deviation

(except of SAT dataset). The last row ”avg” presents average values in columns from

all datasets.

RMHC-P GA TS SeqRA

OPTDIGITS 96.34 90.67 99.33 96.34

0.27 0.16 0.03 0.27

SAT 96.34 90.64 99.50 96.34

SEGMENTATION 94.61 91.24 97.61 94.61

1.25 0.42 0.10 1.25

WDBC 98.61 94.06 98.52 98.61
0.60 0.41 0.23 0.60

avg 96.48 91.65 98.74 96.48

0.71 0.33 0.12 0.71

Table 2. The test results: classification qualities (in percentages). The number under

mean value for specific dataset is a standard deviation (except of SAT dataset). Column

called ”compl.” means the classification quality on complete training set using 1-NN

rule, the last row ”avg” presents average values in columns from all datasets.

compl. RMHC-P GA TS SeqRA

OPTDIGITS 98.79 96.78 96.00 94.77 97.17
0.32 0.56 0.61 1.26 1.04

SAT 89.40 89.05 86.60 87.25 89.75

SEGMENTATION 96.36 90.87 85.06 90.74 91.04
1.00 2.58 2.84 2.37 2.88

WDBC 91.19 92.42 91.03 93.14 91.89

4.16 4.33 4.63 2.47 3.21

avg 93.93 92.28 89.67 91.47 92.46
1.83 2.49 2.69 2.03 2.38

TS, RMHC-P and SeqRA offer similar and very strong reduction level (average
from 96.5% to 98.7% – see Table 1) and slightly worse classification qualities than
that obtained on complete training sets (see Table 2). GA results in the lowest,
but still satisfactory strong reduction level (approx. 91.7% – see Table 1) and
classification quality (see Table 2).

All the heuristics offer very good results, especially TS method, which per-
fectly reduced training sets (almost 99% of reduction) and SeqRA and RMHC-P,
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which provide (except of SEGMENTATION dataset) almost identical fraction
of correct classifications as that, obtained with a complete training set.

The main problems connected with heuristics are the number of parameters
and long duration of training phase for datasets with thousands of samples. The
different parameter settings in GA, RMHC-P and TS can lead to slightly better
or slightly worse results. Correct setting of parameters requires more validation
and more validations require more time. Duration of training phase of GA and
TS is very long for middle dataset (like OPTDIGITS - see Table 3). For large
datasets duration of training phase of GA and TS can grow to serious limitation.
Therefore, the use of SeqRA, which is parameter-free, has acceptable duration
of training phase for middle datasets (approx. 2 min. – see Table 3) and offers
similar results, should be taken into consideration.

Table 3. The test results: duration of training phase (reduction of complete training

sets). In GA the number of iterations was set to 200. In TS condensed initialization

was used.

RMHC-P GA TS SeqRA

OPTDIGITS ∼0.5 min. ∼6.5 hrs ∼7 hrs ∼2 min.

SAT ∼8 s ∼2 hrs ∼2.5 hrs ∼1 min.

SEGMENTATION ∼2 s ∼20 min. ∼6 min. ∼5 s

WDBC ∼0.5 s ∼1 min. ∼1 min. ∼1 s

7 Conclusions

Presented Sequential Reduction Algorithm is heuristic based on the idea of se-
quential adding and eliminating the samples. The algorithm has the following
advantages:

– high fraction of correct classification of reduced training set (similar to other
well-known heuristics),

– satisfactory high reduction level of training set (similar to other well-known
heuristics),

– very low duration of training phase in comparison with other well-known
heuristics like GA and TS,

– lack of parameters, in opposite to other well-known heuristics.

However, the following disadvantages (common for all considered heuristics)
must be also taken in the consideration:

– problem with unacceptable long training phase for large datasets,
– solution is unequivocal due to randomness in choosing samples.
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Abstract. This paper demonstrates how CUDA-capable Graphics Pro-

cessor Unit can be effectively used to accelerate a tracking algorithm

based on adaptive appearance models. The object tracking is achieved

by particle swarm optimization algorithm. Experimental results show

that the GPU implementation of the algorithm exhibits a more than

40-fold speed-up over the CPU implementation.

1 Introduction

While the central processing unit (CPU) is a general purpose microprocessor,
which carries out the instructions of a computer program and is capable of pro-
cessing a wide range of instructions, a graphics processor unit (GPU) is a dedi-
cated microprocessor for the performing of graphical operations of the program.
Modern GPUs are designed to operate in a SIMD fashion, which is a natural
computational paradigm for graphical tasks. Recent research demonstrates that
they are capable of accelerating a much broader scope of applications than the
real-time rendering applications for which they were originally designed. GPUs
offer potential for considerable increase in computation speed in applications
that are data parallel.

Object tracking is an important problem in computer vision. It is a pre-
requisite for analyzing and understanding visual data, and has been an active
research topic in the computer vision community over the last two decades. The
goal of the object tracking is to automatically find the same object in an adja-
cent frame from an image sequence once it is initialized. Tracking algorithms are
now employed in a wide variety of domains, such as robotics, human-computer-
communication, vehicular traffic and surveillance. The challenge is to track the
object irrespective of scale, rotation, perspective projection, occlusions, changes
of appearance and illumination. Therefore, reliable vision-based object track-
ing is typically time-consuming process. However, it should be fast enough to
maintain transparent interaction with the user.

� B. Rymut is currently a student, doing his MSc thesis on GPU-based object tracking
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Bayesian filtering techniques are often employed to achieve reliable tracking.
For example, the Kalman filter has been used to track object in [1]. Unfortu-
nately, object tracking in real-world environment rarely satisfies Kalman filter’s
requirements. Particle filtering [2] is superior to Kalman filtering without being
constrained to linear models and Gaussian observations. However, particle filter
(PF) being a sequential Monte Carlo method is time-consuming tracking tech-
nique. One of the major drawbacks of particle filters is that a huge number of
particles are usually required for accurate estimation of state variables lying in
a high dimensional space.

One way to achieve object tracking is searching for the best match of the pre-
defined object model in the image. Recently, particle swarm optimization (PSO),
a population based stochastic optimization technique has received considerable
attention. Unlike the independent particles in the PF, the particles in a PSO
interact locally with one another and with their environment in the course of
searching for the best solution. Each particle in the swarm represents a candi-
date solution to the optimization problem. The most time consuming operation
in PSO-based object tracking is evaluation of the fitness function. Since mul-
tiple candidate solutions are evaluated in each iteration, PSO-based tracking
algorithms are computationally demanding for real-time applications.

Adaptive appearance models have acknowledged their great usefulness in vi-
sual tracking. In [3], the appearance model is based on phase information derived
from the image intensity. Similar to this work, the appearance models that are
utilized in [4][5] consist of three components, W, S, F , where the W component
models the two-frame variations, the S component characterizes temporally sta-
ble images, and the F component is a fixed template of the target to prevent
the model from drifting away. The algorithms mentioned above produce good
tracking results, but are quite time-consuming. This motivated us to develop
a GPU implementation of the tracking using particle swarm optimization with
adaptive appearance models. Since in adaptive appearance model based tracking
the objects are represented as 2D arrays of pixels data, our algorithm takes the
advantage of SIMD architecture effectively.

2 Visual Appearance Modeling Using Adaptive Models

Our intensity-based appearance model consists of three components, namely, the
W -component expressing the two-frame variations, the S-component character-
izing the stable structure within all previous observations and F component
representing a fixed initial template. The model At = {Wt, St, Ft} represents
the appearances existing in all observations up to time t − 1. It is a mixture
of Gaussians [3] with centers {μk,t | k = w, s, f}, their corresponding variances
{σ2

k,t | k = w, s, f} and mixing probabilities {mk,t | k = w, s, f}.
Let I(p, t) denote the brightness value at the position p = (x, y) in an image

I that was acquired in time t. Let R be a set of J locations {p(j) | j = 1, 2, ..., J}
defining a template. Yt(R) is a vector of the brightness values at locations p(j)
in the template. The observation model has the following form:
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p(zt|xt) =
J∏

j=1

∑
k=w,s,f

mk,t(j)√
2πσ2

k,t(j)
exp

[
−1

2

(
Yt(j)− μk,t(j)

σk,t(j)

)2
]

(1)

where zt is the observation corresponding to template parameterization xt. In
the object likelihood function we utilize a recursively updated appearance model,
which depicts stable structures seen so far, two-frame variations as well as initial
object appearance. Owing to normalization by subtracting the mean and dividing
by standard deviation, the template becomes invariant to global illumination
changes.

The update of the current appearance model At to At+1 is done using the
Expectation Maximization (EM) algorithm [6]. For a template Ŷt(R), which
was obtained from the image I using the estimated parameterization x̂t, we
evaluate the posterior contribution probabilities as follows:

ok,t(j) =
mk,t(j)√
2πσ2

k,t(j)
exp

⎡
⎣−1

2

(
Ŷt(j)− μk,t(j)

σk,t(j)

)2
⎤
⎦ (2)

where k = w, s, f and j = 1, 2, ..., J . The posterior contribution probabilities
(with

∑
k ok,t(j) = 1) are utilized in updating the mixing probabilities in the

following manner:

mk,t+1(j) = γok,t(j) + (1− γ)mk,t(j) | k = w, s, f (3)

where γ is accommodation factor. Then, the first and the second-moment images
are determined as follows:

M1,t+1(j) = (1− γ)M1,t(j) + γos,t(j)Ŷt(j) (4a)

M2,t+1(j) = (1− γ)M2,t(j) + γos,t(j)Ŷ 2
t (j) (4b)

In the last step the mixture centers and the variances are calculated as follows:

μs,t+1(j)=
M1,t+1(j)
ms,t+1(j)

, σs,t+1(j) =

√
M2,t+1(j)
ms,t+1(j)

− μ2
s,t+1(j) (5)

μw,t+1(j)=Ŷt(j), σw,t+1(j) = σw,1(j) (6)

μf,t+1(j)=μf,1(j), σf,t+1(j) = σf,1(j) (7)

In order to initialize the model A1 the initial moment images are set using the
following formulas: M1,1 = ms,1Yt0(R) and M2,1 = ms,1(σ2

s,1 + Y 2
t0(R)).
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3 PSO-Based Object Tracking

PSO is a population based algorithm that exploits a set of particles representing
potential solutions of the optimization task [7]. The particles fly through the
n-dimensional problem space with a velocity subject to both stochastic and de-
terministic update rules. The algorithm seeks for the global best solution through
adjusting at each time step the location of each individual according to personal
best and the global best positions of particles in the entire swarm. Each particle
keeps the position pbest in the problem space, which is associated with the best
fitness it has achieved personally so far. Additionally, when a particle considers
all the population as its topological neighbors, each particle employs gbest lo-
cation, which has been obtained so far by any particle in the swarm. The new
positions are subsequently scored by a fitness function f . The velocity of each
particle i is updated in accordance with the following equation:

v
(i)
j ← wv

(i)
j + c1r1,j(pbest

(i)
j − x

(i)
j ) + c2r2,j(gbestj − x

(i)
j ) (8)

where v
(i)
j is the velocity in the j−th dimension of the i−th particle, c1, c2

denote the acceleration coefficients, r1,j and r2,j are uniquely generated random
numbers in the interval [0.0, 1.0]. The new position of a particle is calculated in
the following manner:

x
(i)
j ← x

(i)
j + v

(i)
j (9)

The local best position of each particle is updated as follows:

pbest(i) ←
{

x(i), if f(x(i)) > f(pbest(i))
pbest(i), otherwise

(10)

and the global best position gbest is defined as:

gbest← arg max
pbest(i)

{f(pbest(i))} (11)

The value of velocity v(i) should be restricted to the range [−vmax, vmax] to
prevent particles from moving out of the search range. In some optimization
problems the local best version of PSO, where particles are influenced by the
best position within their neighborhood, as well as their own past experience can
give better results. While such a configuration of the PSO is generally slower
in convergence than algorithm with gbest, it typically results in much better
solutions and explores a larger part of the problem space.

At the beginning of the optimization the PSO initializes randomly locations
as well as the velocities of the particles. Then the algorithm selects pbest and
gbest values. Afterwards, equations (8)-(11) are called until maximum iterations
or minimum error criteria is attained. After that, given x̂t = gbest we calculate
Ŷt, and then update of the object model using formulas (2)-(7).

In the simplest solution the object tracking can be realized as deterministic
searching of window location whose content best matches a reference window
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content. PSO allows us to avoid such time consuming exhaustive searching for the
best match. It provides an optimal or sub-optimal match without the complete
knowledge of the searching space. In PSO based tracking, at the beginning of
each frame in the initialization stage, an initial position is assigned to each
particle

x
(i)
t ← N (gbest, Σ) (12)

given the location gbest that has been estimated in the previous frame t − 1.
In the evaluation phase the fitness value of each particle is determined by a
predefined observation model according to the following formula:

f(x(i)
t ) = p(z(i)

t |x(i)
t ) (13)

4 Programming of GPU

In this section we outline the architectural properties of G80 [8], which are
the most relevant to our implementation. CUDATM is a new language and
development environment developed by NVIDIA, allowing execution of programs
with thousands of data-parallel threads on NVIDIA G80 class GPUs [9]. Such
threads are extremely lightweight and almost no cost for creation and context
switch is needed. In CUDA, programs are expressed as kernels and GPU is viewed
as a device, see Fig. 1, which can carry out multiple concurrent threads. Each
kernel consists of a collection of threads arranged into blocks. A thread block is
a group of threads, which can cooperate jointly through efficiently sharing data
via some fast shared memory, and synchronizing their execution to coordinate
memory accesses. A kernel should have enough blocks to simultaneously utilize
all the multiprocessors in a given GPU. Many thread blocks can be assigned to a
single multiprocessor, which are executed concurrently in a time-sharing fashion
to keep GPU as busy as possible.
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As is illustrated in Fig. 1, both the host and the device maintain their own
DRAM, referred to as host memory and device memory, respectively. On the
device side the data structures can be mapped to the texture memory to take
advantages of special hardware on the GPU, which supplies a small amount of
on-chip caching and a little more efficient access to off-chip memory. The device
memory is accessible by all multiprocessors. Each multiprocessor has a set of
registers, shared memory, constant cache, and texture cache. Constant/texture
cache are read-only and have faster access than shared memory. Because only
threads within the same block can cooperate via shared memory and thread
synchronization, the user must partition the computation into multiple blocks.
The number of threads per block is restricted by the limited memory resources
of a multiprocessor core. On current GPUs, a thread block may contain up to
512 threads. In general, the more threads per block, the better the performance
because the hardware can hide memory latencies. High arithmetic intensity also
hides the memory latency. Storing the data locally reduces the need to access
off-chip memory, thereby improving the performance.

5 Implementation Details

Writing effective computer vision applications for GPU is not a trivial task.
One should make careful decisions according the data layout, data exchange and
synchronization to ensure that the program can take the full advantages of the
available resources. In order to decompose the algorithm into GPU we should
identify data-parallel portions of the program and separate them as CUDA ker-
nels. The decomposition was done with regard to the main steps of the algorithm:

1. Assign each particle a random position in the problem hyperspace.
2. Evaluate the fitness function for each particle by applying (13).
3. For each particle i compare the particle’s fitness value with its f(pbest(i)).

If the current value is better than the value f(pbest(i)), then set this value
as the f(pbest(i)) and the current particle’s position pbest(i) as x(i).

4. Find the particle that has the best fitness value gbest.
5. Update the velocities and positions of all particles according to (8) and (9).
6. Given gbest, update of the object model using formulas (2) - (7).
7. Repeat steps 2− 6 until maximum number of iterations is attained.

At the beginning of each frame we generate pseudo-random numbers using the
Mersenne Twister [10] kernel provided by the CUDATM SDK. From uniform
random numbers we generate a vector of normal random numbers using Box
Mueller transform based on trigonometric functions [11] in order to initialize
the particle’s positions in the problem hyperspace. The positions are generated
using equation (12). The initialization is executed in 32 blocks and each block
consists of 128 threads, where each thread generates two random numbers. The
evaluation of the fitness function is done in two separate kernels. The first kernel
performs the normalization of the pixels in the template to the unit variance,
whereas the second thread is executed after the first one and calculates the fitness
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score. In both kernels each thread processes a single column of the template, and
the parallel reduction technique [9] is used to obtain the final results. The results
achieved by the first kernel are stored in the shared memory. Both kernels operate
on textures. After the computation of the fitness score the calculation of the pbest
locations and their corresponding fitness values takes place. Identical number of
threads and blocks is used in this and in the initialization stage. Afterwards, the
gbest value is calculated. Finally, the algorithm updates in parallel the velocities
and the locations.

6 Experimental Results

The experiments were conducted on a PC with 1 GB RAM, Intel Core 2 Quad,
2.66 GHz processor with NVIDIA GeForce 9800 GT graphics card. The graphics
card has 14 stream multiprocessors with 1.5 GHz, each with 8 cores, see Fig. 1.
It is equipped with 1024 MB RAM, 64 KB constant memory and 16 KB common
memory. We implemented the algorithm in CUDA and compared the runtimes
with its counterpart that was implemented in C and executed on the CPU. The
CPU code was compiled with Visual Studio 2005 with the SSE2 (Streaming
SIMD Extensions 2) option and O2 optimization turned on. Table 1 shows the
running times of the tracking algorithm both on CPU and GPU as well as the
speed-up. The communication delays for copying images from CPU to GPU
and vice versa have not been taken into account. The most time-consuming
operation of the tracking algorithm is calculation of the fitness function (13).
This operation amounts to 0.9 of the whole processing time.

Table 1. Tracking times [sec.] and speed-up obtained on CPU (Intel Core 2, 2.66 GHz)

and a GPU (NVIDIA GeForce 9800 GT)

#particles 32 64 128 256

CPU(2.66 GHz) 30.6 ms 60.0 ms 117.9 ms 234.2 ms

GPU(GF 9800 GT) 1.4 ms 1.9 ms 3.4 ms 5.6 ms

CPU/GPU 22.4 31.5 38.8 41.5

In object tracking experiments we employed various number of particles, see
Table 1. We can notice that for larger number of particles the speed-up of the
GPU algorithm is larger. The tracking is done in three dimensional space, i.e.
we track the location of the template as well as its scale. The scaling is achieved
via bilinear interpolation, which is extension of the linear interpolation for inter-
polating functions of two variables on the regular grid of pixels. Figure 2 depicts
some tracking results, which were obtained on color images1. The first image
1 Thanks Dr. Birchfield for this sequence, obtained from

http://robotics.stanford.edu/~birch/headtracker

http://robotics.stanford.edu/~birch/headtracker
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Fig. 2. GPU-based face tracking using adaptive appearance models

shown in Fig. 2 contains a face in the front of the background with colors that
are similar to skin color. The size of the reference frame is 32× 42. The change
of template size between successive frames is ±1 pixel. The experimental results
depicted on Fig. 2 were obtained using 32 particles.

7 Conclusions

In this paper, we have shown how the adaptive appearance based tracking algo-
rithm can be accelerated significantly using programmable graphics hardware.
The results showed that our algorithm using GPU is about 40 times faster than
a CPU implementation. As a result the tracking algorithm runs at frame-rates
exceeding 60 frames per second.
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Abstract. Traditionally triangulating 3D points from image features

is a complex task that involves non-linear optimization techniques that

are computationally very expensive. This work proposes an algorithm

based on Monte Carlo simulations that fits well on the graphics hardware

and can perform the triangulation in real time. Results are compared

against the well known Levenberg-Mardquart using real video sequences,

showing that it achieves the same precision but in much less time.

1 Introduction

Structure From Motion (SFM) problem is a subset of the Simultaneous Local-
isation And Mapping (SLAM) problem, where the objective is to solve the 3D
structure of the scene and/or the camera motion relying on image data. This
work addresses only the reconstruction part, and extends the work of Escudero
et al. [1] that solves the motion estimation using similar principles.

Traditionally SFM is addressed using recursive estimations (probabilistic maps)
or batch reconstructions (minimization techniques). The first option is fast but
not as accurate as one would wish. The second option is very accurate but not
suitable for real time operation.

Recursive estimators try to compute the reconstruction using Bayesian es-
timators, typically Extended Kalman Filters (EKF) [2]. We are interested in
predicting the sequence of the state of our world Xk = {x1, . . . , xk} having a set
of observations Yk = {y1, . . . , yk}. The problem is formulated as the conditional
probability of the current state given the entire set of observations: P (xk|Yk).
The key is that the current state probability can be expanded using the Bayes’s
rule. Usually the state xk is composed by the camera pose and the 3D struc-
ture, and the observation yk is image measurements. Now the problem is how to
approximate these probability densities. Authors like [3] use sequential Monte
Carlo methods. The difference with the method proposed here is that they only
take into account the pose information of the last frame (Markov sequence).

Global minimization is used when real time operation is not needed. The prob-
lem is solved using non-linear minimization like Levenberg-Marquardt (LM) [4]
and Bundle Adjustment (BA) [5]. The objective is to minimize the reprojection
error of the 3D points given the measurements on the image. These methods
produce good results if the initial value of the parameters is close to the global

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 235–242, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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optimum. Authors, like [6], use the L∞ norm and convex optimization. However,
as the author states, the method is very sensitive to outliers.

Recent works [7] are capable to reconstruct huge scenes using BA, but not
in real time. Citing from [7]: “3D reconstruction took 27 hours on 496 compute
cores”. Authors like [8] use local BA to get the optimization work in real time,
but only use the last five frames.

In this work, an alternative minimization technique is proposed based on
Monte Carlo simulations [9] that can run on parallel systems, like GPUs. The
advantage of using the GPU is that it has a lot of computing units, called shader
processors, that can run simultaneously the same task on different data following
the SIMD (Single Instruction Multiple Data) computational model [10]. The
benefit of using the GPU comes when the size of the input data is large, making
it necessary to adapt existing algorithms to fit this computational model.

The main contribution of this paper is the design of a 3D triangulation algo-
rithm based on this paradigm and an implementation that runs on middle-end
graphics adapters. Other authors have used Monte Carlo simulations on GPUs
for other topics, like quantum mechanics [11]. However, these algorithms are very
specific for each application domain and cannot be compared between them.

Section 2 describes the proposed method and Section 3 its implementation on
the GPU. Section 4 evaluates performance and precision of the GPU implemen-
tation vs. the widely used LM algorithm given in [12].

2 Problem Description

Let Ik be the image of the frame k. Each image has a set of features associated
to it given by a 2D feature tracker Yk =

{
yk

1 , . . . , yk
n

}
. Feature yk

i has
(
uk

i , vk
i

)
coordinates. The 3D motion tracker calculates the camera motion for each frame
as a rotation matrix and a translation vector xk = [Rk|tk], where the set of all
computed cameras up to frame m is Xm = {x1, . . . , xm}. The problem consists
of estimating a set of 3D points Z = {z1, . . . , zn} that satisfies:

yk
i = Π(Rkzi + tk) ∀i ≤ n, ∀k ≤ m (1)

where Π is the pinhole projection function. The calibration matrix can be obvi-
ated if 2D points are represented in normalized coordinates.

The proposed triangulation performs a global minimization over all avail-
able images using a probabilistical approach based on Monte Carlo simulations.
This consists of sampling inputs randomly from the domain of the problem and
weighting them using a goal function that depends on the measurement obtained
from the system. As the number of samples increases, the triangulated point will
be closer to the optimum. This strategy leads to very computationally intensive
implementations that makes it unusable for real time operation. Unlike other
minimization methods, each possible solution is computed independently from
others, making it optimal for parallel architectures, like GPUs.

In this work, a bottom-up SFM approach is used, but the proposed trian-
gulation algorithm is valid for top-down approaches as well. In the first stage
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the feature tracker finds new features and tracks them using optical flow and
Kalman filtering [13]. Each feature has a SIFT descriptor [14] used to detect
lost features. These features are used by a particle filtering based 3D motion
tracker that uses the capabilities of the GPU as well [1]. Finally, all this infor-
mation is used to reconstruct new 3D points. This last phase is the one covered
in this work. The triangulation algorithm follows three steps for each point to
be triangulated: initialization, random sampling and weighting.

2.1 Initialization

New points are initialized via linear triangulation. The results are usually far
from the optimum, but it is a computationally cheap starting point. For each
image k, a 2D feature point yk

i can be described as yk
i × (xkzi) = 0, being xk

the pose for the frame k and zi the coordinates of the wanted 3D point (points
are expressed in homogeneous coordinates). Having two of these realations, an
equation in the form Azi = 0 can be written and solved using DLT [15].

This stage is implemented in the CPU since it runs very fast, even when
triangulating many points.

2.2 Sampling Points

For each point zi, a set of random samples Si =
{
z

(1)
i , . . . , z

(q)
i

}
is generated

around its neighborhood using a uniform random walk around its initial position:

z
(j)
i = f (zi, nj) = zi + nj , nj ∼ U3(−s, s) (2)

where nj is a 3-dimensional uniform distribution having minimum in -s and
maximum in s that is chosen to be proportional to the prior reprojection error
of the point being sampled. In this way, the optimization behaves adaptively
avoiding local minimums and handling well points far from the optimum. It is
important to scale and translate points before doing the sampling so that the
centroid is at the origin and the RMS distance of points to the origin is

√
3.

If not, the parameter s should be conveniently scaled for each point. Moreover,
floating point units work better with centered and scaled points.

Another good choice for the sampling function would be a Gaussian distribu-
tion with mean zi and the uncertainty of the point as the standard deviation.
However we will leave this as future work.

2.3 Evaluating Samples

All the set Si for every point zi is evaluated in this stage. The objective function
is to minimize the L2 norm of the Equation 1 applied to every hyphotesis for
every available frame. In other words, the objective is to solve:

argmin
j

(
wi

(j)
)

where wi
(j) =

m∑
k=1

√
Π
(
Rkz

(j)
i + tk

)
− yk

i . (3)
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The computational complexity of the problem is O(n ∗m ∗ q), where m is the
number of frames, n is the number of 3D points and q is the number of hypotheses
per point. However, Equation 3 satisfies the independence needed in stream
processing, since each hypothesis is independent from others.

3 GPU Implementation

General Purpose GPU (GPGPU) programming consists of using the
programmable 3D graphics pipeline to perform general purpose computing tasks.

The algorithm has been implemented using three shader programs written in
GLSL 1.2 [16]. These programs run sequentially for each point to be triangulated.
The first shader will generate all the hypotheses for a single point location, the
second shader will compute the function Equation 3 and the third shader will
choose the best hypothesis. Figure 1 shows an overview of the proposed method.

Fig. 1. Overview of the proposed algorithm

Since the GPU is a hardware designed to work with graphics, the data is
loaded using image textures. A texture is a matrix of RGBA values, thus each
element (s, t) of the matrix, called texel, can be up to a 4-vector of floating point
values. The output is the image to be rendered, so the way to obtain the results
from it is using a special texture called framebuffer and the render-to-texture
mode. It is very important to choose good memory structures since the transfers
between the main memory and the GPU memory are very slow.

3.1 Sampling Points

In this stage hypotheses are generated from the 3D point to be optimized using
Equation 2. The data needed are the initial position of the 3D point and a texture
with uniformly distributed random numbers. Since GLSL lacks random number
generating functions, this texture is computed in the preprocessing stage and due
to performance optimizations remains constant, converting this method into a
pseudo-stochastic algorithm [1]. Therefore, the only datum transfered is the 3D
point. The output is a texture containing the coordinates for all hypotheses in the
RGB triplet. The alpha channel is used as the value of the objective function, so
in this stage, it is initialized to 0. It is not necessary to download the framebuffer



GFT: GPU Fast Triangulation of 3D Points 239

with the generated hypotheses to the main memory, because they are only going
to be used by the shader that evaluates the samples. The computational cost of
this function is O(q), where q is the total hypotheses count. Currently available
GPUs can execute more than 200 hypotheses simultaneously, so this stage runs
very fast. Algorithm 1 summarizes the code executed by each stream j.

Algorithm 1. Point Sampling
Require: ẑi → Initial point location

Require: randomTex→ Random numbers

[s, t] = GetStreamCoordinates()

[dx, dy, dz] = ReadFromTexture(randomTex, [s, t])

z
(j)
i = ẑi + [dx, dy, dz]

3.2 Evaluating Samples

All generated hypotheses are weighted applying Equation 3. This shader runs
once for each projection yk

i using texture ping-pong [17]. This is a common
resource in GPGPU that uses two textures as input and output. The texture
that acts as input in a render pass, acts as output in the next pass of the shader,
and the one that acts as output, acts as input. It is necessary to do it because
a texture cannot act as an input and output at the same time due to hardware
restrictions. These two textures are generated by the shader described in the
previous section. The only data needed to be transferred are the camera pose
and the projection of the 3D point for each frame. Another advantage of using
one rendering pass per projection, is that in each pass only one point projection
and one camera pose is loaded into the GPU, avoiding memory limitations in the
algorithm. In this way, the only limitation in the number of frames to optimize
is the computational power of the GPU, making this solution very scalable.

The computational cost of this function is O(m ∗ q) where m is the number
of frames to be optimized and q the number of hypotheses per point. Algorithm
2 shows the program executed by each stream. This shader program must be
executed m times for each 3D point.

Algorithm 2. Hypotheses Weighting
Require: inputTex→ Texture with sampled points

Require: xk → Camera pose in frame k
Require: yk

i → Projection of zi in frame k
[s, t] = GetStreamCoordinates()

[x, y, z, weight] = ReadFromTexture(inputTex, [s, t])
testPoint = Rk · [x, y, z, ]T + tk

testPoint = testPoint/testPoint.z
output.xyz = [x, y, z]

output.a = distance(testPoint.xy,yk
i )+inputTex.a
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3.3 Choosing the Best Hypothesis

When all the passes involved in section 3.2 are rendered, the output texture will
contain all the hypotheses weighted. The best hypothesis can be searched in the
CPU or directly in the GPU. Experimentally, we concluded that GPU search is
the fastest way if the size of the texture is big enough.

This search is performed in a parallel fashion using reduction techniques [17].
The ping-pong technique is used here as well, but in each pass the size of the
output is reduced. Each output pixel is calculated in function of four texels of the
input texture, until the output texture size is reduced to one. Figure 2 illustrates
the reduction process in a 4×4 texture. This operation is done in log4(q) passes.
As seen in Figure 2 it is necessary to work with square textures.

Fig. 2. Minimum Reduction

4 Experimental Results

In order to validate the algorithm, we have ran tests on a real video recorded in
320×240 using a standard webcam. Figure 5 shows a virtual building augmenting
the scene used in the tests. Results are compared with the implementation of
the LM algorithm given by [12]. In our setup, GFT runs with a viewport of
256× 256, reaching a total of 216 hypotheses per point. The maximum number
of iterations allowed to the LM algorithm is 200.

The precision is measured as the mean value of the objective function 3 after
the triangulation of 25 points using 15 frames. Figure 3 (in logarithmic scale)
shows that GFT gets on average 1.4 times better results than LM. There are no
outliers in the data, therefore as seen in the figure, the algorithm depends on a
good initial approximation of the point.

The PC used for performance tests is an Intel C2D E8400 @ 3GHz with 4GB
of RAM and a nVidia GeForce GTX 260 with 896MB of RAM. Following tests
show the performance comparison between GFT and LM. CPU implementations
of GFT are not given since they are very slow, even when using multicore pro-
cessors. Figure 4(a) shows a test running with 10 frames incrementing the point
count in each time step. In Figure 4(b), 15 points are optimized, incrementing
the number of frames used in each time step. Figures are in logarithmic scales.

These tests show that GFT runs approximately 30 times faster than LM, thus
being capable to run at 30fps getting peaks of 100 times better performance when
incrementing the number of tracked frames. However, one advantage of using LM
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Fig. 3. Residual error on real images

Fig. 4. Comparison with constant point count (a) and with constant frame count (b)

Fig. 5. Augmented video sequence. Blue points are the reconstructed 3D points.

is that it can finish the optimization when the parameters are near the optimal
value, as can be seen in some abrupt downwards peaks. GFT could achieve this
behaviour running the optimization in various annealing levels, finishing the
annealing loop at the desired level of precision.

5 Conclusions

This work presents a method for 3D structure estimation that runs in real time
on a GPU. The main contribution is a GPU based parameter estimation frame-
work that can be used to solve many computer vision problems, not only 3D
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reconstruction. Since the method relies on Monte Carlo simulations, it is very
robust to outliers and highly adaptable to different level of errors on the input.

For validating it, the algorithm is compared against the popular LM algo-
rithm. Tests on real data demonstrate that the GPU optimizer can achieve better
results than LM in much less time. This gain of performance allows to increment
the number of data used on the optimization, obtaining better precision without
sacrificing the real time operation. Moreover, the GPU implementation leaves
the CPU free of computational charge so it can dedicate its time to do other
tasks. In addition, the tests have been done in a standard PC configuration using
a webcam, making the method suitable for commodity desktop hardware.
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Abstract. In this work we present two methods for visualization of

SRμCT-scanned 3D volumes of screw-shaped bone implant samples:

thread fly-through and 2D unfolding. The thread fly-through generates

an animation by following the thread helix and extracting slices along

it. Relevant features, such as bone ratio and bone implant contact, are

computed for each slice of the animation and displayed as graphs beside

the animation. The 2D unfolding, on the other hand, maps the implant

surface onto which feature information is projected to a 2D image, pro-

viding an instant overview of the whole implant. The unfolding is made

area-preserving when appropriate. These visualization methods facili-

tate better understanding of the bone-implant integration and provides

a good platform for communication between involved experts.

1 Introduction

Bone anchored medical implants are important for an aging and increasingly
osteoporotic population. Our ultimate aim is to improve the understanding of
the mechanisms of bone-implant integration. To enable good communication
between the people involved in development, production, and use of medical
devices — computer scientists, material scientists, and medical doctors — each
with their own special knowledge, it is very important to provide a common vi-
sual platform for a mutual understanding of the problems of implant integration.

Until recently, implant integration was only evaluated from 2D microscopic
images. Such images provide high resolution information, but they only represent
a small part of the sample and have a high degree of variability depending on
where the 2D slice is taken. Reliable analysis of bone-implant integration requires
3D imaging as the whole sample should be included in the analysis. Once the
sample is imaged in situ in 3D, there is a need to visualize the data in a way
which highlights the relevant information. The trabecular bone has a sponge–
like structure with a huge surface-to-volume ratio. Available software for 3D
visualization, which are designed for rendering of solid objects, generally do not
provide good visualizations of the porous bone. Such renderings are therefore
often difficult to interpret. Visualization techniques that are specially designed

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 243–250, 2010.
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for the task, which provide a simple overview of the bone-implant integration for
the whole sample, and in an appealing and easily understandable way display
the most relevant information, are therefore of great interest.

In this work, we present two new methods for visualization of imaged vol-
umes of the bone-tissue in the proximity of screw-shaped implants. We image
the samples using a Synchrotron Radiation-based micro CT (SRµCT) device
(Sect. 3) and we segment the volumes using a method from our previous work
(Sect. 4.1). The first visualization method, thread fly through (Sect. 4.3), fol-
lows the helix-shaped implant thread from the top of the implant to the bottom
and extract slices from the image volume which are assembled into an anima-
tion. Along with the slices, traditional features revealing information about the
bone-implant integration are computed and presented. The second method, 2D
unfolding (Sect. 4.4), makes an area preserving mapping of the implant sur-
face, with projected feature information, to a 2D image. The results of these
visualizations are presented in Sect. 5.

2 Background

Micro Computed Tomography (µCT) is a commonly used tool for 3D imaging
of bone [1, 3, 9]. However, when the samples include metallic implants the imag-
ing becomes complicated [3, 11, 14] as the metal absorbs a considerably higher
amount of X–rays than the bone and results in image artifacts.

In recent years, SRµCT has evolved as a powerful imaging technique for bio-
medicine and bone studies [3, 4, 5, 7, 14]. This technique yields more accurate
tomographic reconstructions due to the parallel beam acquisition and higher
resolution compared to standard µCT [5]. A number of works use SRµCT for
3D bone quantification and visualization [4, 12, 15].

Today’s methods for visualizing this type of data consist almost exclusively
of 2D slices, 3D surface renderings, or 3D volume renderings. The 2D slices
renderings are relatively easy to interpret, but give a very limited view (see
Fig. 1a,b). Existing 3D rendering methods, albeit giving a better overview, give
images that are in general difficult to interpret (see Fig. 1c).

(a) (b) (c)

Fig. 1. (a) A horizontal slice from an SRµCT volume. (b) A vertical slice from the

volume. (c) A rendering of the volume showing the implant (gray) and bone tissue

(blue).



Methods for Visualization of Bone Tissue in the Proximity of Implants 245

3 Materials and Imaging

Pure titanium screws (diam. 2.2 mm, length 3 mm), inserted in the femur condyle
region of 12-week-old rats for four weeks, are imaged using the SRµCT device
of GKSS1 at DESY 2, in Hamburg, Germany, at beamline W2 using a photon
energy of 50keV. 1440 equally stepped radiograms are acquired between 0◦and
360◦. A filtered back projection algorithm is used to obtain the 3D data of X-
ray attenuation for the samples. The field of view of the X-ray detector is set
to 6.76mm × 4.51mm with a pixel size of 4.40µm providing a reconstructed
image volume of 14.3×14.3×5.5mm with a measured spatial resolution of about
11× 11× 11µm.

4 Method

4.1 Segmentation

The segmentation and artifact correction methods presented in [14] are used to
separate the image volumes into three regions: implant, VI , bone tissue, VB, and
soft tissue, VST . The implant is a low-noise high-intensity region in the image
volume and is segmented by thresholding. The bone and soft tissue are seg-
mented by supervised linear discriminant analysis [8]. The method compensates
for shading artifacts, appearing close to the implant boundary.

4.2 Modeling of the Thread Path

As a first step in modeling of the thread path, we calculate the implant symmetry
axis, ISA, by Principal Component Analysis; each voxel of the VI is considered
a data point and its coordinates (x, y, z) are stored in a matrix M . The axis,
where the variance of the segmented implant is the largest, is computed as the
normalized eigenvector with the highest corresponding eigenvalue of the covari-
ance matrix of M . For convenience, the image volume is subsequently rotated
and translated so that ISA is along the z-axis and the xy-plane is at the lowest
point of the implant thread. Secondly, we calculate the thread root radius, R, as
the minimum distance between ISA and the implant surface averaged over all
z-levels.

We model the implant thread as a helix, H , following the thread root:

H(φ) = (R cos(φ), R sin(φ), Z
φ

φmax
), (1)

where φ ∈ [0, φmax], φmax = 10π, i.e., five full turns, and Z is the height of the
implant.
1 Gesellschaft fur Kernenergieverwertung in Schiffbau und Schiffahrt mbH
2 Deutsches Elektronen-Synchrotron
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4.3 Thread Fly-through

The thread fly-through is visualized as an animation compiled from a volume,
VFT (x, y, t). Each frame, t, includes one 2D slice extracted perpendicular to the
helix H at an angle φ(t), where φ ∈ [0, 10π]. For each slice, features described
below are calculated and presented together with the animation.

Extraction of the 2D slices. The extraction of the slices utilizes the Graphics
Processing Unit (GPU). The sample volume is copied to the 3D texture memory
of the GPU and for each t, a 2D quadrilateral is extracted. The vertices are
calculated as one point at H(φ) one at H(φ + 2π) and two other points at a
distance of td + d away from H(φ) and H(φ + 2π) respectively, where d is a
distance away from the convex hull, CH , of the implant and td is the thread
depth, i.e., the distance between the thread root and CH (see Fig. 2a). CH is
computed using the qhull algorithm [2]. For every turn, we extract nt slices, i.e.,
φ(t) = 2π

nt
t.

(a) (b)

Fig. 2. Illustration of a vertical (left) and a horizontal (right) cross-section. The latter

illustrates the radial sampling performed in the 2D unfolding.

Features. The regions of interest (ROIs) are the implant-interface and the re-
gion proximate to it. We present two features: bone ratio, BR, and bone contact,
BC, which are related to the ROIs. BR is measured as the percentage of area of
bone tissue surrounding a thread from its root to a distance d away from CH .
BC is the estimated length of the bone to implant contact at the interface, ex-
pressed in percentage of the total length of each thread valley. The BR feature is
calculated by summing the voxels classified as bone in the ROI. The BC-feature
is estimated as described in [13].

4.4 2D Unfolding

Assume an implant volume surface, VS , with feature information projected onto
it. A rendering of VS visualizes the feature information but requires a
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360◦-rotation to display the whole surface. To facilitate an immediate overview,
we do a cylindrical unfolding of VS to a 2D image, I, using a mapping u : Z3→Z2,
u(x, y, z) = (atan( y

x , z)). The function u unfolds each slice of VS to a row in I.
The 2D unfolding is performed by a radial projection of the relevant feature

information onto the implant surface, followed by an angular sampling (see Fig.
2b). The sampling is made from the ISA as origin for angles [0, 2π] by creating
an angle histogram with nb number of bins using the method introduced in [6].
The pixel in row z of I is set to the corresponding bin’s value in the angle
histogram of slice z. The contribution of each voxel in the sampling is weighted
by its coverage of the specific angle.

Features. The features described in Sect. 4.3 are visualized as follows. BC is
visualized by generating a volume, VBC = (VB ⊕ SE) ∩ VI , where SE is a small
structural element and ⊕ denotes dilation. The mapping u unfolds the VBC to
IBC . If a bin of the angle histogram is non–zero, the corresponding pixel in IBC

is considered to be bone tissue in contact with the implant. BR is visualized
by generating a volume, VBR, where each surface voxel contains the sum of the
voxels of VB within td + d. Analogous to the unfolding above, u unfolds the
volume to IBR by radial sampling. To normalize the measure, the value of each
bin is divided by td + d.

Stretching. For the BR measure, the cylindrical mapping to the 2D image
is intuitive. However, for the BC feature, which is strongly connected to the
implant surface, it is desirable to have an area preserving mapping. The area
variations arise, on one hand, from the difference in surface area depending on
the distance between the surface and the ISA (the thread peak has a larger cir-
cumference than the thread root) and, on the other, slope of the thread surface.
To correctly handle these variations, pixels in IBC are stretched according to a
compensation map, C. The pixels of IBC are stretched vertically away from the
middle line of IBC by the factors in C.

The compensation map is calculated as C = CT ·CA, where CT is the distance–
to–ISA compensation and CA the gradient compensation computed as follows:
let s be a voxel at the implant surface, then,

CT =
|rs|

R + td
2

, CA =
1

n̂s · r̂s
,

where rs is a vector orthogonal to ISA from ISA to s, r̂s = rs

|rs| and n̂s is the
unit normal vector of s. The normal vector is calculated using a method by Luo
et al. present in [10]. This method uses spatial moments of a ball–shaped window
with the diameter w to calculate the normal of the surface.

5 Results

The following settings were used: d = 2td, SE is set to a voxel and its face
neighbors (a 3D ’+’-shape), nb = 1/(R + td), giving on the average one bin for
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Fig. 3. One frame of the animation, that shows an extracted quadrilateral from the

SRµCT volume and its corresponding segmentation within the ROI. Graphs of BR
and BC are shown in the top right. An indicator showing the current position of the

extracted quadrilateral is shown in the bottom right.

φ

z’

Fig. 4. (Left) Rendered surface of the implant (VI) with bone-implant contact regions

(VBC) superimposed. (Right) The unfolded surface IBC . Black dashed lines show the

approximate location of the peaks of the threads. The vertical line indicates the corre-

sponding angles in the two images.

each surface voxel. Analogously, we set nt = 2πR to allow all voxels to be
included in VFT . Furthermore w is set to 7 to avoid having noise affecting the
compensation map.
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φ

z

100%

0%

Fig. 5. (Left) Rendered surface of the implant (VI) with bone tissue volume (VBR) in

the region of interest superimposed. (Right) The unfolded surface IBR. White dashed

lines show the peaks of the threads. The vertical line indicates the corresponding angles

in the two images.

Five implant samples are visualized. For each sample we compute two 2D
unfoldings (one for each feature) and one thread fly-through animation. The an-
imations are available at http://www.cb.uu.se/~hamid/flythrough . A screen
shot of one animation is shown in Fig. 3. The animations show the extracted
quadrilateral from the SRµCT volume and its corresponding segmentation. Fur-
thermore, graphs of BR and BC and an indicator showing the current position
of the extracted quadrilateral are shown. Note that the fly-through is focused on
the thread peak in the current setting. It is very easy to shift the focus to the
thread valley or multiple threads instead, if desired.

The result of the 2D unfoldings for one of the implants is shown in Fig. 4 and
Fig. 5. Thanks to the unfolding, it is much easier to notice the canyon with low
bone ratio (left side of the image) in Fig. 5 than the surface rendering in Fig. 1c.

6 Conclusion

In this work we present two new methods for visualizing SRμCT-scanned volume
samples of bone implants. These visualization methods provide an improved in-
sight in bone-implant integration. The animations provides information about
the bone-implant integration over the whole sample in an understandable way.
The 2D unfoldings give a direct overview of the bone-implant contact of the
surface of the implant and the bone concentration in the proximity of the im-
plant. It now remains to evaluate the methods to see which material scientists
and medical doctors prefer and what extra information they can extract from
them, compared to present standard visualizations.

This work is performed in close collaborative with and according to requests
and feedback from material scientists and medical experts at Astra Tech AB and
Örebro University.
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6. Gavrilovic, M., Wählby, C.: Quantification of Colocalization and Cross-talk based

on Spectral Angles. Journal of Microscopy 234, 311–324 (2009)

7. Ito, M.: Assessment of bone quality using micro-tomography (micro-CT) and syn-

chotron micro-CT. Journal of Bone Miner Metab 23, 115–121 (2005)

8. Johnson, R.A., Wichern, D.W.: Applied Multivariate Statistical Analysis. Prentice-

Hall, Englewood Cliffs (1998)

9. van Lenthe, G.H., Muller, R.: CT-Based Visualization and Quantification of Bone

Microstructure In Vivo. IBMS BoneKEy 5(11), 410–425 (2008)

10. Luo, L.M., et al.: A moment-based three-dimensional edge operator. IEEE Trans.

Biomed. Eng. 40, 693–703 (1993)

11. Numata, Y., et al.: Micro-CT Analysis of Rabbit Cancellous Bone Aronund Im-

plants. Journal of Hard Tissue Biology 16, 91–93 (2007)

12. Peyrin, F., Cloetens, P.: Synchrotron radiation μ CT of biological tissue. IEEE

ISBI, 365–368 (July 2002)

13. Sarve, H., et al.: Quantification of Bone Remodeling in the Proximity of Implants.

In: Kropatsch, W.G., Kampel, M., Hanbury, A. (eds.) CAIP 2007. LNCS, vol. 4673,

pp. 253–260. Springer, Heidelberg (2007)

14. Sarve, H., et al.: Quantification of Bone Remodeling in SRμCT Images of Implants.

In: Salberg, A.-B., Hardeberg, J.Y., Jenssen, R. (eds.) SCIA 2009. LNCS, vol. 5575,

pp. 770–779. Springer, Heidelberg (2009)

15. Weiss, P., et al.: Synchotron X–ray microtomography (on a micron scale) provides

three–dimensional imaging representation of bone ingrowth in calcium phophate

biomaterials. Biomaterials 24, 4591–4601 (2003)



An Evaluation of Image Feature Detectors
and Descriptors for Robot Navigation�

Adam Schmidt, Marek Kraft, and Andrzej Kasiński
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{Adam.Schmidt,Marek.Kraft}@put.poznan.pl

Abstract. The detection and matching of feature points is crucial in

many computer vision systems. Successful establishing of points corre-

spondences between concurrent frames is important in such tasks as vi-

sual odometry, structure from motion or simultaneous localization and

mapping. This paper compares of the performance of the well established,

single scale detectors and descriptors and the increasingly popular, multi-

scale approaches.

1 Introduction

Many of today’s computer vision applications – from mobile computers to robotic
systems – require robust, markerless object detection. An increasingly popular
approach to achieve this goal is the detection and matching or recognition of
distinctive, natural image features across scene views. The developments in this
field resulted in development of feature detectors and descriptors that can suc-
cessfully cope with realistic application scenarios. In this paper, we investigate
the usefulness of various detector-descriptor pairs in mobile robotics application.
The motovation behind this is the fact, that in our opinion, characteristics of the
features detected with a specific detector can significantly influence the matching
process.

Specifically, we are interested in application of the feature detection and
matching in mobile robot navigation (visual odometry [1] and SLAM [2]) in
indoor environments. In this specific scenario, the inter-frame transformations
of feature neighborhood used for description are relatively small, as the robot
movement is mostly planar, and the enviroments is (in most cases) relatively
feature-rich. The results we obtained can help to decide if the navigation pro-
cess can (in the aforementioned circumstances) benefit from using more complex
multiscale detectors and descriptors. The multi-scale approach, despite recent
progress, is still time-consuming and the additional computational overhead may
be unjustified in time-critical applications if it can be avoided.

� This project is partially founded by the Polish Ministry of Science and Higher Edu-

cation, project number N N514 213238.

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 251–259, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



252 A. Schmidt, M. Kraft, and A. Kasiński

2 Feature Detectors and Descriptors

This section contains short description of the investigated image feature detec-
tors and descriptors.

2.1 Feature Detectors

Harris Corner Detector. The popular Harris corner detector is based on
investigating local auto-correlation function of the signal [3]. Variations of the
auto-correlation function over principal directions are investigated. This is done
using the so called structural tensor:

A =
∑

u

∑
v

w(p, q)
[

I2
x IxIy

IxIy I2
y

]
(1)

where Ix and Iy denote the partial image derivatives in x and y directions,
respectively, and w(p, q) denotes a weighting window over the area (p, q). Most
common choice for the weighting window is a Gaussian, as it makes the responses
isotropic. The criteria for cornerness measure is:

Mc = det(A) − κtrace2A (2)

where κ is a tunable sensitivity parameter. Corners are the local maxima of Mc.
Additional thresholding of the cornerness measure is applied to filter out the
weak responses.

Shi Tomasi feature detector. The Shi Tomasi corner detector is strongly
based on the Harris corner detector [4]. The difference lies in the cornerness
measure Mc, which is computed as the minimum of the absolute values of the
eigenvalues of the structural tensor (1).

Mc = min(|λ1|, |λ2|) (3)

Corners are the local maxima of Mc. Such cornerness measure is said to be more
robust than (2) while the image patches that surround features undergo affine
transformations.

FAST Corner Detector. FAST stands for Features from Accelerated Segment
Test [5]. The corner detector performs two tests. At first, candidate points are
being detected by applying a segment test to every image pixel. Let Ip denote
the brightness of the investigated pixel p. The test is passed, if n configuous
pixels on a Bresenham circle with the radius r around the pixel p are darker
than Ip − t (’dark’ pixels), or brighter than Ip + t (’bright’ pixels), where t is a
threshold value. The authors use a circle with r = 3, and n = 9 for best results
[5]. The ordering of questions used to classify a pixel is learned by using the ID3
algorithm, which speeds this step up significantly. As the first test produces many
adjacent responses around the interest point, additional criterium is applied to
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perform a non-maximum suppresion. This allows for precise feature localization.
The cornerness measure used at this step is:

Mc = max(
∑

x∈Sbright

|Ip→x − Ip| − t,
∑

x∈Sdark

|Ip − Ip→x| − t) (4)

where Ip→x denotes the pixels laying on the Bresenham circle. As the second
test is performed to only a fraction of image points that passed the first test,
the processing time remains short.

SURF Feature Detector. SURF (Speeded Up Robust Features) is a image
feature detector and descriptor [6], inspired by the SIFT detector [7], known for
its high performance. SURF is designed with emphasis on speed, being SIFT’s
main weakness. SURF is said to be few time faster than SIFT with no perfor-
mance drop. To achieve this, the detector uses the Haar wavelet approximation
of the blob detector based on Hessian determinant. Haar wavelet approxima-
tions can be efficiently computed at different scales using integral images [10].
Accurate localization of features requires interpolation.

Star Keypoint Detector. Star keypoint detector is a part of OpenCV com-
puter vision library. It was derived from CenSurE (Center Surround Extrema)
feature detector introduced in [8]. The main motivation behind development of
this detector was to achieve a full spatial resolution in a multiscale detector. Ac-
cording to [8], as SIFT and SURF detectors perform subsampling, the accuracy
of feature localization is affected. CenSurE detector uses a bi-level approxima-
tion of the the LoG filter. The circular shape of the mask is approximated by
shapes, which allow to combine simplicity and rotation invariance. CenSurE uses
octagon shaped filter masks, while the star keypoint detector mask shape is made
of two squares, one of which is rotated by 45 degrees (see figure 1).

Fig. 1. Filters used by CenSurE (left) and star (right) keypoint detectors

Such filters, regardless of size, can be efficiently computed using integral im-
ages. Instead getting scale-space by subsampling, the scale-space is constructed
by applying filters of different size, thus allowing for precise localization without
interpolation.

2.2 Feature Descriptors

Correlation Based Similarity Measures. Matching by correlation based
similarity is achieved by taking a square window of certain size around the fea-
ture found in the reference image to find the best matching feature in another
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image – one with the highest or the lowest (depending on the measure used) sim-
ilarity score. For our experiments we have chosen to use three common similarity
measures: SAD (sum of absolute differences), SSD (sum of squared differences)
and NCC (normalized cross-correlation) [9]. SAD and SSD are the simplest sim-
ilarity measures, SSD being the more discriminative (image patch differences
are amplified by squaring). NCC is more complicated, but is supposed to of-
fer more robustness to lighting and contrast changes [9]. This is achieved by
normalization.

SURF Family of Descriptors. The SURF family of descriptors encodes the
distribution of pixel intensities in the neighborhood of the detected feature at the
corresponding scale. The use of Haar wavelets in conjunction with integral images
allows to decrease computation time [10]. The wavelets allow to determine the
gradient values in x and y direction. Computation of the descriptor for a given
feature can be divided into two distinct tasks.

The first task is the dominant orientation assignment. This steps allows to
achieve the rotation invariance. First, the Haar wavelet responses are computed
for all points within the radius 6s of the detected interest point, where s is
the coefficient denoting the scale, at which the interest point was detected. The
size of the wavelets is also properly rescaled – the side length is set to 4s. The
responses are then weighted with a Gaussian with the σ = 2s. Each response
is a point in the vector space with the x-responses along the abscissa and the
y-responses along the ordinate. The domimant orientation is selected by rotating
a circle segment covering an angle of π

3 rad around the origin. The responses in
each segment are then summed and form a resultant vector. The orientation
of the longest resultant vector is selected as the dominant orientation for the
descriptor.

The construction of the descriptor itself starts with selecting a square window
with the side size of 20s that is centered on the interest point and properly
oriented (as computed in the previous step). The window is divided regulary
into 4× 4 square subregions. Each one of these subregions is divided into 5× 5
regulary spaced sample points. Next, Haar wavelet response for each of the
principal directions (dx, dy) is computed at each of these sample points. The
absolute values of these responses are also incorporated into the descriptor. The
directions are considered with respect to the dominant orientation. The complete
form of the descriptor for each of the subregions is computed by summing the
responses and their absolute values acquired at each of the sample points (see
equation 5).

DESCsub = [
∑

dx,
∑

dy,
∑
|dx|,

∑
|dy|] (5)

The responses are weighted with a gaussian centered at the interest point to
increase the robustness. Each subregion contributes with 4 elements of the de-
scriptor vector. For 16 subregions, the descriptor size is therefore 64. Hence, the
descriptor name is SURF64. The authors proposed also a simplified version of the
descriptor, in which the window is divided into 3 × 3 square subregions. This re-
duced the descriptor’s dimensionality and allowed for faster matching. The name
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of this variant is SURF36. If the rotational invariance is not required, the upright
version of the descriptor, called USURF can be used. Skipping the dominant ori-
entation assignment step yields further reduction of the time required for compu-
tation.

In our experiments, we used an additional modification to the original SURF
descriptor proposed in [8]. To eliminate the boundary effects, the subregions are
extended and overlap. The overlap size is 2s. This is called MSURF, and its
upright version – MUSURF.

3 Experiment Description

The detector-descriptor pairs were evaluated on a sequence registered while driv-
ing a mobile robot around a lab room. The path was approximately 20 meters
long. The sequence is one minute long and consists of 758 frames. The UI-
1225LE-C uEye camera (IDS Imaging) with 1/3” CMOS sensor was used. The
camera enables fast registration (up to 87 FPS) with the global shutter. The
camera was equipped with a wide-angle lens (f = 2.8mm). No filtering and
rectification of images was performed. To maintain stable framerate, exposure
time was set to a constant value, but the automatic gain control function was
used. The sequence displays many realistic effects – noise, distortions, contrast
variations etc.

Each one of the described feature detectors was tested with each one of the
described corner descriptors. No restrictions were made to the search area and
no cross checking was performed – we always kept the feature in Image 2 that
best matched the feature in Image 1. Matching was performed with five different
threshold settings, to find the best compromise between the number of matched
features and the match quality.

To evaluate the quality of matches, we used the 8-point algorithm for funda-
mental matrix computation [11], with robust estimation method based on the
RANSAC (random sample consenus) algorithm [12]. RANSAC is an iterative
method allowing for the estimation of a mathematical model (the fundamental
matrix in our case) from a set of observations (matched points) containing out-
liers (false matches). The ratio of inliers (i.e. feature matches consistent with the
estimated fundamental matrix) to all the detected matches is the indicator of
the quality of the matching process. Additionally, any case in which the number
of inliers was less than 10 was treated as a matching failure. The symmetric
reprojection error [11] was used to check consistency of the data with mathe-
matical model. To further examine the accuracy of the interest point location in
images, the estimation using RANSAC was performed with two different thresh-
olds: θ = 0.5 pixel and θ = 1.0 pixel. Example images from the sequence are
given in figure 2.

4 Results and Discussion

Tables 1 and 2 show the results of running different detector-descriptor pairs on
the test sequence with the threshold set to θ = 0.5 and θ = 1.0 pixels. The results
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Fig. 2. Example frames from the registered sequence

are the ratios of inliers to all the detected matches averaged over the whole run.
The detection and matching was performed for each consecutive frame pair. It’s
worth noting, that there were no failed matches (i.e. frames with fewer than 10
inliers) in this case.

Table 1. Ratio of inliers to all detected matches, θ = 0.5, frame to frame matching

SAD SSD NCC MSURF36 MSURF64 MUSURF36 MUSURF64

FAST 0.60 0.67 0.61 0.84 0.88 0.83 0.86

Harris 0.61 0.66 0.64 0.85 0.87 0.84 0.85

Shi-Tomasi 0.71 0.79 0.68 0.77 0.80 0.90 0.90

SURF 0.54 0.56 0.63 0.78 0.80 0.79 0.81

Star 0.61 0.65 0.71 0.74 0.75 0.73 0.73

Table 2. Ratio of inliers to all detected matches, θ = 1.0, frame to frame matching

SAD SSD NCC MSURF36 MSURF64 MUSURF36 MUSURF64

FAST 0.77 0.83 0.76 0.93 0.95 0.935 0.95

Harris 0.79 0.83 0.80 0.95 0.96 0.953 0.96

Shi-Tomasi 0.88 0.92 0.83 0.91 0.94 0.973 0.98

SURF 0.64 0.65 0.72 0.90 0.92 0.912 0.92

Star 0.76 0.79 0.86 0.92 0.92 0.914 0.92

The results show, that the MSURF descriptor family outperforms other de-
scriptors. Another thing worth noting is that the differences in performance
between MSURF descriptors with different dimensionality are relatively small.
This leads to the conclusion, that for dense sampling it is safe to use the shorter
descriptor. The multiscale detectors behave in general worse than Harris, FAST
and Shi-Tomasi detectors while paired with the same descriptor. A few interest-
ing phenomena were observed. The Shi-Tomasi feature detector, contrary to all
the other detectors, performed better with the upright version of SURF family
descriptors. The reason is probably the fact, that the detector responds also to
edge-like features. Assigning dominant orientation is therefore harder than it is
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the case with the other detectors, responding to corner-like features. False ori-
entation assignment leads to mismatches. As there are no significant in-plane
rotations, the standard and upright versions of MSURF perform similarly in
terms of ratios of inliers to all the detected matches averaged over the whole
sequence. However, its versions that detect dominant rotation tend to produce
more matches. Interestingly, the Star detector based on CenSurE, which we ex-
pected to perform better than SURF in terms of acccuracy (according to the
claims in [8]) outperformed SURF only when paired with SAD, SSD and NCC
matching schemes. However, it was outperformed by SURF when any of the
MSURF descriptors was used for matching with θ = 0.5, which is the case that
requires more accurate feature localization. Despite the changes in illumination
and contrast, NCC is not apparently better than SAD or SSD. The exception
to this rule is the Star detector, which seems to work well combined with NCC.
Running the RANSAC estimation with different thresholds for allowed repro-
jection error (θ = 0.5 and θ = 1.0) does not prove that any of the described
detectors is more accurate than any other, as no general conclusions holding for
all matching schemes can be drawn. The Star detector combined with MSURF
descriptors os the only exception, as it was mentioned earlier.

In our next experiment, the detection and matching was performed between
every 10th frame of the sequence. As the SURF descriptor family achieved the
highest performance in the previous test, SAD, SSD and NCC matching was not
performed in this case. The Shi-Tomasi feature detector was not used, because it
was impossible to achieve accuracy (in terms of average inlier number to match
number ratio) on par with the other detectors without introducing matching fail-
ures (less than 10 inliers among the matches). The evaluation criteria remained
the same. The results are shown in tables 3 and 4.

The percentage of inliers is clearly lower when compared with tables 1 and 2.
Relaxation of matching threshold from 0.1 to 0.2 was necessary, to avoid frames
with too few inliers. The performance difference between multiscale and single

Table 3. Ratio of inliers to all detected matches, θ = 0.5, every 10th frame matching

MSURF36 MSURF64 MUSURF36 MUSURF64

FAST 0.51 0.57 0.53 0.57

Harris 0.52 0.58 0.54 0.56

SURF 0.47 0.52 0.49 0.52

Star 0.51 0.56 0.50 0.53

Table 4. Ratio of inliers to all detected matches, θ = 1.0, every 10th frame matching

MSURF36 MSURF64 MUSURF36 MUSURF64

FAST 0.67 0.73 0.72 0.75

Harris 0.70 0.75 0.73 0.75

SURF 0.65 0.69 0.66 0.69

Star 0.69 0.73 0.68 0.71
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scale detectors is not as apparent as it is in the case of small inter-frame dif-
ferences, but the single scale detectors still demonstrate better performance.
An exception to this rule is the FAST detector combined with MSURF36. The
the descriptor length seems to be more important as the baseline gets longer –
64-element descriptors offer better inlier ratio in this case. Interestingly, upright
versions of the MSURF descriptors seem to perform better in terms of inlier ratio.
However, the versions with dominant orientation detection return more matches.
The results show, that also in the case of more significant displacements it is still
safe to use single-scale detectors paired with the performant MSURF family de-
scriptors. Multiscale algorithms would probably get better notes under longer
displacements and severe view angle change, scaling or rotations. Such extreme
conditions are however uncommon in most mobile robotics applications.

5 Conclusions

We have presented the results of performance evaluation of different feature
detector-descriptor pairs. The performance was tested with focus on indoor mo-
bile robot navigation applications. The results show, that for this application
domain, using single-scale feature detectors paired with the MSURF family de-
scriptors does not introduce any performance penalty when compared to state
of the art multiscale detectors. The use of single-scale approach allows to reduce
the computational overhead. Futher reduction in processing time us possible by
using the upright family of MSURF descriptors, as indoor applications usually
do not introduce significant in-plane rotations in successive frames. Matching
can be sped up by using the reduced version of the description vector. The effect
on performance depends in this case on the inter-frame differences. All the tests
were performed on unrectified, unfiltered images taken by a moving camera with
a wide angle lens, without restrictions on matching area. Using additional crite-
ria e.g. considering the ratio of distance from the closest match to the distance of
the second closest [7] and reducing the search radius would improve the results.
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Abstract. The precise localization of the mobile robot plays a vital role

in the autonomous operation of the mobile robot. The vision based simul-

taneous localization and mapping (SLAM) is a widely known technique

for tracking the movement of the camera in the unknown environment.

This paper presents a robot’s movement model which is based on the ref-

erence trajectory of the robot. The proposed model was compared with

the state-of-the-art model used in the successful MonoSLAM system[8]

and provided good results.

Keywords: SLAM, hexapod, mobile robotics.

1 Introduction

The ability to work in an unexplored environment is crucial to the success of
the autonomous robot’s operation. The simultaneous localization and mapping
(SLAM) is a technique used to build a map of the robot’s surrounding while
keeping track of its position. In recent years significant attention has been paid
to the development of a vision based SLAM. The reasons behind this popularity
are the low price and the availability of cameras, large amounts of information
contained in images as well as relatively simple mathematical models of cam-
eras. Moreover, the use of the visual information is intuitive and the visual SLAM
system can be easily integrated with the tele-operation system. The main draw-
back of such systems is that cameras are bearing-only sensors i.e no information
regarding the depth of the scene is available.

The work of Davison and Murray[1] is considered to be the first vision based,
real-time system able to construct a map, track and control a mobile robot simul-
taneously. Sim et al[2] combined the SIFT feature descriptor with the FastSLAM
filtering to desing a large-scale visual SLAM system. In his PhD dissertation
Baczyk[3] introduced artificial landmarks spread over the environment which
facilitated loop closing. Recently Gil et al. [4] proposed a multi-robot system
for the cooperative exploration of the unknown environment. Mouragnon et al.
[5] proposed a visual SLAM system for a mobile robot using holistic features
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matching between consecutive images, key frames selection and local bundle ad-
justment. Sturm and Visser[6] proposed a visual compass for the mobile robot
enabling fast orientation estimate within any cylindrical space.

The MonoSLAM approach presented by Davison[8] is one of the most success-
full approaches to the visual SLAM. The robot is modeled as a rigid body which
linear and angular velocities change smoothly as a result of random, external ac-
celerations. The authors of this approach focus on developing a real-time system
and strive to achieve as high frame rate as possible.

Unfortunately, these assumptions are generally not valid in case of the hexa-
pod robot. Its construction allows fast and abrupt changes of the movement
direction. Moreover, the movement of the robot is not random but determined
by the orders sent to the robot’s controller (yet the results of those orders remain
uncertain due to slipping, limited precision of servoes and the structure of the
environment). Additionally, the onboard computer of most robots has limited
resources. Therefore, instead of maximizing the frame rate (and the computa-
tional load) it is advisable to develop a model capable of precise localization at a
low frame-rate. This paper presents the attempt to develop a movement model
incorporating the knowledge of the robot’s expected trajectory and to integrate
it with the state-of-the art methodology of the visual SLAM.

2 System

2.1 Probabilistic Map

The probabilistic, feature-based map approach adopted from [7][8] was used to
model the robot’s environment. The map provides the current estimates of the
robot’s and features’ positions as well as the uncertainty of those estimates. The
state vector x of the map consists of the robot’s state and the state vectors of
all the features. The uncertainty of the state is modeled as a single, multivariate
Gaussian and is represented by the covariance matrix P which can be partitioned
in the following manner:

x =

⎡
⎢⎢⎢⎣

xr

x1
f

x2
f
...

⎤
⎥⎥⎥⎦ , P =

⎡
⎢⎢⎢⎢⎣

Pxrxr Pxrx1
f

Pxrx2
f

. . .

Px1
f xr

Px1
f x1

f
Px1

f x2
f

. . .

Px2
f xr

Px2
f x1

f
Px2

f x2
f

. . .

...
...

...
. . .

⎤
⎥⎥⎥⎥⎦ (1)

The proposed system was designed for the hexapod robot (Fig. 1) presented in
[10] equipped with the uEye camera. The robot’s coordinate system is situated
in the center of the lower plate and the state vector consists of a 3D position r
and a rotation quaternion q relative to the global frame:

xr =
[

r q
]T =

[
rx ry rz qa qb qc qd

]T (2)

The inverse depth parametrisation of the features state was used [9]. Each fea-
ture’s state vector consists of six elements:

xi
f =
[

xi yi zi θi φi ρi

]T
(3)
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Fig. 1. The hexapod robot

The xi, yi, zi represent the position from which the feature was observed at the
first time, θi and φi are the angles encoding the ray between the camera and
the feature, and ρi is the inverse of the distance between the camera and the
feature. The 3D position of the feature is calculated as:

⎡
⎣Xi

Yi

Zi

⎤
⎦ =

⎡
⎣xi

yi

zi

⎤
⎦+

1
ρi

⎡
⎣ cos(φi) sin(θi)
− sin(φi)

cos(φi) cos(θi)

⎤
⎦ (4)

Additional information regarding this representation can be found in [9].
The Extended Kalman Filter is used to update the state vector and the cor-

responding covariance matrix P with an assumption that the robot moves in
the static surrounding. The dimension of the model may change during the op-
eration as features can be added and deleted. The covariance matrix is sparse
and many of its sublock are zero matrices. To facilitate adding and removing of
features and to take the advantage of the covariance matrix’ sparseness both the
state vector and covariance matrix were implemented as hash tables of matrices.

2.2 Motion Model and Prediction

The proposed model is based on the notion that the commands sent to the robot
can be used to predict its position. The robot’s orders consist of the desired
translation and rotation (parametrised by the XYZ Euler angles relative to the
robot) expressed in the robot’s local frame. Therefore, the inputs vector takes
the form of:

u(t) =
[

tx ty tx α β γ
]T

(5)
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where tx, ty, tz are the expected displacements and α, β, γ are the rotation
angles. The motion of the robot is modelled by the following prediction function:

xnew
r =

[
r + RR

W t
q × qα × qβ × qγ

]
(6)

where RR
W is the rotation matrix between the global and the robot’s frames, t

is the translation vector, qα, qβ , qγ stand for the quaternions representing Euler
angles’ rotations and × is the Hamilton product.

As there is no direct feedback in the movement control the resulting robot’s
displacement differs from the expected one. This inputs uncertainty (caused
mainly by the robot’s leg slipping and servoes imprecision) is modeled as a
multivariate gaussian and is represented by a covariance matrix Pi. Currently,
it is assumed that the inputs are independent and the Pi is a diagonal matrix.
Jacobians of the prediction function over the robot’s state and the robot’s inputs
are used to increase the ucertainty of the system.

2.3 Measurement

The directional vector hi =
[

hi
x hi

y hi
z 1
]

defines the line passing through the
camera center and the i-th feature:

hC
i = T R

C T W
R

[
Xi Yi Zi 1

]T (7)

where T R
C is a constant homogenous transformation between the camera’s and

robot’s frames defined by the robot’s design and T W
R is a homogenous transfor-

mation between the robot’s frame and the global coordinate system depending
on the robot’s state.

This vector is used to calculate the projection of the feature onto the image
plane:

hi =
[

ui

vi

]
=

⎡
⎣u0 − fu

hi
x

hi
z

v0 − fv
hi

y

hi
z

⎤
⎦ (8)

where u0, v0, fu and fv are the perspective camera intrinsic parameters. After
calculating jacobians of hi with respect to the feature’s and robot’s state the
Kalman filter innovation matrix can be computed:

Si =
δhi

δxr
Pxrxr

δhi

δxr

T

+
δhi
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Pxrxi

f

δhi
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f

T
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f

Pxi
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δhi

δxr

T

+
δhi

δxi
f

Pxi
f xi

f

δhi

δxi
f

T

+ Ph

(9)
where Ph models imager noise covariance.

The Si represents the 2D Gaussian PDF of feature’s projection in the image
coordinates, which can be used to define the search ellipse. A given number
of visible features with biggest search ellipses is selected as a measurement at a
current iteration. The exhaustive search is performed within the ellipses with the
normalized cross-correlation between the image patch and the feature template
as a measure of similarity (Fig. 2).
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Fig. 2. The exemplary frame from the robot’s camera with the search ellipses

2.4 Map Management and Initialization

It is assumed that during the initialization the robot is placed in the origin of
the global coordinate system with a zero uncertainty. To set up the scale of the
map a rectangular marker is detected and its corners are added to the map as
the first four features. The position of those features is calculated according to
the analytical solution of the perpective 4-point problem with coplanar points
presented in [11]. Additional feature points are detected with the FAST det-
ector [12].

Whenever the number of observed features is lower than the number of ex-
pected features the interest points are detected with the FAST detector and new
features are added to the map. If a feature cannot be detected a given number
of times despite being theoretically visible it is removed from the map.

3 Experiments

The proposed model movement model was compared with the ’agile camera’
model proposed by Davison[8]. Three sequences have been chosen to illustrate
the features of the presented model:

– the smooth trajectory:

u1(i) =
[
0 2 0 0 0 1.5◦

]T (10)
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– the two-parts trajectory with a smooth start, abrupt change of direction and
elevation changes:

u2(i) =

⎧⎪⎨
⎪⎩

[
0 2 0 0 0 1.5◦

]T
if i ∈< 1, 10 >[−2 1.25 (i− 10) 0 0 −1.5◦

]T
if i ∈< 11, 13 . . . >[−2 1.25 −(i− 10) 0 0 −1.5◦

]T
if i ∈< 12, 14 . . . >

(11)

– discontinuous movement to the sides and rotations around the robot’s z axis:

u3(i) =

{[−4 2.5 0 0 0 1.5◦
]T

if i ∈< 1, 3 . . . >[
4 2.5 0 0 0 −1.5◦

]T
if i ∈< 2, 4 . . . >

(12)

Images in the sequences were taken after each step of the robot which resulted
in the frame rate of approx. 2 frames per second. The ground truth information
was obtained by recording the robot’s movement with the fish-eye camera placed
under the ceiling. The images were undistorted using the algorithm presented by
Baczyk[13] and the robot’s position was manually tracked under the assumption
that the robot’s platform is parallel to the ground (Fig. 3).

Fig. 3. The exemplary view from the ceiling camera before (left) and after (right)

undistortion

The first sequence simulated the robot’s movement through flat terrain with
a smooth reference trajectory. In case of the sequence u1 the system using the
proposed model was able to track the trajectory of the robot despite severe differ-
ences between the reference and the measured trajectories (Fig. 4, left column).
The ’agile camera’ model was not able to follow the exact trajectory, however
the final estimate of the position was close to the measured position.

The second trajectory corresponds to the situation when the robot was forced
to abruptly change the direction of its movement and started to traverse through
the bumpy terrain which caused changes of the elevation. The system using the
presented movement model was able to track the position of the moving robot
despite its discontinuous movement (Fig. 4 middle column). The system based
on the ’agile camera model’ was able to track the smooth part of the trajectory
but failed after the sudden change of the movement direction.
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Fig. 4. Robot’s trajectories

The third sequence illustrates the problem of the robot scanning its surround-
ing. The swaying movement increased the effective field of view. Unfortunately,
the ’agile camera’ was not able to track the movement of the robot and tracking
process collapsed after the first step (Fig. 4 right column). Using the presented
model allowed for tracking the robot’s movement.

4 Conclusions

This paper presents the visual SLAM system using the movement model based on
the robot’s reference trajectory. The proposed model allows to track complicated
and discontinuous trajectories of the robot despite the differences between the
observed and the reference trajectory. The presented system requires approx. 2
frames per second to operate, which is desirable in case of the robot’s onboard
computer with limited resources.

The proposed model was compared with the state-of-the-art movement model
used in the MonoSLAM system. The presented movement model proved to be
superior in the task of the hexapod robot tracking. The features of the models
were highlighted by using exemplary sequences of images gathered from the
camera mounted on the hexapod robot.

The future work will focus on combining the proposed and the ’agile camera’
models. Additionaly, the information gathered from the onboard accelerometers
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will be used to develop a hybrid, vision- and acceleration based SLAM system.
Moreover, the performance of different feature detectors (e.g Shi-Tomasi, Harris,
Star Keypoint, SURF) and descriptors (different variants of the SURF descrip-
tor) will be evaluated.
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Abstract. In the paper a problem of displacement calculation of the

walls of left heart ventricle in echocardiographic (ECG) ultrasound se-

quences/videos is addressed. A novel method, which is proposed in it,

consists of: 1) speckle reduction anisotrophic diffusion (SRAD) filtration

of ultrasonography (USG) images, 2) segmentation of heart structures in

consecutive de-noised frames via active contour without edges method,

3) calculation of left ventricle frame-to-frame deformation vectors by B-

Spline Free Form Deformation (FFD) algorithm. Results from method

testing on synthetic USG-like and real ECG images are presented in the

paper.

1 Introduction

Reports of the World Health Organization state that heart diseases are one of the
most often and dangerous. Measurements of intima-media thickness of the com-
mon carotid artery in ultrasound B-mode examination and estimation of shape
and motion parameters of the left heart ventricle in ultrasound echocardiogra-
phy (ECG) are recognised as the best methods for evaluation of cardiovascular
risk and heart events prediction. Estimation of left ventricle parameters involves
its efficient segmentation, features tracking and displacement calculation. These
problems represent very active research topics [1,4,7,10]. The special attention
is paid to the left ventricle (LV). Malassoitis and Strintzis [10] applied Hough
transform for ellipse model to obtain the initial approximation of the LV in the
first frame of the sequence. Then active contour model, based on gradient image,
is used for estimation of the LV boundary. Finally, estimated results are corrected
by observing the shape deformations. The active contour model was also used
[1] in conjunction with filtration in domain of discrete wavelet transform coef-
ficients. Dydenko et al. [4] used registration with affine transformation of the
prior shape, provided by a medical expert, together with level set segmentation.

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 268–275, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Jacob et al. [7] also used a user intervention: a few contours have to be drown on
the data prior to running the tracker in order to learn the nominal deformation
parameters and to make placement of the initial contour. Then, dynamic tracker
based on Kalman filter was used.

This paper addresses the problem of displacement calculation of the walls
of left heart ventricle in ECG ultrasound sequences/videos. A novel three-step
method, already introduced in abstract, is proposed and tested in it. Presented
results confirm the method efficiency.

2 Methodology

Idea of the proposed method can be summarized as follows: in the first step fil-
tration algorithm for simple image correction is used. Then, walls of heart area
are obtained by segmentation algorithm based on level set without edges tech-
nique [2]. Finally, segmentation results are exploited to find displacement vectors
connecting corresponding pixels of heart walls in two images. Displacement vec-
tors for each pixel are calculated using B-Spline Free Form Deformation [14].
On this basis calculation of mechanical tissue properties as strain, strain rate or
local axial tissue velocity is possible [3].

2.1 Pre-proccesing and Filtering

Strong disturbances (speckles, specular reflections, echoes, shadows) visible in
ultrasound images as multiplicative noise makes USG images segmentation a dif-
ficult task. Therefore, USG images are usually filtered before further processing.
In this operation speckle reduction anisotropic diffusion (SRAD) filters based on
Perona-Malik work [12] are frequently used.

∂I

∂t
= div�c(|∇I|)∇I� (1)

In (1) div(·) denotes divergence and the diffusivity coefficient c(·) depends on
magnitude of image gradient ∇I which is also an edge estimator. If c(|∇I|) ≈ 0
then diffusion stops and (1) represents all-pass filter preserving edges. In turn,
c(|∇I|) ≈ 1 leads to isotropic smoothing by means of 2-D Gaussian window. In
our algorithm, following the work [5], the control of diffusion process is based on
Kuan model [9] instead of the image gradient:

∂I

∂t
= div|κ∇I|, I(t = 0) = I0, κ = 1− 1− C2

n/C2
I

1 + C2
n

(2)

where: C2
n = σ2

n/n̄ (noise), C2
I = σ2

I /Ī (image) and I0 is an initial image to be
denoised.

In homogeneous image regions local standard deviation σ2
I is comparable to

noise σ2
n. Since then C2

n ≈ C2
I and κ ≈ 1, (2) performs intra-region smoothing.

On the other hand, near the edges C2
n << C2

I makes κ << 1 what slows down
the diffusion process.



270 A. Skalski, P. Turcza, and T. Zieliński

Using first forward and next backward differences denoted as δ+
x Ii,j = Ii+1,j−

Ii,j , δ−x Ii,j = Ii,j − Ii−1,j one can discretize the right side of the equation (2) as

div(κ∇I)|i,j ≈ κi,j(Ii+1,j − Ii,j) + κi−1,j(Ii−1,j − Ii,j)
+ κi,j(Ii,j+1 − Ii,j) + κi,j−1(Ii,j−1 − Ii,j)

(3)

which leads to the explicit scheme having the following form:

It+Δt
i,j = It

i,j + Δt[κt
i,j(I

t
i+1,j − It

i,j) + κt
i−1,j(I

t
i−1,j − It

i,j)
+ κt

i,j(I
t
i,j+1 − It

i,j) + κt
i,j−1(I

t
i,j−1 − It

i,j)]
(4)

The explicit scheme is the most straightforward, but computationally inefficient.
It requires quite small (less than 0.25 [16]) time step size to assure numerical sta-
bility. The other, so called semi-implicit scheme, based on (4) is unconditionally
stable [5]. In our implementation, we have chosen the Jacobi approach proposed
in [5] but instead of central differences as in [5] we applied the mixed image
differences (between iterations t and t + Δt) to obtain additional computational
speed-up. The final formula of the semi-implicit filter is:

It+Δt
i,j =

It
i,j + Δt[κt

i,jIt
i+1,j + κt

i−1,jIt
i−1,j + κt

i,jIt
i,j+1 + κt

i,j−1It
i,j−1]

1 + Δt[κt
i,j + κt

i−1,jκt
i,j + κt

i,j−1]
(5)

The computational complexity of one time step in the semi-implicit scheme (5)
is almost the same as in (4) but in this case Δt can be 10 (and more) times
larger which results in 10 times lower number of iterations. This is especially
important in processing large echocardiographic ultrasound images for which not
only a large amount of pure arithmetic operations is required but also immense
time-consuming memory access.

In fig. 1 efficiency of the described above modified SRAD filtration is pre-
sented. It is applied to two synthetic USG-like [13] test images from fig. 3 which
were used for initial testing of the designed LV segmentation algorithm.

Fig. 1. PSNR of SRAD filtration performance for two artificial USG-like images (mod-

els I and II in fig. 3) disturbed by multiplicative speckle noise (as a function of noise

level 255σ2)
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2.2 Level Set Based ECG Image Segmentation

In the reported work the Active Contour without edges algorithm, proposed by
Chan and Vese [2] has been used. The basic idea of classical active contour
(snakes) approach [8] is to evolve a curve in 2D space, subject to constrains
from a given image I. The snake model Γ (s) : [0, 1] → R2 should minimise the
following equation:

Eac(Γ ) = α

∫ 1

0

|Γ ′(s)|2ds + β

∫ 1

0

|Γ ′′(s)|ds − λ

∫ 1

0

|∇I(Γ (s))|2ds (6)

where α, β, λ are positive coefficients.
The first two terms in equation 6 are known as internal energy and they are

responsible for smoothness of the contour. The last one, external (image) energy,
attracts the contour toward the edges existing in the image. Edges are usually
indicated by classical gradient function. In order to remove noise from the image
and increase capture range of the snake, the image is usually convolved with a
Gaussian kernel before gradient computation. Formulation of the solution to (6)
in terms of parametric curve Γ leads to difficulty with topology changing. The
problem can be avoided [11] by representing the contour Γ as a zero level set of
evolving function φ(x, y, t). In particular time instance, the contour Γ is defined
as:

Γ = {(x, y)|φ(x, y) = 0} (7)

Segmentation of ECG image sequence is a particularly difficult task due to
speckle noise and unsharp (not well defined) borders. The first problem has
been solved in our approach by speckle reducing anisotropic diffusion (SRAD)
filtering described in section 2.1 while the second one - by applying to ECG im-
ages a segmentation algorithm which is using information about image intensity
values inside and outside the contour instead of the image gradient.

Using level set formulation the problem (6) can be formulated as [2]:

∂φ

∂t
= δε[μdiv(

∇φ

|∇φ| )− υ − λ1(I − c1)2 + λ2(I − c2)2] = 0 (8)

where δε is a regularised version of δ function. Application of this algorithm,
additionally equipped with automatic ROI calculation, to the left ventricle seg-
mentation is described in [15].

2.3 Displacement Calculation Based on Image Registration

The last algorithm step involves computation of displacement vectors for walls
pixels obtained by segmentation of consecutive ECG images. Computation is
based on B-spline Free Form Deformation (FFD) algorithm, described by Rueck-
ert et al. [14]. As a similarity measure Sum of Squared Differences (SSD) is used.
The method [14] makes use of two stage deformation model. In the first step,
a rigid (affine) transformation is estimated in order to establish good initial
alignment of images - it allows correcting heart position in ECG series. Then,
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B-spline FFD algorithm is used to model the local deformation. Therefore, the
overall transformation is composed of two parts, global and local, and can be
denoted as:

T(x, y) = Tglobal(x, y) + Tlocal(x, y) (9)

where Tlocal(x, y) makes use of B-splines and it is defined as follows:

Tlocal(x, y) =
3∑

m=0

3∑
n=0

Bm(u)Bn(v)ξi+m,j+n (10)

where ξ is nx-by-ny mesh of control points, i = �x/nx� − 1, j = �y/ny� − 1,
u = x/nx− i + 1 and v = y/ny − j + 1. Bm represents the m-th basis function
of the B-spline.

In order to receive transformation parameters, the registration process was
defined in [14] as an optimization problem:

arg min
T

(−Fsimilar(Isource, T(Itarget)) + τFsmooth(T(·)) (11)

where τ is weighting parameter, Isource denotes a source image with regard to
Itarget, Fsimilar , Fsmooth are a similarity measure and regularisation function,
respectively.

In the reported research, the displacement calculation algorithm was imple-
mented in multiresolution manner in order to reduce the computation time and
improve the registration accuracy by avoiding local extremes of the cost func-
tions. Exemplary results of displacement vectors calculation, limited to the se-
lected region with heart walls, are presented in fig. 2.

Fig. 2. Example of calculated displacement field between two ECG images limited to

segmented area

3 Results and Verification

Modeling USG images is a subject discussed in literature [6,13]. Typically, em-
bedding the normalised [0, 1] image in the multiplicative speckle noise is done
by the following equation (among others implemented also in Matlab):
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Inoisy(i, j) = max{0, min[I(i, j) +
√

12σ2 · I(i, j) · rnd , 1]} (12)

where rnd denotes a random variable uniformly distributed in the range [-0.5,
0.5). However, for validation of the proposed method we have implemented in
Matlab more precise speckle noise generation based on ultrasound B-mode echo-
graphic image acquisition model [13]. It encompasses simulation of the sectoral
scan of a plane by an ultrasonic beam and introduces speckle noise in polar co-
ordinates system by means of random walk in the plane of the image complex
amplitude, according to the Burckhardt speckle formation taking into account
origin of ultrasound echoes generation (see [13] for details). In reported simula-
tions pixel values were normalized in the range [0, 1], M(x, y) number of random
walk steps was taken from the interval [1, 20], variance of a phase amplitude was
equal [0.1, 0.5, 1.0, 1.3, 1.6, 2]/256, the scanning angle Θ = π/3, origin height
(offset) y0 = 16 pixels. Images with 256x256 pixels were generated from USG
grid pattern consisting of m = 196 arcs having n = 64 points each.

In figure 4 exemplary segmentation results for real ECG images are presented.
Authors did validation of the applied segmentation algorithm using the gen-

eration model of ECG images. In figure 3 two test synthetic USG-like images
are shown, the clean (3a, 3d) and noisy one, i.e. embedded in simulated speckle
noise (3b, 3e), as well as results of their segmentation (3c, 3f). In order to eval-
uate a segmentation efficiency, artificial images with different level of noise were
used and as a segmentation quality measure a relative number of wrong pixel
classifications was chosen:

FF =

(
1− (

N∑
x=1

M∑
y=1

|IGT(x , y)− IS(x , y)|)/(
N∑

x=1

M∑
y=1

IGT(x , y))

)
· 100%, (13)

where IGT is a binary mask received from manual expert segmentation and IS
denotes a mask calculated by the proposed segmentation algorithm. Obtained
results, presented in figure 5, confirms the method usefulness.

a) b) c)

d) f) g)

Fig. 3. Exemplary automatic segmentation results for two synthetic USG-like test im-

ages; Image/Model I: a) without noise; b) with speckle noise but without SRAD filtra-

tion; c) segmentation results after SRAD filtration; The same for test Image/Model II

in d) e) f), respectively
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Fig. 4. Exemplary results of walls segmentation from real Echocardiographic images

Table 1. Errors of displacement calculation in pixels

mean std min max

Manually marked 2.55 1.86 0.0003 8.33

Algorithm 1.74 1.65 0.0001 6.82

Fig. 5. Automatic segmentation efficiency for generated synthetic USG-like images

(Model I and II in fig. 3) as a function of variance of speckle noise phase amplitude [13]

In order to verify displacement calculation, automatic measuring the local
registration quality has been compared to 2 human examiners using real ECG
data and selecting corresponding feature points. In this experiment 169 pairs
of corresponding points have been manually marked. Obtained results, given in
table 1, indicate supremacy of the automatic method.

4 Summary

In the paper the novel method for tracking the heart left ventricle movement
dynamics in ECG videos is proposed. Obtained results for generated synthetic
USG-like images and real ECG ones are promising and encourage the authors to
think about future research focused on evaluation of medical characteristics of
heart functions making use of the calculated LV motion parameters. The future
work will include validation of segmentation process based on experts outline.
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Abstract. This paper presents a novel method for reconstructing a ma-

chined surface from a voxel-based octree model to a polygonal mesh. A

compact form of an octree is presented which allows unchanged topology

after reconstruction. The algorithm considers an arbitrary shape of the

milling cutter. Additional data contained in a node is stored for fast sur-

face normal vector retrieval. Mesh vertices are pushed along the normal

vector for more accurate surface approximation. Frustum culling, adap-

tive levels of detail and local sharp feature detection are included. This

method is well suited for implementation on the newest programmable

graphics units.

Keywords: 5C Milling Process Visualization, Volume Rendering,

Machined Surface Reconstruction.

1 Introduction

The visualization of a milling process in a virtual environment before performing
it on real machines has become a vital issue because it reduces both the risk and
cost of manufacturing. The task is strongly limited by hardware capabilities, so
most methods are developed and optimized for what is available at the time.
Of particular interest is five-axis (5C) machining, where complex shapes need to
be rendered in real time. The main features, which must be taken into account,
are the speed and detail of visualization as well as the ability to reproduce
special features such as sharp edges, highlights or transparent parts. The goal is
to provide a resolution capable of showing small details and enabling early error
verification while maintaining interactive frame rates.

The paper focuses on an algorithm for the visualization of shape changing
during 5C cutting simulation. A machined shape decomposed recursively by
an octree of voxels is considered. The main problem here was to design an al-
gorithm, which enables fast triangulation of the surface of such a solid while
meeting all the aforementioned requirements. To ensure the best fit of the visu-
alized shape to the real one, an additional data structure for the cutter has been
proposed. It turns out that the crucial information for storing and rendering the
details of the shape of the machined material – in contrary to other existing
methods – enables the rendering of the machining simulation with an arbitrary,
not only APT-like, shape of the milling tool.

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 276–283, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Related Work

One of the first methods of virtual machining visualization was described in
a paper by Van Hook [1]. An arbitrary viewing-plane is chosen and represented
by a set of basic geometric elements called dexels. Emanating from each dexel,
a ray is cast orthogonally onto the viewing-plane. The whole scene is covered by
rays with a fixed precision. Each dexel stores intersection information between
a ray and a visualized part. For rendering purposes, only the nearest intersection
is used. The purpose of such a method is to use a hardware Z-buffer to store
intersection depth, and a hardware framebuffer – to store the pixel color of
an object (if there is an intersection) or the background (if there is not an in-
tersection). Although the whole process must be recalculated when the view
changes, which makes it unsuitable for moving the camera interactively during
the rendering, this method has been heavily used in commercial CAD/CAM
packages and many modifications have been presented.

Saito and Takahashi [2] present a method based upon multiple viewing-planes
and a blending formula between all of them, while Lischinski [3] shows how to dis-
cretize a 3D object into a set of two-dimensional slices. Various synthesis methods
have been shown of how to construct the final image from the available slices.

A similar approach to visualization is performed by ray-casting. One of the
first references to ray-casting in virtual machining can be found in Wang and
Kaufman [4]. In most cases, ray-casting cannot be used in real-time rendering.
Ray-casting gains special benefits in virtual machining when the part in question
is represented as a CSG-tree, referenced in the Stewart et al. work [5]. Ray-
casting with the use of voxels to represent the part is described in a paper [6] by
Yagel et al. Voxels not only define the interior but also store the best, average
normal vector of the surface.

There are more methods that can be performed on data stored in voxels.
Yau et al. [7] employ a voxel octree and render all the visible cube faces. Many
approaches are based on extracting an iso-surface from volume data. The most
famous algorithm is called Marching Cubes and comes from Lorensen and Cline
[8]. It is a very clean, fast and easy-to-implement method for creating gpu-
friendly triangles from a three-dimensional scalar field. The original algorithm
has some drawbacks, such as ambiguous cases, the impossibility of reconstruct-
ing sharp edges or corners and it sometimes generates more triangles than nec-
essary. Without proper precision, space aliasing can also be noticed. The use of
the Marching Cubes algorithm in virtual machining is presented in a variety of
papers [9,10,11,12]. This algorithm does not make use of the specific data con-
nected with the machined surface that can be obtained during the simulation.
Therefore, surfaces machined with either a toroidal cutter with a small inner ra-
dius, or a flat-ended tool, which generates the same octree structure, both look
the same.

Inui and Kakio [13] implement the concept of tessellating the workpiece in real
time, computing it by subtracting the swept volume of a moving cutter from a
solid model representing the stock shape. Regrettably, the swept volume can be
generated speedily only for cutters of a simple shape.
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3 The Proposed Method

3.1 Input Data

Representing the volume of solid geometry, an octree of voxels has been selected
for the method described in this chapter. Each voxel is spatially defined by an
axis aligned cube and can contain additional properties. An octree level contains
voxels of the same size, beginning with one bounding cube for the root. Each
node corresponding to a grey voxel (i.e. it intersects the boundary of the solid
and cannot be classified as inside or outside the solid) contains up to 8 child
voxels half its size. Such an octree is the most effective data structure for storing
the voxels of the solid, because it efficiently describes big, homogenous (full
or empty) cubes. Hence, the current shape is described by the number of leaves
proportional to the solid surface, not to its volume [14]. The presented method of
visualizating volume data can be generalized for non-virtual machining purposes.
However, for rendering results from machining simulation, it is convenient to
store information about the milling cutter and how it interacts with the geometry
during the process.

As the rotating cutter is axis-symmetrical, the idea is to store only half its
planar profile. The purpose of introducing a separate data structure for the cutter
is to use it as a reference space for the voxels and retrieve precise information
about the distance from the surface of the solid and the normal vector. The
distance from the surface is defined as the nearest distance from the milling
cutter in a time domain and a normal vector is defined as opposite to the normal
of the cutter surface of revolution at the same moment of simulation. The idea is
to discretize the section of the half-plane – defined by the polar and cylindrical
axes and containing half the milling cutter profile – and store the scalar distance
field between the milling cutter surface and the vector opposite the normal of
the nearest point seen in this two-dimensional coordinate system.

The classification of voxels is done by their bounding spheres. Each voxel can
have one of three possible states:

1. White – the bounding sphere was completely inside the milling cutter during
simulation and the voxel was cut out.

2. Grey – the bounding sphere was damaged by the cutter. Such voxels may
contain the surface of the solid.

3. Black – the bounding sphere was never intersected by the milling cutter.
Voxel is completely inside the solid.

White voxels are removed from the octree immediately. Black voxels are removed
during the octree preparation process described in Section 3.2.

The main idea is to have the position (x, y, z) of the voxel center in a three-
dimensional tool system along with two angles α and β defining the orientation
of the system. The third angle corresponds to the rotation axis and can be
omitted because of axis-symmetry. These five scalar values are captured during
simulation and stored in a voxel, the moment the distance between the machine
tool and the voxel center is at its minimum.
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3.2 Octree Preparation

Once a voxel octree is used for the visualization it must be converted to a form
that meets a certain condition. Let n-compact voxel be a voxel which has n
neighbors (adjacent voxels). The surface reconstruction algorithm requires that
any voxel present in an octree must be grey or black not 1-compact and not
26-compact. As a result, the boundary of any compact solid is enclosed in voxels
and this condition generates a very interesting topological property – the whole
surface can be traversed in a similar way to moving in a space with the taxicab
metric. In other words, every voxel of a solid piece is reachable from any other by
making moves only between voxels sharing a common face. Figure 1 illustrates
this important property.

Fig. 1. The format an octree is converted to during the initial step

3.3 Surface Reconstruction

The surface reconstruction method explores the property derived in Section 3.2.
The idea is to take every four adjacent voxels meeting at the common edge
and create a square spanning their centers as presented in Figure 2. Such a
procedure leads to the creation of a compact surface mesh built from squares
of three different orientations. This mesh then becomes the basis for further
refinement.

Fig. 2. Creation of polygons

The next step is to extract information about the cutter for each voxel cen-
ter now associated with a vertex in the mesh. A voxel holds five scalar values
(x, y, z, α, β) which define the voxel position P in a fixed tool coordinate system
and tool orientation.
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The three coordinates (x, y, z) of the voxel position P are then transformed
to a two-dimensional coordinate system:

x′ =
√

x2 + y2 z′ = z (1)

where x′ represents a radial coordinate (on the radius axis) and z′ represents a
coordinate on the tool’s own axis of rotation.

Distance d to the surface and a two-dimensional normal vector (nx, nz) are
derived from the tool data structure. The normal becomes three-dimensional as
(nx, 0, nz). It is then rotated by angle γ = atan2(y, x) along the Z-axis, angle
α – along the X-axis and finally β – along the Y-axis. The normal obtained in
this way is assigned to a vertex and used in a standard lighting and shading
procedure. Vertex position P is translated by retrieved distance d along normal
vector N :

P ′ = P + dN . (2)

3.4 Sharp Features Detection

The surface reconstructed by the above method may appear with sharp (C0)
areas. This is caused either by sharp tool paths or sharp features in the tool
itself. In both cases, the points representing triangle vertices approximate the
surface correctly, but normal vectors may be wrong. Then trilinear normal vector
interpolation performed by graphics hardware will introduce artifacts and hide
sharp features of the surface.

The idea is to detect sharp places on a triangle creation level, find a proper
normal vector and use it for triangle vertices independently. This means that if
a triangle is classified as being located on a sharp feature, any of its vertices will
use a different normal vector for each triangle it is common with.

The solution is to compute three dot products for every pair of base normal
vectors stored in vertices of a single triangle. If the value of any dot product falls
in the [−0.65, 0.65] interval, which is equivalent to a defining angle of at least
49◦, a sharp feature is detected. In the next step, two tangent vectors spanning
the triangle’s edges are taken and their cross product becomes a natural triangle
normal vector. Then, the normals stored in vertices are revisited, and the one
closest in terms of a dot product with the computed triangle normal is chosen
and used by all three vertices in a shading and lighting process.

3.5 Level of Detail

The introduction of levels of detail greatly increases rendering performance. For-
tunately, it is easily adapted to an octree data structure. In the presented paper
three different levels of detail are suggested but, in general, the method remains
the same for any number of levels.

Each level corresponds to voxels of a particular depth in an octree. For ex-
ample, voxels of levels 9, 8, or 7 in an octree may be used in 1, 2, or 3 levels of
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Fig. 3. Modification of a polygon creation method for adjacent different levels of detail

detail, respectively. Voxels of a level less than 7 are only used on a search-path
starting from the root and searching for voxels designated for visualization.

To avoid gaps in the geometry, a slightly modified version is applied when
creating polygons. Not four but six voxels are tested at the boundaries between
different levels of detail. Combining voxel indexing with dictionaries (hashtables)
is suggested, rather than the traditional way of storing an octree using memory
pointers. Such an approach allows quick topological queries.

Culling invisible voxels is decided by testing their bounding spheres against
a current camera viewing frustum. This can be performed either recursively,
starting from the root or on a fixed octree level.

4 Results

The designed method has been tested against existing methods to evaluate both
its visual and performance qualities. One of the major improvements of the pres-
ented algorithm is its use of a new, unique data structure which allows a flexible
milling tool description of any arbitrary shape. In such cases, the quality of the
reproduced surface is superior to the results obtained from previous methods,
that do not make use of the tool shape or else just restrict it to a few common
cutter shapes.

Another noteworthy aspect of the rendering algorithm is its integration with
the simulation module. The octree used during the rendering process is interac-
tively built upon the octree from the simulation, which can be of a higher pre-
cision. The precision can be arbitrarily high if required (e.g. for verification
purposes) since the conversion process is completely dynamic. The only real limit
is the available system memory. In contrast, most known solutions operate on
fixed precision data structures (like octrees of limited depth) in the visualization
module.

The goal of the experiment was to prove whether interactive frame rates can
be achieved. Two general phases (update and render) can be distinguished which
have an impact on the overall algorithm performance. The first phase includes
octree preparation, visibility tests and triangulation. The second phase is the
rendering of the final image on the screen.

A few tens of floating point operations are required to update one voxel so
the cost is practically nothing for current processors. On a testing machine the
update of 200 voxels lasted 1 ms. The number of voxels updated during one
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Table 1. Performance tests on sample data. Performed on AMD Athlon 4800+,

NVIDIA GeForce 8800GT and 1.5GB RAM with 1024x768 resolution.

Octree Leaf Triangles Triangles Fps Triangulation time for

level voxels per voxel the entire octree (sec)

8 48,832 99,872 2.05 1,053 0.243

8 110,608 219,680 1.99 580 0.546

9 278,048 556,744 2.00 240 1.119

Fig. 4. Visualizing the details of a machined surface stored in an 8-level octree (left)
and a complex triangulated model (right) converted from a 10-level octree

frame depends on the chosen precision and is strictly related to the tool/voxel
size ratio, but in real applications shouldn’t be greater than 500. Statistical
results show that the impact of the local update on performance is negligible.

The rendering phase can be reduced to a common problem of visualizing a
triangle mesh using graphic programmable units. At present, over one million
triangles can be rendered in a fully interactive way. Statistics show that this
corresponds to trees with approximately half a million voxels.

5 Conclusion

A new approach to the visualization of volume data in virtual machining has
been shown. The algorithm employs a separate data structure for storing infor-
mation about the arbitrary machining tool and uses it to better approximate the
polygonal surface and normal vector field. It guarantees the proper reconstruc-
tion of sharp shapes and the excellent rendering of details without increasing the
depth of the octree. The developed algorithm produces a low average number of
triangles; tests for various shapes prove that the average number of triangles per
voxel is 2.0. It features frustum culling and levels of detail. It also enables future
enhancements – easy implementation for parallel environments and is suitable
for real time rendering.
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Abstract. Automatic Image Annotation is important research topic in
machine vision as it enables one to retrieve images from large databases
by using textual queries. In recent years many machine learning tech-
niques have been proposed to build detectors of concepts present on
the images. In this paper we present a novel approach for image auto-
annotation based on transfer of annotations from most similar images to
the query image. We model image features by Multivariate Gaussian Dis-
tribution and measure distance between images by using Jensen-Shannon
divergence. In spite of its simplicity, the proposed solution outperforms
the state-of-the-art methods for image annotation and thus can be used
as a baseline for developing other more elaborate methods.

1 Introduction

Traditional search engines were concern with only textual data for providing
information that the user was looking for. Nowadays we can observe a trend,
where also other modalities are becoming important in retrieval tasks. There
is an enormous amount of visual data available on the Internet, as well as in
off-line image databases. Automatic analysis of visual data is not a trivial task.
Traditional, so called Text-Based Image Retrieval (TBIR), dealt with this

problem by retrieving images using textual information that is available in the
same document as the target image. This approach suffers from small corre-
lation between textual description and visual data[1]. On the other hand, not
every image database has sufficiently rich meta-data describing images to per-
form efficient retrieval. In contrast to TBIR the Content-Based Image Retrieval
(CBIR) deals only with content-based visual cues. For this purpose one could
use manually created semantic labels (tags, annotations) for image retrieval. The
process of labelling is a tedious, costly and error-prone. There is a clear need
for an automatic method for labelling images. Thus the goal of automatic image
annotation is to assign semantic labels for images. Assigned labels can be then
used in several ways, most notably in search engines.
� This work is partially financed from the Ministry of Science and Higher Educa-
tion Republic of Poland resources in 2008–2010 years as a Poland–Singapore joint
research project 65/N-SINGAPORE/2007/0.
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There are many reasons why automatic image annotation is a difficult task.
We name just a few among them. The number of classes is usually very large
(in other words: size of labels dictionary W is large). Available training data is
often weakly annotated, i.e., annotations are often incomplete and may contain
errors [2]. Last but not least, there is no direct correspondence between visual
features and semantic labels.
There has been a plethora of studies on automatic image annotation utiliz-

ing machine learning techniques for learning statistical models from annotated
images and apply them to generate annotations for unseen images. Most of the
state of the art approaches can be classified into two categories, i.e., probabilistic
modelling methods and classification methods.
Among the first category we name just a few especially interesting methods: Hi-

erarchical Probabilistic Mixture Model (HPMM)[3], Translation Model (TM)[4],
Supervised Multi-class Labelling (SML)[2], Continuous Relevance Model
(CRM) [5], and Multiple Bernoulli Relevance Models(MBRM)[6].
CRM method is based on Bayes theorem and uses non-parametric approach.

Parzen estimator is used combined with one dimensional Gaussian kernel for
density estimation. MBRM is an extension on CRM based on Bernoulli Rele-
vance Models, which outperforms other methods as reported by the authors [6].
Those methods were used as a reference baselines by many researchers working
on the problem of image annotation [2, 14].
The methods of second category try to find correlation between words and

visual features by training classifiers. Bayes Point Machine[7], Support Vector
Machine[8] and Decision Trees[9], estimating the visual feature distributions as-
sociated with each word[10].
There are also methods that try to improve output of other image annota-

tion methods. GRWCO[9], can be used to improve average recall and precision
[11] of automatic annotator, by reducing the difference between expected and
resulted word count vectors. Annotation refinement can be also achieved by us-
ing Word-Net which contains semantic relations between words[12]. The word
co-occurrence models coupled with fast random walks are used in IRWR[13] for
re-ranking the output annotations.
Recently, Makadia et. al.[14] proposed a family of baseline methods that are

build on the hypothesis that visually similar images are likely to share the same
annotations. They treat image annotation as a process of transferring labels
from nearest neighbours. Makadia’s method, does not solve the fundamental
problem of determining the number of annotations that should be assigned to
the target image. Thus they assume a constant number of annotations per image.
The transfer is performed in two steps: all annotations from the most similar
image are rewritten and the most frequent words are chosen from the whole
neighbourhood until a given annotation length has been achieved. They also
combine many similarity measures to obtain the subset of most similar images.
In this paper we propose a simple method for Photo Annotation through

Finding Similar Images (PATSI) based on the hypothesis that similar images
should share a large part of the annotations. High accuracy obtained by proposed
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method on the standard benchmarking image datasets in conjunction with the
simplicity of the method and its computational efficiency makes it a perfect
candidate for being a baseline in the field of automatic images annotation. Pro-
posed method solves also a difficult problem of choosing the appropriate number
of annotations assigned for the target images.
This article is organized as follows. In the next section we describe proposed

method, with particular emphasis on the transfer function, similarity criterion
and used feature sets. Following section describes the experiments and achieved
results. The paper is finished with conclusions and remarks on possible further
improvements of the method.

2 Photo Annotation Through Finding Similar Images

In this section we describe how to create models of images, in order to compute
similarities between them. Next, we describe a method for transferring annota-
tions from similar images to query image and how to determine the annotation
length for the query image.
In an automatic image annotation process, annotator A describe previously

unseen image I by a set of concepts W I from the semantic dictionary W based
on the training dataset D, containing image–words pairs (D = {(I1, W I1), · · · ,
(IM , W IM ))}).
In Photo Annotation through Finding Similar Images (PATSI ) approach, for

a query image I, a vector of the most similar images from the training dataset
D need to be found. The image I in a training dataset D is represented by
a n-dimensional vector of visual features vI = [vI

1 , · · · , vI
n ]. All visual features

are a m-dimensional vector of low level attributes vI
i = [xi,I

1 , · · · , xi,I
m ]. The

visual feature represent statistical information about color and texture in selected
area of the image I. We assume that the image is split into disjoint areas by a
rectangular grid, but any other method can be employed for this problem.
Based on the visual feature vectors vI we build a model MI for the image

I. We assume that the MI is multi-dimensional random variable described by
multi-variate normal distribution and all vectors vI

i are realizations of this model.
Probability density function (PDF) for the model MI is defined as:

MI(x, μ, Σ) =
1

(2π)N/2|Σ|1/2
exp
(
−1

2
(x− μ)	Σ−1(x− μ)

)
(1)

where x is an observation vector, μ is mean vector, and Σ is the covariance ma-
trix. Both μ and Σ are parameters of the model calculated using Expectation-
Maximization algorithm [15] on all visual features vI = [vI

1 , · · · , vI
n ] of the image

I. In order to avoid problems of inverting covariance matrix (avoid matrix sin-
gularity) one may perform regularization of the covariance matrix. Models of
images are build for all images in the training set, as well as for the query image.
Tomeasure the distance between themodels we propose to use Jensen–Shannon

divergence, which is a symmetrized version of Kullback–Leibler divergence:

DJS(MA‖MB) =
1
2

DKL(MA‖MB) +
1
2

DKL(MB‖MA), (2)
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where MA, MB are models (PDF) for image A and B, DKL is Kullback-Leibler
distance which for multivariate-normal distribution takes the form:

DKL(MA‖MB) =
1
2

loge

(
det ΣB

det ΣA

)
+

1
2
tr
(
Σ−1

B ΣA

)

+
1
2

(μB − μA)	 Σ−1
B (μB − μA)− N

2
, (3)

where ΣA, ΣB and μA, μB are covariance matrices and mean vectors from
respectively image model A and B.
In order to annotate the query image Q, one must find the model MQ of that

image, based on eq. 1. Than a list ofK nearest models from training dataset D is
created based on similarity distance measure (eq. 2). Table 1 presents an example
subset of most similar images to arbitrary selected query image on MGV 2006
dataset [16].

Table 1. Example of the most similar images to query image on MGV 2006 dataset

Query image Similar images

Let M i, i = 1, . . . , K, be the ranking of the nearest images models ordered
by increase distance measure. Based on the hypothesis that images similar in
appearance are likely to share the same annotation words we transfer keywords
from nearest neighbours to the query image. All labels for the image on position
r in the ranking are transferred with value 1/r. This approach allows for labels
from more similar images to have a larger impact on resulting annotation. The
resulting query image annotations consists of all the words whose transfer value
was greater than a specified threshold t. The threshold value t has an impact
on annotation length and its optimal value for given dataset can be found with
standard optimization methods.
The outline of the PATSI method can be then summarized by the following

two phases:

1. Preparation phase:
(a) All images in training database are divided into disjoint regions.
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(b) For all regions statistical visual features are calculated.
(c) From visual features image models are created.

2. Query phase:
(a) Divide query image into disjoint regions and calculate visual features
vector for them

(b) Build query image model from its visual features.
(c) Calculate distance from query image model to all images models in train-
ing database.

(d) Take K images with smallest distances between models and create raking
of those images.

(e) Transfer all words from images in the ranking with the value 1/r, where
r is the position of the image in the ranking.

(f) As a final annotation take words which sum of the transfer values are
greater or equal to provided threshold t value.

3 Experiments

In this section we present experimental evaluation of proposed method. We per-
formed experiments on the three benchmarking data sets: ICPR 2004 [17], MGV
2006 [16] and IAPR TC-12[18] whose characteristics are shown in Table 2.

Table 2. Properties of benchmark datasets

MGV 2006 ICPR 2004 IAPR TC-12

Number of images 751 1 109 19 805
Dictionary size 74 407 291
Mean annotation length 5.0 5.79 5.72
Mediana of annotation length 5.0 5.0 5.0
Std. dev. of annotation length 1.28 3.48 2.56
Min. and max. annotation length (2, 9) (1,23) (1,23)

For evaluation purposes we use three measures: precision, recall and F-Score.
Precision of annotation determines how often the wordw in the annotated images
collection was used correctly. I.e., it is a ratio of correct occurrences of word w
to all occurrences of word w. Precision is usually supplemented with recall — a
measure that indicates how many images, which should be annotated with the
word w has been annotated correctly by this word. The higher the precision and
recall the better. Usually both measures are combining together using F-score,
i.e., a harmonic mean of precision and recall.
For all the datasets images were split onto 400 rectangular regions (20 by

20 grid splitter was used). Visual feature vectors for all regions consist of the
mean value of colours Red, Green and Blue, standard deviation of these values,
number of edges in all RGB color channels, and the three eigenvalues of color
Hessian computed in RGB color space.
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Table 3. Overview of image annotation algorithms with their performance evaluated
on a benchmark image databases

Method Precision Recall F-Score

ICPR 2004 – all
FastDIM 0.20 0.17 0.18
FastDIM + GRWCO 0.21 0.21 0.21
MCML 0.21 0.17 0.19
MCML + GRWCO 0.25 0.28 0.26
CRM 0.24 0.24 0.24
PATSI 0.27 0.34 0.30

ICPR 2004 – the best 60 words
FastDIM 0.64 0.58 0.61
FastDIM + GRWCO 0.63 0.61 0.62
MCML 0.69 0.60 0.64
MCML + GRWCO 0.69 0.67 0.68
CRM 0.61 0.61 0.61
PATSI 0.82 0.94 0.88

MGV 2006 – all
FastDIM 0.24 0.16 0.19
FastDIM + GRWCO 0.34 0.34 0.34
MCML 0.32 0.24 0.27
MCML + GRWCO 0.38 0.37 0.37
CRM 0.39 0.34 0.36
PATSI 0.38 0.46 0.42

MGV 2006 – the best 20 words
FastDIM 0.58 0.53 0.51
FastDIM + GRWCO 0.59 0.61 0.60
MCML 0.61 0.59 0.60
MCML + GRWCO 0.64 0.62 0.63
CRM 0.58 0.57 0.57
PATSI 0.71 0.86 0.78

IAPR TC 12
RGB 0.24 0.24 0.24
HSV 0.20 0.20 0.20
LAB 0.24 0.25 0.24
Haar 0.20 0.11 0.14
HaarQ 0.19 0.16 0.17
Gabor 0.15 0.15 0.15
GaborQ 0.08 0.09 0.08
MBRM 0.24 0.23 0.23
Lasso 0.28 0.29 0.28
JEC 0.28 0.29 0.28
PATSI 0.26 0.31 0.28
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The performance of PATSI method in comparison with other state-of-the-art
method are summarized in Table 3. In all experiments we take into account
K = 23 most similar images and set threshold value of t = 0.85. To evaluate
PATSI we use leave-one-out cross-validation method.
For MGV and ICPR dataset as a reference point we have taken the results

presented in [9]. For these data sets the proposed method achieved significantly
better results. Highest difference is visible for the best annotated words, where
F-Score was improved by 20 percentage points in both sets (the relative improve-
ment over CRM is about 37% and 44% for MGV and ICPR dataset respectively).
For IAPR TC 12 for a reference point we have taken the results presented

in Makadia et. al. article [14]. We obtain comparable results to Lasso and JEC
method on that benchmark set. Lasso and JEC, used the idea of transferring
annotation from similar images, but both on those methods combine seven differ-
ent similarity measures such as RGB, HSV, LAB, Haar, HaarQ, Gabor, GaborQ.
Only combination of those measured gives comparable results to PATSI. Maka-
dia et. al. method can not automatically determine the length of the annotation,
assuming that this is one of the given parameters.

4 Conclusions and Further Works

In this paper, we proposed automatic image annotation method based on the
hypothesis that images similar in appearance are likely to share the same an-
notations. Proposed method is efficient (in terms of both accuracy and small
computational complexity) even for very basic grid image segmentation and fea-
ture sets. PATSI is similar to work of [14] in terms of main idea and basic
hypothesis used, but differs in a few important ways. First, we have improved
a method for transferring annotations to query image. We use simpler model
for both computing similarities between images and for feature extraction from
images. Last but not least, PATSI is able to determine automatically the num-
ber of annotations that should be transferred to the query image. We think that
those properties makes PATSI a better baseline method then the work of [14].
In further work, we have to analyse method performance with different feature

sets. We also would like to explore the possibilities of automatic method for
optimization of t parameter and number of neighbours taking into account and
its impact on quality of annotation process.
A very important advantage of using PATSI method is a high recall measure

obtained on all datasets, which indicates that the final annotations can be further
improved by the wrapper methods [9, 12, 13].
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Abstract. This paper presents a novel approach for providing depth

maps that are temporally consistent. Temporal consistency is attained by

noise removal from video. Presented approach was evaluated with use of

a simple noise reduction technique and state-of-the-are depth estimation

algorithm. Experiments on depth-based synthesis of standard multi-view

test video sequences have been performed and yielded both subjective

and objective results. These results provide evidence that the proposed

approach increase temporal consistency of estimated depth maps.

Keywords: depth map estimation, temporal consistency, temporal

noise removal.

1 Introduction

Depth map estimation is a technology that provides 3D representation of the
scene [1]. Common approach to obtaining depth data is algorithmic estima-
tion from video. Although many such algorithms are known in literature [2],
depth estimation is still a challenge, even for the most advanced state-of-the-
art techniques. One of the biggest of challenges in this research area, is how
to provide depth maps that are consistent in time. Typically, depth data for
video is estimated independently for each frame of the sequence. Unfortunately,
estimation that is independent in time, causes depth of objects in the scene to
fluctuate, due to noise. Such fluctuations are adverse, because they lead to occur-
rence of artificial movement in 3D representation. Desired depth map temporal
consistency means that changes of the depth of objects in time are correlated
with actual motion of the objects and do not vary from frame to frame in a
random way.

Majority of state-of-the-art techniques that tackle temporal consistency, in
various ways expand depth estimation algorithms into time domain. For exam-
ple, in [3] authors propose to extend standard 4-neighborhood belief propaga-
tion depth map estimation scheme [4] to 6-neighborhood scheme by addition of
� This work was supported by the public funds.
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temporal neighbors: from previous and from next frame. These neighbors are ob-
tained by motion estimation. Therefore, depth value is optimized with respect to
depth value in neighboring frames. In turn, authors of [5] propose segment-based
approach. In order to provide temporally consistent depth value, apart from tra-
ditionally used spatial matching of segments, also temporal segment matching
is performed. Such approach increase complexity of the whole depth estimation
process, which already is computationally expensive.

We propose a novel approach to problem of temporal consistency. To tackle
temporal inconsistency we propose to eliminate its cause. As mentioned before,
depth map fluctuations are caused by noise, mainly temporal. We propose to
employ noise reduction on video before depth estimation. As we show later,
depth maps obtained in such way are more consistent in time.

Noise reduction is a well-known and widely recognized technical field. Wide
variety of examples of noise reduction techniques can be found in [6,7,8]. Clas-
sical noise reduction techniques aim to provide a denoised image directly to the
audience. In case of depth estimation, more artifacts are allowed, because de-
noised version of the image is only to be used for depth estimation. Thus, wider
range of techniques can be considered.

Presented approach is a new general idea, because it can be applied to any
depth estimation technique and any noise reduction technique without any mod-
ifications. Although that, for the sake of this paper we chose a fixed setup of these
algorithms. We use depth estimation algorithm [9] that is being used as a refer-
ence for standardization of 3D television by ISO/IEC MPEG group. For noise
reduction we use our simple denoising algorithm, presented in Section 3.

Our noise reduction technique employs temporal filtering and focuses on re-
gions where it applies best to steady regions of the sequence. These are the
regions, where the most of inconsistency in depth data occurs.

2 Idea of the Paper

This paper aims at production of better and more temporally consistent depth
maps. The main idea consists in application of a temporal noise reduction tech-
nique before depth estimation algorithm. Each view of a multi-view video se-
quence, is independently denoised in time and then feed to a depth estimation
algorithm (Fig. 1).

Fig. 1. Idea of the proposed approach. Any noise reduction and any depth estimation

techniques can be used.
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3 Noise Reduction Technique

For evaluation of the presented approach, we have employed a simple temporal
noise reduction technique. Our method consists of three main phases (Fig. 2):

– Motion detection, where pixels are classified as moving or steady,
– Noise filtering, where steady pixels are filtered in time, and
– Artifact removal, where errors of motion detection stage are repaired.

Moving pixels are left unchanged during the entire processing. This is motivated
by fact that there is uncertainty of whether motion cues (generated by Motion
Detector) are caused by noise or by motion itself. Moreover, temporal filtering
applies best to steady regions because in such case there is no need for computa-
tionally consumptive motion estimation and compensation, which we prefer to
avoid.

All phases of the algorithm are performed in three pipelines of frames: orig-
inal frames (input of the algorithm), binary motion maps (by-product of the
algorithm) and denoised frames (result of the algorithm).

3.1 Motion Detection

The role of Motion Detector is to classify pixels from input frame as moving or
as steady. Result of this classification is combined into a binary map called by
us motion map.

Our motion detection algorithm is presented in Fig. 3. Each pixel of input
frame is compared, by means of absolute diferences, with corresponding pixels
of N previous frames, stored in Motion Detection Buffer, by means of absolute
differences. These absolute differences are then maximized between frames and
over RGB color components. Resulting maximum absolute differences are feed
to two parallel paths: top and bottom (Fig. 3). These paths, give cues about
motion that occur in neighboring pixels, for each pixel. Top path give map of cues
about maximal motion, and bottom path gives map of cues about distributed
motion. Maximal motion cue map (top path) is obtained with use of dilation
filter. Dilation is performed in rectangular window (of size 9 × 9 in experiments).

Fig. 2. Block scheme of the algorithm
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Fig. 3. Scheme of Motion Detector

Fig. 4. Motion map (right) obtained for exemplary frame (left) (white pixels moving,

black pixels steady)

Distributed motion cue map (bottom path) is obtained by counting of pixels that
exceed certain level (binarization) in window surrounding each pixel (window size
is the same as in the top path).

Output of the motion detection, binary motion map (Fig. 4), is produced by
combining of motion cue maps from top and bottom path. Pixel is marked as
moving (white) if any of motion cues indicate movement (exceed certain level).
Otherwise, pixel is marked as steady (black).

All arbitrary parameters, like window size and threshold levels depend on
image resolution and noise intensity. These were optimized for experiments
empirically.

3.2 Filtering

As mentioned before, pixels classified as moving are left unchanged and are not
modified by the algorithm. Pixels classified as steady are independently filtered
in time (Fig. 5a) with respect to previously filtered frame, stored in Denoised
pipeline of the algorithm (Fig. 1). The idea behind this is to freeze the noise
on steady pixels, so that the depth estimation is not confused with fast varying
pixel values.

In our work we have exploited simple low-pass IIR (Infinite Impulse Response)
filter of first-order (Fig. 5b). Low order filter was chosen to reduce computational
complexity and to allow slight changes in the scene (e.g. day-time lighting).
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Fig. 5. Filtering scheme (a) and used low-pass IIR filter (b)

3.3 Artefact Rremoval

Noise removal scheme composed of presented Motion Detection and Filtering
modules is simple and computationally efficient. Unfortunately, it may be a
cause of artifacts resulting from hard-decisive classification of pixels as steady
or moving.

Fig. 6 shows three trajectories of exemplary pixel: original value (a), filtered
value (b) and value after artifact removal (c). At the beginning (column I), the
pixel is classified as steady. It varies due to noise, which is filtered (filtered (b)
is the same as (c)). Then (II), pixel value starts to change significantly and is
classified as moving. As a result of that, filtering phase is omitted: (a), (b) and
(c) are the same. Up to this moment, there are no artifacts. In column III, pixel
is classified as steady, because its value changes very slowly. Filtered pixel trajec-
tory changes even slower, resulting in discrepancy between trajectories (Fig. 6),
which is lesser than threshold of motion detector. After a while, the discrepancy
rise beyond threshold and pixel is instantaneously classified as moving in column
IV. Filtering switches off, and thus trajectories are updated to original, which
causes another steady column V. Rapid switching causes visual artifact in the
output image.

To tackle that, we introduce an artificial removal step. Rapid changes of pixel
classification (steady or moving) are predicted, with use of artifact prediction
buffer (Fig. 2). If such rapid change is predicted, pixel value is linearly inter-
polated (Fig. 6c) between original (a) and filtered (b) trajectories before the
change occurs.

Fig. 6. Example of artifact removal on trajectories of exemplary pixel value
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4 Results

We have evaluated proposed approach to estimation of temporally consistent
depth maps by use of noise removal experimentally. To assess influence of pre-
sented noise reduction technique on quality of depth data, depth maps have been
estimated from denoised and from original video. The tests have been performed
on some of multiview video sequences that are currently used in 3D standardiza-
tion [10,11]. A stateof-the art depth estimation algorithm based on graph cuts
[9] implemented in ISO/IEC MPEG Depth Estimation Reference Software have
been used. For noise reduction, our presented simple technique was used.

Quality of depth maps was assessed indirectly, by assessment of quality of
synthesized views (Fig. 7). These views have been synthesized with use of depth
maps (generated form original and denoised video) and original sequences (even
when depth maps were obtained from denoised version). Such methodology was
motivated by fact, that direct subjective evaluation of depth maps has no sense.

Quality have been evaluated objectively (PSNR - Fig. 8 on vertical bars) and
subjectively (15 subjects, MOS - Fig. 8) in comparison with original views. In
case our study, MOS (Mean Opinion Score) is expressed by a 10-point contin-
uous scale. Rating of the quality was in range from 1 (very bad with annoying
impairments/artifacts) to 10 (excellent, artifacts are imperceptible).

Fig. 7. Depth map quality assessment by assessment of quality of synthesized view

Fig. 8. Depth map quality assessment by assessment of quality of synthesized view
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orginal denoised

a)

b)

c)

d)

Fig. 9. Exemplary results of proposed technique: original (left) and denoised (right). a)

image b,c) depth maps for two consecutive frames d) difference between depth maps.

Results presented in Fig. 9 show that use of proposed approach increased
subjective quality of synthesized views from about 0.7 to 1.2 MOS points. It can
also be noticed that PSNR levels have not changed. The latter is not surprising,
because PSNR measure is not designed to asses quality of temporal consistency,
and because only original sequences have been used for synthesis.

Figure 9 show exemplary results attained with and without use of proposed
approach. As can be noticed on Fig. 9a, Moving objects (people) are left un-
changed while background (wall and cars) is significantly denoised. It is worth
to notice that denoised images are not blurred, because only temporal filtering is
employed. Although quality of depth maps (Fig. 9b,c) has not changed, temporal
consistency expressed as difference between frames (Fig. 8d) is vastly improved.
As shown, background remains static (black means no changes) and thus is con-
sistent is time. Of course, there is no improvement over moving objects, because
they are not filtered.
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5 Conclusions

A novel approach to providing temporally consistent depth maps has been pre-
sented. As has been shown, use of devised technique significantly increases sub-
jective quality of depth maps. Although objective quality is not altered, proposed
approach can be successfully used for estimation of depth maps, where temporal
consistency is desired, like in 3D television systems. An interesting new direc-
tion of work is to test proposed approach with use of different algorithms for
depth estimation and more advances noise removal techniques. In this work,
only an exemplary setup with simple noise reduction technique was used. It may
be worth to extend presented denosing technique in future, to support moving
objects instead of leaving them unchanged.
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Abstract. Addition of detail features on surface, such as raised and de-

scend creases, which are encountered in many real objects, is identified

as one important type of surface editing in 3D modeling. Its implementa-

tion which should allow addition of detail features on any part of surface,

however, is not trivial due to the smoothness constraint of the underly-

ing surface. This paper proposes a method for creating detail features on

surface along a set of user-defined curves which preserves the smoothness

of the final design. We implement our method in multiresolution frame-

work so that editing the structural features of surface can be carried out

easily as well as the detail features.

1 Introduction

In a very competitive world wide market, beside the quality and cost, the aes-
thetic aspect of industrial products is also becoming the important success key
elements. Based on analyzing the working methods of the product designers [8],
it appears that the shape of product is defined by two features: (a) structural
features, providing the overall shape or global effect of the product, (b) detail
features, originating the complete final shape of the product. In the designing
activity by using Computer Aided Design (CAD) systems, in the first phase the
designer creates surfaces that bound the overall shape, and then, in the sec-
ond phase, add/edit the detail features characterizing the product functionally
and aesthetically. The tools currently available in commercial CAD systems to
support the designing of industrial products are still not sufficiently suited [5].
As the result, developing many types of computer-based product editing tools
which consider the quality, cost and aesthetic aspects has became an emerging
research direction in recent years.

Creating convincing 3D models is a major challenge in the broad area of
industries, such as in automotive, entertainment, architecture, etc. However,
the interfaces of commercial CAD systems are mostly based on constructing
geometry, menus and selection, which are more natural to computer scientists
and engineers than to artists [12], who usually perform the product designing by
drawing or sketching. An alternative modeling system, which is based on sketch,
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ideally provides a more natural interface and enables the less technically artists
to leverage their sketching and drawing skills for model creation.

Polygons, non-uniform rational B-spline (NURBS) and subdivision surfaces
are mostly used in the current systems to represent the underlying geometry
of 3D models. In any surface representation, the availability of several types of
surface editing which ease creating the geometric models is important. Multires-
olution surface that accommodates editing a surface at different scales, allowing
structural features (global shape) deformations as well as detail features (lo-
cal shape) creation, has been used as the framework of many types of surface
editing. Pasting the detail features from source surface into target surface [2],
deformation of global shape with an intuitive preservation of the local shape
[4], creation of sharp detail features on surfaces [3], deformation of shape with
volume preservation [13] and creating wrinkles on surface [14] are examples of
surface editing implemented in multiresolution framework.

Detail features such as raised and descend creases which are encountered in
many real objects, for examples, the smooth lines on the body of car, the skin
contraction on the human hand, etc, has evoked many attentions in the devel-
oping a surface editing type that allows addition of detail features on surface
easily. However, due to smoothness constraint of the underlying surface, imple-
mentation of this style of surface editing, which should allow addition of details
features on any part of surface, is not trivial, more over if the detail features are
not aligned with iso-parameter lines or patch boundaries of the surface.

The goal of this research is to propose an algorithm that allows creation of
detail features on surface along a set of the user-defined curves and preserves
the smoothness of the final design. Our system supports sketch-based modeling
system since the user could create detail features by drawing/sketching curves
on the base surface, not by moving mesh of control points one-by-one. We im-
plement our algorithm in the framework of multiresolution surface, which is an
extension of multiresolution representation for endpoint-interpolating B-spline
curves proposed by Finkelstein [7]. The framework ensures that editing the final
design (with detail features have been added) at coarse resolution will modify
the structural feature while preserving the detail features of the surface.

2 Related Works

There are many possible ways to add the detail features we desire to a surface.
Free-form deformations [15] [16] modify a given surface shape through a suitable
deformation, typically using a force field function. The advantage of these meth-
ods is that they are, in principle, applicable to any surface modeling setting.
However, typically they do not present a unified representation that includes
both the original surface and the edits. Thus, in many cases, the resulting rep-
resentation is not the same as the original, but an extension of it. The main
drawback of this approach is that algorithms that have been developed for the
original representation are not directly applicable to the result and special cases
may have to be considered.
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Most algorithms developed on subdivision surface focused on defining special
rules for creating sharp detail surfaces. Hoppe [10] introduces rules to create
sharp features on subdivision surfaces. The work of DeRose [6] extends Hoppes
approach to achieve creases with controllable sharpness by using subdivision
rules parameterized by a sharpness factor. Biermann [1] builds upon subdivision
schemes for piecewise-smooth surfaces where control mesh vertices and edges are
tagged in order to generate singularities, such as creases, darts, and corners. In
all of these techniques, there is a common requirement that features need to be
aligned with the edges of the underlying control mesh. Therefore, the control
mesh has to be designed with a particular feature in mind. However, a designer
might want to first model an initial shape and apply detail features in later stages
of the design at arbitrary locations on the surface. Another works by Biermann
[3] and Khodakovsky [11] improve the works on subdivision surface by allowing
creating detail features using a set of curves strokes at arbitrary locations on the
surface as user input.

The closest work to the technique presented in this paper is that of Kho-
dakovsky et al [11]. They describe a method for interactive creation of detail
feature at arbitrary locations on the surface. To create a detail features along
a curve, a perturbation according to a given profile is applied in the neighbor-
hood of the curve. In their work, creating the detail features while maintaining
the smooth condition of the surface is carried out by: (1) tracing the region of
influence around the curve by computing the projection of rays onto surface, (2)
moving all of the points in the region of influence according to a given profile.
In our method: (1) we do not need to compute the projection of rays, since
the region of influence is defined by user, which also allows creating much more
variations of the detail features, (2) we increase the resolution of surface into an
appropriate resolution and move only the mesh of control points in the region
of influence, so that we perform a fewer number of computation. Since we im-
plement our method in multiresolution surface, the final design which consisted
of the base surface and the detail features will become a unified representation.
Thus, editing the global shape of the final design will preserve its local shape.

3 Multiresolution Surface

The capability of multiresolution surface to accommodates editing a surface at
different scales, allowing structural features (global shape) deformations as well
as detail features (local shape) creation, evokes many attention of the using of
multiresolution framework in many type of surface editing. Since there are some
different methods to arrange multiresolution surface, the important point is how
to represent one surface into some different resolutions without losing informa-
tion. Thus, when moving to lower resolution, there should be a way to capture
the difference information from its high resolution. Our multiresolution surface
is an extension of multiresolution representation for endpoint-interpolating B-
spline curves proposed by Finkelstein et al [7], which shows how multiresolu-
tion representation supports a variety of curve editing in a simple and efficient
manner.
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An endpoint-interpolating B-spline surface (referred as EI B-spline surface) is
defined by blending the EI B-spline basis functions B running in two independent
parameters u and v scaled by array of control points C (control mesh). A certain
patch Qi,j of EI B-spline surface is computed by a double summation below:

Qi,j(u, v) =
0∑

r=−3

0∑
s=−3

Ci+r,j+sBi+r(u)Bj+s(v) . (1)

A multiresolution representation for EI B-spline surface is constructed by gen-
erating a hierarchy of control mesh, so that a surface is represented by some
difference resolutions. In each resolution, a surface is approximated by a differ-
ence control mesh. Let Cn be a control mesh at resolution n consisting of m×m
elements. The decomposition process is used to compute a low resolution version
of control mesh Cn−1 consisting of m′ ×m′ elements, difference information in
row Dxn−1 consisting of m′′xm elements and difference information in column
Dyn−1 consisting of m′′ × m′ elements. If m = 2n + 3, m′ = 2n−1 + 3 and
m′′ = 2n−1, the decomposition process can be expressed by a set of equation as
follows:

Ctn
(m×m′) =

(
An

(m′×m)C
n
(m×m)

)T

Dxn−1
(m′′×m) = Bn

(m′′×m)C
n
(m×m))

Dyn−1
(m′′×m′) = Bn

(m′′×m)Ctn
(m×m′))

Ctn−1
(m′×m′) =

(
An

(m′×m)Ctn
(m×m′)

)T

.

(2)

Process of decompositing Cn can be carried out recursively to Cn − 1 and its
lower resolution versions, so that the original control mesh Cn can be expressed
as a hierarchy of control mesh at lower resolution C0, C1, ..., Cn−1, details in
row Dx0, Dx1, ..., Dxn−1 and details in column Dy0, Dy1, ..., Dyn−1 .

The reconstruction process to recover the original control mesh Cn from Cn−
1, Dxn−1 and Dxn−1 is expressed by the following set of equation:

Ctn−1
(m′×m) =

(
P n

m×m′C
n−1
(m′×m′) + Qn

m×m′′Dyn−1
(m′′×m′)

)T

Cn
(m×m) = P n

m×m′Ctn−1
(m′×m) + Qn

m×m′′Dxn−1
(m′′×m) .

(3)

For example, we have an original EI B-spline surface at resolution 2,2 consisting
of 4×4 pathces which is created by using 7×7 control mesh as shown in Fig.
1(a). A lower resolution version 1,1 of the surface consisting of 2×2 patches (see
Fig. 1(b)) can be generated by the decomposition process, while a finer version
at resolution 3,3 consisting of 8×8 patches (see Fig. 1(c)) can be generated by
the reconstruction process.

4 Detail Features Creation

The input of our system is mesh of multiresolution surface, curves drawn at
arbitrary location on the surface and parameters determining shape of detail
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Fig. 1. EI B-spline surface at some different resolutions: (a) 2,2 (b) 1,1 (c) 3,3

features. The 4 parameters: radius, height, D0, and n, which are related to the
butterworth function, are used to determine the shape of the detail features.

The three main steps of creating detail features are (1) increasing resolution
of the surface mesh in order to maintain the smoothness of the surface and
to maintain the shape of the added detail features, (2) identifying all control
points in the distance within radius from the user-defined curves as a region of
influence, and (3) displacing control points in the region of influence according
to the butterworth function profile. An example of a user-defined curve on a
surface, a result after creating detail features and an overview of our algorithm
are shown in Fig. 2(a), 2(b) and 2(c), respectively.

Fig. 2. An example input (a), an example of output (b) and an illustration of the 3

main steps in creating detail features (c)

4.1 Increasing Resolution of Mesh

In our multiresolution EI B-spline surface, 0 is the coarsest resolution of the
surface, consisting of 4×4 mesh of control points in 3D-coordinates. Increasing
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the resolution of surface is carried out by computing a set of Eqn. 3 with
mesh of control points at current resolution as Cn−1 , 0 as the value of detail
in row Dxn−1 and 0 as the value of detail in column Dyn−1. Since the higher
the resolution of the surface mesh, the more number of control points used to
represent the surface, representing a surface in high resolution will maintain the
shape of detail features and the smoothness of the surface in the augmentation
process.

Fig. 3. Applying same detail features on different resolutions of the base surface: (a)

resolution 4,4 (b) resolution 2,2 (c) resolution 1,1

Figure 3 shows the different results after adding detail features on different
resolutions of the base surface. In low resolution, maintaining the smoothness
of the final result and maintaining the shape of the added detail features are
difficult to be done, as shown in Fig. 3(b) and 3(c). The proper resolution for
creating detail features in this example is resolution 4,4, as shown in Fig. 3(a).

4.2 Identifying Region of Influence

Region of influence is a region on the base surface consisting of all control points
within distance radius from the user-defined curves. We use Euclidian distance
to compute the distance between control points and the user-defined curves.
Radius is a parameter defined by the user to determine the width of detail
features around the user-defined curves.

The following algorithm is used to identify the region of influence:

1. For each control point of mesh (CP)
(a) For each stroke point (SP) in the user-defined curves

i. Compute the Euclidian distance between CP and SP
(b) Choose the minimum Euclidian distance between CP and SP
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4.3 Displacing Mesh

Since we wish to create many variations of detail features, such as bar-liked,
sharp-liked and bubble-liked, we choose butterworth, one of the most commonly
used digital filters in image processing [9], as the profile function. In its original
application domain, butterworth filters are transition filter between two extreme
filters: ideal and gaussian, which its shape can be easily modified to the others
filter. The following equation is used to define butterworth function:

f(r) =
1

(r/D0)
2n . (4)

Figure 4 shows shapes of butterworth functions defined by D0=0.5 and different
values of parameters r and n. The value of r is assumed as Euclidian distance
between control points and the user-defined curve. The values of f(r) vary from
1 to 0, with cut-off frequency (the transition between f(r)=1 and f(r)=0) D0
and order of the function n. The shape of butterworth function which can be
easily modified through the using of different combinations of parameter values
n and D0, can be used as the force function to create many variations of detail
features in surface, such as bar-liked, sharp-liked and bubble-like.

Fig. 4. The butterworth functions defined using different values of parameters n

All control points in the region of influence of the base surface are displaced
in the surface normal direction according to the butterworth function profile.
The height of detail features is specified by height parameter. Figure 5 (a)-(d)
show some variations of detail features created using different values of radius,
D0, height and n. In experiment, parameter n=4 and relatively big values of
D0 produce bar-liked detail features, while parameter n=4 and small values of
D0 produce sharp-liked detail features. Parameter n=2 can produce bubble-liked
detail features. Raised and descend creases is created using positive and negative
values of height parameter.
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Fig. 5. (a) Bar-liked detail features (b) Sharp-liked detail features (c) Bubble-liked

detail features (d) Bubble-liked descend creases

Fig. 6. An example of detail features created by multiple curves and the result after

editing the structural features

Since we work in the multiresolution framework, editing the structural fea-
tures should preserve the detail features which might have been added. As shown
in Fig. 6, addition of detail features on surface, and then, is followed by modifi-
cation of the structural features of the base surface, gives the final result which
preserves the detail features. Figure 6(c) shows the final result after editing
the structural features of surface in Fig. 6(b), which is simply carried out by
decreasing the resolution of surface and capturing all information in high reso-
lution, modifying the surface at low resolution, and then returning the surface
to its original resolution.
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5 Conclusion

We propose a method to create many variations of smooth detail features on
surface along a set of the user-defined curves using butterworth as the force func-
tion. We implement our method in the framework of multiresolution endpoint-
interpolating cubic B-spline surface, which allows editing the structural features
of the surface without losing any detail features in its original resolution. Com-
pared to the closest work in the features creation, our method performs a fewer
number of computations and provides much more variations of the shape of
detail features.
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Abstract. In this paper an application of graph transformations using

the parallel derivation approach in design system is presented. It is based

on earlier research in formal language theory, especially graph grammars,

and distributed models. A motivation and possible ways of application

of the ideas presented in this paper are given. In this paper an imple-

mentation of the approach is also described. The implementation uses

SQL and a cluster systems. The approach is illustrated by an example

from the domain of flat layout design.

1 Introduction

This paper deals with a linguistic approach [2] to computer-aided design. The
model of computer-aided design used here is based on graph structures for which
a lot of research has been done in context of design [3]. Semantic knowledge about
the design is encoded in attributes. The graphs used to represent objects being
designed are generated by grammars which consist of graph rules.

In many design situations a complex problem is divided into a number of
subproblems. So we propose a parallel approach to a design system based on
applying graph rules to many subproblems at the same time. Searching for each
subproblem solution is supported by the same grammar. Solving the whole prob-
lem requires the ability to apply productions to different subgraphs of the same
graph representing a design solution being generated. [4,5,6,7,8,9].

Our previous research on solving the problems of parallel and distributed
ways of using graph transformations is presented in [10,11,12,13,14]. In this pa-
per the main problem is applying (different) productions in parallel to different
subgraphs of the same graph. This approach uses an idea of control diagram in
deciding on the appropriate production to be used. The presented graph gram-
mars generate a set of graphs representing design task solutions compatible with
the given design criteria. The proposed approach is illustrated on the example
of designing house layout. Final remarks and future investigation directions are
presented in conclusions.
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2 Design Representation and Generation

One of the most useful representations in computer aided design systems is based
on graphs. The design process can then be seen as the generation of graphs
representing design solutions. Thus introducing a method for the generation of
these graphs is required. Moreover such method must guarantee that graphs
it generates are correct in respect to a design problem. Each generated graph
must be convertible to a design. In many practical situations it must also satisfy
predefined design criteria and constraints. Graph transformations are one of the
methods fulfilling all above requirements.

In actual situations the object to be designed are complex and contain many
parts which in turn can contain subparts. Thus the graphs representing such an
object can become large structures difficult to maintain, update and analyze.
Yet in many situations design decisions dealing with one part of the design are
independent from the rest of it. Thus it seems reasonable to be able to work in
parallel on different elements of the graph representing such a design.

A graph is defined as a pair (V, E), where V and E are sets of graph nodes
and edges, respectively. Formally the definition is as follows.

Definition 1. A graph is a pair G = (V, E) where E is a set of edges and each
e ∈ E has a form e = {(v1, v2, i)}, such that v1, v2 ∈ V and i is the identifier of
the edge e.

For the needs of a design system a node in a graph may represent either an
object or a group of objects. For example, in a flat layout design system a node
can represent a floor of a house that in turn will be divided into rooms. Each
node of a graph is labelled by a symbol from a predefined set (alphabet) that is
later used to identify what the given node represents.

Edges in such a graph represent relations between objects. They are labelled
by symbols being names od the relations. Labels are assigned to nodes and edges
by means of node and edge labelling functions.

Both objects and relations between them may in turn have some features.
To represent them attributing is used. Attributes represent properties (such as
size, position, area, orientation and others) of an element represented by a given
node. Attributes are assigned by node and edge attributing functions. Formally,
an attribute is defined as a function a : W → Da, where W is a domain of the
attribute and Da a set of possible values of the attribute.

Let RV and RE be the sets of node and edge labels, respectively. Let A and
B be sets of node and edge attributes and Da and Db sets of possible values of
attributes of nodes and edges, respectively.

Definition 2. A labelled attributed graph LAG over RV ∪ RE is defined as a
6-tuple LAG = (V, E, labV , labE, attV , attE), where

1. (V, E) is a graph,
2. labV : V → RV is a node labelling function,
3. labE : E → RE is an edge labelling function,
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Fig. 1. Example of a graph representing a flat layout

4. attV : V → P (A) is a function assigning a set of attributes to each node,
5. attE : E → P (B) is an edge attributing function, i.e. it assigns a set of

attributes to each edge.

In Fig. 1 a graph representing parts of a flat generated by a Visual Graph ap-
plication is shown. Nodes represent parts of a flat (rooms, halls, sleeping and
living areas) and edges represent communication possibility between them. Such
a graph may be extended to add more details. Attributes defining such param-
eters like size or distance are not also shown on the picture.

A labelled attributed graph defined above can represent an infinite number of
designs having the same structure. To represent an actual design we must define
a graph interpretation.

An interpretation of a graph G is defined as a pair of functions (IV , IE), where
IV assigns geometrical objects to nodes, while IE establishes a correspondence
between edges and relations between these objects. The objects assigned by IV

are usually called primitives. They may be either simple geometrical objects or
more complex objects. The geometry of these objects may be internally repre-
sented by means of any known representation that allows for easy application of
similarity transformations. Geometrical objects used depend on the domain of
application.

The interpretation allows us to define attribute functions for a graph and then
determine its instances. An instance of a graph is a labelled attributed graph in
which to each nodes and edges values of their attributes are assigned. In a house
design system for all rooms we have to specify its size attribute for example.

When having a graph interpretation we can create a visualization of a designed
object. By changing the set of available primitives the interpretation (and a
resulting design) is changed without any changes made to its graph structure.
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2.1 Graph Generation

The graphs representing designs may be dynamically generated by means of so
called graph grammars. A graph grammar can be designed to allow for generating
only graphs representing the particular class of designs.

Intuitively, a graph grammar is described as a system of graph transformations
consisting of formal rules called productions. Each production is composed of
left-hand side and right-hand side graphs and the first graph is replaced by the
second one only if it appears in the graph to be transformed. A production is
applied to a current graph (starting from the initial one). The sequence of such
replacements, which starts from the initial graph, is called a derivation process.

However in many design situations there is no need to apply the transforma-
tions in a sequence. Many productions can be applied at the same time. To do it
we have to search for many subgraphs in a current graph. Each found subgraph
should be isomorphic with the left-hand graph of a production. To be able to ap-
ply productions in parallel we have to limit the set of subgraphs to disconnected
ones.

Fig. 2. Example of a house layout outline and its graph representation

For example in a house design different parts of a house can be designed si-
multaneously. In Fig. 2 an outline of a house layout is presented and its graph
representation. Using an appropriate graph grammar this design can be devel-
oped to generate a final detailed design of all flats. It is obvious that the gener-
ation of each flat detailed structure is independent from the others, but as they
all share the same entrance some care must be taken.

Fig. 3. Some of the productions from the house layout grammar
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Fig. 4. Part of the control diagram

As it can be seen in Fig 3 there may be more than one production with
the same left side graph. Thus a decision must be taken on which of these
productions is to be applied. In our approach this decision is based on design
knowledge which is coded in node attributes. Thus a control diagram, which is
responsible for triggering appropriate productions is defined. Part of this diagram
is shown in Fig. 4. This diagram shows the order in which productions can be
applied, if more than one is possible conditions (or predicates) are checked. In
the example conditions cn1 and cn2 are based on the value of the attribute area
of node labelled by F , and conditions cn1 and cn2 are based on the value of
the attribute area of node labelled by S. This conditions represent the fact that
a flat or a sleeping area must have some minimal size to be divided into more
rooms, and if the size is to small the lower number of rooms can be added.

3 The Implementation

In order to achieve this goal, a prototype language for subgraph structure de-
scription was created. It can describe relations between vertices in a subgraph
and generate a set of edges in a way that allows easy search of subgraph struc-
tures in a graph. This approach allows implementation in SQL language as well
as simple scaling based on cluster systems. To be able to apply productions a
subgraph searching method must be established.

3.1 Subgraph Searching

Definition of subgraph is needed to determine what is the left side of production,
of which the right side we want to embed. For the needs of the implementation
it is defined as a set of edges Eg ... , where: Eg is set of the form {(vg1 ,vg2 ,egi)}.

To find a subgraph we need to describe the structure of the graph, represented
by the set H ∀ei ∈ E and ∀vi∈E[v1, v2] that {(vi, E : v1∈v(ei) ∨ v2 ∈ v(ei), ei)}
Where: v(ei) is function returning vertices for i-th edge as parameter.

Subgraph structure. For the above graph structure a subgraph structure is
described in the following way:
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1. Set of form X {(egi ,egj ,xij)} such that:

∀egi ∈ Eg,∀egj ∈ Eg �i>j:xij=

⎧⎪⎨
⎪⎩

egi [vg1 , vg2 ] ∈ egj [vg1 , vg2 ] = 1; 2
egi [vg1 , vg2 ] ∈ egj [vg1 , vg2 ] = 2; 3

egi [vg1 , vg2 ] /∈ egj [vg1 , vg2 ]; 1

⎫⎪⎬
⎪⎭

2. ∀vi ∈ (Eg[vg1 ]
⋃

Eg[vg2 ]) create a set G such that:{
(vi, Eg : vg1 = vi ∨ vg2 = vi)

}
.

Finding subgraphs in a graph. For finding sub-graph structures in a graph,
let’s create set I {(vi, ei) }:
∀vi ∈ (Eg[vg1 ]

⋃
Eg[vg2 ])∃Gvi|Eg : vg1 = vi ∨ Vg2 = vi

∼=
∼= H [E : v1 ∈ v(ei) ∨ v2 ∈ v(ei)]

and ∀ei ∈ I, ∀ej ∈ I∃(ei, ej) ⊆ X [ei, ej ] and implement the conditions 4.3.(1).
As a result of this operation we obtain a subset of possible solutions, assuming
that ei is unique in the subset of solutions and the size of the subset is equal Eg.

Fig. 5. Production and its embedding transformation

Description of production. Replacement of the left side of production with
the right side of productions requires a subgraph isomorphic with the left side
of the production to be removed from the current graph. It involves also the
removal of all edges connecting the removed subgraph to the rest of the graph,
which are known as the embedding. To properly connect a right side graph with
the rest graph we have to define an embedding function.
Embedding function has form: (ViS , ΓiS , ESdirect

) → ViT∨ *ΣiT

Where:

– * - any value,
– Vi - vertex of graph (S-ource or T-arget),
– Γi - edge label,
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Fig. 6. Graph before the application of the productions

– E - directed edge of graph {in,out,any},
– Σi - vertex label.

Embedding function for one of the productions shown in Fig 6 is as follows:
(1,*,*) → 2, (2,*,*) → 3, (3,*,*) → 4 and (4,*,*) → *A.

3.2 Complexity of the Algorithm

The complexity of the algorithm can be estimated as 2e−1 ∗ 2E + e!. However
in practical situations the node labelling makes the acytual complexity much
lower. Further optimization is possible.

3.3 Visual Graph Software

The approach described in this paper was implemented as a Visual Graph ap-
plication. This software, which implements the described algorithm, has been
written in JAVA and uses SQL engine. It can efficiently find subgraphs and
provides several embedding transformations.

4 Conclusions and Future Work

In this paper a framework for parallelization of design tasks was presented It
is worth noticing that this approach does not make any assumptions about the
type of graph transformations that are used. The use of this method in design
context both simplifies it and adds complexity. On one side parallel application
of productions accelerates the process of generating a new design. On the other
hand it requires finding multiple subgraphs in a current graph. The approach
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presented here was implemented and tested on the example of flat layout design
system, but the system can be used for any domain for which a grammar can be
defined.

Currently a research is being carried out on using this approach for generating
other objects. We also plan further research into the decision process of selecting
productions, which now is based on attribute values only. It is also planned in
the near future to use computer cluster to accelerate the task.
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Abstract. In this paper a fast, parallel watershed algorithm for seg-

mentation of digital grey-scale images is presented. We show an original

parallelisation technique based on the ”shared nothing” principle and its

application to a modified path-tracing watershed algorithm, which allows

a vast majority of computations to be broken up into several indepen-

dent tasks that can be run in parallel on different processing nodes. This

approach eliminates the need of any complex synchronization between

the threads and translates to a very high efficiency and speed of the algo-

rithm. Sample results are discussed, with emphasis on their correctness

and execution times.

1 Introduction

The watershed transformation [9] is an established, powerful tool for morpho-
logical image segmentation. It has found many applications in different science
areas. The concept of watersheds comes from the field of topography, referring
to the division of an continental landscape into water catchment basins, which
collect rain water flowing down from areas of land associated with them. This
concept can be utilised in image segmentation to generate partitions of the im-
age corresponding to objects of interest. A grey-scale picture is considered a
topographic relief, where the height of a point is proportional to the grey level
of the corresponding pixel.

During the recent years, two conceptually distinct techniques have been de-
veloped to calculate the watershed transform: The first technique (immersion-
based) proposes the transformation by immersing the topographic surface in a
lake, with holes pierced in all local minima of the surface. It was implemented
in e.g. [1,6,8]. The second technique (by path-tracing, called also rainfall-based)
simulates the behaviour of rain water over the topographic surface associated
with the image, so is in a sense the reverse of the immersion approach. This
method has been described, among others, in [2,3,7,10].

There have been several successful attempts of parallelisation of the water-
shed transform [4,5,6]. There are, however, inherent difficulties associated with
this task, the most significant of which is the flow of processing. Due to the
nature of the watershed transform, the order, in which pixels are analysed de-
pends only on the characteristics of the image itself, and makes it very difficult
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to arbitrarily divide the image into smaller sub-images for independent process-
ing. Such methods usually require complex synchronisation and communication
mechanisms between the processes.

Our approach aims at eliminating this problem altogether by performing a
preliminary labeling of a small number of selected pixels first, which in turn
allows to divide the main image into completely independent sets of pixels in
regard to the labeling task and process them completely separately from each
other. We refer to the principle behind this architecture as ”shared nothing”’
rule. As will be demonstrated, our parallel watershed algorithm vastly outper-
forms both a reference immersion algorithm [1] and path-tracing algorithm [11],
while retaining a clean and very scalable construction.

This paper is divided into 4 sections. Section 1 is introductory, in section 2
we present the principles of the ”rainfall” segmentation method and describe
our efficient parallel method based on this technique. Experimental results are
presented and discussed in section 3, while section 4 includes conclusion and
final remarks.

2 Algorithm

In this section we provide a detailed description of our algorithm. First, some
fundamental notations are defined, then a description of a modified path-tracing
sequential algorithm is outlined. Finally, we present an efficient parallel technique
based on the sequential watershed transform.

2.1 Basic Definitions and Notations

Before describing in detail our approach, we introduce some basic definitions
used throughout this paper. We define the following terms:

1. Pixel q is considered a neighbour of pixel p if and only if pixel q is adjacent
to pixel p on the underlying connectivity grid. If the height of q is the lowest
of all the neighbours of p, and also lower than the height of p, q is the lowest
neighbour of p. If there are multiple pixels meeting this criterion, they are
all considered lowest neighbours of p.

2. Path is a series of pixels, in which every two consecutive pixels in the series
are neighbours in the image, and every pixel in the series is unique. As
length of path we will understand the number of pixels in the path.

3. Flat-zone of height h is a set of pixels such that all the pixels are of the
same height h and every two pixels can be connected by a path with all the
pixels in the path also having a height of h.

4. Regional minimum is a pixel that does not have a neighbour with a lower
height, or a flat-zone consisting of pixels without lower neighbours1. This is
one of the cardinal terms in watershed segmentation and broadly represents
a catchment sink for flowing rain water.

1 In a similar way the regional maximum is defined, but it is not used in the current

study.
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5. Plateau is a flat-zone which is neither a regional minimum nor a regional
maximum, i.e. such that contains at least one pixel that have lower neighbour
and at least one having higher neighbour. A pixel on a plateau is considered
an outlet if it has at least one lower neighbour.

6. Steepest descent path is a shortest possible path from pixel pA towards
pixel pB, where each successive pixel is the lowest neighbour of the previous
pixel in the path, and the starting pixel pA is not lower than pixel pB.

An additional explanation is required for the case of steepest descent paths on
plateaus. This is a special scenario, as inner pixels of a plateau do not have a
lowest neighbour. In this case, we assume that the part of the steepest descent
path that lies on the plateau is the shortest path between the plateau entry pixel
and the nearest outlet, where geodesic distance is assumed as distance criterion.

As we mentioned before, there can exist several equally valid steepest descent
paths for a pixel, leading to different regional minima. Therefore, such a pixel
can belong to each of these catchment basins and a criterion must be chosen to
determine which basin to use. In this work, we use the ,,first-found” criterion, by
which to continue steepest descent path we pick the first viable lowest neighbour
found during the neighbourhood scan. This is a simple and fast method that,
even though is biased in specific scenarios, generates satisfying overall results.

2.2 Sequential Watershed Algorithm

Our sequential watershed algorithm implements the rainfall approach to find a
downstream flow along the steepest descent path from each pixel, and distribute
region labels marking the association to a regional minimum. A mechanism called
directional code is used to code descent paths, where each visited pixel receives
a temporary marking in the output label array. The value of this temporary
marking represents the position of pixel in the image. A path can be therefore
viewed as a series of pointers to pixels stored in the output array.

First, the image is surrounded by a 1-pixel wide frame of guardian pixels
which are of higher altitude than any of the actual pixels, and therefore provide
an uncrossable boundary for path tracing. This is done to improve performance
and eliminate unnecessary checks of boundary conditions in each neighbourhood
scan. The path-tracing process is performed for each pixel in the image and can
be summarised as follows (Fig. 1 illustrates consecutive steps of the algorithm):

1. Neighbourhood scan is performed to find the lowest neighbour of the starting
pixel. The lowest neighbour of the starting pixel becomes the next step in
the descent path and is marked with directional code. Each new pixel in
the path is in turn scanned for its lowest neighbour to add to the path,
and the process continues until either a flat-zone or a single-pixel minimum
is encountered. This case is demonstrated on the example of pixels e1 and
e2 in Fig. 1 (a), flat-zone starts at e3 and consists of pixels of height 15.
Further processing of the flat-zone depends on its type (regional minimum
or plateau).
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Fig. 1. Stages of sequential watershed

2. If a regional minimum (no matter if it is a single pixel or a flat-zone) is
reached, it is labeled with a new identifier (unless it was already labeled
during previous processing). Then, the descent path leading to the regional
minimum is traversed and this minimum’s label is propagated along the
path, thus concluding the tracing procedure.

3. If a plateau is encountered, it is scanned to find all the pixels belonging
to it, as well as to locate the plateau’s outlets (pixels e6, b6, f4 in Fig. 1
(a)). All the descent paths originating in the plateau’s outlets are now inde-
pendently traced to find the labels of the outlets (Fig. 1 (b) and (c)). The
plateau itself is then labeled using the region growing (prairie fire) method
(Fig. 1 (c)), where the labeled outlets act as seeds for propagation and dis-
tribute their labels to their neighbours on the plateau. The labels spread
with each iteration of the region growing to gradually fill the whole plateau.
After labeling the plateau, the processing returns to the pixel from which
the plateau was entered, and label propagation up its path is performed
(Fig. 1 (d)).

The algorithm presented is able to perform the watershed transform by scanning
the image just twice (plus once for initialization), which contributes greatly to
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its swiftness. Also, there are cases where descent paths originating from different
pixels merge at some point along the way. To avoid unnecessary tracing, we use
a method called early path termination, introduced in [10]. Whenever an already
labeled pixel is encountered during descent path tracing, the path is not traced
further (as it was obviously already scanned) and and we proceed with label
propagation, just as if a minimum was reached.

2.3 Parallel Watershed Transform

We will demonstrate our concept of parallel watershed transform on an exam-
ple of two-thread simultaneous processing. This setup was chosen for clarity of
presentation, but the main principles of the method are also valid if the number
of threads is higher. General steps of the parallel watershed transform are as
follows:

1. Split image into two non-overlapping sub-images with a 1-pixel wide sepa-
ration line (as shown in Fig. 2 (a)).

2. Execute descent path tracing and labeling for the pixels belonging to the
separation line (Fig. 2 (b)).

3. Split the image into two sub-images, defined by the original image edges and
the separation line (Fig. 2 (c) and (d)).

4. Process each sub-image independently in a separate CPU thread using the
sequential watershed algorithm.

5. Merge partial results into final label matrix of the whole image by means of
fast bulk memory copy.

In step 1, we choose a 1-pixel-wide line to break up the original image into
two sub-images as presented in Fig. 2 (a). As in the sequential approach, we
use surrounding frame of guardian pixels (G) which are higher than the highest
allowed pixel altitude and ensure that no path tracing will move out of the
image boundaries. Best results are achieved when the sub-images are of equal
size, so that on average it takes a similar amount of time to process each of
them. It is also desirable to perform this division in such a way that the two
resulting sub-images occupy two continuous blocks of memory. This is dependent
upon implementation and the way array data is stored in memory (row-major or

Fig. 2. Parallel watershed – stages
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column-major) in a given programming environment. There is no need to perform
memory copy at this stage, as only read access is required to the data structure
containing the image and all threads can access it freely without interference
with one another.

In step 2 all the pixels belonging to the separation line (we will refer to them as
separation pixels) are processed and labeled. Separation pixels are arranged in a
queue, and steepest descent path is found for each of them. Steepest descent path
from each separation pixel is traced and after a corresponding regional minimum
is reached, this minimum’s label is propagated up the descent path. The result of
this step is a labeled separation line along with all the neighbouring pixels and
local minima belonging to the steepest descent paths of the separation pixels
(Fig. 2 (b)). Step 3 involves labeling all the remaining pixels in the two sub-
images in Fig. 2 (c) and (d). Sub-images 1 and 2 are bordered by guardians and
the already-labeled separation pixels, which guarantees, that there cannot exist
a path that would need to be traced across the two sub-images. Each sub-image
is an independent labeling task which then is executed as a separate thread,
in parallel. The final step involves merging the label arrays of each individual
labeling thread into final, complete label array thus concluding the segmentation
of the image. This is done by copying the memory locations storing partial label
arrays into a continuous block so that they can be accessed by a single addressing
and treated as a single data structure. As we pointed out in discussing step 1,
the separation line direction is chosen to facilitate this procedure, so that each
merge action involves only one simple memory block copy.

Table 1. Execution times of immersion-based, rainfall-type and proposed algorithms

Image Size Immersion-based Path-tracing Proposed

Baboon 512x512 36 ms 27 ms 10 ms

Lena 512x512 35 ms 27 ms 13 ms

Earth 350x400 10.5 ms 10.5 ms 4.5 ms

The presented parallel method combines both sequential and parallel process-
ing. Step 2 is performed as a single-thread workload and the benefits of our
approach do not present at this stage. However, the number of separation pixels
is relatively small compared to the total number of pixels in the image so the
workload needed to be computed sequentially is not significant and does not
impact the overall performance of the algorithm, especially for larger images.

The computational complexity of the algorithm is an approximation of the
values reported by [2], however, the real time consumption is much smaller due
to parallel construction. The memory requirements are also similar, two array
structures are needed - one for storing the image data, and the other for storing
labels, temporary direction code and other mid-process data. Additionally, two
queue structures are needed for plateau processing. In the worst-case scenarios,
one of the queue will need to store all of the pixels in the image, so to improve
execution speed we opted for static allocation. As the main goal in developing
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this method was time performance, we felt this choice was justified, taking into
account the size of RAM memory available to modern computers.

3 Evaluation and Experimental Results

The performance and correctness of the parallel algorithm was evaluated on a set
of test images, including natural images such as ”Baboon”, ”Lena” or ”Earth”
(Fig. 4) for performance benchmark, and artificial images such as the classic
Acid2 test image for detailed, low-level correctness evaluation (as seen in Fig. 3,
with segments shaded for clarity of presentation).

Fig. 3. Low-level test: Original image (left), Reference watershed [1] (middle), Parallel

watershed (right)

Fig. 4. Test images: Baboon (left), Lena (middle), Earth (right)

All measurements were taken using Compal PC computer with T7500 Core
2 Duo 2.2GHz CPU, 2GB of 800MHz DDR2 RAM running Windows XP op-
erating system. The execution times presented in Table 1 are averaged over 10
tests, after discarding the shortest and the longest result. We used a stand-alone
Windows console application for testing against immersion-based algorithm [1]
and rainfall-type algorithm [11]. An application released by [11] was used for
reference.

The low-level tests have shown that our parallel algorithm extracts proper
features of the image and yields results directly comparable to reference im-
plementations. The running times are approximately three times shorter than
immersion-based reference method, and about two times shorter than rainfall-
based method. It is worth pointing out that in case of images with large, uniform
areas such as Earth, the immersion and rainfall techniques produce comparable
results, yet the parallel approach is still over two times faster.
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4 Conclusions

The presented parallel watershed algorithm proved to be a high-performing,
efficient method of digital image segmentation. The ”shared-nothing” parallel
architecture of the method proved to be vastly superior in terms of execution
time while yielding results of quality comparable to existing methods, both in
low-level tests and in general task evaluation. The original approach presented in
this paper allows for easy scaling of the algorithm to more advanced multi-core
processors and can be further utilised to construct larger-scale implementations.
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Abstract. We have prepared multispectral image database of skin tu-

mor diagnosis. All images have been labeled with two classes - tumor

and healthy tissues. We have extracted pixel signatures with their spec-

tral data and class assigning, thus obtained train dataset. Next we have

used and evaluated the supervised learning techniques for the purpose

of automatic tumor detection. We have tested Naive Bayes, KNN, Mul-

tilayer Perceptron, LibSVM, LibLinear, RBFNetwork, ConjuctiveRule,

DecisionTable and PART classifiers. We have obtained results on the

level of 99% classifier efficiency. We have visualized classification for ex-

ample images by coloring class regions and verified if they overlap with

labeled regions.

1 Introduction

Multispectral image contains spectral information of its every pixel, represented
usually by several different values. It is much more than only data of three
RGB components of color image; thus processing and recognition could give
much better results. We can distinguish objects by their color, but such a simple
technique is usually inaccurate, because of a lack of object boundaries in the
color space - the different objects look very often almost the same. In such a
case multispectral imaging could improve results. Even objects of the same color
contain different spectrum.

If we know exact spectrum shape of the classified object types we can try to
match spectrums based on the some kind of the distance metric. However such
a technique is very often useless. Multispectral image gives inaccurate or even
damaged spectrum data and requires some correction techniques, which usually
are not able to restore the proper spectrum. Secondly, the same object type
has no single spectrum and it differs in a set of its instances. For example in
medical applications, spectrum of a given disease could differ in early, medium
and advanced stage.
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Segmentation and labeling of multispectral images is often performed by pixel
based classification. It means that regions and their labels are determined by
pixel description without spatial information. Such methods are useful because
of the above mentioned object distinction in a spectral space. Examples of super-
vised and unsupervised learning techniques are presented in [14], [4], [2] and [10].

One of non-invasive methods of detection tumor tissues is photodynamic di-
agnosis. It utilizes the phenomenon of selective cumulation by tissue special
colorant which absorbs the light of specified wavelength. It can be used for tu-
mor detection of skin, oesophagus, endobronchial tract, stomach and others. On
the basis of the assumptions and results of photodynamic diagnosis, we conclude
that multispectral imaging could be able to separate tumor and healthy tissues.

2 Image Database

In multispectral acquisition we have used system (see Fig. 1) with a VariSpec
liquid crystal tunable filter [8]. Such a filter is able to control electronically spec-
tral transmission by keeping the band of selected wavelength and removing the
rest, which is done by the proper polarization of crystal plates. Tunable filter is
mounted in front of the Andor Luca high sensitivity monochrome camera. The
camera takes photos of images with given single wavelengths, which form follow-
ing multispectral channels. The whole process is controlled by special software
with the direct access to the filter and the camera. Electromagnetic radiance
passes through the endoscope, connected to our device. What is more it could
also be used in gastroscopy and colanoscopy.

We have collected image dataset with 40 different images of a skin tumor
diagnosis acquired at the Medical University of Silesia. They are described by
medical experts, who pointed regions with tumors. The first 20 images have been
captured with white light and next 20 ones, similarly as in photodynamic diagno-
sis, with blue light. White light and blue light images represent exactly the same

Fig. 1. Acquiring device
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cases, in the acquisition process we simply switched external light connected to
endoscope. The images contain 21 channels with wavelengths ranging from 410
to 710 nm. On the basis of the images we have prepared dataset of pixels sig-
natures with their values from all spectral channels. We have randomly reduced
dataset to 5000 instances, because of computational complexity. To divide our
dataset into the train and test part we have used a cross validation with groups
created by the pixels belonging to the same image. It is a real case in which we
would like to make proper classification of the image based on the train dataset
derived from other images. Pixels belonging to the same image have some kind
of dependency, because they present the same kind of tumor or healthy skin.

To prove this thesis we have calculated standard deviation in the whole dataset
and the average of standard deviations of all images, separately for both classes.
The first one is several times larger, see Fig. 2.
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Fig. 2. Total and average of all images standard deviation of attributes in class healthy

(left) and tumor (right) tissues

3 Algorithms

We have decided to test the following classifiers: NaiveBayes, KNN, Multilayer
Perceptron, LibSVM, LibLinear, RBFNetwork, ConjuctiveRule, DecisionTable
and PART.

3.1 NaiveBayes

Naive Bayes classifier determines class with highest probability of the given
object [13]. To calculate that, it uses Bayes’s rule of conditional probability,
which needs densities of classes. They are estimated by the statistical methods
based on the train dataset. Naive means that we naively assume independence of
attribute in classes which reduce computational complexity, because it requires
only separate estimation of densities for all attributes. There are two major
approaches to density estimation in Naive Bayes. Normal estimator in which we
assume normal distributions of attributes and calculate only means and variances
in classes and kernel based estimator which uses kernel function.

3.2 KNN

KNN classifier stores all training examples and uses distance function to locate k
nearest neighbors of a classified object. In the set of k nearest neighbors the class
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with maximum number of instances is determined [13]. The crucial problem is
the proper defining distance function and choosing k - the number of analyzed
nearest neighbors. We have used Eucalidean distance function calculated on the
normalized and raw features space. In fact KNN is Bayes classifier with kNN
density estimator.

3.3 MultiLayer Perceptron

The basic component of the multilayer perceptron [13] is the perceptron often
called neuron which transforms the inputs into single reply. It calculates linear
combination of their inputs based on its weights and next activation function is
applied. Multilayer perceptron is the network built from the layers of perceptrons
in such a way that all outputs of a given layer are connected the all inputs of
the neurons of the next layer. Inputs of the first layer take attributes of the
classified object and the last layer outputs give a reply of the classifier. The
training phase has to determine the weights of all neurons. If we know the reply
of the neuron, which is true for the last layer, we can calculate error and update
weights using gradient methods. If we only know errors of the front layer we can
propagate it back proportionally to the weights. Such a process is repeated until
stability or a given number of iterations is reached. The ability of the network
to estimate decision areas depends on the complexity of the network structure
and parameters of learning algorithms.

3.4 LibSVM

Support Vector Machines (SVM ) were defined as the classification [1] and later
also as the regression [5] tool. For the classification problem it assumes that
there exists a hyperplane, separating objects into two class. If l is the num-
ber of xi train vectors from the R

n space, decision classes are described by
values from the set {−1, 1} and [w, b] is the vector of hyperplane parameters,
the standard model of classifier training leads to the following optimization for-
mula: minw,b,ξ

1
2 〈w, w〉 + C

∑l
i=1 ξi with constraints yi

(
wT φ(xi) + b

) ≥ 1 − ξi

and ξi ≥ 0, i = 1, . . . , l. ξi are slack variables which are the measure of the
deviation from the linear separability and C is the upper limitation of the non-
separability error (〈·, ·〉 means product of two vectors). As the result of the
dual optimization problem, for every train object xi its Lagrange multiplier αi

is obtained and the final decision function for the classification problem takes
the form sgn(

∑l
i=1 yiαi 〈xi, x〉+ b). As it is clearly seen, the classification result

depends only on train objects with nonzero Lagrange multiplier values. These
objects are called ”support vectors”.

The extension for linear nonseparability needs the kernel function K which
for the pair of vectors u and v gives the value of product of vectors projec-
tions (xi → φ(xi)): K (u, v) = 〈φ(v), φ(u)〉. That leads to the decision function:
sgn
(∑l

i=1 yiαiK (xi, x) + b
)
. The compromise between the number of support

vectors and the nonseparability error can be kept in the modified SV M model.
The μ parameter (μ ∈ (0, 1]) is the upper bound for training error and the
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lower bound of the support vector fraction. In this model the primal optimiza-
tion problem has the form: min

w,b,ξ,ρ

1
2 〈w, w〉 − νρ + 1

l

∑l
i=1 ξi with constraints

yi (〈wφ(xi)〉+ b) ≥ ρ− ξi and ξi ≥ 0, l, ρ ≥ 0.

3.5 LibLINEAR

LibLINEAR [6] is a special implementation of SV M . It assumes that the OSH
is linear – the kernel function is not used). Training of the classifier may be per-
formed in several ways, which differ by the applied loss function of the classifica-
tion error. The loss function can be linear (L1–loss SV M) or quadratic (L2–loss
SV C). LibLINEAR is dedicated for large sets of high-dimensional data.

3.6 RBFNetwork

RBFNetwork is the classifier which is based on radial basis functions as the
neural network activation functions. The radial basis function (RBF ) meets the
requirement that its value depends only on the distance between the argument
and the selected point c that is called ”base”. If we assume that r is the distance
from the base (r = ||x − c||) the most popular RBF can be defined as: ρ(r) =
exp(−βr2) (gaussian RBF), ρ(r) =

√
r2 + β2 (multiquadratic RBF ), ρ(r) =

(r2+β2)−1/2 (inverse multiquadratic RBF ). The RBF neural network is a linear
combination of several radial functions. It contains three layers: input – with the
number of nodes equal to the number of objects attributes, hidden – with the
number of nodes equal to the number of bases and output – with the number of
nodes equal to the number of classes in the train set. The Weka RBFNetwork
algorithm uses the k–means clustering algorithm to provide the basis functions
and learns a logistic regression (discrete class problems) or linear regression
(numeric class problems) on top of that. Symmetric multivariate Gaussians are
fit to the data from each cluster. If the class is nominal it uses the given number
of clusters per class.It also standardizes all numeric attributes to zero mean and
unit variance [13]. The following parameters can be specified as: the number of
bases, the maximum number of logistic regression iterations and the minimum
standard deviation for the cluster.

3.7 ConjunctiveRule

In this algorithm a single conjunctive rule which can predict the class label
is built. The rule consists of the logical conjunction of the defined number of
conditional descriptors. Each descriptor is the form attribute <op> value,
where <op> can be the one >, >=, <, <=. If the test instance is not covered by
this rule, then it is predicted using the default class distributions/value of the
data not covered by the rule in the training data. This learner selects conditional
descriptors by computing the Information Gain of each decriptor and prunes
the generated rule using Reduced Error Prunning (REP) or simple pre-pruning
based on the number of descriptors. The information of single descriptor is the
weighted average of the entropies of both: the data covered and not covered
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by the rule. The most important parameter of the algorithm is the number of
conditional descriptor in the rule. Other parameters are the number of folds for
pruning (the one is used for pruning and the other for growing the rule) [13].

3.8 DecisionTable

The problem of learning decision tables consists of selecting the right attributes
to include. The common way is measuring the table’s cross-validation perfor-
mance for different subsets of attributes and choosing the best-performing sub-
set. There are numerous ways of subset selection such as ExhaustiveSearch,
BestFirst (climbing method) and a lot of heuristics. The Weka DecisionTable
algorithm implements the Decision Table Majority model [9]. It summarizes the
dataset with a ’decision table’ which contains the same number of attributes as
the original dataset. Then, a new data item is assigned to a category by find-
ing the line in the decision table that matches the non-class values of the data
item. DecisionTable employs the wrapper method to find a good subset of at-
tributes for inclusion in the table. By eliminating attributes which contribute
little or nothing to a model of the dataset, the algorithm reduces the likelihood
of over-fitting and creates a smaller and condensed decision table [13].

3.9 PART

The PART algorithm [7] combines the advantages of C4.5 [11] and RIPPER
[3] algorithms, and is also known as Divide-And-Conquer method. This method
constructs a rule by dividing overly general rules into a set of rules, which cor-
respond to conjunction subsets of the examples. It then continues recursively
with those rules for which the corresponding subsets contain both positive and
negative examples. The final rule set consists of all specialized rules for which
the corresponding sets contain positive examples only.

4 Results and Conclusions

Table 1 presents obtained classification results for the best parameters set of
every classifier. We have focused on the classifiers efficiencies in the meaning of
the percentage of correctly classified pixels.

Except for Naive Bayes and ConjuctiveRule classifiers, which have obtained
very poor efficiencies, white lighting gives better results. The reason for this is

Table 1. Classification results

algorithm White Blue

Naive Bayes 61,34% 63,36%

KNN 95,4% 64,4%

Multilayer perceptron 98.82% 70,34%

LibSVM 74,26% 72,75%

LibLINEAR 82,05% 70,00%

algorithm White Blue

RBFNetwork 94.48% 69,58%

ConjuntiveRule 60,05% 63,59%

DecisionTable 72,23% 65,12%

PART 88,5% 65,83%
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that in general, it contains more spectral information. Because of much worse
and in practice unacceptable results, we have omitted blue lighting in the further
analysis.

The MultiLayer Perceptron best results on the level of 99% has achieved.
KNN and RBFNetwork classifiers have also very high (almost 95%) efficiencies.
Probably the nature of the problem requires decision areas of very irregular
shapes, which are best modeled by these classifiers.

In Fig. 3 we have presented the influence of the number of hidden layer neu-
rons and the number of learning cycles on the multilayer perceptron efficiency.
The classification problem does not require complexed structure of the network,
only 20 hidden neurons are sufficient. However, very important is the way of
learning the network, which should be slow - small learning rate and lots of
learning cycles.

5 10 20 40 100
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98

99
MultiLayer Perceptron

Hidden Layer Neurons
100 200 400 800 1600 3200

86
88
90
92
94
96
98

MultiLayer Perceptron

Number of epochs

Fig. 3. Multilayer Perceptron parameters

Fig. 4 presents ROC curve [7] for multilayer perceptron. It is almost an ideal
case of area under roc over 99.5%, which is the result of very high classifier
efficiency.

Fig. 4. ROC

In Fig. 5 we have visualized multilayer perceptron classification results for
three multispectral images. The left one represents only healthy tissues, the
medium one only tumor and the right one consists of some regions of healthy
and other regions of tumor tissues. We have labeled images with two colors,
based on the classification results - the red color represents the class of tumor
and green one healthy tissues.

We can examine classification results for the whole tumor and healthy images
which should be visualized by single proper color, respectively red and green.
This is satisfied, except for some minor, very small regions. This mistakes are
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Fig. 5. Classification results visualization. Red - tumor tissues, green - healthy tissues.

probably caused by a noise of acquisition process and can be almost completely
removed by postprocessing filtering, for example we may apply morphological
closing and opening [12]. The image with tumor and healthy tissues is properly
visualized with red and green regions. Similarly to previous examples we can
notice some noise, which can also be removed by morphological filtering.

Our final conclusion is that supervised machine learning techniques are able
to recognize tumor tissues based on the multispectral imaging.
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Abstract. The paper concentrates on electrocardiographic (ECG) sig-

nal analysis for the sake of acquiring proper heartbeat datasets for further

detection and recognition of anomalies in an ECG signal. The analysis is

based on the distribution of the voltage extreme values of the signal and

the time distribution of proper extreme values. The main assumption of

the work is creation of as efficient and fast algorithm as possible. The

main part of the analysis is carried out on the smoothened signal with

the original signal used as the reference for the purpose of keeping de-

sired precision of proper heartbeat identification in the situations when

during smoothening necessary data is lost. The proposed method of fea-

ture extraction will be used to create the distinctive normal heartbeat

samples of patients and the average pattern of the patients’ heartbeat

for reference purposes in analysis of the real time signal obtained from

1-lead holter carried by a patient constantly.

Keywords: ECG signal, signal analysis, 1-lead holter, ECG feature

extraction.

1 Introduction

First clear electrocardiographic (ECG) signal was obtained over a century ago
in 1895 by Willem Einthoven [1]. Since then ECG analysis became a standard
and a trusted technique of detecting cardiac defects. ECG measurement is now
used both for monitoring and diagnosis as a detection method of vast range of
anomalies and the examination lasts 24 hours and 12-lead holter is used as a
measuring device [2].

In contrast to hospital diagnostics, studies described in this paper are intended
to lead to a development of 1-lead holter which will be carried by people with
high risk of myocardial infarction or other rapid life threatening cardiac injury to
indicate alert immediately when the life threatening situation occurs. Therefore,
during the first stage of the project, algorithms for isolating single heartbeats
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and obtaining reference sequences of heartbeats to create the average pattern
of ECG of the patient and the heartbeat profile of the patient from signal are
proposed.

2 ECG Signal Representation

The schematic of a single heartbeat in ECG signal and the actual recording are
presented in Fig. 1. The actual signal has a large number of local extreme values.

Fig. 1. Schematic (left) [3] and actual (right) ECG signals. On the actual signals ex-

treme values are highlighted.

Points presented on the signal as P, Q, R, S and T are the main reference
points in interpretation of ECG signal [4,5]. The U Wave which may appear in
some people’s heartbeats after T Wave may be skipped in further analysis [6].

What Could be Measured? The most important values to be measured are
regularity of the signal, the distances between characteristic points and interfer-
ences in the shape of single heartbeat [4,7].

Signal may also contain artifacts which are generated by external factors such
as the movement of electrodes and the chest muscles’ activity. This should be
detected and excluded before the analysis in order to identify the exact proper
ECG signal position [2].

In the case of regularity of the signal R-R intervals, P-P intervals and bits
per minute (bpm) are usually measured [4,8] and in the case of signal shape
PR, QRS and QT interval could be measured and the extreme values of single
heartbeat are checked for any changes in the average heartbeat. In many cases
of cardiac diseases some parts of the signal, especially P Wave, is by-passed and
is covered by T Wave from previous heartbeat. Some parts of the heart could
also inversely polarize, leading to inverted parts of the signal [9,10]. Therefore
the main goal of the real time heartbeat analysis shall be the detection of the
anomalies in the normal rhythm by the detection of the characteristic signal
points and calculation of their correlations. Parameters of ECG signal should
be treated individually for every patient. Normal ECG values are described in
[4,11]. In the system that will detect rapid cardiac malfunctions the main goal is
to detect any rhythm of the heart and the shape of the signal that departs from
average and to report the need of immediate medical assistance of the person.
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3 Analysis of the Signal

This paragraph describes the algorithm based on particular sample analysis.
The algorithm was tested on 15 recordings from [5] and 54 recordings (2 signals
each) taken from [12]. Both the concept and the implementation of the algorithm
are new and presented for the first time. The ECG signal feature extraction
algorithm consists of 4 steps (Fig. 2).

Fig. 2. The flowchart of the algorithm

If any constant time value is used in the algorithm as a constraint, it is calcu-
lated experimentally on the basis of the typical average ECG signal values[4,10].
All the millivolt values depend on the mV span of the input signal.

The signal used for demonstration purposes in this paper lasts 43 minutes and
has the frequency of 200 samples per second. The signal has both regular and
irregular heartbeats and some artifacts [5].

3.1 Smoothing of the Sample

Table 1 shows the distribution of the digital minima and maxima in the exem-
plary signal. The split of the signal into not more than 15 ranges was deducted
experimentally. R and S points of heartbeats are clearly distinguishable but high
density of extremes, previously shown in Fig. 1, leads to difficulties in detecting
P and T. It is also noticeable that the position of Q point is not always obvious.
That is why the smoothing of the signal is necessary.

Elimination of Strongest Artifacts. The range with most minima is chosen
as the starting range of the true signal. Then the most probable span containing
proper ECG signal is calculated using the method presented in Fig. 3.

The counter of the regions that does not meet the criteria was necessary
because if the signal is clear, often the R and S points are located after about
2 range gap of regions without or with insignificant number of extremes so the
algorithm should not stop the search when it approaches the first range that
does not meet the criteria of number of extremes inside it.

The next step is the elimination of all the minima that are above minima
range and all of the maxima that are below the maxima range. Then the ranges
of minima and maxima are merged into one range and it is widened by 1/3 of
the single range span.

The signal is analyzed again and all the samples that are not extremes and
are not in the range are marked as deleted and the extremes are checked whether
their values are in -3 mV to 3 mV range and, if so, another check is made to
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Table 1. Distribution of minima and maxima of the exemplary ECG signal in 15

ranges. Bottom and Top describe the value range to which extremes belong, Mean is

the mean value of the extremes in the range and Count is the number of extremes.

Highlighted ranges are the most probable location of the proper signal. The 1 mV span

has the range of 4927 digital units [13].

Minima total: 125555 Maxima total: 125545

No Bottom Top Mean Count Bottom Top Mean Count

1 -25471 -22077 -25270 43 -25471 -22077 -25234 43

2 -22076 -18682 -20224 14 -22076 -18682 -20249 10

3 -18681 -15287 -16792 19 -18681 -15287 -16733 17

4 -15286 -11892 -13380 19 -15286 -11892 -13416 10

5 -11891 -8497 -9960 87 -11891 -8497 -10019 57

6 -8496 -5102 -5721 1909 -8496 -5102 -6142 174
7 -5101 -1707 -2592 8335 -5101 -1707 -2448 4740
8 -1706 1688 -343 105802 -1706 1688 -191 105662
9 1689 5083 2306 9076 1689 5083 2454 12032

10 5084 8478 6321 188 5084 8478 7341 664
11 8479 11873 9335 44 8479 11873 9515 2086
12 11874 15268 12946 9 11874 15268 12924 33

13 15269 18663 16811 7 15269 18663 16941 8

14 18664 22058 0 0 18664 22058 20660 3

15 22059 25455 23996 3 22059 25455 24283 6

Fig. 3. Flowchart showing the appending of the signal range for the regions upper than

the region with most minima. The same method, but without counter, is used for the

regions lower than the region with most minima. For the maxima ranges the methods

are the same. Topmin is the index of the region with most minima (8 in Table 1).

find out if the nearest neighbors of them are in the calculated range. If any of
the nearest neighbors is not in the range, extreme is marked as deleted. Also
whenever a point is marked as deleted, all the points in (signal frequency)/5
range on both sides of this point are marked as deleted. The reason of this is
that high voltage artifacts have irregular shape or are often surrounded by lower
voltage anomalies which are left in the signal if only points outside the range are
eliminated, as shown in Fig. 4.

The Selected Method of Smoothing. When the signal true range is calcu-
lated and high voltage artifacts are removed, the signal is smoothed to lower the
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Fig. 4. The original signal (A), the signal after filtering of points that are not in range

(B) and the signal after filtering also the neighbors (C)

number of extremes especially in low voltage part of the signal. For that purpose
the variation of the method of bidirectional moving average [14] is chosen. The
new sample value is calculated from (1):

x(i) =

t∑
k=−t

y(k)

2 ∗ t + 1
. (1)

In (1) y is the original signal, x is the estimated signal and t is 1% of the signal
frequency rounded up. The proposed method of estimating how many smoothing
cycles should be applied is to smooth the sample as long as the change in the
number of extremes before and after smoothing is less than 1% of the original
number of extremes plus two more cycles. Also in the exemplary sample if the
minimum value is lower than -0.5 mV or the maximum value is greater than
0.7 mV the extreme is not smoothed. These voltage constraints depend on the
voltage span of the signal.

Table 2 shows the ranges left in the exemplary sample after the described
procedure.

Table 2. Distribution of minima and maxima of the smoothed ECG signal

Minima total: 13262 Maxima total: 13407

No Bottom Top Mean Count Bottom Top Mean Count

6 -8496 -5102 -5691 1743 -8496 -5102 -5972 39

7 -5101 -1707 -3264 2342 -5101 -1707 -2939 567

8 -1706 1688 -606 8988 -1706 1688 -218 7875

9 1689 5083 3309 138 1689 5083 2503 2382

10 5084 8478 6094 39 5084 8478 7705 497

11 8479 11873 0 0 8479 11873 9516 2033

12 11874 15268 0 0 11874 15268 12415 14
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3.2 Searching for Heartbeats

After smoothing in the possible location of S and R points there may be more
than one minimum and maximum (Fig. 5).

Fig. 5. Distribution of maxima and minima in the lower part of the signal. Ovals on

the picture highlight the problem.

This problem is solved during the acquisition of R and S points by searching
the top minimum value for S and maximum for R in the short span around the
obtained point.

At first the algorithm first finds R-S pairs of the heartbeats. This is acquired
by searching the signal for the pairs maximum-minimum which are not more
than 1/8 seconds away and the mV span of the pair is greater than 50% of the
current signal range. After that the right side of the S point is checked for T
point. T point is considered to be the biggest larger than 0 maximum which is
not further than 1/3 of the second away from R point. The left side of the R
point is searched for the existence of Q point. Q point is considered as the lowest
minimum in the range of 1/6 second from R point but the mV span of Q-R pair
should be not less than 60% of the span of the positive part of ECG signal. The
P point is the largest maximum in the 1/4 second span on the left side of the R
point as the highest maximum before Q point.

3.3 Obtaining the Reference Signal

The signal is searched for the sequences of regular heartbeats. The average length
of the heartbeat is calculated at first and then for all heartbeats the nearest
neighbors from left and right are found. If there are any deleted earlier points
between two heartbeats, this site of heartbeat is marked as not having the neigh-
bor. Also all the distances greater than twice the signal frequency are eliminated.
The shorter distances are checked weather between the end of the one signal and
P point of the other signal there are any values less than the end point value
or greater than P point value. If yes, the neighboring heartbeats are marked
as not having neighbors on that side. Next the values of the heartbeat points
are retrieved from the original signal. This is done by searching for the nearest
maximum for P, R and T points and nearest minimum for Q and S points.
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4 Results

Resulting number of properly acquired heartbeats is around 99.43% of total
heartbeats in the signals. Results for exemplary samples as long as the results
for all samples are shown in Table 3.

Table 3. The results

Name Bits total Detected beats Rate of detection (%)

Worst 200 Hz sample 1322 1254 94.86%

Best 200 Hz sample 1976 1976 100%

Worst 1000 Hz sample 227 247 91.90%

Best 1000 Hz sample 3148 3148 100%

15 200 Hz samples 23454 23710 98.92%

108 1000 Hz samples 90013 89613 99.56%

Total (123 signals) 113072 90013 99.43%

The obtained results are comparable to the results of other popular algorithms
like in [15] where 97.65% rate of detection was acquired, [16] with 99.85% rate
of detection and [17] with 99.76% rate of detection.

On the contrary to those algorithms, the proposed algorithm does not use
any filtering, wavelet transforms or slope detection techniques which leads to
the acquisition of fast calculations’ speed.

5 Conclusions and Future Work

The obtained efficiency of the algorithm is comparable to other commonly used
algorithms. The main advantage of the proposed algorithm is that it does not
need any other prefiltering than what may be provided by the signal measure-
ment hardware. Also the lack of any software filtering means that when the
system is working in real time it needs only a short (around 1 second length)
buffer before it can start the analysis.

The next step of the studies shall lead to determining how long the ECG
signal should be to extract the proper average of the heartbeats of the patient.
Also fragments of the ECG signal should be connected with patient activities to
determine correct patterns for all the possible stress and effort conditions.

This will eventually lead to the development of a 1-lead holter that would
monitor the patient state constantly.
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Abstract. There are many error concealment techniques for image pro-

cessing. In the paper, the focus is on restoration of image with missing

blocks or macroblocks. In recent years, great attention was dedicated

to textures, and specific methods were developed for their processing.

Many of them use classification of textures as an integral part. It is

also of an advantage to know the texture classification to select the best

restoration technique. In the paper, selection based on texture classifi-

cation with advanced local binary patterns and spatial distribution of

dominant patterns is proposed. It is shown, that for classified textures,

optimal error concealment method can be selected from predefined ones,

resulting then in better restoration.

Keywords: Error concealment, re-synthesis, inpainting, texture,

extrapolation, classification.

1 Introduction

The transmission of images coded by block or segment based techniques via
a noisy channel [5] may lead to block or segment loss. Therefore error detec-
tion and concealment at the decoder side has to be applied. Commonly, spatial
error concealment is used. It utilizes the surrounding correctly received image
information to restore the damaged or missing pixels. A standard approach [4]
assumes that the image content is changing smoothly. Hence the algorithm tries
to restore the transition across the block boundary as smooth as possible. The
extrapolation-based method of [9] tries to reconstruct the missing pixels as a
weighted linear combination of correctly received pixels. Hence, the method is
computationally very complex. The transmission of block-coded image data via
wireless channel is described in [6]. Very interesting and novel method for spa-
tial error concealment based on successive extrapolation of missing blocks is
described in [7].

The texture of an image might be defined broadly as the interrelationships be-
tween pixels in that image. The ability to analyze and manipulate image texture
has a number of interesting applications. The simplest application is to create
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a new image with the same texture but of different size and shape to a sample
image. Seamless editing of images is also a possibility. These applications all rely
on the ability to re-synthesize a sample texture to fit a variety of constraints. In
automated systems, it is difficult to decide which of the methods offered would
be the most successful one. As selection method, one of the texture classification
methods is proposed here. The Brodatz texture database [10], VisTex [11] and
Simoncelli personal database [12] were used as a source.

2 Synthesis

2.1 Non-hierarchical Procedure for Re-synthesis of Complex
Textures

Procedure for synthesis of an image with the same or similar texture as a given
input image was proposed by Harrison in [3]. To achieve this, the output image
is built up by successively adding pixels selected from the input image. Pixels are
chosen by searching the input image for patches that closely match pixels already
present in the output image. The accurate reproduction of features in the input
texture depends on the order in which pixels are added to the output image. A
procedure for selecting an ordering which transfers large complex features of the
input to the output image is described. This procedure is capable of reproducing
large features even if only the interactions of nearby pixels are considered.

2.2 Discrete Orthogonal Transforms for Gappy Image Extrapolation

Papers [1,2,8] present different methods for approximation of non-square areas.
The texture of an area is successively approximated and then cut to the shape of
the segment. The same principle is used in this paper for error concealment by
estimating the missing image content using the surrounding area belonging to
the same object, thus (supposedly) having the same texture pattern. The image
content of the known segments is successively approximated and the missing
segment is obtained by extrapolation [9] (also [7]).

2.3 Object Removal by Exemplar-Based Inpainting

Algorithm is proposed for removing large objects from digital images. The chal-
lenge is to fill in the hole that is left behind in a visually plausible way. In the
past, this problem has been addressed by two classes of algorithms: ”texture
synthesis” algorithms for generating large image regions from sample textures,
and ”inpainting” techniques for filling in small image gaps. The former work well
for ”textures” - repeating two dimensional patterns with some stochastic; the
latter focus on linear ”structures” which can be thought of as one-dimensional
patterns, such as lines and object contours. [6] presents algorithm that combines
the advantages of these two approaches. Different approaches with similar goals
could be also included to inpainting [24].
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3 Classification

In this part, the requirements for classifier selection will be defined and the
classifier will be selected. Invariance towards external effects as rotation, scaling,
illumination, etc. are usually not required for similar applications. Naturally, a
model with some of these characteristics will be preferred, if it does not result in
substantial increase of time or memory demands of the algorithm. Computational
complexity will be one of the important factors. The most important attribute
for decision will be the success rate of classification. Since for the classification
algorithm here, usually no requirements are strictly defined, we will select the
model that solves the problem as good as possible, which is the representation
that is computationally effective as well as it guarantees high success rate of the
classification.

CLASSIFICATION
ALBP+SDDP

UNDAMAGED
PART

ERROR
DETECTION

CLASSES
OF DATABASE

SYNTHESIS
METHOD
SELECTION

INPUT 
TEXTURE

OUTPUT
TEXTURE

SI WHT

SI DCCT

SI DST I

SI DCT II

HARRISON

INPAINTING

8 x 8

16 x 16

16 x 256

SYNTHESIS

Fig. 1. Masking method selection procedure. (SI - shape independent transform).

If we consider conclusions from [13,14,15,16,17,19,20], the best results from
the success rate point of view were acquired using Markov random fields (in par-
ticular, VZ-classifier), local binary patterns and advanced local binary patterns
with spatial distribution of dominant patterns. Success rate of the classification
approached 100%. From other methods, model for DCT coded images could
be mentioned. This representation should be used in applications, where DCT
coded images should be classified. For photorealistic images, PCA and neural net-
works [18] are successfully used for classification. Local binary patterns (LBP)
have one great advantage compared to VZ-classifier. It is their invariance feature
regarding rotation and histogram equalization. Rotation invariance results from
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Table 1. Classifier Selection (dropped part 16x256 pxs),best results are shaded out

used operator, which, in turn, generates computational requirements increase,
because for each computed local binary pattern, the one with the lowest value
must be found, which means to do bit shifting. Invariance towards histogram
equalization comes directly from the definition of LBP operator.

If for two neighboring pixels i and j holds xi �= xj , where xi is luminance for
pixel i, this inequality holds also after histogram equalization. And, as LBP op-
erator is based on these inequalities, histogram equalization has no influence. On
the contrary, it is mentioned in [23], that for using VZ-classifier in preprocessing
phase, it is necessary to do image luminance normalization to get invariance
towards linear variations of the luminance within all images.

Therefore, invariance towards rotation or histogram equalization for LBP
would not bring increase of algorithm time demand. Another advantage of LBP
compared to VZ-classifier is, that components of feature vector for LBP are
known before, on the other hand, for VZ-classifier are acquired using k-means
clusterisation in training phase, which slows the process down. If we decide to
use LBP for representation, either local binary patterns as used by Ojala [20], or
ALPB with spatial distribution of dominant patterns from Liao and Chung [14]
might be employed. The difference between them is using the spatial distribution
of dominant patterns. To create representing grey level aura matrix is time and
memory consuming operation, but it can bring significant increase of probability
of correct classification. The decision is very subjective. For this research, ALBP
classifier was selected. Computational complexity can be decreased using only
one neighborhood. In [20], LBP was tested with more types of LBP operator.
In some cases, combination of more neighborhood types was used, leading to
success rate increase. In [14], more than 99% of textures were correctly classi-
fied. Unfortunately, the paper does not specify what type of the neighborhood
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was used. LBP model using 3x3 neighborhood reached success rate slightly over
80%. The certain improvement can be brought by feature of advanced local bi-
nary patterns, that is, to create a feature vector, where not only uniform patterns
are used, but also 20 of the most frequent from all patterns.

4 Solution

To select a method for error masking we have two possibilities: 1. To classify a
damaged texture correctly - define a class, for which one of the masking methods
is substantially more effective compared to others, and proceed as [22] or 2. To
use all available error masking methods and use corrected images as classifier
training. Corrected image with one classification method is a class. For testing,
undamaged part of the image is used. Corrected image is classified based on the
classification of undamaged part.

Training on Brodatz texture database [10], procedure 1. results were very
unconvincing, therefore we decided to use procedure 2. (Fig. 1). Software clas-
sifier [21] was used, that is implementation of [14]. Verification the accuracy
of the classifier selection by method 1. was done for images with masking of
dropped image part of size 16x256 pixels. Results are presented in Tab.1 and
are evaluated by objective criterion PSNR used for reconstructed images and
by objective criterion commonly used for the classifier. D is Euclidean distance
weighted by standard deviation in the particular band and ED is Euclidean dis-
tance. SB (sub - band) is modification of DCT procedure, however it is realized
in time, not spectral domain. SB16 stands for frequency equal distribution into
16 sub-bands, SB7 is standard distribution to 7 sub-bands as it is common in
wavelet spectral decomposition.

The classifier is trained by corrected textures and appropriate classes are
created. Then we test undamaged image parts of different sizes to determine to
which class they belong. In future it will be interesting to analyze the influence
of size, location and number of image parts on the success of classification as
it is common for procedures, where texture classification is used. As we can see
from Tab. 1, ALBP classifier does not correspond to the best results according
to PSNR in two of six cases, however the results for texture ”bark” are very
similar for all three error masking so we can declare that ALBP classifier does
not correlate with the best results only in one of six cases. In contrast, result
from spectral classifiers show higher rate of an uncertainty.

5 Results

Depending on the way how the texture images were acquired, they can be di-
vided into natural (photographic) and artificial images. One of the most common
divisions of texture images is based on geometric adjustment of inside objects.
By periodicity, textures are divided to[12]:
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– periodic - artificial texture images generated according to the specified rules;
– pseudo-periodic - artificial textures generated with no specific rules or nat-

ural texture images;
– non-periodic - artificial textures with random added patterns or natural pat-

terns with random or structured placed patterns.

When the images are sent through the channel using block-oriented compression
techniques, they are error prone. Images received can contain errors. In the
experiment we examined both types of errors - missing isolated blocks and group
of missing successive blocks. For the block loss, reconstruction techniques for
missing 8x8 or 16x16 blocks were examined. For group of successive blocks, we
can consider loss of blocks across the image, therefore dropped image part of
size 16x256 pixels. Tab. 2 shows the results on selected textures from each of the
mentioned classes when using three listed masking approaches and others error
types. ALBP was used for classification. The some images are shown on Fig. 2,
Fig. 3 and Fig. 4.

Fig. 2. Damaged images: (a) checkerboard, (b) jdice, (c) D3, (d) grains, (e) bark, (f)

bullseye

Fig. 3. Missing strip of blocks reconstruction: (a) original picture grains and results:

(b) transformational extrapolation, (c) re-synthesis and (d) inpainting

Fig. 4. Missing strip of blocks reconstruction: (a) original picture bullseye, (b) trans-

formational extrapolation, (c) re-synthesis and (d) inpainting
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Table 2. Results on selected textures (X denotes classif. result)

6 Conclusion

The experiment shows, that reverted procedure using the classifier for masking
purposes is a suitable method for evaluation of results from different kinds of
texture synthesis algorithms. Therefore, the distance of feature vectors can be
considered as a suitable objective criterion to substitute MSE or PSNR especially
in cases, where these criteria cannot be used because the parts of image are
missing. As a result we propose this method for selection of masking procedure
as suitable one.
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Abstract. We describe the current methodology used in the air traffic

control and show how the kinetic Delaunay triangulation may be used

to predict potentially dangerous situations of two aircrafts on a crash

course. We use a real data obtained from the radar readings of the air

space of the Czech Republic and process this data in order to create and

manage the triangulation. We also show how the alternation of certain

application-specific parameters may change the overall performance of

the triangulation.

1 Introduction

In the field of air traffic control it is vitaly important to be able to detect poten-
tially dangerous situations in such an advance that the upcoming danger can be
avoided. Currently the air traffic is monitored and controlled mostly by human
operators. Each of these operators obtains a certain (rather small) subset of the
air traffic data provided by various tracking devices such as radars, etc. Our
approach provides a global perspective of the problem. By analyzing the whole
set of aircrafts detected by the radar at once, we are able to detect potential
threats before any other postprocessing is applied to this set and to detect such
situations when two aircrafts are on a crash course.

In order to detect these cases, we exploit a data structure called kinetic De-
launay triangulation (KDT). This data structure connects the advantages of an
ordinary Delaunay triangulation or DT [1], with the ability to contain moving
points. Among the various features of DT, we use namely the fact that all the
points in DT are connected with their nearest neighbors. Combined with the
movement of the points, it provides us with an efficient collision detection sys-
tem [2]. The KDT was already used by Gold and others for similar purpose in
a marine environment [3,4]. However, the use in the aeronautical applications
differs in some key features. Furthermore, during the implementation of our
application we tested several theoretical expectations of the KDT behavior.

Even though our method represents a global view on the problem and thus
is not suitable for use in the current air traffic control, it shows a possible way
of development in this field. Should the currently used approach be replaced by
some kind of a global control system, our application would represent one of

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 350–356, 2010.
� Springer-Verlag Berlin Heidelberg 2010
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the candidates for the new system. The paper is organized as follows: Section 2
gives the basic overview of some of the currently used practises in the air traffic
cont. Section 3 provides details about the geometrical aspects of the problem.
Section 4 shows results obtained by measuring the output of our test application.
Finally, a conclusion of our work is given in Section 5.

2 Air Traffic Control Systems

2.1 Current Methods and Conventions

According to [5], the operators who control the movement of the aircrafts in
certain portion of the air space are each assigned only a small portion of the
nearby traffic. Thus each human operator is responsible only for approximately
ten aircrafts. When an aircraft lands or leaves the space assigned to a certain
operator, that operator’s control over this aircraft is lost or transferred to some
other operator respectively.

Furthermore, the aircrafts move only through strictly defined corridors called
routes (except some special cases), which are defined differently for different
kinds of aircrafts (e.g., helicopter routes may differ from international flight
routes). The routes also differ in accessibility – certain routes are only available
for some heights, visibility conditions, etc.

The predefined heights on which the aircrafts travel along the routes are called
flight levels. The flight levels, even though they are defined precisely, vary with
changing atmospheric pressure. This effect is caused by the definition of the flight
levels. The flight level is a level of constant atmospheric pressure which causes the
aircrafts to flight in different heights for different atmospheric conditions even
though the aircrafts are located on the same flight level. Further information on
the routes, flight levels and other air traffic rules may be obtained in [6].

2.2 Air Traffic Data Sets

The data set we used in our application was obtained from the Air Navigation
Services of the Czech Republic. It was generated from a record obtained by
logging real radar entries during standard traffic. Upon detection, the radar
data was processed by a tracker device which supplied them (among others) with
aircraft-unique identifiers thus ensuring that when a single aircraft appears more
than once in the record, it will be uniquely identifiable each time it reappears.

The data in the set are only sorted timewise – the records are logged as
the radar detects them. Each record contains the location, height, heading and
velocity information about one plane. Note that the data set only contains in-
formation about the current whereabouts of a given aircraft. No information
about the overall aircraft trajectory is provided. This fact is a consequence of
the means of obtaining the data and although it may seem restricting, it corre-
lates very well with the data structure we use, because our implementation of
KDT only allows linear trajectories of the moving points (see further).



352 T. Vomáčka and I. Kolingerová

3 Geometric Features of the Problem

3.1 Problem Overview

Let us briefly summarize how we handle the given problem with our application.
As we may see in Fig. 1, the application may be divided into four steps. In the
first step the radar provides us with aircraft data; these data are then projected
into the Euclidean plane (step 2), a kinetic Delaunay triangulation is constructed
over the projection (step 3) and used for detecting possible collisions (step 4).
The following text describes steps 2 and 3.

1

ϕ (longitude)

λ 
(la

tit
ud

e)

Aircraft data Ε2 3
Collision
Detection

2

4

Fig. 1. Block scheme of our application

3.2 Aircraft Movement Mapping to 2D

Due to the restrictions forced upon the aircraft movement (the flight levels and
routes), the problem of aircraft navigation is in fact (simply said) only a 2.5D
problem. As such, it may be managed by exploiting a planar triangulation with
height values assigned to each of the planes. The triangulation will only use
the latitude and longitude coordinates of the planes to check for collisions. If a
collision is then detected in the 2D projection, the relevant planes will be checked
in full 3D and the collision warning will be proposed further only if the collision
will really occur.

For the purposes of our application, we used a simple planar projection using
WGS84 model of the Earth for the coordinate transformation [7] which is the
most commonly used model in this field of expertise. Another problem related to
the aircraft mapping to 2D is that the aircrafts do not fly along linear trajectories.
Using the newest available data from the radar readings for each aircraft and
one of the mentioned Earth models, we predict the next position of the aircrafts
by using a simple linear extrapolation. Fig. 2 shows the difference between the
actual path of an aircraft (solid black line, denoted pact) and the path predicted
using the linear extrapolation (dashed gray line, denoted ppred).

3.3 Kinetic Delaunay Triangulation

Given a set of n planar points S = {P1, . . . , Pn}, Delaunay triangulation DT(S)
constructed over S is a maximum set of edges E such that (see[1]):
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Fig. 2. Aircraft path prediction

1. No two edges in E intersect in a point not in S.
2. The edges in E divide the convex hull of S into triangles.
3. No point in S lies inside a circumcircle of any of the triangles defined by E

(Delaunay criterion).

Let us define the points P1, . . . , Pn such that:

Pi(t) = [xi(t), yi(t)] (1)

xi(t) = xi(0) + vx
i · t, yi(t) = yi(0) + vy

i · t (2)

where Pi(0) = [x0, y0] is the initial position of point Pi and vi = [vx
i , vy

i ] is
the velocity vector of Pi – i.e., the points move along linear trajectories without
acceleration. If there is at least one point Pi ∈ S : ‖vi‖ �= 0 then, according
to [8], the topology of the triangulation will have to change because the Delaunay
criterion will become violated by the movement of the points in S. These changes
occur at specific time instants which are called topological events. A topology
change always occurs over a pair of adjacent triangles and is handled by swapping
the edge that is common to those triangles. Example of this behavior is given in
Fig. 3 where P4 moves inside the circumcircle of P1P2P3. Note that the algorithm
for KDT management is not discussed in detail here due to its extensiveness. It
may be found in literature, e.g., in [2,8,9].

When KDT(S) is created and when its topology changes during the process
of handling a topological event, some new topological event times are computed.

Fig. 3. Topological event
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These newly computed events are then stored in a priority queue where they
are ordered according to the times when they will occur. If the points move as
defined in Eq. 2, the computation of the times of topological events will result
in solving a polynomial of degree up to four [9]. It is also important to note
that not all of the events need to be computed – for instance if we know that a
topological event will occur between the triangles P1P2P3 and P2P4P3 at t = te

(see Fig. 4) it is not necessary to compute events between P2P4P3 and P3P4P5 if
we know that none of them will occur for t < te. The process of computation of
the topological events is the most time-consuming part of the KDT management
and it is vital to reduce the number of computed topological events as much as
possible. One possible way to reduce the amount of computed events is by using
the Sturm sequences of polynomials [10]. Then we are able to quickly determine
how many topological events will occur for a given triangle pair during any given
time interval [9].

P5

te

t > te

P5

t > te

Fig. 4. Computation of redundant topological events

Apart from the topologic events, the topology of the triangulation will also
need to be changed when a new information about an aircraft is obtained from
the tracker. This will happen every time when the newly obtained position Pq(t+
Δt) differs from the position precomputed by extrapolation Pq(t)+vq ·Δt, where
t is the time variable and Δt is the time step between two trackers readings of
the same aircraft (see Fig. 2) by more than a given tolerance τ ≥ 0 as shown in
Eq. 3.

‖Pq(t + Δt)− (Pq(t) + vq ·Δt)‖
‖Pq(t + Δt)‖ ≤ τ (3)

If the condition in Eq. 3 is satisfied, we modify the point Pq(t + Δt) so that its
velocity vector remains unchanged (i.e., we use the newest information obtained
from the radar at ti+1) and its position is set to Pq(t)+vq ·Δt (i.e., the position
predicted at time ti). The error generated by this approach may increase with
each iteration but it will be corrected as soon as it reaches the value given by
τ . To do so, we remove the point from the triangulation (by using a removal
algorithm similar to e.g., [11]) and reinsert it back on the correct position.
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4 Results

As said before, the triangulation behavior will be different if we allow some
small inaccuracy τ of the position of the aircrafts. Our experiments show that τ
should be several percent at most – this will allow us to only update the velocity
vectors of the aircrafts as new radar readings are obtained by the application
thus increasing the performance of the application as shown in Fig. 5.
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Fig. 5. Comparison of the performance for various values of τ

Introducing τ > 0 reduces the time consumed by updating the aircraft posi-
tions to about 15% of the time for τ = 0 since the positions are not updated for
most of the time. This will become important for larger datasets (e.g., thousands
of planes).
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Fig. 6. Length of the priority queue with and without the time threshold

Due to the fact that the radar antena is rotating, we may omit those events
which will happen after one rotation because by then, we will have obtained new
aircraft data and use them to compute new events. The graph in Fig. 6 shows us
the difference in queue lengths with the thresholding on the event computation
on and off – we may clearly see that the event time thresholding reduces the
length of the priority queue to approximately 1% of its original size.
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5 Conclusion and Future Work

In the given scale of the air traffic over the Czech Republic, our algorithm is
stable and very fast and if used for larger datasets (more intense air traffic) we
anticipate it to be usable even for situations where the number of the currently
monitored aircrafts increases dramatically. Our method shows a possible way of
future enhancement in the field of air traffic control as it provides a global point
of view and is able to detect potentially dangerous situation automatically. In
the future, we plan to artificially alter the real datasets in such a way that they
will include aircraft collisions and perform various types of advanced testing.
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Institute of Computer Science, Technical University of �Lódź
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Abstract. Existing collision detection methods usually need long pre-

calculation stage or difficult, time-consuming real-time computation.

Moreover, their effectiveness considerably decreases with the growth of

the complexity of the scene. Especially dynamic scenes with moving ob-

jects require the necessity of each frame collisions recalculation due to

changeable objects’ position and orientation. So far seemingly promis-

ing solutions supported by potential fields do not introduce satisfactory

functionality as they are mainly devoted to static scenes with one prede-

fined goal. This paper introduces a method which offers a new dynamic

GPU supported potential field construction which lets the camera col-

lide with both dynamic and static objects. Additionally, the proposed

method does not need pre-calculation stage and provides an almost scene-

complexity independent solution. The presented method is based on an

arbfp1 shader solution1, which means that most contemporary graphics

cards can operate it without constraints

Keywords: collision detection, GPGPU, potential field, navigation,

dynamic scene.

1 Introduction

Collision detection is a fundamental issue underlying objects’ simulation pro-
cess. It is important especially in 3D games or VR applications devoted to var-
ious phenomena simulation when movement of the camera should be bounded
or behaviour of mutually moving objects is considered. The process of collision
detection is theoretically very easy, however the cost of calculations increases
steeply with the complexity of the scene. The phenomena can be complicated
not only by complexity of an individual object but also by the amount of inde-
pendently moving objects to consider as well. Nevertheless, the most common
scenario in both games and VR applications is one or a few moving objects in a
static environment.

Collisions are usually resolved in two steps [11]. The first step is based on a
broad phase approach when algorithms cull away pairs of objects that can not
possibly collide. This level usually makes use of various pre-calculated bound-
ing volume hierarchies. The second step is called a narrow phase approach and
1 A shader is a small program executed on GPU.
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applies accurate collision detection by means of real-time face-face arithmetic
intersection calculations.

As complexity of the objects may vary (a regular box vs. a very irregular
tree), arithmetic calculations costs make programmers simplify considered ob-
jects. Many types of bounding boxes are used instead of original objects in calcu-
lations. Considerable reduction in the number of triangles is rather unavoidable
in contemporary real-time applications. Moreover, users have already got accus-
tomed to certain simplifications, i.e. nobody expects that a thin branch of a tree
can be an obstacle on his way, whereas the tree trunk is always expected to stop
the user.

Methods based on potential fields belong to the group of approximated colli-
sion detection algorithms and may considerably relieve the calculation process.
They usually require a pre-calculation stage. However, a GPU calculations can
be performed in real-time to an actual camera context. Potential fields assigned
to the scene’s objects become a source of potential field forces. These forces,
sampled at an actual camera position, influence its consequent behaviour. Nev-
ertheless, these methods may vary in accuracy, memory requirements and hard-
ware dependencies. The method presented here is supposed to be faster, more
precise and adjustable than others presented in literature.

2 Related Work

Construction of a potential field already met in literature was considered mainly
in robotics [3,6,9]. In such environments there is usually one goal and a few static
obstacles which should be passed by on the way to the predefined goal. Potential
distribution is in conformity with a mathematical potential field theory. The tar-
get object is placed in the minimum of a local potential field and the obstacles
are situated in local fields’ maximums. Finally, algebraic superposition of the lo-
cal fields is carried out. As a result, global potential field distribution is obtained
and a robot can follow the way from its initial position to the global potential
field minimum (goal). Potential field construction methods are used similarly in
3D environments where robot is replaced with a virtual camera. Nevertheless,
potential field characteristic, prevailing currently in literature, has many seri-
ous drawbacks [1,2,7,8,15]. Local potential fields originating from obstacles form
unpredictable extremums which are situated in unexpected places and they are
blocking the camera on the way to the goal [4,5]. Forces coming out of potential
field distribution do not reflect objects’ shape, do not let the camera approach
obstacles and moreover do not protect the camera from getting into the objects.
Such potential field traps must be solved by additional correction algorithms
[7,8,15].

Contrary to robotics’ assumptions, most of the applications require uncon-
strained camera movement without one predefined goal. The camera should nei-
ther get into the objects nor be blocked in unexpected places. Collision detection
should be precise enough to let the user reach each place in the scene not occu-
pied by the objects. Such conditions can be fulfilled by forces coming out of newly
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constructed potential field distribution both in static and dynamic environments.
The most relevant to this paper is Beckhaus’ CubicalPath method [1,2], how-
ever in the case of dynamic objects, the method suffers from time-consuming
potential field recalculation process.

The presented paper is based on previous works on collisions with static and
dynamic objects [13,14] performed with the CPU calculations. As a continuation,
a GPU approach is presented with hardware generation and superposition of po-
tential field distributions. Owing to hardware computations, no pre-calculation
stage is needed. Additionally, efficient calculations accompanied with change-
able view volume settings used for rendering with the technical camera can
produce adequate potential field supporting horizontal and vertical movement
of the user/camera.

3 Camera Navigation in a Dynamic Environment

By default camera is steered by input devices, i.e. mouse or keyboard. Input
data from the keyboard can be translated to a vector K parallel with the camera
viewing direction (dir). As a result, in each frame the position of the camera
(pos) is modified by vector K (fig. 1a) according to equation 1.

pos′ = pos + K (1)

Simultaneously, a prevailing camera view direction can be modified by input
data, for example coming from the movement of the mouse. Its movement gen-
erates vector L (fig. 1b), which results in new camera view direction (dir′)
according to equation 2.

dir′ = dir + L (2)

Camera guided by input data can freely navigate throughout the scene until it
reaches potential field gradient in the static or dynamic objects’ neighbourhood.
In this area potential field forces would oppose camera tendencies to approach

Fig. 1. Modification of the camera position and orientation by input devices. (a) po-

sition of the camera (pos) modified by moving FRONT or BACK – i.e. by pressing

keyboard UP or DOWN arrows; (b) direction of the camera (dir) modified by turning

LEFT or RIGHT – i.e. by moving mouse LEFT or RIGHT.
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objects’ contour. Final modification of the camera position (pos′) influenced
by all static and dynamic objects’ forces can be calculated in accordance with
equation 3.

pos′ = pos + α1K + α2F pot (3)

where F pot is a superposed potential force generated for an actual camera po-
sition, according to the method presented in the next section, and αi are scalar
coefficients which balance influences of input devices and collision forces. With
an adjustment of αi values, strength of collision forces can be easily modified.
Studies on α1 and α2 correlation are tested and presented in [13].

Movement of the virtual camera, which represents the user’s point of view
(the user’s eyes), within a three dimensional environment can be constrained
to predefined limits that reflect the user’s casual behaviour. The height of the
camera (the shortest distance between camera position and the ground – Y-axis
coordinate) during the movement is usually fixed or constrained to certain levels:
an ordinary height (hc), a maximum height (hmax) and a minimum height (hmin),
while X and Z coordinates can be freely altered with input devices and potential
field forces. Assuming that the virtual camera is installed in user’s head, these
heights might represent, respectively: level achieved while walking mode (hc),
level achieved while jumping (hmax) and level achieved while squatting (hmin).
Such assumption means that only objects whose parts are placed lower then
actual camera height (hc, hmax or hmin) can collide with the camera (virtual
user). Limitations generated for hc, hmax and hmin can differ and depend on
objects’ structure (fig. 2).

Fig. 2. Red elements mark parts of the objects that can collide with the camera/user

at its selected heights: hc – walking, hmax – jumping, hmin – squatting

Additionally from the camera/user point of view not all of the clipped ob-
jects but just a close camera neighbourhood should be considered in each frame
for collisions detection. GPU approach based on a scene top-down technical or-
thogonal projection, presented in the paper, supports capturing desired viewer
context. A dedicated orthogonal view frustum for the technical camera is placed
above the user and looking down the floor (negative Y direction), with the near
plane at the viewer height and the far plane at the floor level, can provide a
texture reflecting viewer vicinity (fig. 3).

Moreover, adequate clipping planes modification easily adjusts the method for
different camera altitudes. Placing the near clipping plane at hc, hmin or hmax

can satisfy, respectively, the walking, squatting and jumping modes from the
figure 2.
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Fig. 3. Technical orthogonal view frustum determining vicinity of the viewer with

parts of the objects considered for possible collisions. (a) isometric view of a GPU used

view frustum; (b) orthogonal projection of possibly colliding objects within the viewer

vicinity.

4 Potential Field Construction

For further calculations, we consider one temporary camera height (htemp) rep-
resenting viewer vertical position. For that camera height, an orthogonal view
frustum is defined with near clipping plane at htemp (fig. 3). 3D surrounding
objects which are to be taken into account are drawn to create a monochrome
map of camera vicinity (fig. 4). Technically lighting and texturing should be dis-
abled to ensure that a monochrome image is obtained and culling must also be
disabled to draw all objects, even if they are partly clipped (which can happen
for objects that descend into the explorer’s height range). With texture set as
a rendering target two images are generated, one with red channel set to 1 for
background (fig. 4b) and second with green channel set to 1 for objects (fig. 4c).
Blue and alpha channels are ignored. Resolution of a texture should depend on
the context of the camera under consideration, and performance of a graphics
card. In this paper, the texture resolution used was 128x128 pixels and the view
frustum length was 2 units (in world coordinates), resulting in a grid having 64
nodes for every unit in the world coordinates.

On the basis of the textures, reflecting viewer’s potentially colliding objects
(fig. 4), consecutive potential field distribution must be generated. Dedicated

(a) (b) (c)

Fig. 4. Initial rendering of 3D objects in the camera vicinity: (a) part of the scene

under consideration, and a monochrome maps of the (b) red (where background = 1)

and (c) green (where objects = 1) channels
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potential field is defined according to equation 4. CPU implementation conditions
potential value U(q) on the Euclidean distance d(q) from the considered point
q to the closest obstacles’ contour (object),

U(q) =

{
max(−1, −d(q)

R ) inside the contour
min(1, d(q)

R ) outside the contour
(4)

where R is a radius of the potential field under consideration.
Since GPU operations are based on textures and the programming language

if statement is not present [10], a dedicated raster based method evaluating
distance from the contour is proposed. For each pixel in the projection image
(separately red and green chanel), the shader evaluates its square fixed-size en-
vironment to find the distance to the nearest pixel with the value 0. The square
has sides of the size 2L + 1 pixels, where L defines the radius of the square
environment under consideration (in the paper L = 4). First, the result variable
(res) is initialized with the environment radius L. For each pixel in the environ-
ment, the sum of its distance (length(delta) in eq. 5) from the center and pixel
value (1 or 0) multiplied by a high penalty factor (not smaller than the radius)
is calculated and compared to the result variable (eq. 6). If the newly-calculated
value is smaller, then it is stored in the result variable. The loop iterates over dx
and dy from −L to L, with its body implemented as follows:

delta = float2(dx, dy); // (5)
res = min(res, length(delta)

+ (16 * texRECT(arr, coords + delta))); // (6)

where dx and dy are the variables used to iterate over the square environment,
res is the result variable, arr and coords are the inputs of the shader (texture
sampler and texture coordinates, respectively), and the constant value 16 rep-
resents the above-mentioned penalty factor. If the value of the pixel is zero, the
sum is equal to the distance, and it can pass the test. If the value is one, the
result is larger than the penalty constant and therefore is discarded. In this way,
no conditional statements are needed to test if the value of the pixel is zero or
one. After processing the whole environment, the result candidate is multiplied
by the value of the processed pixel, so that only pixels with a value of 1 are taken
into account; pixels with a value of zero get zero as the result. As a result, in both
red (outer) and green (inner) channels the appropriate gradients of distances are
obtained (fig. 5).

Because of the way the initial monochrome images are produced, no pixel can
have the value 1 in both red and green channel, and the scaled potential field
gradient superposition may easily be performed (eq. 7,8). The texture green
channel value (inner of the object) is multiplied by −1 and summed with red
channel (outer of the object) yielding the desired output (fig. 5c).

float4 here = texRECT(arr, coords); // (7)
res.r = res.r * here.r - res.g * here.g; // (8)
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Fig. 5. Distribution of a potential field within 128x128 pixels neighborhood (a) for the

red channel (white = 1, black = 0) (b) for the green channel (white = 1, black = 0)

(c) superpositioned potential field gradient (white = 1, black = −1)

where here is the value of the texture sampled at the coordinates passed as an
argument to the shader, and res is the result variable. Finally, the potential
value is scaled to the appropriate range [−1; 1] and stored in the red channel
(fig. 5c). Other channels are ignored.

During the method tests it was noticed that in certain situations (fig. 6a) an
aliasing effect may result in a jugged movement. In such situations an optional
blurring step can be used (fig. 6b). A map can be blurred n times with n being
one of the parameters of the algorithm. At each step blur filter (fig. 6c) is applied
to the pixel and its environment.

The third step of the method is to calculate forces on the basis of potential
gradient according to equation 9.

F (q) = [Fx(q), Fz(q)] (9)
Fx(q) = U(q−1,1)− U(q−1,−1) + U(q0,1)− U(q0,−1) + U(q1,1)− U(q1,−1)
Fz(q) = U(q1,−1)− U(q−1,−1) + U(q1,0)− U(q−1,0) + U(q1,1)− U(q−1,1)

(a) (b) (c)

Fig. 6. Blurring the texture to solve an aliasing effect. (a) texture with an aliased

edge, moving along which causes jugged movement; (b) after blurring the texture, the

unevenness is eliminated and the movement is smoother; (c) blurring filter.
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(a) (b)

Fig. 7. Distribution of potential field forces in camera neighbourhood. (a) component X

saved in a red texture channel (white color represents force that acts along the positive

X axis, black color force acting along the negative X axis, and gray represents neutral

situation where no force acts); (b) component Z saved in the green texture channel.

Forces are represented as two dimensional vectors (X and Z axis in OpenGL co-
ordianting system), because only horizontal movement is applied for the camera.
Forces calculated according to equation 9 are stored in a new texture. As each
force has two components, the data is written into two channels of a texture –
red and green. Resulting red and green channels are presented in fig. 7.

The resulting texture of forces’ components is then transfered from the texture
into the main memory, and further used by the CPU to update the camera’s
position. First of all, the potential force vector (F pot from eq. 3) acting on
the camera/viewer in a temporary position (fig. 8) is calculated according to
equation 10.

F pot(p) =

2∑
i,j=−1

F (qi,j) · ed(p,qi,j)

2∑
i,j=−1

ed(p,qi,j)

(10)

Then the position of the camera is updated with the input data (user direct
activity) and an actual potential filed force F pot from equation 3. This procedure
is repeated several times, until no force acts on the camera, or the limit of
iterations is reached.

Fig. 8. Position of the camera p is influenced by mean force calculated by means of

equation 10 on the basis of the forces in the set of 16 neighbouring nodes (qi,j) from

eq. 9
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5 Tests

In order to prove the effectiveness of the method, a virtual maze with various
objects was created (fig. 9). In the maze, there was an object moving along a path
(a box), object that was rotating (a turnstile), object flying up and down in the
air (a flying teapot) and an object that was changing shape in a random manner
(called the“bubble”). Also, some objects were placed partially above the viewer’s
height (htemp). The objects were constructed out of primitive bodies (spheres,
cubes, etc.) and the ”bubble” was constructed out of six rotated, translated and
scaled spheres.

The task of the test was to find a way through the maze. The way the objects
were placed in the maze made it impossible to find a way through without col-
liding with them. All the collisions were correctly solved by means of introduced
potential field method. Finally, all the people that took part in the test man-
aged to find a way through the maze, correctly interacting with all obstacles (all
collisions were solved properly).

(a) (b)

(c) (d)

Fig. 9. Sample screenshots with the scene used during the tests; (a) a rotating turnstile,

(b) a flying teapot, (c) the “bubble”, (d) a pillar and another turnstile

6 Conclusions

So far, the potential field theory was mainly utilized in robotics. There were also
a few attempts to make use of its advantages in a three dimensional scene nav-
igation. Unfortunately, pure mathematical potential field calculation approach
has led to many situations in which the user was trapped or experienced other
problems during movement [1,2,7,8]. However, in opposition to existing meth-
ods, the worked out solution has turned out to be resistant to delays in the case
of dynamic objects. The presented method does not need long pre-calculation
stage, as most of the time consuming calculations are performed on a graphics
card. GPU multiple objects rendering is much more effective than previous CPU
potential field computations [13,14]. This article has shown that adequate po-
tential field distributions and potential field superposition algorithms can be a
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very useful tool. In this paper, potential fields were used for collision detection
process, which was perceived as a time consuming and calculation costly task.
The proposed method has turned out to be not only easy to use but also easily
adjustable to the scene complexity as well. The effectiveness of the method was
proved in tests.
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Abstract. This paper introduces multi-spectral images for healthy and

cancerous parts of human skin. It compares light spectrum calculated

from those images with spectrum obtained from simulation. First the

mathematical model of tissue and Monte Carlo algorithm of light prop-

agation in turbid media is presented. This theory was then extended to

imitate the fluorescence phenomenon, necessary for cancer recognition.

Then the processing method of non-normalized multi-spectral images

was described. Finally both results were compared to confirm that the

assumed model is correct. Having all those information it will be possible

to simulate such environment, which applied into reality, would make the

cancer diagnosis much faster.

1 Introduction

Basal Cell Cancer (BCC) is one of the most popular skin cancer. The sick rate
seems to show the relationship with the level of pigmentation. This is why Ul-
tra Violet Radiation (UVR) is the most common reason for BCC in all people
races. Also scars, ulcers, immunosuppression and genetic disorders are possible
risk factors for BCC occurrence. Most patients are elderly with similar clinical
symptoms. Single, translucent nodules with ulceration in the center are in many
cases difficult to diagnose, especially when BCC occurs in color of the skin. In-
vestigations showed that 89% of all cases were aligned on the head and neck
regions. Mean survival rate for metastatic BCC is between 8 months and 3.6
years [1].

Photodynamic diagnosis is mainly a method of treatment of superficial tu-
mors, by illuminating cancerous part of human tissue in combination with an
application of photosensitizing drug. Most of skin diseases are characterized by
significant photosensitivity, which is related to haem synthesis, enzyme disor-
ders and drug accumulation. One of the most active agent is protoporphyrin IX,
which were applied to all patients during investigations [2]. Different reflectance
of healthy and BCC tissue gives the information about tumor stage.

� Supported by Ministry of Science and Higher Education grant R13 046 02.

L. Bolc et al. (Eds.): ICCVG 2010, Part II, LNCS 6375, pp. 367–375, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Previous Work

The application of diffusion theory to describe steady-state light transport for
point, line and plane sources and compared with Monte Carlo results was pre-
sented in [3]. They were able to accurately describe the shape of the fluence
rate distributions due to light sources, but the absolute values were difficult
to calculate. The adaptation of the method to fluorescence measurements and
photodynamic therapy were presented as well.

In another work an eight-layer model of human skin was used. Optical prop-
erties of tissue were considered as a function of wavelength (absorption and
scattering). Additionally microsphere fluorescent materials were implanted un-
der the tissue surface. Their excitation and emission spectrum were represented
by six discrete data points. The simulations were performed to predict the distri-
bution of excitation and fluorescent photons. Photons escaping the tissue were
scored in a positional matrix together with their respective wavelengths and
weights. It turned out that about 7% of input light is diffusely reflected. More-
over, about 20% of the input light was converted to fluorescence that escaped
the tissue surface. Simulations proved that the quantitative analysis of emitted
photons is possible [4].

The study about skin reconstruction was presented in [5]. They froze skin
tissue samples and cut them into pieces of about 10μm thick. Using microscope
to excite the emission of autofluorescence and Monte Carlo simulation, they were
able to reconstruct in vivo skin autofluorescence spectrum. Seven-layer model
with different optical parameters - like refractive index, scattering, absorption
and regeneration of fluorescence photons - for each layer and each wavelength was
proposed. The highest fluorescence detection efficiency in the skin was observed
for dermis. Besides the blood absorption bands, comparison of the measured
spectra with the reconstructed in vivo spectrum showed good agreement.

Morphological and biochemical changes discovered in cancerous tissue, dis-
turb its absorption, scattering and fluorescence properties. In vivo optical spec-
troscopy can examine changes associated with pre-cancer phase. A recent study
described in [6] concentrates on two key areas: characterizing nuclear morphology
using light scattering spectroscopy and investigating changes between epithelial
cells and stroma at early stages of carcinogenesis. Both approaches are needed as
long as fluorescence and reflectance spectra contain complementary information.

Time-resolved fluorescence was investigated in experimental and theoretical
ways in [7]. They used a normal muscle tissue and a sarcoma tumor with por-
phyrin photosensitizer in the middle. The fluorescence emission was studied
by comparing fluorescence decay of photosensitizer in different stages of can-
cer growth. It was noticed in the in vivo experiment that the fluorescence from
the normal tissue decayed more quickly than from the tumor structure. Decay
is also dependent on the tumor thickness - the thicker cancer, the more delayed
decay. Those information can be useful for tumor diagnosis.

Problem of energy transport in scattering medium was also solved in [8] using
Feynman approach. It utilizes path integrals method to obtain the most prob-
able way the light propagate in medium and provides results without making
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diffusion approximation. Scattering events determined mainly by phase function
make it possible to calculate probability distribution function for a photon to
follow a given path between two point within given time. Data generated by
Monte Carlo simulation and compared to this analytical solution gives perfect
agreement. Path integral approach could be probably used to solve the inverse
problem, where having optical measurements of a tissue internal structure could
be recognized.

3 Monte Carlo Model

Photon propagation in turbid medium like tissue, can be easily simulated by
Monte Carlo algorithm. It utilizes the idea of tracing photons in a medium, where
absorption and scattering are dominant events. The movement is governed by
a set of rules, which relies on random sampling of propagation variables, which
effects in different paths and distribution of particles.

This method can be briefly reviewed in the following way:

1. Initialize photon with a weight of unity (W ).
2. Shoot photon from the light source
3. If the photon was reflected by tissue then store its weight, exit angle and

position in the special data structure called photon map. Otherwise the
simulation continues inside tissue.

4. Calculate the distance Δs to the next interaction event

Δs =
− ln(ζ)
μa + μs

, (1)

where:
ζ - random number,
μa and μs - absorption and scattering coefficients respectively.

5. Move photon by Δs
6. If photon is inside the medium then its weight needs to be decremented due

to absorption according to:

W = W
μs

μa + μs
, (2)

where:
μa and μs - absorption and scattering coefficients respectively.

If the resulting weight is smaller than a given threshold then there is no
need to continue the photon propagation, as long as it does not contain any
useful information. The energy conservation principle must be preserved, so
the photon cannot be simply terminated. A technique called Russian roulette
provides the solution. It gives one chance in m (e.g. m = 10) for a photon
to survive with weight mW. Otherwise its energy is set to zero and photon
is terminated.
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After the weight attenuation, the photon is ready to be scattered. The de-
flection angle is defined by the angle θ in the interval [0, π]. Basing on proba-
bility density function proposed by the Henyey and Greenstein the following
equation holds, that helps to calculate the deflection angle:

cos(θ) =

{
1
2g [1 + g2 − ( 1−g2

1−g+2gζ )2] for g �= 0
2ζ − 1 for g = 0

(3)

where:
ζ - random number,
g - anisotropy factor characterizing angular distribution of scattering.

Azimuthal angle ψ, however, is defined in interval [0, 2π]. This time the
probability distribution function is constant, so the angle is calculated by
simple multiplication:

ψ = 2πζ (4)

In this way new direction of propagation was calculated and the photon can
be moved again by another Δs. This process goes on until the photon is
terminated.

7. If photon is outside the medium then check if it was internally reflected.
If this is true, then update its position accordingly and continue the algo-
rithm. Otherwise, if the photon escaped, then store its weight, exit angle and
position in photon map.

8. This process continues until desired number of photon is collected [9].

In order to apply this method in computer graphics each photon has a spectrum,
that describes its energy or its weight. If the absorption event occurs the spec-
trum is decreased. Additionally, in order to simulate fluorescence phenomenon
the probability dfluor was provided. In such a case the spectrum is not only
reduced, but its shape get changed according to EEM i.e excitation-emission
matrix. The optical characteristic of protoporphyrin was available, but it should
be kept in mind that it can be slightly different than for endo-protoporphyrin
IX, which was applied to all patients.

For rendering purpose, the camera is placed at the same position as the light
source. Moreover, it was assumed that the tissue surface is strictly diffuse.

Finally, the number of photons that were collected during simulation was equal
to 100000. μa and μs were set to 20cm−1 and 200cm−1 respectively, anisotropic
coefficient g equals to 0.9 and dfluor to 0.2. For such a settings the simulation
was started.

4 Processing of Multi-spectral Images

Thanks to cooperation with Medical University of Silesia and the Center of
Diagnostics and Laser Therapy of Tumors in Bytom, it was possible to gather
multi-spectral images from patients with skin cancer (see Table 1). Images for
the second patient look very similar.
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Table 1. Multi-spectral images of cheek skin for a white light - patient 1
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In each case 21 grey scale photos were taken for wavelengths between 400nm
and 720nm with step equal to 16nm. The luminance value can be treated as
an intensity. All images were non-normalized, which means that they were pro-
vided as they are and without any changes. It guarantees that any important
information isn’t lost during some preprocessing operations. Raw data is useful
to analyze the content of pictures, but because of lack of normalization, they
cannot be viewed in popular image viewers.

Tone reproduction could be utilized as a tradeoff between real images and
limited capabilities of display devices. To localize cancerous changes in human
tissues, maximum to white operator was applied. It looks for the pixel with the
greatest luminance and converts the rest of them linearly under the assumption
that the pixel with highest luminance is mapped to maximum value of a display
- in this case white color [10].

The reflectance spectrum can be created by choosing a point on multi-spectral
images and calculating its intensity.

The comparison of obtained graphs for two different patients with Basal Cell
Cancer is presented in Table 2. It is remarkable for both patients that for BCC

Table 2. Light spectrum obtained from multi-spectral images

Patient 1 Patient 2

Tissue
with Bcc

Healthy
tissue

Spectrum
difference
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spectrum a high peak at 608nm is visible. This way diseased and healthy tis-
sue can be distinguished. After subtracting both spectras from each other the
graph showing only differences occurs. It worth to mention that for patient 1
changes are closely related to morphological cancer deformations in tissue and
with spectrum of endo-protoporphyrin IX. Data obtained after spectrum sub-
traction for patient 2 are not of good quality. However they again show that
thanks to fluorescent properties of tissue, cancer can be recognized by excessive
intensity around 608nm.

5 Human Skin Tissue Rendering

Now its time to use everything what was described so far. Monte Carlo simulation
utilizing photons penetrating human skin combined with healthy tissue spectrum
is going to display the predicted appearance of analyzed area. The process of
rendering was performed basing on reflectance spectrum of normal skin. Tissue
surface was modeled as a flat semi-infinite plane with random distortions making
it more realistic. In the middle of the tissue surface a small structure containing
highly fluorescent substance - endo-protoporphyrin IX - was injected to simulate
the reflectance spectrum of a cancer. Obtained results are presented on Table 3.

Depending on how much light is reflected from the tissue, the area of highest
light intensity has different size. This effect causes that the details of a surface are
missing and only illumination is visible. The color of the skin for both patients
differs as well. As long as spectrum is calculated from multi-spectral images it is

Table 3. Image rendering of tissue with BCC for 2 patients

Patient 1 Patient 2

Image

Simulated
spectrum



374 A. Zacher

Fig. 1. The spectrum of endo-protoporphyrin IX obtained for white light

not ideal. For patient 1 the color of a tissue is similar to that of a skin, but for
the second one it is closer to orange color. Actually it is not a problem at all,
because the peak effect in the reflectance spectrum is still observable.

The results of simulation can be compared with multi-spectral images ob-
tained for real tissues (see Table 2). They are in good agreement with each other
and the influence of fluorophores are meaningful for final image appearance. In
both cases the spectral highest value can be observed somewhere around wave-
length equal to 610nm. Other differences between original and rendered images
are coming from the morphological changes caused by a tumor and need further
investigations.

Additionally the spectrum of the only fluorophore was extracted from the
image after illuminating with white light source (see Fig. 1). It has an important
property that the spectrum value for wavelengths less than about 590nm is equal
to zero. Then it goes to its maximum and after that it remains at almost constant
level around red color. Its influence is clearly observable on the simulated cancer
spectrum in Table 3. Having this shape well defined it is important now to
find other absorbers that influence the human skin reflectance spectrum. The
complete model would improve the analysis, but even now it is very useful and
shows the potential of multi-spectral images.

6 Conclusions

This paper had many goals. First, it described shortly photon mapping algorithm
applied to turbid medium like human tissue. Then the idea of multi-spectral im-
ages were presented and the way for obtaining a reflectance spectrum at a given
point. Finally, the technique of rendering images as a powerful tool to predict tis-
sue appearance under light illumination was introduced. This information would
be helpful to find such a light properties that are more efficient in cancer recog-
nition process. It was also verified that simulated images are in relationship with
real tissue optical properties.

Missing the accurate excitation-emission matrix for endo-protoporphyrin IX
and using EEM of simple protoporphyrin instead, can be one of the sources for
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many errors. Moreover, it was assumed that absorbing and scattering properties
of a tissue are the same for all possible wavelengths. This is not true in a real
world, however this phenomenon was not implemented in the human skin model.
Additionally changes in morphological structure for healthy and diseased tissue
were not taken into account to keep the simulation as simple as possible. Despite
of all those drawbacks, the described model of a skin and Monte Carlo approach
to imitate tissue properties under light illumination is valid and can be compared
with reality.
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Abstract. This paper analyses the properties of human skin, when the

light source from different angles and positions was applied. It answers

the question how the tissue appearance varies and how the changes of ra-

diance distribution can be observed on multi-spectral images. As long as

they contain raw data, that wasn’t changed by any postprocessing algo-

rithm, they directly represent light spectrum and its intensity. All images

were taken at wavelengths ranging from 400nm to 720nm with step 16nm

long. As the next experiment the reflectance spectrum of healthy and

diseased tissue was compared. Due to fluorophore concentration and uti-

lizing multi-spectra images, it was possible to unambiguously determine

cancerous part of human skin tissue.

1 Introduction

Images taken across the electromagnetic spectrum at different wavelengths are
called multi-spectral. Special filters or instruments sensitive to the required wave-
length, including ultra-violet or infrared light, are able to register only those data,
that are necessary for the desired image component. They are represented by
using gray-scale images. Multi-spectral images help to detect additional surface
features and to capture information that are almost invisible for human eye. By
combining the contribution of each image, it is possible to obtain the discrete
color spectrum of each pixel.

This technique can be applied to identify cancerogeneus changes in the hu-
man skin. The physical deformation influences the structure of the tissue, so
that it reflects light in different way. The optics of human skin was widely de-
scribed in [1]. The tissue was divided into layers with different inherent optical
properties, caused by various concentration of blood, melanin and keratin. Skin
without those substances appears diffusely white. The reason for such a color
results from the fact, that many skin components have dimensions larger than
the wavelengths of visible light.

All substances have different optical properties. Melanins and keratins in the
epidermis, and elastin and collagen fibers in the dermis were identified as the
primary scatterers in skin. Especially melanins since they can be characterized
� Supported by Ministry of Science and Higher Education grant R13 046 02.
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with higher refractive index. Moreover, scattering efficiency does not change
rapidly with wavelength. To the group of main absorbers was included blood,
melanosomes and keratin. For the wavelength greater than 600nm, absorption
of blood is very low resulting in red color. The concentration of the melanosome
influences the skin reflectance at all wavelengths. Keratin as a main absorber
builds nails and hairs, and can be found in epidermis and in stratum corneum.

Different concentration and localization of absorbers and scatterers in human
tissue results in various spectral reflectance. The color depends on the skin illu-
mination i.e. the position and incident angle of the light rays. Changes in tissue
structure caused by tumor activities, can be recognized thanks to fluorescent
properties of substances the human skin is made of. Multi-spectral images help
to understand how the investigated area looks like in different wavelength, which
one is the best to study deeper and which one gives the information that could
be useful in case of photodynamic diagnosis. Each image contains data, that
wouldn’t be visible with normal camera.

2 Previous Work

An excited electron returning to its ground state after light absorption, emits
light of different wavelength. This physical phenomenon that happens in many
substances including biological tissues is called fluorescence. Human skin contain-
ing such fluorophores as NADH, tryptophan (aromatic amino acid), collagen and
elastin (structural proteins) is sensitive to the environment and the metabolic
status of the tissue. This optical behavior makes the fluorescence spectroscopy
a valuable tool to study the condition of biological tissues. In [2] fluorescence
lifetime measurements were presented. Time-correlated single photon counting
method was applied, when human skin was exposed to light pulse of wavelength
375nm. Recorded fluorescence decays were compared between males and females
and among people in age ranging from 10 to 70 years. Investigations were per-
formed on different locations i.e. the arm, the palm and the cheek. Obtained
results perfectly fit to three-exponential fluorescence decay model. This paper is
of particular interest with the possibility to monitor diseases and skin conditions
such as skin cancer and ulcers.

The reflectance spectra of the human skin have been calculated using Monte
Carlo method in [3]. The model of skin tissue was described as semi-infinite three
dimensional medium divided into seven layers. They concentrated on calculat-
ing the absorption coefficients of oxy- and deoxy-hemoglobin, water and other
parts of tissue. All those factors contributed to compute total diffuse reflectance
for different wavelengths. Finally, they compared the simulation outcome with
in vivo experimental results and showed they are in good agreement with each
other. Moreover, they remark that basing on reflectance spectra, the model fit-
ting analysis using multi-linear regression, could give quantitative amount of
chromophores in human skin.

Some ways of rendering fluorescent phenomenon in computer graphics were
described in [4]. They paid attention to the fact that the reflected light from



378 A. Zacher

the fluorescent material depends on the angle of the incident light. The greater
the angle, the more visible the effect of frequency and color shifting. The phe-
nomenon occurs only if a photon interacts with colorant molecules. This implies
a penetration of the diffuse substrate resulting in radiant energy and spectrum
changes. Finally, they provides a BRDF model based on the idea of a layered
microfacet technique. They also compared a combination of Phong lobes and
Lambert model with layered varnish model, which gave the best results.

Extracting the intrinsic fluorescence properties of tissue is the main goal of
[5]. Monte-Carlo-based model was developed to obtain fluorescence spectra from
combined fluorescence and diffuse reflectance spectra i.e. independently from ab-
sorption and scattering properties of investigated medium. The proposed model
was verified using 11 phantom configurations containing blood as an absorber,
polystyrene as a scatterer and furan-2 as a fluorophore. They were able to re-
trieve the intrinsic fluorescence spectra and intrinsic fluorophore intensity with
an error not greater than 10%. Their approach could be used in a number of
biomedical applications, especially cancer diagnosis and observing the physio-
logical tissue response - both useful in therapy.

Very precise optical model of port wine stain was presented in [6]. The data
was extracted from 6μm thick histology sections, which then were photographed
and digitized with 2μm per pixel resolution. The epidermis, dermis and blood
were manually identified to create a three-dimensional matrix with values rep-
resenting tissue type. Having described internal structure of a skin deformation,
they were able to perform Monte Carlo simulation and collect the energy depo-
sition in different parts of a tissue grid. The simulation executed for wavelengths
532nm and 585nm showed that the greatest energy was accumulated in super-
ficial blood vessels. Moreover, more energy was deposited in dermis and blood
for 532nm rather than for 585nm. They also noted that big complexity of the
model make it difficult to interpret the results.

Many biological cells and large subcellular structures like chloroplasts or mi-
tochondria in suspension change their volume, but without changing their dry
weight. This transformation is related to the rate of cellular processes, which
results in various scattering angles of incident light. [7] applied Mie theory to
calculate light intensity for different scattering angles. For 10◦ the model fol-
lowed the value of total scattering, but for 45◦, 90◦ and 135◦ distortions were
observable. It was showed that the light scattered at different angles contains
valuable information about the volume of the sample particle.

3 Spectral Analysis of Human Skin Tissue

The aim of this experiment was to analyze the light propagation in the human
skin and its reflectance. The internal structure of a tissue and its fluorescent
properties may change the outgoing spectrum. The final appearance of human
skin strongly depends on the light position and its color. In Medical University
of Silesia and the Center of Diagnostics and Laser Therapy of Tumors in Bytom,
three separate measurements were performed. The data was collected for healthy
wrist tissue illuminated by white light source.
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It was possible to obtain multi-spectral images for 21 different wavelengths,
ranging from 400nm to 720nm with 16nm step. Images were not normalized, it
means that the intensity of a color directly represents a spectral radiance at a
particular point. The choice of a pixel is important as long as the tissue surface
is not smooth. In the center of the picture the grey value of 10x10 points were
summed up and averaged giving the intensity of a described region. In such a
way the whole reflectance spectrum at the investigated area was obtained. This
method was verified with data obtained from the spectrometer.

(a) Spectrum from the multi-spectral

images

(b) Spectrum from the spectrometer

Fig. 1. Comparison of two method for obtaining light spectrum

It can be clearly seen on Fig. 1 that both graphs show rather good correlation
with each other. Data from spectrometer were sampled with greater frequency.
This is why some information is missing in multi-spectral images approach. The
smaller peak at 488nm wavelength is well visible at the graph from spectrome-
ter, while on the other one, where the resolution is much lower, only slight slope
changes were observed. However, the region of saturation is almost perfectly
covered. It starts in both cases at 544nm and ends at 592nm for spectrum a)
and 596nm for spectrum b). Finally, plots are going down and the value of spec-
tral irradiance at 720nm wavelength was equal to 0,15. Such a good agreement
between graphs made it possible to use multi-spectral images in further analysis.

Having a tool for obtaining reflectance spectrum of a given area, a set of multi-
spectral images was taken for human wrist tissue. Experiment was performed
for three different situations. It needs to be noted, that the camera is mounted
just below the light source and they always point in the same direction. First,
both devices were placed perpendicularly to the surface and 1mm away from the
skin. Then the position of light was moved 5mm away from the object without
changing its direction. Finally, the incident angle was set to 45◦, but this time
the position remained unchanged. In each situation multi-spectral images were
taken and the comparison of resulting spectrum were presented on Fig. 2 and
Fig. 3.

The first graph shows human skin reflectance spectrum for light source 1mm
and 5mm away from the surface. It can be observed that for wavelengths between
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(a) Spectral irradiance for various dist-

ance d

(b) Spectral irradiance for various incid-

ent angle α

Fig. 2. Spectrum of human skin tissue for various light source settings

500nm and 600nm plots differ by constant value. The same was noticed for range
600nm and 700nm, but this time the difference was grater. It means, that moving
away the light source from the investigated tissue surface, the changes in the
reflectance spectrum do not occur linearly, but are strongly wavelength depend-
ent. It pays attention to the fact that probably there are 2 dominant absorbers
in the human skin, which attenuate the light intensity in a different way.

(a) Spectral difference for various dist-

ance d

(b) Spectral difference for various incid-

ent angle α

Fig. 3. Spectral difference of human skin tissue for various light source settings

Another observation was made for reflectance spectrum, when the incident
angle of light source was changed from the direction completely perpendicular
i.e. 0◦ to 45◦. It is worth to stress out that also in this case there are remarkable
changes in skin color. As it can be seen the intensity for wavelengths between
400nm and 550nm remains almost the same. The changes are only noticeable for
range 550nm to 675nm. It is probably due to the fact that scattering properties of
human skin tissue also depends on the wavelength. Moreover, light entering the
tissue at greater angle penetrates the medium only shallowly before it escapes.
This results in the smaller photon absorption than for the case where the angle
was equal to 0◦ and the mean free path of photon was much longer.
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4 Application of Multi-spectral Images

Multi-spectral images can be also utilized in the other way. Two patients with
BCC (Basal Cell Cancer) - very popular skin cancer - were investigated. Images
for different wavelength were taken to obtain the whole reflectance spectrum,
exactly in the same way as it was before for healthy human skin. A special care
was needed to record only diseased part of a tissue. Both graphs for healthy and
diseased skin are presented in Fig. 4 and Fig. 5.

(a) Reflectance spectrum for patient 1 (b) Reflectance spectrum for patient 2

Fig. 4. Reflectance spectrum of human healthy skin tissue obtained from 2 patients

It is important to remark that fluorescent properties of a tissue can be en-
hanced additionally by fluorophores like endo-protoporphyrin IX. It induces
functional and structural tissue modifications by penetrating into human red
blood cells, hemoglobin and myoglobin, and releasing oxygen.

(a) Reflectance spectrum for patient 1 (b) Reflectance spectrum for patient 2

Fig. 5. Reflectance spectrum of human skin tissue with tumor obtained from 2 patients

This leads to morphological changes of the cells and increased sensitivity to
light illumination. This ability is very widely used during cancer monitoring and
detection. Photodynamic diagnosis is of great interest for medicine [8].

Both graphs in Fig. 5 looks very similar. For wavelengths between 400nm
and 450nm spectrum is almost constant, then it starts to grow reaching its
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maximal value somewhere around 610nm, finally it falls down a little and remains
constant till almost 700nm. This highest peak visible for both patients allows
to distinguish between healthy and diseased tissue. It is strictly related to the
fluorescent properties of endo-protoporphyrin IX that was collected in cancer
cells. However, that highest value is difficult to find in healthy tissue images (see
Fig. 4). This property cannot be simply recognized during medical examination.
For this particular reason multi-spectral images are very handy. Images below
are of special interest (see Table 1).

Table 1. Multi-spectral images of human skin tissue with cancer

Wavelengths
608nm 640nm 656nm 672nm

Patient 1

Patient 2

The idea behind them is to use the property of both plots where for 608nm
the maximal value is observed, but for values between 640nm and 672nm the
spectrum seams to be constant. Applying some simple image transformations it
was possible to unambiguously determine whether the observed tissue is diseased
or healthy. The following formula for calculating final image was proposed:

Img = Img608 − Img640 + Img656 + Img672

3
, (1)

where:
Imgx - multi-spectral image for wavelength x,

It is the average of three multi-spectral images from range 640nm-672nm
subtracted from the image with maximal peak. Table 2 presents resulting images
for healthy tissue and tissue with BCC.

Obtained images are very satisfactory. For the healthy parts of the skin com-
pletely black pictures are identified, which means that reflectance spectrum be-
tween 608nm and 672nm is mainly constant. Next resulting images for BCC tissue
were presented. They are not black any more, but some illuminations are visible.
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Table 2. Images obtained after transformation from Eq.1

Patient 1 Patient 2

Healthy tissue

Tissue with Bcc

This situation can only happen for 608nm wavelength highest intensity value. De-
scribed observation applied to the real photodynamic diagnosis can be very useful
and can increase the cancer detection rate during medical examination.

5 Conclusions

Multi-spectral images have a very big potential and can be used in a num-
ber of different applications. It was showed that they can be utilized to obtain
full reflectance spectrum of the investigated area that is comparable to data
taken from the spectrometer. In fact the resolution of obtained graphs using this
method is rather low, but gives a possibility to analyze them by image examina-
tion. Having this tool available in the laboratory, some investigations of human
skin optical properties were performed. It turned up that moving light spectrum
away from the tissue surface or changing the angle of incidence highly influence
the reflectance spectrum. Finally, multi-spectral images were applied to cancer
recognition process. Additional precessing and image manipulation techniques
gave very promising results. They extract only important features of the pic-
tures, which allow to clearly identify suspected part of the skin. The only thing
that left to do is to verify this model with larger number of patients. Unfortu-
nately multi-spectral images of other BCC cases were not available. The more
accurate validation is going to be done in the future.
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Abstract. We propose the use of a statistical partial volume (PV)

model to improve coronary artery tracking in 3D cardiac computed to-

mography images, combined with a modified centerline extraction algo-

rithm. PV effect is a challenge when trying to separate arteries from

blood-filled cardiac cavities, causing leakage and erroneous segmenta-

tions. We include a Markov Random Field with a modified weighting

scheme. First, synthetic phantoms were used to evaluate the robustness

and accuracy of PV detection, as well as to determine the best settings.

Average Dice similarity index obtained for PV voxels was 86%. Then car-

diac images from eight patients were used to evaluate the usefulness of

PV detection to separate real arteries from cavities, compared to Fuzzy

C-means classification. Our PV detection scheme reduced approximately

by half the number of leakages between artery and cavity. The new ver-

sion of artery centerline extraction algorithm takes advantage of the PV

detection capacity to separate arteries from cavities and to retrieve low-

signal small vessels. We show some preliminary qualitative results of the

complete method.

1 Introduction

Vascular diseases remain one of the leading causes of death throughout the world.
Non-invasive (magnetic resonance angiography - MRA) and minimally-invasive
(computed tomography angiography - CTA) 3D imaging techniques are increas-
ingly used to assess the severity of atherosclerotic lesions that lead to arterial
lumen narrowing (stenosis) and wall vulnerability. However, the assessment of
such images requires appropriate processing tools. One of the most useful tools is
the extraction of the vascular centerline. Many algorithms have been published
during the last fifteen years (see [1][2] for surveys). Most of them assume that
the vascular lumen is brighter than the surrounding tissues, which is achieved
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in MRA images of still arterial regions (cerebral, peripheral, etc.) by use of a con-
trast agent injected into the blood, and by a digital subtraction of the image vol-
ume acquired before and after contrast injection. In CTA, double acquisition is not
available owing to irradiation limitations, so the subtraction cannot be performed.
Similarly, the subtraction does not remove the surrounding tissues in moving re-
gions, namely coronary arteries. In coronary disease assessment, multi-detector
CTA is often preferred to MRA, owing to its finer spatial resolution. Another ad-
vantage of the CTA is an approximate previous knowledge of image intensities
corresponding to different tissues densities, expressed in Hounsfield units. How-
ever, a recent international competition, MICCAI Workshop - Coronary Artery
Tracking Grand Challenge [3] (http://coronary.bigr.nl/), demonstrated the
limits of the existing methods in terms of accuracy, computational time and quan-
tity of interaction. We participated in this competition with a method initially
developed for MRA images, based on an elastic model of the centerline and multi-
scale analysis of image moments [1]. To be applicable to CTA coronary images,
the method required a careful separation of the arteries from the cavities, by use
of an interactive thresholding [4]. The goal of the current work is the automation
of this stage, so as to reduce the user-dependence and make the processing time
compatible with the clinical practice.

One of the main challenges when trying to separate the arteries from blood-
filled cardiac cavities, is the boundary blurring owing to partial volume (PV)
effect, which means that voxel intensities are formed by a mixture of different
tissues. PV effect is reinforced in cardiac CTA images due to motion artifacts.
Attempts to achieve artery/cavity separation include such approaches as leakage
detection during region growing [5,6], mathematical morphology [7] and classi-
fication based on metrics combining intensities and image moments [8].

Statistical modeling of PV has been used in brain imaging [9,10]. We recently
showed that the improvement of separation between coronary arteries and heart
cavities by use of PV models is feasible [11]. Here, we report new results and
show how the PV detection can be combined with the centerline extraction algo-
rithm. The remaining sections first summarize the respective components of the
method: PV detection (2) and centerline extraction (3). Then new quantitative
results of PV detection are reported (4), which justify its usefulness in the sub-
sequent segmentation task. Finally, the combination with centerline extraction
is described along with first qualitative results (5).

2 PV Detection

A CTA image is modeled by a union of pure regions, i.e. voxels made up of only
one tissue type, and of PV layers possibly located on the boundaries between
these regions. Our model comprises three pure classes: blood (B), lung (L) and
muscle (M), corresponding to the modes of the typical cardiac CT histograms,
and three mixed classes corresponding to the PV effect: BL, BM and ML.
Please note that calcifications often present in the CT images of patients with
coronary disease, are not considered here as a separate pure class. Indeed, owing
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to their relatively small size and large intensity range, a corresponding histogram
mode cannot be identified. The probability distributions of the pure classes,
C ∈ {B, L, M}, can be modeled by Gaussian distributions with respective mean
values μC and standard deviations σC :

p(xi|C) = G(xi; μC , σC) =
1√

2πσC

exp
(
− (xi − μC)2

2σ2
C

)
, (1)

where xi denotes the intensity of i-th voxel. The mixed classes can be modeled by
a distribution that follows a linear combination of two Gaussians. Let C be any
combination of pure classes k and l, i.e. C ∈ {BL, BM, ML}, with α ∈ [0, 1].
The marginal probability density [9] can then be expressed as:

p(xi|C) =
∫ 1

0

G (xi; μC(α), σC(α)) dα, (2)

μC(α) = αμk + (1 − α)μl, σC(α) =
√

ασ2
k + (1− α)σ2

l . (3)

Based on the observations X , a label ei ∈ {eB, eL, eM , eBL, eBM , eML} is as-
signed to each voxel, which attempts to denote the tissue type the voxel i be-
longs to. The likelihood for all observations in the image, given a labeled image
E, can be expressed as:

p(X |E) =
∏

i

p(xi|ei). (4)

A Markov random field is included in the model to take into account the spatial
correlation of image intensities. Here we use the Potts model [10]:

p(E) =
1
Z

exp

⎛
⎝−β

∑
i

∑
j∈Ni

ϕ(ei, ej)
d(i, j)

⎞
⎠ , (5)

where Ni represents the neighborhood of voxel i, ϕ(ei, ej) is a weighting function
that describes the prior knowledge of different neighboring tissues configurations,
d(i, j) is the distance between voxels i and j, β controls the strength of the prior
and the partition function Z is considered as a scaling constant.

Typically the weights ϕ(ei, ej) are chosen so as to favor neighborhoods con-
taining the same label, which would equally encourage large pure regions and PV
regions. Since PV voxels actually form thin layers around bigger pure regions,
we make difference between neighborhoods of pure voxels and PV voxels:

ϕ(ei, ej) =

⎧⎪⎪⎨
⎪⎪⎩

−3 : ei = ej ∈ {eB, eL, eM}
−2 : ei, ej share one component
−1 : ei = ej ∈ {eBL, eBM , eML}

1 : otherwise

(6)

Labels ”share one component” if one of them corresponds to a mixture of tissues
k and l, while the other one corresponds to one of the pure tissues (k or l).
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Using Bayes’ formula, a maximum a posteriori classifier is constructed, which
maximizes:

p(E|X) =
p(X |E)p(E)

p(X)
. (7)

With a data-attachment term defined by equations 1 and 2, for pure and mixed
classes respectively, and with a prior defined by equation 5, the labeled image
E∗ with the highest conditional probability should satisfy the following:

E∗ = argmax
E

[∑
i

log p(xi|ei) + log p(E)

]
. (8)

Its initialization is performed using the Fuzzy C-means algorithm [13] that per-
forms an initial labeling of the image with only pure classes and provides mean
values μC and standard deviations σC for each class.

3 Centerline-Tracking Algorithm

The algorithm extracts the centerline of one vessel of interest, starting from a
point within its lumen, and includes the following steps:

– estimation (refinement) of the current point location, based on centroid in-
formation and restricted by continuity and smoothness constraints,

– estimation of the local orientation of the vessel, based on inertia matrix
eigenvectors,

– prediction of the next point based on the estimated location and orientation.

Image moments are computed within a spherical sub-volume called analysis cell.
We use a multi-scale framework to determine the cell size that is locally most
suitable. The tracking process is carried out in two opposite directions from the
starting point, and stops when one of the stopping criteria is encountered. In
coronary CTA images, the tracking process is restricted to a subvolume masked
with a presegmentation result Vpre. As the details of the method were described
elsewhere, here we only focus in the aspects useful to understand the innovation:
criteria used to make evolve the cell size and to stop the tracking process.

When the cell is included within a vessel, its content has no privileged orien-
tation and the inertia moments are identical for any axis. Conversely, when the
cell is large enough to contain a cylindrical portion of the vessel, there is only
one axis, corresponding to the local orientation of the vessel, around which the
cylinder would spin with minimum inertia moment. The adaptation of the size
ρ of the cell is carried out by ”inflating” the cell as long as all three eigenvalues
of the inertia matrix are approximately equal to each other, or by ”deflating” it
when the eigenvalues are significantly different. After sorting the eigenvalues so
that λ1 ≤ λ2 ≤ λ3, this is measured by the following function:

miso(ρ) = ψ(λ1, λ2) · ψ(λ2, λ3) with ψ(λv , λw) =
(

λv

λw

)ξ

, (9)
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the value of which is close to 1 when the three eigenvalues are approximately
equal. The function ψ measures the similarity between two eigenvalues λv ≤ λw.
The coefficient ξ controls its selectivity. The structure contained in the cell is
considered isotropic (spherical) as long as miso is greater than a threshold.

Two criteria are defined to stop the tracking of an artery when reaching its
proximal (aortic) or distal end, respectively. If the cell reaches a radius as large
as ρmax = 15 voxels, and more than 90% of the voxels within it belong to Vpre,
we consider that the proximal end of the coronary artery was reached. If less
than 30% of the voxels within the current cell (with a radius adapted to the
local size of the vessel and centered at the current end-point of the centerline)
belong to Vpre, we consider that the distal end of the artery was reached.

4 Results of PV Detection

The evaluation was carried out using simulated phantoms and real images of
patients. The phantoms represented an artery close to a cavity, with variable
distance, radius and noise levels. The segmented PV, denoted X was compared
to the ground truth Y via the Dice similarity index: D = 2|X ∩ Y |/ (|X |+ |Y |).
For all vessel diameters and distances to the cavity, the Dice index with the
weighting function defined by equation 6 was higher than with the classical one,
e.g.: with signal/noise ratio equal to 8.5 these values increased from the range
0.80− 0.84 to 0.84− 0.88.

32 coronary arteries in 8 datasets obtained from the Rotterdam Coronary
Artery Algorithm Evaluation Framework [14] were used to assess the method in
real patients. The detection of PV is expected to improve the separation between
vessels and cavities, but may potentially create discontinuities in thin vessels.
To evaluate these two aspects, we proceeded as follows. A seed point was chosen
within the artery (blood class) and connectivity was applied, starting from this
point, in the images with and without (Fuzzy C-means result) PV detection. As

Fig. 1. Example of coronary arteries segmented without (left) and with (right) detec-

tion of PV. The use of PV permitted to separate the cavity.



390 M.A. Zuluaga et al.

many seeds were added as necessary to extract the whole artery. Each new seed
was due to a discontinuity. We also counted the structures ”stuck” to the arteries
of interest. Without PV detection, in 32 arteries we found 15 discontinuities and
14 adjacent structures not separated. The PV detection did not change the
number of discontinuities, while the number of non separated structures was
reduced to 12 with a standard weighting function and to 8 with our proposal
(Figure 1). A visual inspection showed that small low-intensity vessels lost in the
Fuzzy C-means classification (labeled as muscle eM ), were often distinguished
from the muscle (labeled as PV eBM ) with our method.

5 Modified Centerline Extraction with PV Detection

Based on these results, the tracking algorithm was first kept unchanged and the
interactive presegmentation step was replaced by the automatic Fuzzy C-means
classification followed by PV detection. The mask Vpre was defined as the set of
voxels labeled eB and connected to the seed point. This effectively prevented leak-
age into cavities, each time PV succeeded in separating the artery from the neigh-
boring structures. However despite the fact that no creation of new discontinuities
was observed in the above described evaluation, in additional datasets we encoun-
tered this problem: as the PV voxels eBM are basically selected from initial eB

and eM located on the vessel boundary, in some narrowings PV obstructed the
lumen, thus creating discontinuities. This led us to a modification of the tracking
algorithm. Actually, we now use two versions: the previously described multi-scale
version is first used as long as the distal end of Vpre is not reached, then we switch
to a mono-scale version with a different stopping criterion and a different mask.

Fig. 2. Centerline tracking in presence of discontinuities created by PV. In red (1):

fragment of blood mask used in the first phase. In green (2): PV mask used in the

second phase. The centerline correctly continues in the PV-masked artery (left). It

stops when arriving to a cavity (right).
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The mask Vpre is now composed of eBM voxels connected to the previous center-
line points and eB voxels connected to the predicted point. At each iteration, only
the connected voxels of the mask contained within the cell are considered, i.e. we
discard connections through voxels located outside the cell. In this way, we can
use a relatively big cell, without the risk of including nearby structures. The cell
size corresponds to twice the average size of the analysis cells used before the nar-
rowing. The tracking continues only in the distal direction, as long as the contents
of the cell is cylindrical. The criterion is similar to equation 9, but builds on the
fact that in a cylinder λ1

∼= 0 and λ2
∼= λ3:

mcyl = (1− ψ(λ1, λ2)) · ψ(λ2, λ3). (10)

The tracking process stops when mcyl falls below an empirically fixed threshold.
Figure 2 shows the behavior of the modified algorithm in a narrowing and near
a cavity.

6 Discussion and Conclusion

In this paper we have introduced the use of statistical PV models for the improve-
ment of coronary artery tracking, combined with a modified centerline extraction
algorithm. PV detection can help to separate the arteries from the nearby struc-
tures of similar intensity. It also permits to detect low signal arteries. However,
these are labeled as PV and it is necessary to find a mechanism that can distin-
guish these arteries from real PV. To overcome this problem in our centerline
tracking method, we used a shape constraint that permits to track a PV-labeled
artery as long as its shape is cylindrical. This approach sometimes fails on bifur-
cations, where the cylindrical constraint does not hold. We will investigate the
inclusion of bifurcation detection by the analysis of connected components of the
mask on the cell surface [8]. The whole method will then be evaluated by use of
the framework publicly available at http://coronary.bigr.nl/. Another issue
that remains to be solved is the high computational cost of the PV labeling. To
cope with it, future work will be focused on performing it only locally, within the
artery tracking scheme. Let us note that the implementation of the algorithms
in a graphical interface was greatly facilitated using CreaTools1 software suite.
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tigadores de Colciencias (E. Delgado’s MSc project). M.A. Zuluaga’s PhD project
is supported by a Colciencias grant.

1 http://www.creatis.insa-lyon.fr/site/en/creatools



392 M.A. Zuluaga et al.

References

1. Hernández Hoyos, M., Serfaty, J.M., Maghiar, A., Mansard, C., Orkisz, M., Magnin,

I.E., Douek, P.C.: Assessment of carotid artery stenoses in 3D contrast-enhanced

magnetic resonance angiography, based on improved generation of the centerline.

Machine Graphics and Vision 14(4), 349–378 (2005)

2. Lesage, D., Angelini, E.D., Bloch, I., Funka-Lea, G.: A review of 3D vessel lumen

segmentation techniques: Models, features and extraction schemes. Medical Image

Analysis 13(6), 819–845 (2009)

3. Schaap, M., Metz, C., van Walsum, T., van der Giessen, A.G., Weustink, A.C., Mol-

let, N.R., et al.: Standardized evaluation methodology and reference database for

evaluating coronary artery centerline extraction algorithms. Medical Image Anal-

ysis 13(5), 701–714 (2009)

4. Hernández Hoyos, M., Zuluaga, M.A., Lozano, M., Prieto, J.C., Douek, P.C.,

Magnin, I.E., Orkisz, M.: Coronary centerline tracking in CT images with use

of an elastic model and image moments. Midas Journal (2008),

http://hdl.handle.net/10380/1401

5. Metz, C., Schaap, M., van der Giessen, A., van Walsum, T., Niessen, W.J.: Semi-

automatic coronary artery centerline extraction in computed tomography angiog-

raphy data. In: Proc. of ISBI, pp. 856–859 (2007)

6. Renard, F., Yang, Y.: Image analysis for detection of coronary artery soft plaques

in MDCT images. In: Proc. of ISBI, pp. 25–28 (2008)

7. Luengo-Oroz, M.A., Ledesma-Carbayo, M.J., Gómez-Diego, J.J., Garćıa-
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Bóveda, Carmen I-241

Briceño, Fernando II-142

Briceño, Juan C. II-142

Broda, Bartosz II-284

Caicedo, Sandra L. II-142

Castro, Alfonso I-241

Chan, KinYip I-249

Chevallier, Sylvain I-257

Chmielewski, Leszek J. I-265
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