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Abstract. We evaluate multimodal rule-based strategies for backchan-
nel (BC) generation in face-to-face conversations. Such strategies can be
used by artificial listeners to determine when to produce a BC in dialogs
with human speakers. In this research, we consider features from the
speaker’s speech and gaze. We used six rule-based strategies to deter-
mine the placement of BCs. The BCs were performed by an intelligent
virtual agent using nods and vocalizations. In a user perception experi-
ment, participants were shown video fragments of a human speaker to-
gether with an artificial listener who produced BC behavior according
to one of the strategies. Participants were asked to rate how likely they
thought the BC behavior had been performed by a human listener. We
found that the number, timing and type of BC had a significant effect
on how human-like the BC behavior was perceived.

1 Introduction

We introduce and evaluate strategies to automatically generate listener
backchannels in face-to-face interactions between a human speaker and an ar-
tificial listener. In our case, the artificial listener is an intelligent virtual agent
that aims at sustaining a conversation with a human interlocutor. Backchannels
(BCs) are an important aspect of conversation management, specifically for this
type of speaker-listener dialog. Their function is to signal attention and inter-
est, without interrupting the speaker’s discourse. The use of appropriately timed
BCs has been found to improve the speaker’s narrative, and increase the amount
of time spent speaking [I]. In interactions between a human speaker and an ar-
tificial listener, BCs should be automatically generated for the artificial listener.
While placement of BCs within the discourse structure is reasonably well under-
stood (see e.g. [21]), it is difficult to determine and analyze this lexical structure
in real-time. In practice, one has to resort to features that can be obtained with
low processing requirements such as gaze direction, pitch slopes and pauses in
the speaker’s speech (e.g. [45]).

Several authors have addressed real-time prediction of BC timing in audio-
only settings using machine learning [6/7] or rule-based algorithms [8]. Machine
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learning algorithms can automatically extract decision rules from labeled train-
ing samples. These samples must be representative of the target domain. In
practice, it is often difficult to interpret the decision rules, which makes gener-
alization to other contexts difficult. This would require retraining and labeled
samples must be available for the new domain. To avoid these issues, Ward
and Tsukahara [§] manually defined a rule-based algorithm that predicts BCs
based on the speaker’s pitch contours. They obtained reasonable results while
the algorithms are easy to understand and verify.

The above works have considered an audio-only setting, which is different
from the face-to-face setting with an artificial listener that we consider in this
research. For example, Dittmann and Llewellyn [J] observed that the mere fact
that conversational partners can see each other is a signal of attention and thus
reduces the need for BCs. Also, the turn-taking process, including BC feedback,
is arguably more complex. Duncan [2] identifies speech, gaze and gesture as rele-
vant components of natural turn-taking, while turn-taking in audio-only settings
only considers speech. Morency et al. [10] presented one of the few real-time mul-
timodal BC prediction systems. They automatically select features from speech
and gaze, and train conditional random fields to model sequential probabilities.

Systems that automatically predict BC timings are usually evaluated using
the correlation between the predicted and actually performed BCs. This ap-
proach does not take into account individual differences. A given moment where
an individual does not provide a BC is not necessary an inappropriate moment
for BC feedback. However, in the evaluation of BC prediction algorithms, such
a predicted BC would be regarded as a false positive. Individual differences also
affect the training of machine learning models as samples without BCs are la-
beled as negatives which consequently decreases the quality of the model. This
issue was addressed by Huang et al. [11], who had observers watch a video of
a speaker and indicate where they would provide BCs as if they were actual
listeners. They analyzed which BC opportunities were shared by several raters
and used these samples as positives. The output of their approach was rated by
human observers on believability, rapport, wrong head nods and missed oppor-
tunities. This evaluation based on human perception is in contrast with corpus-
based evaluation. Even though one would expect that the actual listener would
demonstrate human-like BC behavior, there is no guarantee that the behavior
will be judged as most human-like. Indeed, Huang et al. found that a face-to-face
setting was not best rated by human observers.

In this paper, we focus on face-to-face conversations with an artificial listener
and introduce and evaluate several strategies that define BC timings using intu-
itive rules. We introduce strategies that use features from the speaker’s speech
and gaze. In addition to multimodal input, we also deliberately generate both
visual and vocal BCs. The strategies are evaluated with a human perception
experiment where participants judge the naturalness of the artificial listener’s
BC behavior, performed by a virtual agent. Our samples are short, which al-
lows for a closer analysis of the relative strengths of the different strategies. We
investigate the influence of the amount, timing and type of BCs.
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We discuss related work on BCs and artificial listeners in the next section. The
six BC strategies that we will evaluate are described in Section Bl We present
our experiment in Section [4] and discuss the results in Section [l

2 Related Work

Research into turn-taking behavior defines the person who holds the turn as the
speaker and the person who is being addressed as the listener. The term BC
feedback was first used by Yngve [3], who described it as messages sent by the
listener without the intent to take the turn. Subsequent research focused on the
role of BCs within the turn-taking process. Duncan [I2] observed that BCs are
often used as a response to a speaker’s turn-yielding signal, implying that they
might be cued by the speaker. BCs take many forms including short vocalizations
(e.g. “hmm”, “uhhuh”), sentence completions, requests for clarification, brief
restatements and bodily manifestations such as head nods [2]. Bavelas et al. [I]
identified specific and generic responses. The former are tightly connected to the
speaker’s narrative, the latter are mere signals of continued attention.

Apart from the role of BCs in conversation, researchers have focused on iden-
tifying the nonverbal context of BCs. Dittmann and Llewellyn [I3], Duncan [2]
and Yngve [3] noted that BCs are often produced after rhythmic units in the
speaker’s speech, and specifically at the end of grammatical clauses. Kendon [14]
and Bavelas et al. [15] looked at the relation between gaze and BCs, and found
that the listener is likely to produce a BC when there is a short period of mutual
gaze between speaker and listener. These moments usually occur at the end of
a speaker’s turn.

Corpus-based research revealed that BCs are also often produced when the
speaker’s speech ends with a rising or falling pitch [5]. Bertrand et al. [4] addi-
tionally took into account gaze and lexical features and observed that BCs often
appear after nouns, verbs and adverbs. Cathcart et al. [16] further found that
BCs are often preceded by a short pause in the speaker’s discourse.

These systematics have motivated researchers to train machine learning mod-
els to automatically and in real-time predict the timing of BCs given the speaker’s
discourse. For instance, such systems can be used to insert BC feedback in spo-
ken telephone dialogs. Given the real-time requirements, these systems have to
rely on audio features that are easy to extract. Noguchi [6] learned decision trees
based on pitch and power features. Okato et al. [7] used Hidden Markov Models
where state transitions corresponded to changes in prosodic context. Instead of
using a learned model, Ward and Tsukahara [8] manually defined an algorithm
for the prediction of BC timing using a small number of rules. It focuses on a
sustained lowered pitch within the speaker’s utterance.

In face-to-face conversations between a human speaker and an artificial lis-
tener, also visual cues from the speaker should be taken into account. Morency
et al. [I0] automatically selected audio and gaze features extracted from a corpus
of training samples. For the prediction of BC timings, they trained conditional
random fields, a sequential probabilistic model. Maatman et al. [17] aimed at
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creating rapport between an artificial listener and a human speaker. They ob-
served several aspects of the speaker’s nonverbal behavior, including speech pitch
and loudness, gaze, head nods and shakes and posture shifts. A modification of
Ward and Tsukahara’s algorithm [8] was combined with a mimicking strategy
to identify BC opportunities. The approach was evaluated in [I8] and was found
to improve the overall impression of the communication compared to a similar
setting without the animation of BCs. However, they only used head nods as
BC type. Huang et al. [11] also conducted a human perception experiment to
evaluate the quality of their BC strategy, but they also only animated nods.

In natural face-to-face conversations, people use a range of different BC types
including nods, vocalizations, smiles and frowns [2]. There is some research on
how different BC types are perceived in terms of positivity, politeness and at-
tentiveness. For example, Heylen et al. [I9] investigated the perception of facial
expressions as BCs. Granstrom et al. [20] also took into account systematic vari-
ations in the pitch contour of vocalizations. However, this research considered
isolated BCs without context such as the speaker’s discourse. Given differences
in perceived meaning of BC types, it would make sense to explicitly take into
account BC type in the generation of an artificial listener’s BC behavior. In the
research described in this paper, we evaluate several rule-based BC strategies
using a human perception experiment. Participants rated fragments of a con-
versation between a human speaker and an artificial listener who displayed BC
behavior according to one of the strategies. We used two different BC types (a
nod and a vocalization). We investigate how the amount, timing and type of BC
influences the perception of naturalness of the BC behavior.

3 Backchannel Strategies

We define six strategies to determine the placement of listener BCs in real-time
based on the speaker’s speech, gaze or both. We discuss the strategies below.

— Copy. This strategy contains all BCs that have been performed by the actual
listener in interaction with the speaker.

— Random. An approximation of an Erlang distribution is used to generate
BC timings without taking into account any signal from the speaker. We use
one normal distribution to model the timing of the first BC, and one to model
the time between two BCs. For the generation of BC onsets, we iteratively
sample from the distributions until the end of the fragment is reached. We
resample when the time between subsequent BCs is below 1s. One random
distribution for each strategy-fragment combination is generated.

— Ward & Tsukahara. We use the rule by Ward and Tsukahara [§] that
has been used for BC prediction in English audio-only settings, reprinted as
Algorithm [I1
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Algorithm 1. WARD&TSUKAHARA strategy for BC placement

Provide BC feedback upon detection of:

P1 a region of pitch less than the 26th-percentile pitch level and
P2 continuing for at least 110ms,

P3 coming after at least 700ms of speech,

P4 provided that no BC has been output within the preceding 800ms,
P5 after 700ms wait.

— Gaze. Several researchers have observed the relation between (mutual) gaze
and BCs. In a setting similar to ours, Bavelas et al. [I5] observed that listen-
ers tend to look at the speaker for fairly long intervals, while speakers would
look at the listener for frequent but much shorter periods. When the speaker
looks at the listener, this starts a brief period of mutual gaze, in which a BC
is likely to occur. Similar observations have been made by Duncan [12] and
Kendon [14]. We use this mechanism to determine the timing of BCs based
on the speaker’s gaze at the listener only, formalized in Algorithm 21

Algorithm 2. GAZE strategy for BC placement

Provide BC feedback upon detection of:

P1 gaze at the listener,

P2 coming after at least 1000ms of no gaze,
P3 after 500ms wait.

— Pitch & Pause. It has been observed that BCs frequently occur in a pause
after a speaker’s utterance [BI3]. We include this observation in our strategy
for BC placement in Algorithm Bl We use a minimum pause duration of
400ms as a compromise between the 200ms as used in Maatman et al. [I7] and
the 700ms used by Ward and Tsukahara [§]. We further take into account the
preceding speech. Instead of a region of low pitch, we focus on rising or falling
pitches, as suggested by several researchers [9]. Gravano and Hirschberg [5]
found in their audio-only corpus that over 80% of all BCs were preceded by
either a rising or falling pitch contour.

Algorithm 3. PITCH&PAUSE strategy for BC placement

Provide BC feedback upon detection of:

P1 a pause of 400ms,

P2 preceded by at least 1000ms of speech,

P3 where the last 100ms,

P4 contain a rising or falling pitch of at least 30Hz.

P5 provided that no BC has been output within the preceding 1400ms.

— Pitch, Pause & Gaze. In this strategy, we combine the BCs of the GAZE
and PITCH&PAUSE strategies, both described above. Our rationale is that
both should identify relevant BC locations. To avoid overlapping BCs, we
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set the minimum time between two BCs to 1s. In a situation where both
strategies identify the same locations, the combined strategy will result in
similar placement of BCs.

4 Experiment Setup

We conducted a user experiment where human observers rated fragments from
actual conversations. We replaced the listener by an artificial listener and gener-
ated BC behavior according to the strategies described in the previous section.
In this section, we explain the construction of the stimuli and the setup of the
experiment.

4.1 Stimuli

We used the Semaine Solid SAL data [2I], which contains dialogs between a
human listener and a human speaker. The task of the listener was to sustain the
conversation with the user, while playing one of four predefined roles with the
intention to evoke emotionally colored reactions. We only consider interactions
with Prudence, the pragmatic character, played by two different operators.

We extracted speaker fragments bounded by 1.5s of non-speech. We discarded
fragments that were shorter than 10s, did not contain BCs or that contained in-
terjections (e.g. “that’s good”). From the remaining fragments, we selected 8
samples for each of the two operators. We further removed the listener’s vocal-
izations from the speaker’s audio signal. The average sample length was 19.9s,
with an average of 2.6 BC per fragment.

Speaking/pause and pitch information were obtained using Praat [22],
speaker’s gaze towards the listener was annotated manually. For the copy strat-
egy, we annotated the onset of all BCs. In the case of repeated nods, we took the
most articulated nod. When two BCs overlapped in time (e.g. nod and vocal),
we annotated a single instance. For the RANDOM strategy, the mean (SD) start
of the first BC was at 6.97s (6.20s), and 5.00s (2.73s) between subsequent BCs.

In order to evaluate the BC strategies, we replaced the video of the listener
by a virtual agent. We used Elckerlyc [23], a BML realizer that allows for easy
control of verbal and nonverbal behavior of the artificial listener. Given that we
do not focus on the content of the speaker’s utterance, we choose two common
generic (see [I]) BCs in face-to-face interaction: a nod and vocalization (“uh-
huh”). There is surprisingly little known about potential semantic differences
between visual and vocal BCs. Duncan [2] found no difference in the place-
ment within the speaker’s discourse. This was also observed by Dittmann and
Llewellyn [9], who did note that a nod on average precedes a vocalization by
175ms. The large number of BCs in our sample sets did not allow for a con-
trolled design and we introduced BC type as an uncontrolled variable in our
experiment. At each defined BC onset, we randomly animated a nod, a vocal-
ization or a combination of both. We used the same ratios as performed by the
actual listeners, calculated over all fragments.
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Fig. 1. Example stimulus with artificial listener (left) and actual speaker (right)

We also animated, for each fragment and strategy, the listener’s blinks where
they occurred in the actual recording. The rationale for this decision is that
blinks can sometimes be regarded as BCs, but it is unclear to what extend they
can be replaced by a different type of BC. In addition, the use of blinks prevents
the artificial listener from looking too static. The final stimuli consisted of the
animated listener and the video of the speaker, shown side-by-side (see Figure[]).

4.2 Procedure

The participants were explained they would be participating in an experiment
to determine the quality of BC strategies. They were told they would be shown
fragments of a conversation between a speaker and an animated listener who
would only show nods and blinks, and say “uhhuh”. Participants were asked
to rate, for each fragment, “how likely do you think the listener’s backchannel
behavior has been performed by a human listener”. They made their judgements
by setting a slider that corresponded to a value between 0 and 100. For each
fragment, the participants could type in optional remarks. After completing the
experiment, they were asked to provide general comments on the study.

Given the large number of combinations (16 fragments and six strategies), we
divided fragments into two distinct sets. Each set contained four fragments of
each of the two operators, performed with all six BC strategies. Each participant
therefore rated 48 samples. We defined a pseudo-random order, with the only
constraint that a fragment would not appear twice in succession. Half of the
participants viewed the clips in the specified order, the other half in the reverse
order. Order and set were crossed to yield four groups.

Due to the different sets of fragments, we formally have two experiments,
one for each set. Each experiment has strategy and fragment as within-subjects
variable and order as between-subjects variable.
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4.3 Participants

We recruited 20 colleagues and doctoral students (4 female, 16 male) with a mean
age of 28.4 (min 24, max 55). Each of the participants was assigned randomly
to a group with the lowest number of respondents.

5 Results and Discussion

The 20 participants rated in total 960 samples. Initially, we ignored the variable
of fragment which allowed us to combine the results of both sets of fragments.
We performed a repeated measures ANOVA with set and order as between-
subjects variables, and strategy as within-subjects variable. The average score
per strategy for each participant was used as the dependent variable. In the
analysis, only the variable strategy proved significant (F(5, 80) = 22.141, p <
0.01). See Figure @ and Table [I] for an overview and the scores per strategy.
Post-hoc analysis revealed significant differences between all pairs of strategies
(p < 0.05), except between the RANDOM, PITCH&PAUSE and PITCH,PAUSE& GAZE
strategies. The high SDs for each strategy are partly explained by differences in
rating scores of individual participants. While the average score over all samples
was approximately 42, the range for individual participants was between 17
and 62. An analysis with (normalized) z-scores resulted in the same interaction
effects.

When looking at the scores of the different strategies, our first observation is
that the cOPY strategy performed the best on average. This is not surprising as
the timing of BCs was performed by the actual listener, although in many cases
the animated BC type was different from the type that was actually performed.
The relatively low score of the COPY condition might partly be attributed to the
BC type. We used two generic BC types, which might not be the most suitable
choice in all cases. Also, we expect that part of the lower score can be attributed
to inter-personal differences in BC behavior. Several participants reported that
they performed BCs based on the speaker’s video as if they were the listener.

100 ~
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80 -
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60 -

50 l I l
‘) [ - P

10 +— —

Average score

Copy Random Ward & TsukaharaG azeP itch & PauseP itch, Pause &
Gaze

Fig. 2. Average scores (with SD) for all strategies, calculated over all responses
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Table 1. Summary of results per strategy. A generated BC is matching if its onset
appears within a margin of 200ms of the onset of a BC in the cOPY strategy

WARD& PITCH& PITCH,PAUSE
COPY RANDOM AZE
TSUKAHARA PAUSE & GAZE

Average score 57.67  43.39 37.69 29.04  43.56 42.03
Standard deviation 13.93 13.26 12.60 16.57  12.02 14.98
Number of BCs 51 47 54 25 25 49

Nods (%) 41.18 4894 50.00 64.00  48.00 46.94
Nod + vocals (%) 58.82 48.94 50.00 36.00 52.00 53.06
Vocals (%) 0.00 2.13 0.00 0.00 0.00 0.00
Matching precision (%) 12.77 9.26 4.00  40.00 22.49
Matching recall (%) 11.76 9.80 1.96 19.60 21.57

Simultaneously, they monitored the animation of the listener to see how well the
animated BCs corresponded with their own BCs.

We further observe that the RANDOM, PITCH& PAUSE and PITCH,PAUSE& GAZE
strategies performed relatively well, while the WARD&TSUKAHARA and GAZE
strategies received significantly lower scores.

Number of BCs. In a first attempt to explain these differences, we analyzed the
effect of the number of BCs. We calculated the correlation between the number
of BCs per minute and the average score, for each fragment and each strategy.
The effect appeared to be significant (r(94) = 0.400, p < 0.01). The range of BCs
per minute was between 0 and 23. Given this correlation, it is more likely that
strategies with a lower number of generated BCs will have lower scores. This is
true for the GAZE strategy, but the PITCH&PAUSE strategy scored similar to the
RANDOM strategy while only half the number of BCs was generated (see Table[I).
Also, the additional BCs of the GAZE strategy did not increase the score of the
PITCH,PAUSE& GAZE strategy compared to the PITCH&PAUSE strategy. Clearly,
the number of BCs is not the only important factor.

Timing of BCs. To quantitatively investigate the timing of the BCs, we
calculated how well these matched the BCs in the copy strategy. While an
unmatched BC does not imply that the BC is inappropriate, a matched BC is
likely to be more accurately timed as the COPY strategy was rated as the most
natural strategy. We consider a generated BC matching if there is a BC in the
corresponding fragment of the COPY strategy whose onset is within a 200ms
margin. This margin is strict but realistic given the precise timing that humans
use in natural conversations [2]. The percentage of matched BCs can be regarded
as the precision of the BC strategy, where the BCs in the COPY strategy are
considered ground truth. Results are summarized in Table[Il Clearly, there are
large differences between strategies. We note in particular the high precision of
the PITCH&PAUSE strategy. Despite the lower number of generated BCs, the ab-
solute number of matching BCs is higher than in the RANDOM strategy (10 and 6,
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respectively). From these observations, we conclude that both the number and
timing of BCs contribute to the level of perceived naturalness.

Of note is also the relatively high precision of the RANDOM strategy. In the
RANDOM and COPY strategies there was a BC every 6.77s and 6.24s, respectively.
The average matching precision and recall between two uniform random distri-
butions with the probability of observing a BC every 6.5s and a window size
of 400ms (200ms in both directions) are 6.15%. The actual precision and recall
of the RANDOM strategy are a factor two higher. We are left to conclude that
the Erlang distribution that we used to model BCs in the RANDOM strategy is a
good approximation of natural BC timings and/or that the timing of the specific
set of generated BCs in the RANDOM strategy is exceptionally accurate.

Despite the higher number of BCs in the WARD&TSUKAHARA strategy, the
score is much lower compared to the PITCH&PAUSE strategy. We observed that
the matching precision of the WARD& TSUKAHARA strategy was low, which leads
us to believe that the timing was less accurate. A possible explanation could be
that Ward and Tsukahara []] developed their strategy for audio-only settings and
these might be systematically different from face-to-face settings when looking
at speech and pitch features. This issue requires further research.

In an attempt to explain the low score for the GAZE strategy, we checked
whether BCs would be systematically earlier or later compared to the copy
strategy. We found three times more matching BCs when the final rule of the
GAZE strategy (Algorithm [2]) was left out (corresponding to an overlap precision
of 12.00%). This would also affect the PITCH,PAUSE& GAZE strategy. Again, there
is no guarantee that the timing of the modified strategy will result in higher
perceived naturalness. For the WARD&TSUKAHARA strategy, we did not find
such a systematic bias.

Type of BCs. An important variable that we did not control for in our ex-
periment was the BC type (nod, vocalization or combination of both). We take
a closer look at the influence of type on the score. From Table [, we see that
there are some differences in the ratios between strategies, caused by the ran-
dom factor in the generation of the BCs. We calculated the correlation between
score and the percentage of vocalizations per fragment and strategy. We found
a significant correlation (r(94) = 0.201, p < 0.05) which indicates that a higher
percentage of vocals was found to be more natural. A fragment with only vo-
calizations on average scored almost 10 points higher than a fragment without
vocalizations. This is somewhat at variance with remarks made by the partic-
ipants. These reported that vocalizations placed within the speaker’s discourse
were disruptive and consequently rated lower. However, they also mentioned that
vocalizations produced at appropriate moments gave them the impression that
the BC behavior was performed by a human listener.

Participants also remarked that they found it unlikely that human listeners
would nod when the speaker was not looking at them. It would therefore make
sense to use information about the speaker’s gaze also in the decision which BC
type to animate.
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Apart from the difference between individual BC types, the ratios of BC types
performed by the actual listener are different from those reported in Dittmann
and Llewellyn [9]. In a similar setting with one speaker and one listener they
found approximately 60% of the observed BCs were vocalizations alone and
around 22% were combinations of a nod and a vocalization. In contrast, we ob-
served around 4% vocalizations alone and 30% combined BCs. One reason for
the lower number of vocalizations in our experiment is that we did not select
fragments with interjections that overlapped with the speaker’s speech. Differ-
ences in familiarity, topic and conversation length might also have contributed
to the discrepancy. Overall, the participants might have judged the BC behavior
less natural due to potential differences in the ratio of BC type that we used
and the ratio that is common for the type of conversation we considered in this
experiment. However, this was not reported by any of the participants.

Role of blinks. Another factor in our stimuli was the presence of blinks. For
each fragment and strategy, we animated blinks at the exact same moments as
where the actual listener blinked. Especially for the fragments where no BCs
were generated, this made the participants feel that they were still looking at an
attentive listener. Several participants explicitly mentioned that they considered
some blinks as BCs. Further research is needed to determine in which contexts
blinks can be regarded as BCs, and whether they can be exchanged with different
BC types.

6 Conclusions and Future Work

We have evaluated rule-based backchannel (BC) strategies in face-to-face con-
versations with the goal of improving BC behavior for artificial listeners. To
this end, we used six different strategies to determine BC timings using features
of the speaker’s speech and gaze. We animated the BC behavior of an artificial
listener for each of the six strategies, for a set of 16 fragments of recorded conver-
sations. Given the multimodal nature of face-to-face conversations, we animated
either a visual (nod) or vocal (“uhhuh”) BC. Our stimuli consisted of a video
of a human speaker and an animation of the artificial listener, shown side by
side. In a user experiment, we had participants rate the likeliness that the BC
behavior performed by the artificial listener had been performed by a human
listener.

It appeared that a higher number of generated BCs increases the naturalness
of the BC behavior. In addition, timing proved important. In fact, the strategy
where the BC timings were identical to those in the original listener’s video
was rated the best. A third important yet uncontrolled factor was the type
of animated BC. A positive correlation was found between the percentage of
vocalizations and the rating. However, several participants in the experiment
indicated that they thought it was unlikely that a human listener would produce
vocalizations during the speaker’s discourse. In our experiment, the use of the
speaker’s gaze did not result in more human-like BC behavior.
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We believe that successful BC strategies in face-to-face conversations should
accurately place BCs at a number of key moments. This is exactly what the
PITCH&PAUSE strategy does. In addition, there should be a sufficient number of
BCs throughout the speaker’s turn. The PITCH& PAUSE strategy could therefore
be combined with an Erlang model as used in the RANDOM strategy, or the algo-
rithm of Ward and Tsukahara [8]. Finally, we propose to use keyword spotting
(e.g. as in [24]) to respond immediately to acknowledgement questions such as
“you know?” and “right?”.

Future work will be focused on three aspects. First, we are currently working
on a corpus-based evaluation, which allows to validate much more data and
consequently overcome a potential bias due to the selection of a limited number
of fragments [25]. This comes at the cost of a less precise evaluation as a high
correlation with the actually performed BCs does not guarantee a high level
of naturalness. We are looking at ways to combine the corpus-based evaluation
with the annotation approach introduced in [IT].

Second, we intend to look closer at the perception of animated BC types in
different contexts. Insights in this direction could be used to determine not only
when but also how to animate a BC. For example, to produce a visual BC only
when the speaker looks at the listener. Finally, we aim to apply our strategies
online, to generate BCs for an artificial listener in conversation with a human
speaker.
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