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Preface

This is the second volume in a series of books on selected topics in Nanoscale
Science and Technology based on lectures given at the well-known INFN schools
of the same name. The aim of this collection is to provide a reference corpus of
suitable, introductory material to relevant subfields, as they mature over time, by
gathering the significantly expanded and edited versions of tutorial lectures, given
over the years by internationally known experts.

The Nanotechnology group at INFN – LNF organizes since 2000 a series of
international meetings in the area of nanotechnology. The conferences in 2006 and
2008 were devoted to recent developments in nanoscience and its manifold techno-
logical applications. They included of a number of tutorial/keynote lectures, which
are reflected in this volume, besides research talks presenting frontier nanoscience
research developments and innovative nanotechnologies in the areas of biology,
medicine, aerospace, optoelectronics, energy, materials and characterizations, low-
dimensional nanostructures and devices. Selected papers, based on conference talks
and related discussions, were published on dedicated issues of international journals.

Special poster and equipment session were devoted to the exhibit by various firms
of their institutional activities in selected areas of application where nanoscience
can have a deep impact. There was also the possibility for sample testing by the
participants. Tutorial lectures were delivered at the School, addressing general and
basic questions about nanotechnology, such as what they are, how does one go
about them, what purposes can they serve. In tutorial sessions the nature of nan-
otechnology, the instruments of current use in its characterizations and the possible
applicative uses were described at an introductory level.

The Conferences covered a large range of topics of current interest in
nanoscience and nanotechnology, including aerospace, defence, national security,
biology, medicine, electronics. This broad focus is reflected in the decision to pub-
lish different areas of application of these technologies in different volumes. The
present set of notes results in particular from the participation and dedication of
prestigious lecturers, such as Andrzej Huczko, Nicola Pugno Alexander Malesevic,
Stefano Bellucci. All lectures were subsequently carefully edited and reworked,
taking into account the extensive follow-up discussions at the Conferences.

A tutorial lecture by Andrzej Huczko and collaborators (Warsaw University,
Poland) shows how different carbon and ceramic nanostructures (nanotubes,
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nanowires, nanofibres, nanorods, and nanoencapsulates) have a great potential for
improving our understanding of the fundamental concepts of the roles of both
dimensionality and size on physical properties, as well as for many potential appli-
cations. Stefano Bellucci and Pasquale Onorato (INFN-LNF, Italy) engaged in an
extensive review of the transport properties in carbon nanotubes, encompassing
a description of the electronic structure from graphene to single-wall nanotubes,
the quantum transport in such systems, as well as the description of experimental
evidence of superconductivity in carbon nanotubes and the corresponding theo-
retical interpretation. Nicola Pugno (Turin Polytechnic University, Italy), in the
first of his contributions, goes about new laws to design futuristic self-cleaning,
super-adhesive and releasable hierarchical smart materials, as well as large invisi-
ble cables, based on carbon nanotube technology. He also reviewed the mechanical
strength of nanotubes and megacables, with an eye to the challenging project of
the carbon nanotube-based space elevator megacable. In this second contribution,
he outlined the role on the fracture strength of thermodynamically unavoidable
atomistic defects with different size and shape, both numerically (with ad hoc
hierarchical simulations) and theoretically (with quantized fracture theories), for
nanotubes and nanotube bundles. Focusing on graphitic allotropes, the chapter by
Stefano Bellucci and Alexander Malesevic tries to give a taste of the widespread
implications carbon nanostructures have on research and applications, starting from
an historical overview, followed by a discussion of the structure of carbon nanotubes
and graphene, over viewing several different synthesis techniques and illustrating
the physical properties of these innovative materials, before summarizing their broad
range of applications.

In concluding this effort, I wish to thank all lecturers, and especially those who
contributed to the present second volume in this series, as well as speakers and
participants to the n&n 2006 and n&n 2008 Conferences, for having contributed
to create a pleasant and productive atmosphere, fostering the settling of pervasive
collaborative spirit and pedagogical drive. I am confident that this first set of lec-
tures, in turn, will provide an opportunity for those who are just now beginning to
get involved with nanoscience and nanotechnology, allowing them to get contacts
and prime, up-to-date information from the experts. I also wish to acknowledge the
enduring dedication and caring support of my wife Gloria and our great daughters
Costanza, Eleonora, Annalisa, Erica and Maristella, which allowed me to put this
volume together.

Frascati, Italy Stefano Bellucci
May 2010
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Formation and Characterization of Carbon
and Ceramic Nanostructures

Andrzej Huczko, Michał Bystrzejewski, Hubert Lange,
and Piotr Baranowski

Abstract Different carbon and ceramic nanostructures (nanotubes, nanowires,
nanofibres, nanorods, and nanoencapsulates) have great potential for improving our
understanding of the fundamental concepts of the roles of both dimensionality and
size on physical properties, as well as for many potential applications. Carbon nan-
otubes (CNTs) were produced in carbon arc plasma using different starting carbons,
as the anode material. Low-graphitized carbons (including carbon black) proved
to be much more efficient comparing to the regular graphite material. The optical
emission and absorption spectroscopy was used for spectral diagnostics of the car-
bon arc. Carbon arc was also used to produce carbon onions containing magnetic
nanocrystallites (Fe and magnetic alloys) in the core. The process was optimized
and the procedure to isolate encapsulates was elaborated. Carbon nanocapsules
containing Fe were also obtained via combustion synthesis from mixtures NaN3-
C6Cl6-Ferrocene. This technique also proved to be very efficient to produce silicon
carbide nanowires from Teflon (PTFE) and different reductants (CaSi2, Si). The
protocol to isolate and efficiently purify the final product (up to 98 wt%) was
proposed.

Synthesis of Carbon Nanotubes in Carbon Arc

We have studied the CNTs synthesis by using the arc discharge technique as
well non-equilibrium plasmas, e.g., [1–12]. The aim of those studies was also
the plasma diagnostics based mainly on optical emission spectroscopy (OES), e.g.
[13–18].

In this work we summarize our recent research in which the influence of
carbon electrode structure on effectiveness of single-walled carbon nanotubes
(SWCNTs) formation in the carbon arc discharge under the presence of catalysts

A. Huczko (B)
Laboratory of Nanomaterials Physics and Chemistry, Department of Chemistry,
Warsaw University, 1 Pasteur, 02-093 Warsaw, Poland
e-mail: ahuczko@chem.uw.edu.pl

1S. Bellucci (ed.), Physical Properties of Ceramic and Carbon Nanoscale Structures,
Lecture Notes in Nanoscale Science and Technology 11,
DOI 10.1007/978-3-642-15778-3_1, C© Springer-Verlag Berlin Heidelberg 2011



2 A. Huczko et al.

was investigated. This study was undertaken after Zhao et al. [19] had shown that
using the arc discharge with Fe-doped graphite anode generated in Ar-H2 atmo-
sphere one can obtain macroscopically oriented web-like product which appeared
to be very rich in high quality SWCNTs. The authors showed also that the as–
obtained bulk product can be easily purified from catalyst by a liquid-phase process
on a macroscale [20]. In fact, Fe and other transition metals, e.g. Co, has already
been used for SWCNTs synthesis via arc discharge method for a long time [21, 22].
However, we did not succeed while trying to reproduce this process. Since all the
experimental conditions were nearly the same, including the origin of the electrodes
(Toyo Tanso Comp.), the only reasonable explanation of the high process yield
seemed to be related to different properties of the electrode materials. Indeed, it was
established that the electrodes were of different batches and different preparation
receipts. Thus, the diversity could be related to the electrodes structure in a nano-
metric scale. To elucidate the mentioned mysterious effect a number of tests were
performed with different anode materials and gas atmospheres. The experiments and
results are discussed below.

Along with CNTs synthesis, we extended our research by using optical emission
(OES) and absorption (OAS) spectroscopy for the diagnostics of carbon arc.

Experimental

The experimental system has been described in details elsewhere [23]. The most
important feature of our arc reactor is a possibility of automatic control of the arc
gap within 1 and 2 mm and its position on the optical axis of a system for plasma
spectroscopy measurements. The pressure was also controlled in the reactor cham-
ber during the synthesis. Different types of Fe-doped (ca. 1 at.% Fe) electrodes were
tested in the process of SWCNTs synthesis which was carried out in Ar, Kr, Xe, Ne
and N2-H2 (40 vol%) gas mixtures. First, all the starting electrodes differed with
degree of graphitization, namely with the size of primary particles. The XRD pat-
terns of the electrode materials are shown in Fig. 1. Well- and medium-graphitized

20 30 40
0,0

0,5

1,0

1,5 Particle size, nm    
A: 26
B:  5
C: 1–2

C

B

A

2θ

Fig. 1 XRD patterns of starting carbon electrodes
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and amorphous electrodes, A, B and C, respectively, doped with Fe, Ni or Co cata-
lysts were sublimated in the arc. The electrodes C were home made from industrial
carbon black (IRB) mixed with a tar pitch and catalysts. The electrodes were baked
at 1,300 K.

Both A and B electrodes were Toyo Tanso Comp. (Japan) products. The profile
of XRD curve B in Fig. 1 points to a fact that this electrodes is composed of a
mixture of low as well highly graphitized carbon. The arc discharge current varied
between 10 and 50 A and pressure in the reactor chamber was kept constant at about
300 mb.

The morphology and characteristics of the carbon products were investigated
using SEM, TEM and Raman spectroscopy techniques.

The plasma diagnostics was performed by a combined optical emission and
absorption spectroscopy. Both techniques were applied to 0–0 bands of d 3�g–a
3�u and B 2�+–X 2�+ spectra of C2 and CN radicals, respectively. The absorption
spectroscopy was also used for the detection of iron atoms.

Since our OES method has been frequently used and described in details else-
where [15–17, 24], here we highlight only the most important points of the OAS
method, which we began to use recently. The aim of OAS was to detect CN, C2
radicals and Fe atoms in the arc plasma periphery, i.e. in the so-called dark plasma
zone. To the best of our knowledge such measurements related to carbon arc plasma
under condition of carbon nanostructures formation have never been performed so
far. Shortly, the method is based on a calculation of respective absorption spectra
assuming different temperatures and optical depths. The latter ones were expressed
by column densities.

The spectral absorption is define as Aν = 1 − exp(−κν l), where κν = ∑
κJ
ν

is the spectral absorption coefficient at a given frequency ν, which is a function of
temperature and column density of the absorbing species. The summation obvi-
ously covers contribution from all the rotational line of components situated in
the vicinity of a given frequency ν. The calculations were performed taking into
account collision and Doppler broadening by the use of the Voigt profile. The
as-calculated absorption spectra were convoluted with the Gaussian apparatus func-
tion of 0.023 nm in width at the half-maximum. An examples of a simulated CN
absorption spectrum, assuming temperature equal to 3,500 K and column density
1015 cm–2, along with an experimental spectrum are shown in Fig. 2, left and right,
respectively.

The absorption was recorded on the background of a continuum spectrum emitted
by a Xe arc lamp. Because of a light modulation caused by interference at the pro-
tected window located in front of a CCD detector, both experimental and calculated
spectra had to be smoothed within the 0.052 nm spectral window. The as-filtered
spectra are represented by thick lines in Fig. 2. The absorption at maximum 0–0
band served as a measure of CN column density. Examples of absorption growth
curves, including 1–1 band head, for two temperatures 2,000 and 4,000 K are shown
in Fig. 3.

Let us note that the absorption at the 0–0 band head does not vary much with
temperature and therefore can be used for CN(v = 0) column density determination
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Fig. 2 Calculated (T= 3,500 K, nl= 1015 cm−2) and experimental spectra of CN(B 2�+ X 2�+)

with a high precision. On the other hand a significant variation of the absorption
at 1–1 band head can be used for temperature determination through the ratio of
the absorption at 1–1 to 0–0 band heads. This ratio, however, changes also with the
column density. Therefore temperature can be derived on the basis of the ratio only
in the case of a sufficiently weak absorption. The same procedure for detection of
C2 by OAS was applied in [25].

In Fig. 2 (right) one can also find an absorption line at 387.8 nm which cor-
responds to absorption by Fe I atoms in the a 5D2 state. There are also some
other iron absorption lines and one of them, namely at 388.62 nm, which appears
not to be overlapped by any neighboring lines, was chosen for quantitative Fe I
(a 5D3) measurements. For such a purpose a similar absorption growth curves were
constructed.

It is worth to mention here that all such calculations can be quite easy performed
by using the Matlab software.
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Fig. 3 Absorption growth
curves at 0–0 and 1–1 CN(X
2�+→ B 2�+) band heads
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Results and Discussion

Carbon Nanotubes

As it was already mentioned, the SWNTs were produced with a high yield when
the electrodes with the smallest primary particles, i.e. the electrode B and C (Fig. 1)
were arc sublimated [12]. Then the product was almost entirely in a web-form. Such
a web was obtained in Ar-H2 and in N2-H2 gas mixtures when electrodes B and C
contained Fe catalyst. The photos of the web are shown in Fig. 4.

Let us note that the very fine web starts growing just at the electrode tip. It can
be on the cathode as well on the anode, left and right photos in Fig. 1, respectively.
The arcing in Ar-H2 gas mixture of the electrode A, i.e. well graphitized one, and
therefore having the largest primary particle, resulted only in a rubber-like soot.
Examples of TEM images of the web and soot are shown in Fig. 5. Evidently the
product obtained from the well-graphitized electrode A contains mostly soot and
graphite nanoparticles with embedded catalyst, while the web-like product from the
electrode B is rich into CNTs. Comparative SEM and TEM images of products in
Fig. 4 are shown in Fig. 6. The bulk product formed from more amorphous carbon,
i.e. using carbon black (C), seems to be slightly more fine and pure.

Other catalysts from the transition metal group (Co and Ni) were also tested
for SWCNTs formation by Ar-H2 arc discharge using electrodes prepared of car-
bon material C. It follows from the work by Zhao et al. [19] that such catalysts or
their binary mixtures are not suitable for SWCNTs production by Ar-H2 arc plasma.
However, it is very likely that the authors used well graphitized electrodes. We
found that although a macroscopic web was not formed, the final product appeared
in a form of a fine membrane which could be peeled off from the reactor lid and
contained SWCNTs shown in Fig. 7.

Fig. 4 Photograph of
web-like products from two
tests performed with
electrode B (N2-H2
atmosphere) and C (Ar-H2
atmosphere), respectively.
Catalyst: Fe
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Fig. 5 TEM images of products obtained from electrode A (left) and B (right) during arc discharge
in Ar–H2 gas mixture. Arc current: 50 A and pressure: 260 kPa. Catalyst: Fe

Fig. 6 SEM and TEM images of products obtained from electrodes B and C during arc discharge
in Ar–H2 gas mixture. Arc current: 50 A and pressure: 260 kPa. Catalyst: Fe

Fig. 7 SEM and TEM images of products obtained from electrode material C prepared (IRB) and
Co- and Ni- catalysts
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Fig. 8 Raman spectra (laser
780 nm) of carbon products
obtained using electrode C
doped with various catalysts
and arced in Ar-H2 gas
atmosphere

The presence of RBM bands as well as the shape of G bands in Raman spectra
(Fig. 8) clearly point to SWCNTs [24]. In this and following Raman spectra the
RBM bands were normalized as for high frequency D and G bands. It is worth to
note that using different catalysts one can influence the diversity in diameters of
SWCNTs. Under the presence of Co and Ni one breathing band for a particular cat-
alyst is in the resonance with the laser light (780 nm) while in the case of Fe-catalyst
there are at least four RBM bands resulting from the resonance with SWCNTs of
different diameters [24].

The only explanation of the effect of products diversity resulting from the
electrode materials under consideration seems to be connected with the effect
of sublimation. One can suspect that along with the simple carbon species, e.g.,
Cn=1,2,3,.. also bigger, e.g. graphene fragments including primary particles are leav-
ing the anode surface and undergo further thermal break-up just to a desire size and
form. If so, the bigger graphite particles, i.e. arc ablated from the electrode A, leave
the plasma zone before their fractionation to CNT precursor occurs. Assuming such
a hypothesis, a number of tests were performed under different gas atmospheres
e.g., Kr- and Xe-H2 using the electrode A. Thus, in the environment of heavier
buffering noble gases the diffusion of carbon particles should be, to some extend,
retarded. Also, inelastic collisions between carbon agglomerates and heavier noble
gas species are more effective. As expected, by replacing Ar by Kr (or Xe) we were
able to obtain products which contained SWCNTs. The Raman spectra in Fig. 9
show drastic changes in the observed bands when Kr and Xe was used instead of
Ar. In this and others Raman spectra the RBM bands were magnified.

Another way to overcome the problem of SWCNTs synthesis staring from the
well-graphitized electrode seemed to be the use of an active gas instead of the noble
gas. The most suitable seems to be nitrogen. It has already been shown by Zho
et al. [20].

TEM images and Raman spectra of products obtained from the electrode A and
B containing Fe-catalyst and using arc discharge in N2-H2 gas mixture are shown in



8 A. Huczko et al.

200 400 1200 1400 1600

0,0

0,5

1,0

1,5

2,0

2,5

3,0

Xe-H2

Kr-H2

Ar-H2

GD

RBM
In

te
ns

ity
, a

.u
.

Raman shift, cm–1

Fig. 9 Raman spectra of carbon products obtained during arc discharge in different 8gas
atmospheres and using electrode A

Figs. 10 and 11, respectively. TEM images clearly show bundles of SWCNTs. The
Raman spectra also confirm that the bulk product from the well graphitized material
(A) contains SWCNTs. However, it follows from the ratio of G/D bands that there
are still more amorphous phase that in the case of the electrodes B subjected to the
arc discharge in N2-H2

On the basis of RBM bands one can draw a conclusion that SWCNTs of different
diameter distributions result from both electrodes in N2-H2 arc plasma.

Non-conventional tests were performed to show that indeed the graphitization
degree of the electrode material plays a crucial role in SWCNTs synthesis by arc

Fig. 10 TEM images of products obtained from electrodes A (left) and B (right) (Fe-catalyst) in
N2-H2(90/5) at arc current 40 A and pressure 300 mb
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discharge technique. The electrodes A and B were used as the cathode in the Ar – H2
arc discharge. The anode was made of pure graphite with 1 cm in diameter to prevent
its sublimation. It turned out that one could collect a web-like products originated
from both, A and B-type electrodes. The carbon web was rich in SWCNTs. The
respective Raman spectra confirming it are shown in Fig. 12.

An explanation of the observed effect becomes obvious taking into account that
carbon species leave the cathode surface mostly as a result of the so-called cathode
sputtering process which is triggered by ionized argon species. During such inter-
action a fractionation of bigger primary carbon particles can take place. However,
recently it was found that the decisive role in SWCNT formation plays not only the
size of primary particles but also the electrode density [25].

Carbon Arc Plasma Diagnostics

The OES was used to estimate the temperature and C2 radical contents across the arc
discharge [11]. The aim was a comparison of the arc behavior when two electrodes



10 A. Huczko et al.

–4 –2 0 2 4
4000

4500

5000

5500

6000

T
em

pe
ra

tu
re

, K

Radial coordinate, mm

Ar
Kr

–4 –2 0 2 4
0

4

8

12

C
2(

a,
 v

=
0)

 c
ol

um
n 

de
ns

ity
, x

10
15

 c
m

–2

Radial coordinate, mm

Ar
Kr
XeXe

Fig. 13 Average temperature and column density distributions of C2(a, v=0) radicals across arc
discharge generated in Ar-, Kr- and Xe – H2 gas mixtures using electrodes A and B (solid and open
markers, respectively) doped with 1 at.% Fe. I = 50 A

A and B were arced under different gas mixture atmospheres. It follows from the
results of the OES measurements shown in Fig. 13 that the average plasma temper-
ature along the arc radius is about 5,500 ±250 K and drops to about 4,000 K at the
plasma periphery. The C2 content does not differ very much regardless of the gas
atmospheres and anode material, especially at the plasma edge, where CNTs are
starting to grow. Therefore one can expect that the content of other ‘small’ carbon
species resulting from the equilibrium composition (LTE) of carbon gas is also sim-
ilar. Since there is no evident correlation between C2 radical concentration in the arc
plasma zone and SWCNT yield one can assume that there must be also some bigger
carbon particles influencing the CNTs formation in the vicinity of the arc zone.

Probably the semi-amorphous graphite (B) or soot-like material (C) are more
efficient sources of such small carbon blocks. The primary graphite particles leav-
ing the well-graphitized electrode during the arc ablation process can also become
enough small for SWCNTs formation under conditions of longer residence times in
the plasma zone. Such a situation takes place when Ar is replaced by heavier noble
gas as, e.g. Kr or Xe. It can also be accomplished using more active gas like nitro-
gen. Then, due to surface etching by active nitrogen species the carbon particles will
change their size.

Between numerous possible intermediate carbon/nitrogen/hydrogen species, the
C2 and CN radicals are the ones that can be quantitatively measured by using con-
ventional OES and OAS. The average temperature distributions across the arc gap
for two arc currents 20 and 40 A are shown in Fig. 14 (left). The temperature profiles
were evaluated using the C2 emission band.

The respective C2 column density distributions are shown also in Fig. 14 (right).
Let us note only that there is a strong influence of arc current on C2 radical content.
At current 20 A C2 column density was almost on a verge of its detection by the self-
absorption method. Similar temperatures and C2 column densities were obtained
when electrode B was arced under the same conditions.

Examples of the experimental intensity distributions within the CN(B 2�+ X 2�,
0–0) emission band are shown in Fig. 15 (left). The spectra where normalized
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against the rotational line marked with an asterisk. A very strong self-absorption
effect appears in the position of the P(0–0) band head, where many rotational com-
ponents lines overlap and cause disappearance of the band head, especially in the
case of the emission along the plasma radius (r= 0). This has already been observed
when influence of nitrogen on formation of fullerenes was investigated [26]. In order
to find the CN(X, v = 0) column density across the arc a very similar procedure as
for C2 radicals was applied [27]. The column density distributions of CN(X, v = 0)
across the arc plasma are shown in Fig. 15 (right). In contrast to C2, the CN species
are much more spread beyond the arc and are abundant at the plasma edge.

A transition from the column density to the average local concentrations can be
simply made by dividing column densities by the radial coordinates of the radicals,
which for CN are much greater. In order to find the spatial range for both radicals
OAS was applied. The absorption measurements covered radial coordinate from
8 mm to 17 mm, i.e. the space where most of species are already in their ground
electronic states. Nevertheless, a very weak emissions by C2 and CN radicals were
still detectable. The C2 emission band was free of self-absorption, while CN band
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was still affected by this phenomenon. The OAS measurements confirmed much
stronger absorption by CN than C2 in this dark zone. Radial average temperature
distributions and column density of C2 and CN in this zone of the arc plasma for
the electrode A are shown in Fig. 16. The temperature was determined from the
intensity distribution in the rotational structure of the 0–0 Swan absorption band.
The temperature decreases exponentially from about 4,000 to 2,000 K. The value at
8 mm is in quite good agreement with that obtained from the emission band at the arc
plasma edge shown in Fig. 14. The column densities of C2 as well CN also match
the values resulted from the self-absorption consideration. The contents of these
species decreases exponentially with the radial coordinate with different, however,
rate. Generally lower contents of C2 follow also from the thermodynamic consid-
erations. At wide range of temperatures, whenever nitrogen is in a much excess
relatively to the carbon vapor pressure, the equilibrium concentration of CN radicals
will be at least one order higher than C2.

In Fig. 16 the column densities of iron atoms are also shown. It is worth to
notice that the spreading range of iron atoms is much higher than the radicals under
consideration. Therefore, one can assume that also some nanometric iron clusters
necessary for catalytic growth of CNTs exist far away from the arc.

In the light of these data it would appear that there are suitable conditions for
catalytic CNTs formation. The study is under way, however, to explain much lower
yield, specially in Ar-H2 atmosphere.

Synthesis of Carbon Encapsulated Magnetic Nanoparticles
in Carbon Arc and by SHS Route

The discovery of fullerenes and carbon nanotubes accelerated a worldwide research
into nanocarbon materials. Recently, the synthesis of novel and interesting struc-
tures was reported, e.g., endohedral fullerenes [28], filled nanotubes [29], onions
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[30], pea-pods [31], nanohorns [32], and carbon-encapsulated magnetic nanoparti-
cles (CEMNPs) [33]. A considerable attention has been paid to CEMNPs due to
their fascinating properties. Magnetic nanoparticles exhibit unique properties (e.g.,
higher coercive force and retentivity than bulk materials) but their practical appli-
cations are still strongly limited [34]. Magnetic nanoparticles are very sensitive to
oxidation and agglomeration because of their large specific surface area and high
chemical activity. Under ambient conditions, rapid oxidation of the nanoparticle
surface occurs, leading to the creation of thin oxide layer that dramatically changes
the particle properties. Spontaneous agglomeration of nanoparticles into larger clus-
ters is another problem that hinders the processing of such nanomaterials. In order
to preserve their specific magnetic properties and to protect nanoparticles from both
oxidation and agglomeration, the application of the encapsulation procedure has
been proposed. The encapsulation of nanoparticles has been successfully employed
by using carbon [35, 36], BN [37], silica [38], and organic polymers [39]. Carbon
and BN are the most stable coatings which can perfectly isolate the encapsulated
magnetic nanoparticles from the external environment.

CEMNPs are composite nanomaterials with a core-shell structure. The core is
a metal nanocrystallite (5–50 nm in the diameter) and the shell consists of several
to tens graphene layers. Carbon-encapsulated magnetic nanoparticles are stable in a
strong acid and in high temperature oxygen-free environment [40]. Unique proper-
ties of CEMNPs were also reflected in their prospective applications: (1) magnetic
data storage [34], (2) catalysis [41], (3) xerography [42], (4) magnetic resonance
imaging [43], and (5) biomedical applications (drug and gene delivery systems,
disease detection, cancer therapy, rapid toxic cleaning) [44].

Recently, we have shown [45–47] that CEMNPs have a great potential for the
use in environmental protection. Carbon encapsulates containing Fe nanoparticles
are capable to adsorb various toxic heavy metals (e.g., Cd, Cu, Co). Their sorption
performance is better in comparison to activated carbons. Importantly, the presence
of magnetic core in CEMNPs makes them fully mobile and facilitate their separation
from the cleansed solution.

The synthesis of CEMNPs is one of our major current research activities. So far,
the synthesis has been successfully accomplished by using carbon arc plasma [48–
54], low energy gaseous lasers [55] and combustion synthesis [56–61]. We have
also adapted a RF plasma technique for the large scale fabrication of CEMNPs [62,
63]. In this approach we reached the production level, which exceeded 500 g/h. Our
recent findings show that oxygen added to the reactants in RF plasma synthesis of
CEMNPs exclusively etches by-products (e.g., amorphous carbon). This results in
more pure product formation with better magnetic characteristics [64].

The self-propagating high-temperature synthesis (SHS) is a combustion process
of any chemical character that results in the formation of valuable condensed prod-
ucts for practical purposes [65]. The research on SHS was pioneered in the 1960s
of twentieth century by Merzhanov et al. in the Soviet Union [66, 67] who studied
i.e., the combustion of cylindrical ceramic compacts, which consisted of e.g. a Ti-B
mixture. Several years later the group from University of California in Davis led by
Munir used SHS technique e.g., to produce Ni-Al alloys [68], TiB2 [69] and other



14 A. Huczko et al.

refractory compounds [70]. The combustion synthesis utilizes the heat released by
the highly exothermic reactions between the precursor components. In the majority
of SHS processes, the combustion front, forming a smooth surface between reactants
propagates layer-to-layer with a constant velocity. This is a unique technology for
preparing advanced ceramic materials including the most valuable various refrac-
tory compounds (borides, carbides, nitrides, silicides, and the like) which, in fact
are not easily produced by conventional production methods.

Carbon Arc Formation of CEMNPs

The goal of our recent studies was to synthesize CEMNPs filled with a hard
magnetic phase with a stoichiometry of Fe14Nd2B [48–54]. Fe-Nd-B permanent
magnets, which were developed in 1984, have become a major hard magnetic mate-
rial used in electrical devices. Theoretical considerations predict that their magnetic
performance will be higher if the grain size will be below 100 nm (single-domain
material) [71]. Thus, the encapsulation in carbon shells seems to be an excellent
rout to decrease the grain size, and to avoid the agglomeration and oxidation of the
as-formed magnetic nanoparticles.

Experimental

Experiments were carried out using the same arc reactor system as for CNTs syn-
thesis [23]. The arc discharge was generated in helium under different pressures
(Table 1). The drilled anode was filled with a mixtures of Fe14Nd2B and graphite
powder (Table 1). The electrodes were arc-sublimated and the products were col-
lected in the form of a cathode deposit and soot. Boiling in 2 M HCl and washing
with distilled water and ethanol with subsequent drying in open air resulted in the
removal of non-encapsulated metals and carbides from the products. The as purified
final products were analyzed by electron microscopy (SEM, TEM), phase analysis
(XRD), thermogravimetry (TG), Raman spectroscopy and magnetic measurements.

Results and Discussion

It follows from SEM images (Fig. 17) that soot and cathode deposit are mostly
composed of uniform spherical nanoparticles with the diameter well below 100 nm.

Table 1 Experimental parameters and anode composition [52]

Test Voltage [V] Current [A] Pressure [mbar] Erosion rate [mg s–1] Fe14Nd2B [wt%]

1 17 83 133 7.5 27
2 19 61 2.5 42
3 27 79 600 9.8 27
4 28 65 9.6 42
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Fig. 17 SEM images of purified products: (a, c) soot from test 2 and 4, respectively; (b, d) cathode
deposit from test 2 and 4, respectively [52]

The products deposited on the cathode occasionally contained multi-walled carbon
nanotubes (as confirmed by TEM). Detailed morphology has been investigated by
TEM microscopy (representative images are shown in Fig. 18). The nanoparticles
in the soot have generally an oval shape while those in the cathode deposit are
polyhedral. Size of the metallic cores is between 20 and 50 nm independently on
pressure and anode composition (local EDX analysis proved that the cores are com-
posed of Fe, Nd and B). Thickness of the carbon coating was found to be between
1 and 20 nm (the coating includes up to 58 graphene layers). The interlayer spac-
ing between carbon layers surrounding the metallic nanoparticles is between 0.36
and 0.37 nm, these values being higher of that of a well crystallized bulk graphite
(0.3354 nm). This increase is related to the presence of defects in the carbon coat-
ings (penta- and heptagonal rings), which are necessary to introduce the curvature
into the graphene layer. The crystallinity of carbon coating of the cathode nanoparti-
cles is higher in comparison to those in the soot. This is due to the fact that the latter
ones are formed during much more rapid quenching conditions. The temperature
of the cathode deposit remains very high during the arcing (ca. 3,000 K). Therefore
heating of CEMNPs in a cathode deposit will favour the graphitization of the carbon
coatings.
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Fig. 18 TEM images of purified products: (a, c) soot from test 1 and 3, respectively, (b, d) cathode
deposit from test 1 and 3, respectively [52]

X-ray diffraction spectra were recorded to study the phase composition of the
encapsulated nanoparticles. XRD diffractograms showed turbostratic carbon only
and occasionally weak signals coming from Fe crystallites. The lack of any signals
from Nd and B is probably due to the small crystallite size, stacking faults, and low
crystallization degree. In order to evaluate the core composition the samples were
burned in oxygen atmosphere and XRD analysis of the residues was performed.
The burning process has been monitored by thermogravimetric analysis (Fig. 19).
During the first step the oxidization of amorphous carbon particles and CEMNPs
carbon coating occurs. Next, the core is burned yielding appropriate oxides. The
residue is composed of various oxides (XRD in Fig. 20) and its composition pro-
vides the information on the encapsulated metallic cores. For example, Fe2O3 and
Fe3O4 indicate that the encapsulate core is composed of iron, while FeNdO3 oxide
shows that the core was composed of Fe and Nd.
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of purified soot obtained in
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Raman spectroscopy is a very useful and non-destructive technique which can
provide many structural information about the carbon coating of CEMNPs. A rep-
resentative Raman spectrum of CEMNPs is showed in Fig. 21. There are two main
bands at ca. 1,350 cm–1 (D band) and 1,595 cm–1 (G band). The G band is associ-
ated with the E2g mode (stretching vibrations) in the basal plane of graphite [72].
Disorder, imperfections, and finite particle size effects mainly contribute to the so
called D band. The G band in all samples was upshifted comparing to the position
of G peak (1,582 cm–1) for highly oriented pyrolytic graphite. It is related to the
decrease of the La size (La is the diameter of the graphite basal plane) [73]. The
G to D intensity ratio is a useful indicator of the graphitization degree [72], and

Fig. 20 XRD diffraction patterns of the residue formed after burning soot obtained in test 2
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in our case it can be considered as a carbon coating crystallinity. The G/D ratio
for the investigated samples varied between 0.6 and 0.8 and was in an agreement
with TEM (images show defects and imperfections). The G/D ratio was found to be
higher for cathode deposit samples. It undoubtedly points to the higher crystallinity
of the cathode deposit products.

All purified products show superparamagnetic behaviour (a typical hysteresis
loop is presented in Fig. 22). The samples exhibit substantially different coer-
civity (Hc), saturation (Ms) and remanence (Mr) magnetization depending on the
experimental conditions (Table 2). The differences in saturation magnetization
are obviously caused by the presence of the paramagnetic carbon coatings and
amorphous carbon nanoparticles (their magnetic susceptibility is a few orders of
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Fig. 22 Hysteresis loop of soot obtained in test 2
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Table 2 Magnetic characteristics of products [52]

Soot Cathode deposit

Test Hc [Oe] Ms [emu/g] Mr [emu/g] Hc [Oe] Ms [emu/g] Mr [emu/g]

1 26 8 0.2 26 14 0.2
2 51 30 1.3 64 5 0.2
3 413 2 0.2 98 5 0.3
4 144 32 3.4 44 18 0.5

magnitude lower than that of the encapsulated particles). The results show that soot
from tests 2 and 4 have the highest saturation magnetization values, what points also
to the high content of CEMNPs in these samples. It is worth to notice, that the Ms in
cathode deposits (test 2 and 4) is much lower than in a respective soot. The cathode
deposit during arc discharge grows at very a high temperature, what can favour the
evaporation of CEMNPs and therefore decreasing the overall magnetic moment.

Emitted light from the discharge zone contains information regarding the
plasma composition and the temperature distributions. Two examples of the spectra
recorded along the arc radius within 512.5 and 519.5 nm spectral ranges under low
and high pressures (tests 1 and 3) are shown in Fig. 23. There are the C2 (d–a, 0–0)
band and some of FeI, FeII and NdII lines. The presence of atomic lines of Fe and
Nd proves that the heterogeneous anodes vaporize congruently. There is a signif-
icant difference in the intensity distributions within the molecular band for both
pressures. At higher pressure (spectrum B) the band head completely disappears,
what is caused by the very strong self-absorption. The intensity distribution in the
rotational structure of the band can be used for the gas temperature evaluation [15].
The temperature distributions are very similar for low and high pressures. The aver-
age temperature along the arc radius is 5,250 ± 250 K and drops to about 3,500 K
at the plasma edge.

512 514 516 518

0,6

1,2

1,8

2,4

3,0

B

A

N
dI

I

N
dI

I

Fe
IN

dI
I

N
dI

I

N
dI

I

Fe
I

Fe
I

Fe
II

Fe
I

Fe
I

Fe
I

C
2(

0–
0)

In
te

ns
ity

, a
.u

.

Wavelength, nm

Fig. 23 Spectrum emitted
along arc radius under He
pressures 13.3 and 60.0 kPa,
a (test 1) and b (test 3),
respectively [52]



20 A. Huczko et al.

To conclude, carbon arc is a suitable method to synthesize carbon encapsulated
magnetic nanoparticles. The formation of CEMNPs in this method is based on
vaporization of graphite and magnetic powders and further quenching and con-
densation to the solid nanocrystalline phases. The high temperature processing
of Fe14Nd2B (starting material) led to its total vaporization and decomposition.
Electron microscopy studies showed that the obtained structures have core-shell
structure, with the core diameter between 20 and 50 nm. The CEMNPs cores
consisted of Fe, Nd and B crystallites. Magnetic measurements revealed that all
products exhibit superparamagnetic properties at room temperature.

SHS Formation of CEMNPs

SHS technique was used in our study to generate the carbon gas which coalesced
in the presence of encapsulated matter thus capturing the latter one in the core of
nanometric carbon onions [56–61, 74, 75]. The method is based on the deep trans-
formation of the starting materials using the heat released during the combustion
synthesis. High temperature and pressure gradients lead to the fast quenching of the
carbon-metal gas to the nanocrystalline particles.

Experimental

Combustion synthesis was carried out in a closed stainless steel reactor (a mod-
ified calorimetric bomb) of ca. 400 ml in volume. The reactants (Table 3) were
prepared in the form of a mixture made from fine powders (particle size below
100 μm). The combustion process was initiated by an electrically heated reaction
promoter immersed in quartz crucible containing the reacting mixture. The com-
bustion reaction resulted in an abrupt pressure increase which was monitored by
using quartz pressure transducer. At least two runs were performed for each mix-
ture. After the combustion was completed, the gaseous products were vented. The
products, very puffy soot-like black solids, were collected for further purification
and characterization (the same procedure as presented in Part 3.1).

Results and Discussion

SEM images of purified products (Fig. 24) show that the samples exhibit a similar
morphology regardless the composition of the starting mixtures. The morphology

Table 3 Details of reactant composition and reaction heat [56]

Test No. Starting stoichiometric mixture [wt%] Heat of reaction [kJ/kg]

1 NaN3(62.2)/HCE(37.8) 2,320
2 NaN3(49.8)/HCE(30.2)/Ferrocene(20.0) 2,810
3 NaN3(57.8)/HCB(42.2) 2,630
4 NaN3(46.2)/HCB(33.8)/Ferrocene(20.0) 2,780
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Fig. 24 SEM images of purified products: (a) and (b) test 1 and 2, respectively [56]

of the products from runs 3 and 4 was much the same. TEM studies revealed
(Fig. 25) the morphological diversity. Along with empty carbon nano-onions of
ca. 20–40 nm, CEMNPs have been also found. Carbon encapsulates have a diam-
eter between 30 and 60 nm. The carbon coatings consist of 10–15 graphene layers
and exhibit different crystallinity. with the interlayer distance of ca. 0.35–0.37 nm
(Fig. 25c).

Figure 26 shows XRD diffraction patterns of the purified products from tests 3
and 4. In both cases the strongest signals can be ascribed to the turbostratic carbon
and bcc Fe (a small fraction of iron carbide is present). Since NaCl is water soluble,
its XRD signal indicates that such crystallites are also encapsulated in the protec-
tive graphene shells. In the case of test 4 Fe4[Fe(CN)6]3 was additionally detected
pointing to a very complex combustion synthesis mechanism.

Purified products exhibit similar magnetic performance (Fig. 27). The sam-
ples from test 2 and 4 exhibit superparamagnetic behavior with the coercive force
between 60 and 70 Oe.

The saturation magnetization for both samples was between 21 and 22 emu/g.
Such a value equals ca. 11% of saturation magnetization of pure iron. It indi-
cates that the CEMNPs content in the samples does not exceed 15 wt% (a rough
estimation with an assumption that the thickness of the carbon coating is 5 nm).

During the course of combustion synthesis there is fast temperature and pres-
sure increase. Both halocarbons are thermodynamically unstable against reductive
chlorination. We believe that the combustion synthesis occurs following to the
scheme

6 NaN3 + C6Cl6 → 9 N2 + 6 C+ 6 NaCl.

Calorimetric measurements show that the released heat during the combustion syn-
thesis (Table 3) can decompose the ferrocene into elements. The simultaneous
condensation of carbon-metal gas results in carbon-encapsulated magnetic nanopar-
ticles. Similar quenching and condensation processes take a part in a carbon arc
route.
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Fig. 25 TEM images of purified product (test 2) [56]
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Synthesis of Silicon Carbide Nanofibers by SHS Route

SHS technique, as explained above, makes use of the heat generated by exother-
mic reactions and can be applied to synthesize e.g. different nanomaterials [76].
In fact, this process was shown to produce a submicron SiC [77] and a host of
other materials: oxides, borides, cermets, nitrides, and silicides [78–81]. While
unsuccessfully exploring the possibility of production of carbon nanotubes using
the combustion synthesis Huczko et al. [82], in collaboration with S. Cudziło from
Warsaw Military University of Technology, serendipitously found that nanometric
silicon carbon nanofibers can be efficiently formed when polytetrafluoroethylene
(PTFE) is decomposed via SHS route in the presence of silicon atoms. Indeed, the
powdered mixture of PTFE and silicon-bearing species (Fe-Si, different silicides,
Si elemental) reacted abruptly in a calorimetric bomb upon the ignition (by ohmic
heating) of reactants. This self-assembling technique of SiC nanofibres formation
was later investigated more in detail [49, 64, 83–85] since silicon carbide, as an
outstanding large-gap semiconductor, exhibits a set of unique physical and chem-
ical properties, which makes it a promising candidate for many high-temperature
and harsh-environment applications [86–89]. If fabricated in the form of 1-D nanos-
tructures, SiC would have, obviously, new properties resulting from both its marked
shape-specific and quantum-confinement effects. The existing methods of preparing
1-D SiC nanostructures [90–95] are, in fact, quite involved and require high temper-
ature and long processing times. We found earlier that a complex set of parallel
gas phase reactions with participating silicon-fluorine radicals yielded gaseous SiF4
and solid SiC as the main reactions products during the combustion of CaSi2-PTFE
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Fig. 28 SEM images of the solid product formed from CaSi2/PTFE (57.8/42.2) mixture

mixture. Electron microscope observation of condensed products revealed its com-
plex morphology (Fig. 28) and fibrous nanostructure (images a, b and c). Some
3-dimensional SiC nanocrystallites (Fig. 28d) were also found in products.

The isolation and purification of SiC nanofibers, and, above all, the removal of
side products (e.g., CaF2) proved, however, to be an arduous task. A four-step proto-
col (by wet chemistry) to separate the fibers was elaborated [96] but the final yield of
the process was limited. Thus, the process involving pure silicon powder as starting
reductant (reacting with PTFE) was implemented and optimized, with the results
presented below, since for these reactants the solid product is composed of carbon,
unreacted silicon and silicon carbide only. In this paper we describe the spontaneous
SHS formation of 1-D SiC nanostructures by reductive defluorination of PTFE (as
carbon precursor) with Si elemental. Comparing to our forementioned research the
distinct improvement of the proposed present route is related to the higher reaction
yield and simplified protocol for purification of the sought product.

Experimental

All tests were performed in a modified calorimetric bomb using the experimen-
tal procedure as described in Part 3.2. During the combustion the accompanying
pressure increase, resulting from the evolution of gaseous products and reaction heat
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Fig. 29 Calorimetric bomb before (left) and after (right) the combustion synthesis in Si/PTFE
system

(calorimetrically measured), was monitored. Also, for the selected runs the emis-
sion spectroscopy was applied to evaluate the process averaged temperatures which
proved to be well above 2,000 K [85]. Figure 29 shows the calorimetric bomb before
and after a typical run.

The powdered mixture of starting reactants (ca. 3–4 g) with the immersed resis-
tance (kanthal) wire was contained in a quartz crucible. After a combustion (lasting
usually a fraction of a second only) yielding SiC nanofibres the bomb was filled with
a sponge-like greyish solids with a fibrous morphology. The solid products were
collected after process termination and its structure, composition, and morphology
were investigated by using SEM and TEM electron microscopy, Raman spec-
troscopy, elemental analysis (C and H content), and X-ray diffraction as described
in Part 2. The solid samples of products were later dissolved in concentrated KOHaq
and the measured volume of evolved hydrogen gas gave a way to the evaluation
of unreacted silicon content and total Si conversion during the synthesis. In the
selected runs the produced gases were qualitatively analyzed by UV and IR spec-
troscopy. The content of fluorine compounds was also electrochemically measured
after gas absorption in KOH solution.

Results and Discussion

A set of combustion synthesis of SiC nanofibres in Si-PTFE system was performed
in which the following operating parameters were altered:

• grain size of reactants: Si (Fluka) between 1 and 150 μm, PTFE (Alfa Aesar)
between 1 and 100 μm,
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• combustion atmosphere and initial pressure
• positioning of quartz crucible containing reactants
• mass of starting reactants
• diameter and positioning of the combustion promoter within the starting

reactants.

All other variables were kept constant. From the results of the preceding exploratory
runs the following reaction scheme was assumed:

2 Si + 2 CF2 ⇒ SiC + C + SiF4

Thus, all experiments were carried out for Si/PTFE = 36.0/64.0 mixture (as the
preceding testing had proven to be the most favourable composition for 1-D SiC
formation) if not stated otherwise. For each run the following data were gathered:
initial mass of starting reactants, pressure variation, and the mass of the product
collected after the combustion in the reactor.

The heat release accompanying the combustion was measured calorimetrically
for the selected runs. The heat of reaction in argon atmosphere for the starting com-
position (Si/PTFE= 26.0/74.0) under consideration is relatively high (5,650 kJ/kg).
Thus, once started the exothermal process is usually terminated within a fraction of
a second. The combustion synthesis is accompanied by the abrupt evolution of heat
resulting in high temperature (well above 2,000◦C as mentioned above) and pres-
sure in the system. The latter one is additionally augmented by the generation of
gaseous radical and molecular (SiF4) species. As an example, the high heating rate
and pressure increase equal to ca. 3.2× 104 K s–1 and 7.9× 106 Pa s–1, respectively,
were obtained earlier for CaSi2/PTFE combustion synthesis in air [64]. Not only the
peak pressure, but also the final pressure in the bomb was measured, after thermal
relaxation of the system.

The fluorine content in the evolving gases was measured for the selected runs
by using an electrochemical technique (after absorption of the gas in concen-
trated KOHaq). It follows from both measurements that, as expected, SiF4 is the
main component of gaseous products, along with some elemental fluorine and C–F
compounds (as confirmed by UV and IR spectroscopy).

The results show that the yield of Si→1-D SiC (the main component of the
sponge-like product, see below) reaction is strongly dependent on some of the
combustion parameters. There is an optimal initial mass of reactants for the vol-
ume of the reactor used (ca. 4 g) and initial pressure (ca. 1 MPa as shown below),
which yields the highest mass of the desired product and the highest conversion
rate.

The performed experiments showed that neither the initial mass and position-
ing of reactants (within the reactor) nor the diameter and location of the reaction
promoter within the starting mixture seem to distinctly influence the combustion
course. Thus, once initiated the combustion wave instantly propagates through the
solid reactants and the evolved gaseous intermediates freely diffuse to the colder
zone where coalescence and condensation of solid products occur.
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Fig. 30 SEM images of solid products showing its highly diversified morphology

The morphology of combustion products has been studied by SEM and TEM
techniques. We detected various types of novel nanostructures in collected solids,
i.e. nanofibres, nanocrystallites and soot (see Fig. 30 as an example).

Table 4 shows the operating parameters and the results of runs (initial pressure
1 MPa, air) in which granulation of starting reactants was changed. SEM images of
products are presented in Fig. 31.

The results show that PTFE particle size does not seem to influence the com-
bustion course. In fact, the initial temperature of the process (ohmic heating)
is high enough to promote the thermolysis of PTFE and to generate gaseous
fluorine-bearing species. PTFE has covalent C-F bonds that, when dissociated, will
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Table 4 Influence of Si/PTFE granulation on combustion synthesis in air

Si below
(μ)

PTFE
below
(μ)

Initial
mass of
reactants
(g)

Peak
pressure
(MPa)

Combustion
duration

Mass of
products
(g)

Products
morphology

Unreacted
silicon
(wt%)

Silicon
conversion
(%)

43 1 2.55 3.6 Very short 0.88 Sponge-like 9 ≥ 90
43 100 5.90 3.8 Relatively

long
1.96 Sponge-like 15 80

150 1 3.83 3.0 Relatively
long

0.93 Sponge-
and
soot-like

17 78

150 100 4.39 2.4 Very long 1.60 Sponge-
and
soot-like

21 69

produce more reactive lower carbon-fluorine (molecular and radical) species. The
highest total Si conversion (above 90%) was obtained for the fine starting silicon.
The process was also easily initiated and the combustion was very fast. In the case
of coarse-grained silicon the process could even not be started at a slightly lower
pressure. At pressure equal to 1 MPa the combustion duration is long thus pointing
out to the lower rate of phase transformation of coarse silicon grains and a mass-
diffusion barrier. These conclusions are confirmed by the presented SEM images.
While all products contain fibrous nanostructures, their content is higher for prod-
uct collected in runs with fine silicon. Also the average diameter of those nanofibres
is definitely smaller comparing to those obtained in runs with coarse silicon.

The initial pressure of air was also varied and the results of the runs with fine and
coarse reactants are presented in Table 5. It is evident that this parameter strongly
influence the combustion course. With the increasing pressure the reaction is more
vigorous and much shorter, Si conversion increases and the products contain more
nanofibres. This observation is even more pronounced for coarse-grained reactants:
at lower pressures (0.1 and 0.3 MPa) the process can not be initiated at all.

Those results clearly confirm the involvement of gaseous intermediates in the
reaction course since at low pressure their diffusion and expansion (and accompa-
nying quench) is too fast to provide for the coalescence of resulting solids. Only at
pressure high enough (1.0 MPa) there is enough time for gaseous reactants to form
products. Also, the outlined above influence of reactants granulation on process
yield is again reaffirmed.

Figure 32 shows, as an example, SEM images of products obtained from fine-
grained reactants at different pressures. At the lowest pressure (0.1 MPa) only very
few short SiC nanofibers can be spotted and their growth seems to be not terminated
yet. The pressure increase allows for the prolonged growth of many 1-D nanostruc-
tures and the sponge-like morphology of the products points to high concentration
of nanofibres.

The reaction atmosphere also strongly influences the process performance with
the best results obtained (Table 6) in runs carried out in oxygen-containing gases
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Fig. 31 SEM images of products: (a, b) Si 43 μm/PTFE 1 μm; (c, d) Si 43 μm/PTFE 100 μm;
(e, f) Si 150 μm/PTFE 1 μm; (g, h) – Si 150 μm/PTFE 100 μm
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Table 5 Influence of initial pressure on combustion synthesis in Si/PTFE system in air

Si
below
(μ)

PTFE
below
(μ)

Initial
mass of
reactants
(g)

Initial
pressure
(MPa)

Peak
Pressure
(MPa)

Combustion
duration

Mass of
products
(g)

Products
morphology

Unreacted
silicon
(wt%)

Silicon
conversion
(%)

43 1 3.89 0.1 1.0 Relatively
long

1.22 Soot-like 26 53

43 1 2.77 0.3 2.0 Relatively
long

1.91 Sponge-like
and
soot-like

14 84

43 1 2.52 1.0 3.6 Very short
and strong

1.10 Sponge-like 9 90

150 100 4.80 0.1 no
reaction

– – – – –

150 100 4.97 0.3 no
reaction

– – – – –

150 100 4.40 1.0 2.4 Very long 1.60 Sponge-like
and
soot-like

21 69

(air, carbon dioxide, oxygen) at 1 MPa, this probably due to their higher heat
capacity and better transport and quenching properties. Also, the involvement in
combustion of oxygen-bearing intermediates (SiO?) can not be ruled out. It is worth
to mention here that the involvement of oxygen – as an intermediate – was earlier
proposed by Rümmeli [97, 98] in the formation mechanism of carbon nanotubes.
As mentioned earlier, the process could not be initiated at a soft vacuum this prob-
ably due to the very fast expansion of gaseous intermediates. Also, there was no
combustion in helium. In the case of pure oxygen the reaction duration is much
longer (at least few seconds comparing to a fraction of a second for other reac-
tion environment). Thus, the direct high temperature partial oxidation of reactants
can not be ruled out. The morphology of the 1-D product does not depend heavily
on the process environment (excluding pure oxygen). The results of these paramet-
ric studies confirm again that the nucleation mechanism involving radical gaseous
intermediates is responsible for the product formation.

Figure 33 presents SEM images of the corresponding products which are in line
with the data from Table 6. The specimens from runs carried out in argon and nitro-
gen atmosphere (A,B and C,D, respectively) contains very few nanofibres; some 3-D
SiC nanocrystallites can also be spotted. The fibrous structure of the product is evi-
dent for combustion in oxygen-containing atmosphere (E,F – carbon dioxide, G,H –
air, I,J – oxygen); in the case of pure oxygen the product also contains ball-shaped
silica particles with diameters within a fraction of a micron.

1-D SiC nanostructures produced from present route typically have diameters
ranging from ~ 20 to several tens of nanometers and with lengths up to several
tens of microns (Figs. 28, 30, 31, 32, and 33). They were present in almost all
samples. The electron images revealed the presence of thread-like features, as if
1-D nanostructures were linked together in a spaghetti-like manner. The thread-like
microstructures corresponded to varied diameters in a relatively wide range with the
aspect ratio well above 103.
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Fig. 32 SEM images of products: (a, b) Si 43 μm/PTFE 1 μm, 0.1 MPa; (c, d) Si 43 μm/PTFE
1 μm, 0.3 MPa; (e, f) Si 43 μm/PTFE 1 μm, 1.0 MPa

To further confirm the composition of the products from those runs XRD analyses
of selected samples were carried out (Fig. 34).

The products (argon and air atmosphere) contain crystalline phases of unreacted
silicon and β-SiC (with stacking faults) [99] with some C20F42 and graphite C (002).
Product from the run carried out in pure oxygen is dominated by the presence of
semi-amorphous silica with relatively low content of Si and SiC.

Depending on the starting reactants, the carbon content of the solid products var-
ied between 8 wt% and 80 wt%. The higher content of carbon can be, obviously,
related to the lower content of the other products (e.g., volatile metal fluoride),
which, in the case of Si-containing mixtures is gaseous SiF4. Calcination of the
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Table 6 Influence of reaction atmosphere on combustion synthesis in Si/PTFE system at initial
pressure 1 MPa

Si
below
(μ)

PTFE
below
(μ)

Initial mass
of reactants
(g)

Reaction
atmo-
sphere

Peak
pressure
(MPa)

Combustion
duration

Mass of
products
(g)

Products
morphology

Unreacted
silicon
(wt%)

Silicon
conversion
(%)

43 1 4.15 Argon 4.0 Short 1.24 Soot-like 31 33
43 1 4.32 Nitrogen 4.0 Relatively

long
2.58 Sponge-like

and
soot-like

32 26

43 1 3.42 Carbon
dioxide

4.0 Short 1.23 Sponge-like 11 88

43 1 2.52 Air 3.6 Very short
and strong

1.10 Sponge-like 9 90

43 1 3.23 Oxygen 5.0 Very long 0.83 White
powder

3 >90

product in air resulted in a distinct decrease of free carbon content due to its oxi-
dation. The residual carbon can be only related to carbide phases resistant against
oxidation at the heating temperature.

Raman spectroscopy was also used to determine the formation of ß-SiC, α-SiC,
and any residual Si and C in the specimen. Bulk scale studies showed the product
to be comprised of mostly cubic polytype of ß-SiC and that finite size effects are
present. The ß-SiC is characterized by sharp peaks at 795 and 970 cm–1 arising
from transverse optical (TO) and longitudinal optical (LO) phonons, respectively.
However, a mixture of different SiC polytypes along with disorder in the structure
and stacking faults (shown in HRTEM image below) is also visible.

TEM observations (Fig. 35) showed that the resulting nanofibres have primarily
smooth and straight whisker-like morphology with some of them possessing bends
and kinks, and appeared to be rigid, displaying dimensions similar to those observed
by SEM.

Figures. 35a, b reveal the overview of the produced bulk sample, which con-
sisted of SiC nanofibres and other products, with very few carbon particles attached
to the fibres surface walls. HRTEM and EDX were performed in order to obtain
information about the structure and composition of the products. Fig. 35c, d demon-
strate the variety (diameters from below 10 nm up to several tens of nm) of Si- and
C-containing (EDX analysis) fibrous products, with a relative high density of stack-
ing faults and striations on the image. The spacing of the crystallographic planes
measured from the HRTEM image (Fig. 35e, f) is ca. 0.25 nm which is consistent
with the reported value (JCPDS card, No. 29–1129) to the (111) lattice planes of the
crystalline SiC. The HRTEM images of the SiC nanofibres showed no evidence of
axial screw dislocations, suggesting that these nanostructures were not grown by the
screw dislocation mechanism [100]. Instead, the liquid globules found e.g., on the
tip of some nanofibres could suggest the VLS mechanism [101]. However, much
more work remains to be done to fully confirm such growth of these nanofibers.
The chemical composition analysis by EDX spectroscopy in both SEM and TEM
confirmed that the atomic ratio of Si atoms to carbon atoms in the nanofibres was
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Fig. 33 SEM images of products, Si 43 μm/PTFE 1 μm, 1 MPa: (a, b) argon; (c, d) nitrogen;
(e, f) carbon dioxide; (g, h) air, (i, j) – oxygen
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Fig. 34 XRD spectra of products, Si 43 μm/PTFE 1 μm, 1 MPa: (a) argon; (b) air; (c) – oxygen
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Fig. 35 TEM/HRTEM images of products, Si 43 μm/PTFE 1 μm, air, 1 MPa

approximately the same as that of a reference SiC crystal. Further insight into the
structure of the nanofibres shows (EDX) that the centre nanofibre is wrapped in a
uniform thin (ca. 2 nm) outer layer of SiO2 (Fig. 35e, f). It is apparent that these
fibres, with their close-packed atomic planes, should possess high tensile strengths
and Young’s modulus.

Thus, the elemental, XRD, Raman analyses, and microscopic observations have
shown that the as-obtained products of Si/PTFE combustion contain, along with
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dominating SiC 1-D crystallites, turbostratic graphite, some un-reacted silicon, and
also silicon dioxide (for runs in oxygen atmosphere).

Following the synthesis of a bulk product the protocol to chemically isolate and
finally purify the SiC nanofibres was elaborated as follows. The silicon and silicon
dioxide were removed by boiling the product suspension in KOH solution (30 wt%)
under reflux for 8 h. The solid product was washed with plenty of water and cal-
cinated in air at 700◦C for 2 h in order to remove the elemental carbon. Finally,
to remove the residual silicon-bearing compounds the product was again boiled in
KOH solution (30 wt%) under reflux for 8 h. The final product was filtered and the
deposit was washed with plenty of water. Figure 36 shows SEM images of the SiC
1-D material before and after purification (for Si/PTFE compositions).

The carbon content (elemental analysis) in the purified product varied between
28.55 wt% and 28.76 wt% (with hydrogen between 0.34 wt% and 0.36 wt%, and
nitrogen between 1.05 wt% and 1.20 wt%). Thus, the chemical purity of the isolated
1-D SiC could be estimated to be at least 98.2 wt%.

The formation mechanism of SiC 1-D nanostructures formation could be pro-
posed as a set of parallel radical reactions. However, the exact formation mechanism,
specially regarding 1-D morphology of the product, is not completely understood.
The thermal initiation of the combustion promotes PTFE decomposition yielding
low molecular weight gaseous fragments/radicals with a dominating proportion
of the monomers. These gaseous species form in the hot core of the combustion
zone. They expand rapidly from the central zone towards the colder area (e.g.,
water-cooled inner reactor wall). The expansion of reactive radicals gives a way to
following quenching and coalescence processes the course of which depends heav-
ily e.g., on the partial pressure of condensing species and quench environment. The
rearrangements of several different atoms and radicals within milliseconds yield
new nanosized morphologies, e.g., nanofibres. Hence the distinct influence of pro-
cess variables on reaction yield. The freshly formed carbon atoms assemble either
into hexagonal carbon clusters (which may grow further into soot particles) or form
other compounds. Meanwhile, oxygen (which unavoidably exists in the reactor) may
also react with Si to form thin SiO2 amorphous layer, partly sheathing the SiC. As
a result, this cover may hinder the stacking of further atomic planes on top of this

Fig. 36 SEM images of as-obtained (left) and purified (right) SiC nanofibres
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nucleus, thus preventing an increase in fibre diameter. Further growth can only pro-
ceed continuously in the close-packed atomic direction, i.e., the fibre axis direction.
Thus, the resulting SiC fibres are relatively thin, and exhibit a unique crystal plane-
axis relationship. In the case of air atmosphere a very reactive SiO is probably the
main gaseous intermediate responsible for the mass transfer as proposed elsewhere
[102]. In a pure oxygen atmosphere the chemical process is by no means dominated
by direct high temperature oxidation of silicon and amorphous silica nanospheres
dominate the reaction products.

Thus, the SiC clusters are produced by the gas phase reactions of different
radicals which can be represented by

Si(s) + (CF2)n(s) + O2 → SiFn(g)
· + CFm(g)

· + SiO(g)
· → SiC(s)

+ SiF4(g) + CO(g) + CO2(g) + C(s)

All products are in a nanometer size. This can be again explained as the condensing
reactants do not have enough time to grow into larger 3-D microcrystals due to
the inherent short duration of the combustion reaction and the fast quench during
product expansion.

It follows from some of the SEM images (see Fig. 37) that the catalytic growth
via the vapor-liquid-solid (VLS) mode should also be taken into account while
discussing the formation of 1-D SiC nanofibers.

Fig. 37 SEM images of solid products showing the morphologies of 1-D SiC nanostructures
grown evidently via VLS mechanism
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The VLS crystal growth mechanism was discovered by Wagner and Ellis [101]
and thoroughly investigated later by Baker et al. [103] to explain carbon filament
growth. The principles of VLS mechanism were studied by Wagner et al. mainly on
silicon crystals, but the information obtained from experiments with the growth of
other elements or chemical compounds is equally valuable from the vantage point
of the knowledge of VLS mechanism. The morphologies shown in Fig. 37 seem
definitely to grow from a nanosphere of a catalyst (Si?).

Finally, one should mention here that not only the efficient SHS formation of
SiC nanofibers has been experimentally studied, but also its possible applications
are being currently sought those including e.g. (1) novel adsorbents [104–106],
(2) nanomass sensing [107], and (3) optical limiting [108]. The electrochemical
measurements also showed that the electrical double layer performance of SiC
nanofibres-derived amorphous carbon is better than most of the common pyrolyti-
cally made carbons [106]. The parametric optimization studies led to the conversion
of starting Si into products exceeding 90% [109]. The measurements of the ther-
mal conductivity of the purified nanofibres were also carried out [110]. Obtained
results suggest that the apparent thermal conductivity (over 100 Wm–1K–1) is much
greater than the data of SiC thin films. Rümmeli et al. [111] proposed recently the
annealing route to chemically transform SiC nanofibres into tubular SiC nanos-
tructures while coaxial silica/SiC reverse their sheath/core structure. The process
could be exploited as a viable route to manipulate a variety of nanostructures and
films for doping and etching and structural manipulation. Cathodoluminescence
spectra from SiC nanofibres within the temperature range of 77 . . . 300 K were
also measured [112], showing obvious differences with respect to the bulk mate-
rial. Using for the first time the scanning tunneling spectroscopy (STS), scanning
tunneling microscopy (STM) topography and current imaging tunneling spec-
troscopy (CITS) Busiakiewicz et al. carried out extensive studies on the electronic
structure of SiC nanofibres [113–117]. N-type observed doping was attributed
to nitrogen presence in the sample. The measurements also revealed fluctua-
tions of the local density of electronic states (LDOS) in the vicinity of structural
defects. Epoxy resin/SiC nanofibres were also prepared [118] and their mechan-
ical properties were measured. Even a low content of fibres (0.25 wt%) distinctly
improved the flexural modulus and strength, and ultimate elongation of the produced
nanocomposites.

In summary, the advantages of the combustion synthesis method for easily real-
izing scale-up of 1-D SiC nanocrystallites production include that it is a simple,
fast and unique one-pot process without the need for a catalyst or template, is low
cost, has high yield, and the starting reactants are readily available. We believe that
the nucleation mechanism involving radical gaseous species is responsible for 1-D
nanoSiC growth. Thus, the present study has enlarged the family of nanofibres
and nanotubes available and offers a possible, new general route to 1-D single-
crystalline materials. It appears, however, that much more work remains to be done
to fully understand the growth mechanism of SiC nanofibres and nanotubes.
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Transport Properties in Carbon Nanotubes

Stefano Bellucci and Pasquale Onorato

Abstract This chapter focuses on the general theory of the electron transport
properties of carbon nanotubes, yielding an overview of theoretical models. It is
organized in five sections describing the results of the research activity performed
in electronic/electrical properties modelling. The first section, in addition to describ-
ing the scope of the review and providing an introduction to its content, yields
as well a general introduction on carbon nanotubes. Sect. ‘Electronic Structure of
Single-Wall Nanotubes’ describes the general theory of the electron transport in
carbon nanotubes, starting from the band structure of graphene. Sect. ‘Quantum
Transport in Carbon Nanotubes’ focuses on the quantum transport in carbon nan-
otubes, including ballistic transport, Coulomb-blockade regime, Luttinger Liquid
theory. Sect. ‘Results and Experiments’ reports results and experimental evidence
of the models decribed. Finally, Sect. ‘Superconducting transition’ addresses the
issue of superconductivity transitions in carbon nanotubes.

Introduction

In the last 20 years progresses in technology allowed for the construction of several
new devices in the range of nanometric dimensions. The well known Moore predic-
tion states that the silicon-data density on a chip doubles every 18 months. So we are
going toward a new age when the devices in a computer will live on the nanometer
scale and will be ruled by the Quantum Mechanics laws.

Recently several scientists proposed a new carbon based technology against the
usual silicon one. The allotropes of carbon, carbon nanotubes, single atomic lay-
ers of graphite (graphene), fullerene molecules and diamond have emerged recently
as new electronic materials with unique properties. In this sense the discovery of
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carbon nanotubes in 1991 [1] opened a new field of research in the physics at
nanoscales [2]. Thus carbon nanotubes have become very promising in the field of
molecular electronics, in which atoms and molecules are envisaged as the building
blocks in the fabrication of electronic devices.

Hystory and Structure

The existence of single-walled carbon tubes was pointed out in 1976 [3] but the
subject seems to have become prominent after the discovery of fullerene in 1985 [4]
and the identification of nanotubes by Iijima in 1991 [1].

Carbon nanotubes (CNs) are basically rolled up sheets of graphite (hexagonal
networks of carbon atoms) forming tubes that are only nanometers in diameter and
have length up to some microns (see Fig. 1. top). Several experiments in the last
15 years have shown their interesting properties [5–7]. The nanometric size of CNs,
together with the unique electronic structure of a graphene sheet, make the electronic
prop erties of these one-dimensional (1D) structures highly unusual.

CNs may also display different behaviors depending on whether they are single-
walled carbon nanotubes (SWNTs) or multi-walled carbon nanotubes (MWNTs)
that are typically made of several (typically 10) concentrically arranged graphene
sheets (see Fig. 1. left bottom). Thus SWNT can be thought of as the fundamental
cylindrical structure, and these form the building blocks of both multi-wall nano-
tubes and the arrays of single-wall nanotubes, also bundles. Bundles typically con-
tain many tens of nanotubes and can be considerably longer and wider than the
nanotubes from which they are formed. This could have important toxicological

Fig. 1 The structure of a SWNT can be conceptualized by wrapping a one-atom-thick layer of
graphite called graphene into a seamless cylinder. The way the graphene sheet is wrapped is repre-
sented by a pair of indices (n,m) called the chiral vector. The integers n and m denote the number of
unit vectors along two directions in the honeycomb crystal lattice of graphene. (Bottom left) Multi
Wall Nano Tubes : several (typically 10) concentrically arranged graphene sheets (Russian doll)
(Bottom right) Ropes of SWCNTs Triangular lattice of 5–100 SWCNT
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Fig. 2 Armchair and ZigZag nanotubes. The CN is made by coiling a graphene sheet about two
points connected by the vector �w. (Top) In the case of armchair the vector �w is known as �w =
(n · a1)+ (n · a2), or �w = (n, n). (Bottom) The second nanotube, the ZigZag one, is made by coiling
a graphene sheet with a vector (n · a1) + (0 · a2), or (n, 0). Notice that analogous ZigZag CN is
obtained with a wrapping vector (n,−n)

consequences. The strong tendency of both SWCNT or MWCNT to bundle together
in ropes is a consequence of attractive van der Waals forces analogous to forces that
bind sheets of graphite [8]. In Ref. [8] the authors found that the individual SWNTs
are packed into a close-packed triangular lattice with a lattice constant of about 17 Å
the density, lattice parameter, and interlayer spacing of the ropes was dependent on
the chirality of the tubes in the mat [9] (see Fig. 2).

Synthesis and Characterization

CNs vary significantly in length and diameter depending on the synthetic procedure.
Lengths are generally dependent on synthesis time but are typically tens of microns,
although significantly shorter and longer nanotubes have been made [10, 11].
An individual SWNT has typical dimensions L :1 μm and R :1 nm while MWCNT
generally range from 10 nm to 200 nm in diameter [12].

Structure of a Single Wall CN

A few key studies have explored the structure of carbon nanotubes using high-
resolution microscopy techniques. These experiments have confirmed that nan-
otubes are cylindrical structures based on the hexagonal lattice of carbon atoms
that forms crystalline graphite.

Three types of nanotubes are possible, called armchair, zigzag and chiral nano-
tubes, depending on how the two-dimensional graphene sheet is ‘rolled up’ (see
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Fig. 1). The different types are most easily explained in terms of the unit cell of a
carbon nanotube, the smallest group of atoms that defines its structure [13].

There are many ways of choosing the lattice vectors, but some are more comfort-
able to work with than others. In Fig. 1 we have chosen a1 and a2 to be two upright
secants of a isosceles triangle within two hexagons. In Cartesian coordinates the
lattice vectors can be written as,

a1 = a0

2
(3,
√

3) = a

2
(
√

3, 1), a2 = a0

2
(3,−√3) = a

2
(
√

3,−1)

where a0≈ 1.42Å is the carbon-carbon distance and a = √3a0. The so-called
chiral (or wrapping) vector of the nanotube, �w, is defined by

�w = mwa1 + nwa2,

where nw and mw are integers. The roll up vector, �w, (also called the Chiral
vector �Ch) determines the circumference of the carbon nanotube. In fact the radius,
R, is simply the length of the chiral vector divided by 2π , and we find that

R = |(mw · a1)+ (nw · a2)|
2π

.

Another important parameter is the chiral angle, which is the angle between
�w and a1. When the graphene sheet is rolled up to form the cylindrical part of the
nanotube, the ends of the chiral vector meet each other. The chiral vector thus forms
the circumference of the nanotube’s circular cross-section, and different values of n
and m lead to different nanotube structures. Armchair nanotubes are formed when
nw = mw and the chiral angle is 30◦ (see top figure). Zigzag nanotubes are formed
when either n or m are zero and the chiral angle is 0◦. All other nanotubes, with
chiral angles intermediate between 0◦ and 30◦, are known as chiral nanotubes. The
properties of nanotubes are determined by their diameter and chiral angle, both of
which depend on �w.

Thus values of nw and mw determine the chirality, or ‘twist’ of the nanotube. The
chirality in turn affects the conductance of the nanotube, its density, its lattice struc-
ture, and other properties. As we demonstrate below SWNT is considered metallic
if the value nw − mw is divisible by three. Otherwise, the nanotube is semicon-
ducting. Consequently, when tubes are formed with random values of nw and mw,
we would expect that two-thirds of nanotubes would be semi-conducting, while the
other one-third would be metallic, which happens to be the case.

Electronic Structure of Single-Wall Nanotubes

As we discussed above the electronic properties of CNs depend on their diameter,
chiral angle (helicity) parameterized by the roll-up vector �w and an applied magnetic
field. Hence it follows that some nanotubes are metallic with high electrical
conductivity, while others are semiconducting with relatively low band gaps.
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Band Structure of Graphene

We describe here the band structure of carbon nanotubes by the technique of project-
ing the band dispersion of a 2D graphite layer into the 1D longitudinal dimension
of the nanotube. The 2D band dispersion of graphene can be found in [14]. It con-
sists of an upper and a lower branch that only touch at the corners of the hexagonal
Brillouin zone. Thus, when the system is at half-filling, the metallic properties derive
from a pair of inequivalent Fermi points, around which there is conical dispersion
for the modes of the graphene sheet.

The 2D layer in graphite, known as graphene was largely studied in recent years
[15] also because of the isolation of single layer graphene by Novoselov et al. [16].
One of the most interesting aspects of the graphene problem is that its low energy
excitations are massless, chiral, Dirac fermions. In neutral graphene the chemical
potential crosses exactly the Dirac point. This particular dispersion, that is only valid
at low energies, mimics the physics of quantum electrodynamics (QED) for massless
fermions except by the fact that in graphene the Dirac fermions move with a speed
vF which is 300 times smaller than the speed of light, c. Hence, many of the unusual
properties of QED can show up in graphene but at much smaller speeds [17–19].
Dirac fermions behave in very unusual ways when compared to ordinary electrons if
subjected to magnetic fields, leading to new physical phenomena [20, 21] such as the
anomalous integer quantum Hall effect (IQHE) measured experimentally [22, 23].

Graphene has a honeycomb structure as shown in Fig. 3. The structure is not a
Bravais lattice but it can be seen as a triangular lattice with a basis of two atoms per
unit cell. Of particular importance for the physics of graphene are the two points

Fig. 3 (Top.Left) Lattice structure of graphene, made out of two interpenetrating triangular
lattices (a1 and a2 are the lattice unit vectors, and δi, i = 1, 2, 3 are the nearest neighbor vectors)
(Bottom.Left) corresponding Brillouin zone. The Dirac cones sit at the K and K′ points. (Top.Right)
Energy bands for finite v t =2.7 eV and t′ = 0, the cusps appear at the six corners of the first
Brillouin zone as enphasized in panel (Bottom.Right) where the density plot of the energy levels in
a graphite sheet is reported
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K and K′ at the corners of the graphene’s Brillouin zone (BZ). These are named
Dirac points. Their positions in momentum space are given by:

K =
(

2π

3a
,

2π

3
√

3a

)

, K′ =
(

2π

3a
,− 2π

3
√

3a

)

. (1)

The three nearest neighbors vectors are given by, δ1 = a
2 (1,
√

3), δ2 = a
2 (1,−√3)

and δ3 = −a(1, 0), while the six second-nearest neighbors are located at: δ
′
1 =

±a1, δ
′
2 = ±a2, δ

′
3 = ±(a2 − a1).

The Tight-Binding Approach

The tight-binding Hamiltonian for electrons in graphene considering that electrons
can hop both to nearest and next nearest neighbor atoms has the form,

H = −t
∑

〈i, j〉,σ

(
a†
σ , ibσ , j + h.c.

)
− t′

∑

〈〈i, j〉〉,σ

(
a†
σ , iaσ , j + b†

σ , ibσ , j + h.c.
)

, (2)

where ai,σ (a†
i,σ ) annihilates (creates) an electron with spin σ (σ =↑,↓) on site

Ri on sub-lattice A (an equivalent definition is used for sub-lattice B, see Fig. 2),
t (≈ 2.8 eV) is the nearest neighbor hopping energy (hopping between different
sub-lattices). Next we neglect t′ (≈ 0.1 eV) i.e. the next nearest neighbor hopping
energy (hopping in the same sub-lattice) [24]. The energy bands derived from this
Hamiltonian have the form [25]:

E(k) = ±t
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√1+ 4 cos2

(√
3

2
kya0
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+ 4 cos
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3

2
kya0

)

cos

(
3

2
kxa0

)

(3)

where the plus sign applies to the upper (π ) and the minus sign the lower (π∗) band.
It is clear from Eq. 3 that the spectrum is symmetric around zero energy. In Fig. 3.
Top.Right we show the full band structure of graphene.

The band structure close to one of the Dirac points shows clearly a conical
dispersion

E±(q) ≈ ±vF|q| (4)

where q = k − K is the momentum measured relatively to the Dirac points and vF

represents the Fermi velocity, given by vF=3ta/2, with a value vF; 1×106 m/s [25].
The most striking difference between this result and the usual case, ε(q) =

q2/(2m) where m is the electron mass, is that the Fermi velocity in Eq. 4 does not
depend on the energy or momentum: in the usual case we have v = k/m = √2E/m
and hence the velocity changes substantially with energy.

Since the basis of the honeycomb lattice contains two atoms, there are two sub-
lattices and two degenerate Bloch states at each Fermi point. If we choose the Bloch
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functions separately on each sublattice such that they vanish on the other, then we
can expand the electron operator in terms of the Bloch waves


σ (x, y) :
∑

pα

exp(−iαK · r)Fpασ (x, y) (5)

where α = ± labels the Fermi point, r = (x, y) lives on the sublattice p = ±
under consideration and Fpασ (x, y) denote slowly varying operators. Thus, we can
conclude that the low-energy excitations of the honeycomb lattice at half-filling are
described by an effective theory of two 2D Dirac spinors [14].

Band Structure of Carbon Nanotubes

Starting from the graphene band structure Eq. 3, after introducing periodic boundary
conditions due to the cylindrical geometry of the tube (i.e. the wrapping vector←−w ),
we can obtain the energy bands of a carbon nanotube.

From Graphene to Carbon Nanotubes

In this section we start from Eq. 3 and discuss first the general case of Chiral CNs
then the highly symmetric nanotubes, namely (1) the armchair (n, n) and (2) the
zig-zag (n, 0).

For the case of a chiral nanotube we can write the general condition

�w · �k = 2πm; m ∈ Z.

It follows that we can define a quantization rule,

√
3a

2
(mw + nw)kx + a

2
(mw − nw)ky = 2πm,

then

kx = 4πm√
3a(mw + nw)

+ (nw − mw)√
3(mw + nw)

ky = 4πm√
3an+

+ n−√
3n+

ky.

Substitution of the discrete allowed values for kx into Eq. 3 yields the energy
dispersion relations for the generic chiral tube,

Em(k) = ±t
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(6)

In the case (1) |2πR| = n|(a1 + a2)| = n
√

3a. Thus due to the periodic boundary
condition along the x direction, the wavevector component kx is quantized,
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kx = m
2π

n
√

3a
; m ∈ Z

Substitution of the discrete allowed values for kx into Eq. 3 yields the energy
dispersion relations for the armchair tube

Em(k) = ±t

√
√
√
√1± 4 cos

(mπ

n

)
cos

(√
3 k

2
a0

)

+ 4 cos2

(√
3 k

2
a0

)

(7)

where −π < ka < π .
The case (2), i.e. a zigzag nanotube, is characterized by a wrapping vector in the

form (n, 0) or (n,−n), the latter case gives a simple quantization rule in the form

ky = m
2π

na
; m ∈ Z

so that

Em(k) = ±t

√

1+ 4 cos2

(

m
2π

n

)

± 4 cos

(
2π

n

)

cos

(
3

2
kxa0

)

, (8)

where −π/3 < kxa0 < π/3.
Thus we obtain that just 1/3 of the possible nanotubes are metallic when the con-

dition mw − nw = 3q, with q integer, is fulfilled. At half-filling, metallic nanotubes
have two Fermi points (see Fig. 3 Left) corresponding to large momenta

± Ks = ±(2π )/(3a0)

Here we choose a nanotube oriented as in Fig. 4. left, thus the low-energy
expansion Eq. 5 transforms correspondingly and the electron operator reads [26]


σ (ϕ, y) =
∑

pα

(2πR)−1/2 exp(−iαK · r)ψpασ (y) (9)

which introduces 1D fermion operators ψpασ (y) depending only on the longitudinal
coordinate y. The fact of having four low-energy linear branches at the Fermi level
introduces a number of different scattering channels, depending on the location of
the electron modes near the Fermi points.

In general, we can define an approximate one-dimensional bandstructure for
momenta near ±Ks

ε0(m,←−w , k) ≈ ±vF�

R

√
(

mw − nw + 3m

3

)2

+ R2(k ± Ks)
2 (10)

where R is the tube radius.
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Fig. 4 Band structure and density of states for a (10, 10) armchair nanotube within the zone-
folding model. The 1D energy dispersion relations are presented in the (−1; 1) energy interval in
units t : 2.9 eV. The Fermi level is located at zero energy. Band structure and density of states for a
(20, 0) zigzag nanotube within the zone-folding model. The Fermi level is located at zero energy

For a metallic CN (e.g. the armchair one with mw = nw) we obtain that the energy
vanishes for two different values of the longitudinal momentum ε0(±Ks) = 0. As we
discussed for graphene, the dispersion law ε0(m, k) in the case of undoped metallic
nanotubes is quite linear near the crossing values±Ks. The linear dispersion relation
holds for energy scales E < D, with the bandwidth cutoff scale

D : vF�/R ≈ 0.7 eV/R(nm−1),

which is a relevant quantity also to define a low-energy regime (kBT <D). The latter
regime is often met even at room temperature for usually small radius CNs.

Dirac Fermions Approach

Starting from Eq. 10 we can develop a Dirac-like theory for CNs obtained by taking
a continuum limit in which the momenta are much smaller than the inverse of the
C – C distance a0 [27] (the continuum limit also requires �2

ω >> aR so that lattice
effects can be disregarded). Thus we write the Hamiltonian, near a Fermi point, as

HD = vF

[
∧
α(π̂ϕ)+ ∧β π̂y

]

, (11)

where π̂ϕ = Ly
R = −i�

R
∂
∂ϕ

corresponds to the momentum along the circumference of
the nanotube while π̂y = p̂y±�Ks is the momentum along the axis. The Hamiltonian
above gives a Dirac like equation which has a solution in the spinorial form ψ̂ where

∧
α = α

(
0 i
−i 0

) ∧
β =

(
0 1
1 0

) ∧

 =

(
ψ↑
ψ↓

)

. (12)

Eq. 11 can be compared with the one obtained in [28]. For the metallic CN,
such as the armchair one, the problem in Eq. 11 has periodic boundary conditions
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i.e. 
(ϕ + 2π , y) = 
(ϕ), it follows that a factor eimϕ appears in the wavefunc-
tion while for semiconducting CNs (mw �= nw) we have to define quasiperiodic
boundary conditions i.e. 
(ϕ + 2π , y) = ω
(ϕ) [28] corresponding to a phase

factor in the wavefunction ei
(
m+mw−nw

3

)
ϕ (next we use m0 = mw − nw).

Thus we can trivially obtain the spinorial eigenfunctions as

∧

+ =

(
cos(γ )
sin(γ )

)

ei
(
m+mw−nw

3

)
ϕeiky;

∧

− =

(− sin(γ )
cos(γ )

)

ei
(
m+mw−nw

3

)
ϕeiky,

(13)

by choosing appropriately γ . The eigenenergies are given by Eq. 10.
Thus, in relation to the study of transport properties, often an important quantity

linked to the dispersion relation is the so-called effective mass of the charge carriers.
In semiconducting nanotubes, this quantity can be derived from the Eq. 10 as meff =
m + m0 and vanishes (massless Dirac Fermions) for the electrons belonging to the
lowest subband of a metallic CN. This concept has been used [29] to estimate the
charge mobility properties in semiconducting nanotubes.

The Density of States

The density of states (DOS) �N/�E represents the number of available states for
a given energy interval �E. This DOS is a quantity that can be measured experi-
mentally under some approximations. The shape of the density of states is known to
depend dramatically on dimensionality. In 1D, as shown below, the density of states
diverges as the inverse of the square root of the energy close to band extrema. These
spikes in the DOS are known as Van Hove singularities and manifest the confine-
ment properties in directions perpendicular to the tube axis. As carbon nanotubes
are one dimensional, their corresponding DOS exhibits a spiky behavior at energies
close to band edges as shown in Fig. 3. The position of these Van Hove singularities
can be analytically derived from the dispersion relations.

Magnetic Field and Landau Energy Bands of Carbon Nanotubes

The application of a uniform external magnetic field has profound consequences
on the electronic band structure of carbon nanotubes. There exist two cases of high
symmetry for the direction of the magnetic field with respect to the nanotube axis
(see Fig. 4).

When the magnetic field is applied parallel to the tube axis, electrons within the
nanotube are influenced by the electromagnetic potential, whose dominating effect
is to add a new phase factor, the Aharonov-Bohm quantum phase, to the quantum
wave function with subsequent modification of the associated momentum.

When a transverse magnetic field is present, in metallic tubes were found a sup-
pression of the Fermi velocity at half-filling and an enhancement of the density of
states while in semiconducting tubes the energy gap is suppressed.



Transport Properties in Carbon Nanotubes 55

Fig. 5 (Left) Schematic draw of an isolated CN with the longitudinal axis along the y direction.
The two cases of high symmetry for the direction of the magnetic field with respect to the nanotube
axis: (Middle) the magnetic field is applied parallel to the tube axis, (Right) the magnetic field is
applied perpendicular to the tube axis

Here the electron properties of carbon nanotubes are studied using a model of a
massless Dirac particle on a cylinder [30]. As it was discussed by Lee and Novikov
[28] the problem possesses supersymmetry which protects low-energy states and
ensures stability of the metallic behavior in arbitrarily large fields. These features
qualitatively persist (although to a smaller degree) in the presence of electron inter-
actions. Here we propose a simplified version of the theory proposed in [28] also
if several works on the standard tight binding approach were presented in the last
years.

Transverse Magnetic Field

A cylindrical carbon nanotube with the axis along the y direction and B along z,
corresponds to

HD = vF

[
∧
α(π̂y)+ ∧β

(
π̂y − e

c
A
)]

, (14)

The minimal form of the coupling to external fields follows from the gauge
invariance while we choose the gauge so that the system has a symmetry along
the ŷ direction,

A = (0, Bx, 0) = (0, BR cos(ϕ), 0)

and we introduce the cyclotron frequency ωc = eB

mec
and the magnetic length �ω =√

�/(mωc).
It is customary to discuss the results in terms of two parameters, one for the scale of
the energy following from Eq. 10

�0 = �vFR , (15)
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the second one being the scale of the magnetic field

ν ≡ πR22π�2
ω = πR2B�0 where �0 = hce. (16)

Here we can calculate the effects of the magnetic field by diagonalizing Eq. 14, after
introducing the trial functions

_
ψ s,m,k(ϕ, y) = Nei(ky+(m+m0)ϕ)(αs + βs sin(ϕ)+ γs cos(ϕ)

)
. (17)

Results are reported in Fig. 6 for different CNs and values of the magnetic field.
From the expression of |
m,±k(ϕ, y)|2 we deduce a kind of ‘edge localization’ of

the opposite current, analogous to the one obtained for the QW [32] also for CNs.
Following the calculations reported in [28] for a metallic CN we can easily calcu-

late the linear dispersion relation changes near the band center ε = 0. Thus, the mag-
netic dependent energy can be written, near the Fermi points k : Ks, in terms of ν as

ε(|k − Ks|) = ±�|k − Ks| (vFI0(4ν)) . (18)

This describes a reduction of the Fermi velocity �
−1dε/dk near ε = 0 by a factor

I0(4ν).
Hence, the magnetic dependent Fermi wavevector follows

kF(εF , ν, 0) ≈ Ks +
(
εF

�vF

)

I0(4ν),

where the second term in the r.h.s. depends on B as

kF = Ks ± k0 + k(B) ≈ Ks ± k0(1+ 4ν2 + ...)→ k(B) : 4k0ν
2,

where k0 =
(
εF
�vF

)
.

Fig. 6 In the x-axis the wavevector in unit (ky − Ks)R (πyR/�). (left) Bandstructure of a non-
metallic CN with (red lines) and without (black dashed lines) the transverse magnetic field
(ν = 0.5). The main consequence of B is the reduction of the semiconducting gap. (Middle and
right) Bandstructure of a metallic CN with (red lines) and without (black dashed lines) the trans-
verse magnetic field. The main consequence of B at intermediate fields is the rescaling of the Fermi
velocity, while for quite strong fields a flat zone appears near πy = 0. We know that the magnetic
parameter ν ≈ 0.2 for B : 5T and R ≈ 50 nm [31]



Transport Properties in Carbon Nanotubes 57

In Fig. 6 we show how the bandstructure can be modified by the presence of a
transverse magnetic field. On the left we show that for a semiconducting CN the
main consequence of B is the reduction of the semiconducting gap. On the right we
note that for metallic CNs that the gap vanishes and we get massless subbands cross-
ing each other at zero energy. The flat region near Ks correspond to the insurgence
of Localized Landau levels.

The closure of the gap at a magnetic field B < 5 T is consistent with the results for
semiconducting carbon nanotubes in [33]. From there we can infer that the magnetic
field needed to close the gap of a nanotube with radius R = 10 nm must be of the
order of 10 T. This field strength would be reduced by a factor of 4 after doubling
the nanotube radius, keeping the same ratio of R/�ω.

The evolution of the band structure of the thick nanotubes considered here is
quite different from that of carbon nanotubes with typical radius (≈ 1 nm) in strong
magnetic fields. The latter have been investigated in [34], where typical oscillations
have been reported in the low-energy levels of carbon nanotubes with R ≈ 1 nm
as the magnetic field is increased to ratios of R/�ω = 3. The reason why the low-
energy levels do not stabilize at increasing magnetic field can be traced back to the
fact that, for such thin carbon nanotubes, there is no regime where the continuum
limit with aR/�2

ω = 1 can be realized.

Edge States, Landau Levels and Hall Effect

In the section above we discussed the effects of an external magnetic field on the
bandstructure of a CN. Here, following Refs. [35, 36] we discuss how, for thick
carbon nanotubes in a transverse magnetic field, the transport properties can be gov-
erned by the states localized at the flanks of the nanotube, which carry quantized
currents in the longitudinal direction.

The effects of a transverse magnetic field on the transport properties of the car-
bon nanotubes were investigated making use of the description of the electronic
states in terms of Dirac fermion fields [35, 36] i.e. the discussed continuum limit.
It follows that the results reported in Fig. 6.right are valid for thick CNs while in
the cases of thin CNs where the low-energy levels do not get stabilized at increas-
ing magnetic field, by the time that we have R ≥ �ω, the magnetic length cannot
be much larger than the C – C distance, so that a quantum Hall regime cannot
exist in thin carbon nanotubes. This can be also appreciated in the results of cuni
[37], where the density of states of several carbon nanotubes is represented at very
large magnetic fields, with a marked difference between the cases of thin and thick
nanotubes. It has been shown for instance that the density of states for nanotube
radius R ≈ 14 nm already resembles that of the parent graphene system, with clear
signatures of Landau subbands in the low-energy part of the spectrum.

Thus we conclude that for nanotubes with a radius R ≈ 20 nm, in a magnetic field
of ≈ 20 T, the band structure shows a clear pattern of Landau levels. This opens
the possibility of observing the quantization of the Hall conductivity in multi-walled
nanotubes, σxy.

In the case of graphene, it has been shown that σxy has plateaus at odd multiples
of 2e2/h, as a consequence of the peculiar Dirac spectrum [20, 21]. In Refs. [35, 36]
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was obtained that the different topology of the carbon nanotubes leads instead to
a quantization in even multiples of the quantity 2e2/h, with steps in σxy which are
doubled with respect to those in graphene.

Regarding the spatial distribution, there is also a clear correspondence between
the localization of the states in the angular variable ϕ and the value of the current.
This can be appreciated from the analysis of the eigenstates of the Hamiltonian
(see Eq. 17, Fig. 6 of [35], where the angular distribution of states from the lowest
Landau subband for B = 20 T or the schematic plot in Fig. 7).

Thus the role of the magnetic field is to separate left-moving and right-moving
currents at opposite sides of the tube. The localization of the current in the states of
the dispersive branches opens the possibility to observe the quantization of the Hall
conductivity in thick carbon nanotubes.

Therefore the Hall conductivity, defined by σxy = I/VH , must have a first plateau
as a function of the filling level, with a quantized value given by the spin degeneracy
and the doubling of the subbands

σxy = 4
e2

h
(19)

As the filling level is increased, the situation changes when the Fermi level starts
crossing the bumps with parabolic dispersion

The contribution of each inner dispersive branch to the Hall conductivity turns
out to be then smaller than the quantized value from the outermost edge states.
Consequently, an approximate quantization of σxy is observed above the first plateau,
as shown in Fig. 6.right, with steps according to the degeneracy of the subbands:

σxy ≈ (2+ 4n)2
e2

h
. (20)

Fig. 7 Each eigenfunction is in general localized around a certain value of the angular variable ϕ.
We observe, for instance, that the states at k = 0 have wave functions localized at ϕ = 0 or ϕ = π ,
with the contribution to the current from the left component compensating exactly that from the
right component. For positive (negative) longitudinal momentum, the states in the flat zero-energy
level are localized at angles between 0 and π/2 (3π/2), or between π and π/2 (3π/2), depending
on the subband chosen. For the states in the dispersive branches, the eigenfunctions are centered
around π/2 (for a right branch) or 3π/2 (for a left branch). (Right) Plot of the Hall conductivity (in
units of e2/h) as a function of the position of the Fermi level εF in the band structure for a sharp
voltage drop in the bulk of the nanotube (adapted from [35])
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Magnetic Field along the Axis of the SWCNT

As we discussed above a magnetic field along the axis of the SWCNT also modifies
the band structure. One way to see this is to add an Aharonov-Bohm flux term to the
quantization condition

The cylindrical carbon nanotube with the axis along the y direction and B along y,
corresponds to

HD = vF

[
∧
α(π̂ϕ − �

R

�(B)

�0
)+ ∧β

(
π̂y − e

c
A
)]

, (21)

As we discussed above the boundary conditions in the ϕ direction are periodic for
the metallic case and quasiperiodic for the dielectric case. In the presence of a par-
allel magnetic field the problem remains separable and thus the wave function can
be factorized in just the same way as in the case of vanishing magnetic field. One
again finds 1D subbands with the spectrum of Eq. 10, with an additive mass term,

ε0(m, w, k) ≈ ±vF�

R

√
(

mw − nw + 3m

3
+ �(B)

�0

)2

+ R2(k ± Ks)
2 (22)

Thus in the presence of a parallel field the gapless m = 0 branch of the metallic
nanotube spectrum acquires a gap [40, 41]. Interestingly, there is no threshold for
this effect, since the gap forms at arbitrarily weak field. The gap size is 2� =
2|�(B)

�0
|�vF

R . One notes that the field-induced gap appears not at the Fermi level but
at the center of the electron band. Thus it affects the metallic NT properties only for
electron density sufficiently close to half-filling.

The magnetic field basically shifts the quantization lines perpendicular to their
direction. Because of the small diameter of the nanotubes the period to shift one
quantization line to the next by the field is several thousands Tesla. However, effects
due to the modification (small shifts) of the band structure with common laboratory
accessible fields as B < 10 T can easily be observed in low temperature experiments.

As we show in Fig. 8 a metallic armchair SWCNT can thus be made semicon-
ducting by applying a magnetic field while for semiconducting SWCNT, the two
lowest subbands are shifted in opposite directions by the field. Such a field, by
inducing backscattering between right and left electron modes, opens a minigap
at the band center. This gap, linear in the field (see Fig. 8.right), is given by the
magnetic flux scaled by the flux quantum, (πR2B/�0), times the semiconducting
gap size. Effects of parallel field on multi-walled NT have been reported in [42].
Electronic properties are also sensitive to mechanical distortion, such as twisting,
bending, or squashing, [43–47] as well as to external electric fields [48, 49].

Aharonov-Bohm Effect

In addition to the periodic band-gap oscillations, discussed above, the Aharonov-
Bohm effect more generally affects the whole subband structure, as evidenced by
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Fig. 8 In the x-axis the wavevector in unit (ky − Ks)R (πyR/�). (left) Bandstructure of a metallic
CN with (red lines) and without (black dashed lines) the magnetic field (in unit φ/φ0). This is a
metallic tube at zero magnetic flux but a gap opens up once a finite flux is applied and increases
with the flux. (Middle) Bandstructure of a semiconducting CN with (red lines) and without (black
dashed lines) the parallel magnetic field. (Right) The energy gap modified by applying a finite
magnetic flux threading the tube: for a metallic CN the band gap opens and increases linearly
with B, to reach a maximum value at half the quantum flux φ/φ0 = 1/2. Further, the band gap,
�E is linearly reduced until it finally closes back when the field reaches one quantum flux. The
behaviour of a semiconducting CN is analogous and is represented by a shifted curve in the plain
φ −�E [33, 38, 39]

Van Hove singularity splitting and shifts [50–52]. In the Aharonov-Bohm effect
[53, 54] a beam of quantum particles, such as electrons, is split into two partial
beams that pass on either side of a region containing a magnetic field, and these
partial beams are then recombined to form an interference pattern. The interference
pattern can be altered by changing the magnetic field – even though the electrons do
not come into contact with the magnetic field see Fig. 9.

Thus the large diameter of MWNTs enables one to investigate quantum-
interference phenomena in a magnetic field and especially the AB effect that not
only reveals that electrons are waves, but also demonstrates that the vector poten-
tial not the magnetic field plays a basic role. For the study of this phenomenon, a
magnetic field of several Tesla was applied along the nanotube axis. The electrical
resistance measurements showed pronounced oscillations with a period of h/2e, as
in Fig. [9]. The oscillations are associated with the ‘weak localization’, a quantum-
mechanical manifestation of coherent backscattering of electrons, which arises from
interference contributions adding up constructively in zero field. Backscattering is
thereby enhanced, leading to a resistance larger than the classical Drude resistance.
This observation has given compelling evidence that the phase coherence length,
can exceed the circumference of the tube.

In Ref. [55] magnetoresistance measurements on individual multi-walled nan-
otubes, which display pronounced resistance oscillations as a function of magnetic
flux were reported (see Fig. 9.right). It was found that the oscillations were in good
agreement with theoretical predictions for the Aharonov-Bohm effect in a hollow
conductor with a diameter equal to that of the outermost shell of the nanotubes.

More recently experiments on magnetoconductance in ballistic multiwalled car-
bon nanotubes threaded by magnetic fields as large as 55 T. In the high temperature
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Fig. 9 In the standard Aharonov-Bohm effect the magnetic flux through the solenoid changes the
relative phase of the electron waves in paths 1 and 2, leading to the formation of an interference
pattern on the screen. When the flux is changed, the interference pattern shifts on the screen.
(middle) Imagine a carbon nanotube placed in a magnetic field with its axis parallel to the field.
Since nanotubes are cylindrical conductors, the electrons can propagate in either the clockwise or
the anticlockwise direction. These two ‘paths’ interfere, resulting in a periodic modulation of the
electrical resistance as the magnetic flux through the tube is changed. In a carbon nanotube, the two
paths are clockwise and anticlockwise around the nanotube, and the shift in the interference pattern
manifests itself as a change in the electrical resistance along the nanotube as a function of magnetic
field (bottom). The magnetic field at the peaks can be related to the quantum of magnetic flux and
the cross-section of the nanotube. This effect is relatively robust and can be observed even if the
electron transport in the nanotube is diffusive. In the right panel the measured magnetoresistance
R(B) at different temperatures T for a MWNT in a parallel magnetic field B, from [55]

regime (100◦K), giant modulations of the conductance, mediated by the Fermi level
location, are unveiled. The experimental data, consistent with the field-dependent
density of states of the external shell, gave a first unambiguous experimental
evidence of Aharonov-Bohm effect in clean multiwalled carbon nanotubes [56].

For what concerns SWNTs, as we showed above, theoretically the AB effect
manifests itself in a SWNT by periodically modifying its band structure with a
period of 1 �0 in a magnetic flux (see Fig. 8.right) and about 1,000 T in field.
However in a recent letter [57] it was shown that relatively low magnetic fields
applied parallel to the axis of a chiral SWNT are found to cause large modulations
to the p channel or valence band conductance of the nanotube in the Fabry-Perot
interference regime. Beating in the Aharonov-Bohm type of interference between
two field-induced nondegenerate subbands of spiraling electrons is responsible for
the observed modulation with a pseudoperiod much smaller than that needed to
reach the flux quantum �0 through the nanotube cross section. Thus was shown that
single-walled nanotubes represent the smallest cylinders exhibiting the Aharonov-
Bohm effect with rich interference and beating phenomena arising from well defined
molecular orbitals reflective of the nanotube chirality.
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Spin Orbit Coupling in Carbon Nanotubes

The Spin Orbit interaction is a quantum relativistic effect due to the attractive
potential of neighboring carbon atoms. It is given by

HSO = �

4m2c2 (∇V × p) · σ ,

where V(r) is the atomic potential, m the free electron mass, p the electron
momentum and σ the Pauli′s spin matrix.

Recently it has been proposed that a small gap can open on the two Dirac
points of graphene due to spin-orbital coupling (SOC) [58], which at the same
time makes the system a spin-Hall insulator [59] with quantized spin Hall conduc-
tance. However it was shown [60] that while the spin-orbit interaction in graphene
is of the order of 4 meV, it opens up a gap of the order of 10−3meV at the Dirac
points, thus the predicted quantum spin Hall effect in graphene can only occur at
unrealistically low temperature. The SOC effects was recently largely investigated
[61, 62] also in CNs. In some papers was shown that local curvature of the graphene
sheet induces an extra spin-orbit coupling term, thus the effect of SOC on derived
materials of graphene like CNs can give a significant contribution.

We report here some results presented in a recent paper [63] and in agreement
with previous calculations [62]. As we discussed above a continuum model for the
effective spin orbit interaction in graphene can be derived from a tight-binding
model which includes the π and σ bands and the combined effects of the intra-
atomic spin orbit coupling (�) and curvature was analyzed. Thus was shown that
local curvature of the graphene sheet induces an extra spin-orbit coupling term
�curv ∝ �, similar to the Rashba interaction due to the electric field.

Although the spin-orbit coupling for flat graphene is rather weak, some signif-
icant effects can be found in CNs, especially when their radius is quite small in
fact curvature effects on the scale of the distance between neighboring atoms could
increase the strength of the spin-orbit coupling at least one order of magnitude
with respect that obtained for a flat surface. In a curved graphene sheet, a hopping
between the orbitals in the π and σ bands is induced [62]. This hopping terms break
the isotropy of the lattice and lead to an effective anisotropic coupling between the
π and σ bands in momentum space.

Here we start from Eq. 11. We use cylindrical coordinates, y,φ, and define the
spin orientations |↑〉, |↓〉 as parallel and antiparallel to the y axis. Thus we introduce
in the boundary ν ≡ (mw − nw + 3m)/3. After integrating over the circumference
of the CN

∫
dφ, the Hamiltonian of a CN including SOC reads

HS−O R

( |Aτ 〉
|Bτ 〉

)

=
⎛

⎝
0 �(k − iν/R)1̂+ τ i�Rπσ̂z

�(k + iν/R)1̂− τ i�Rπσ̂z 0

⎞

⎠

⎛

⎝
|Aτ 〉
|Bτ 〉

⎞

⎠

(23)
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where the τ = ±1 corresponds to the K(K′) Dirac point, |Aτ 〉 are envelope functions
associated to the K and K′ points of the Brillouin zone and corresponding to states
located at the A and B sublattices, respectively. Notice that H has to be taken as
a 4 × 4 Matrix, while 1̂ is the identity in the space of the spin. The basis states
|Aτ 〉 and |Bτ 〉 are also spinors in spin subspace where the matrix ŝz acts on with the
spin orientations |↑〉, |↓〉 defined along the nanotube axis. This is different from the
approach reported in [62] where the spins are defined perpendicular to the nanotube
surface. However the spin-orbit term i�Rπ ŝz is equivalent to the term proportional
to σ̂y obtained by Ando [62] while the the results obtained by applying Eq. 23 are
in agreement with the ones reported in [61].

It follows that an energy gap π�R appears also for metallic CNs at low energies
[62, 64]. This gap can be seen as a consequence of the Berry phase gained by the
electron after completing a closed trajectory around the circumference of the CN
under the effect of SOC (�R) [62]. As a further effect �R can also give rise to a
small spin splitting [62, 64]

εq = ±�vF

R

√

z2 + (q2R2 + ν2)+ 2νz�ŝz, (24)

where q = k ± Ks and z = π R�R
�vF

. Now we want focus on the role of the curvature
in small radius CNs. In fact it results that in absence of an external electric (Rashba)
field (E =0). For a single wall nanotube of radius R we get R�R : 6.5 meVÅ
(see [63]) to be compared to �vF : 5 eVÅ.

This effect can modify in a significant way the Fermi velocity for small
radius CNs. Here we limit ourselves to the case of metallic CNs and to the lowest
band so that, from Eq. 24 we obtain

ṽF(εF) = ∂ε

�∂k
= vF

√

1−
(
π�R

εF

)2

, (25)

Fig. 10 (Left) Bandstructure of a metallic CN modified by the SOC. (Right) The renormalized
Fermi velocity for three different metallic CNs as (10, 10) (R : 7Å), (6, 6) ((R : 4Å) and (3, 3)
(R : 2Å) armchair ones
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where εF can be taken as the doping level. The renormalized Fermi velocity for
three different metallic CNs as (10, 10), (6, 6) and (3, 3) armchair ones is plotted in
Fig. 9 where also the corrections to the banstructure are reported.

Quantum Transport in Carbon Nanotubes

Ballistic Transport

When the length of the conductor is smaller than the electronic mean free path, then
the electronic transport is ballistic. This ballistic regime refers to the transport of
electrons in a medium where the electrical resistivity due to the scattering, by the
atoms, molecules or impurities in the medium itself, is negligible or absent.

Conductance Quantization

The ballistic one-dimensional wire is a nanometric solid-state device in which the
transverse motion (along ϕ for the CN in Fig. 5) is quantized into discrete modes,
and the longitudinal motion (y direction for the for the CN in Fig. 5) is free. In
this case, electrons propagate freely down to a clean narrow pipe and electronic
transport with no scattering can occur. In this case each transverse wave guide mode
or conducting channel contributes G0 = e2/h(≈ 12.9 k�) to the total conductance.
Calculations indicate that conducting single-shell nanotubes have two conductance
channels [39, 40, 65]. This predicts that the conductance of a single-wall nanotube
is independent of diameter and length, i.e. according to the Landauer formula [66],

G(E) = 2e2

h
N⊥(E). (26)

This value accounts for the contribution of the two spin projections and the two
propagating modes of the nanotubes, while N⊥(E) is the energy-dependent number
of available quantum channels.

Thus in the case of perfect (reflection less) or ohmic contacts between the CNT
and the metallic voltage probes the expected energy-dependent conductance is easily
obtained, from band structure calculations, or from the DOS, by counting the num-
ber of channels at a given energy. As we show in Fig. 11 a metallic nanotube present
two quantum channels at the Fermi energy E = 0, or charge-neutrality point, result-
ing in G(0) = 2G0. At higher energies, the conductance increases as more channels
become available to conduction.

Thus in the ideal case CNs conduct current ballistically and do not dissipate heat.
The nanotubes are several orders of magnitude greater in size and stability than other
typical room-temperature quantum conductors.

The quantization of the conductance has been observed at room temperature in
fibers of multiwall nanotubes [68]. The experimental method involved measuring
the conductance of nanotubes by replacing the tip of a scanning probe microscope
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Fig. 11 (Right) Density of states and ideal ballistic conductance for a metallic nanotube. (Left)
Schematic diagram of a SWNT device illustrating the multiple electron reflection that gives rise
to the observed interference pattern. Below T = 10◦K oscillations in ∂I/∂V which are quasiperi-
odic in Vg due to resonant tunneling. Average differential conductance around 3.2e2/h. Adapted
from [67]

with a nanotube fiber. The conductance of arc-produced MWNTs is one unit of
the conductance quantum G0. Since multiwall nanotubes consist of several con-
centrically arranged single-wall nanotubes, one would not expect them to behave
as one-dimensional conductors. If adjacent carbon layers interact as in graphite,
electrons would not be confined to one layer. The results of [68] suggest, however,
that the current mainly flows through the outermost layer. However the coefficent
of the conductance quantum was found to have some suprising integer and non-
integer values, such as 0.5G0. Thus in a more recent letters [69] the authors, using
a scattering technique calculated the ballistic quantum conductance and found that
interwall interactions not only block some of the quantum conductance channels, but
also redistribute the current nonuniformly over individual tubes across the structure.
these results provide a natural explanation for the unexpected integer and noninteger
conductance values reported for multiwall nanotubes in [68].

Some other experiments on metallic tubes have measured only a single channel
G0 at low bias, instead of the two theoretically predicted channels. Several theoret-
ical papers have proposed an interpretation in terms of the hybridization between
carbon and metal orbitals at the contact [70–77]. For higher bias voltage between
conducting probes, in order to explain the experimental observation of limited turn-
on current with increasing bias voltage, was supposed that the modifications of
bands along the tube axis produce additional backscattering analogous to a Bragg
reflection [78].

In more recent experiments was shown that also single-walled carbon nanotubes
are 1D conductors that exhibit ballistic conduction [67, 79–82]. In Ref. [83] was
shown a nonlinear resistance vs distance behavior as the nanotube is probed along
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its length. This is an indication of elastic electronic transport in one-dimensional
systems. This has been related to the ballistic transport in single wall nanotube.

Fabry-Perot Interference

In the ballistic regime the discussed wave nature of the propagating electrons yields
also some interesting interference effects as the famous Fabry-Perot interference,
light interference in cavity between multiply reflected light waves (see Fig. 10).
In this case an analogous quantum interference can be observed between multiply
reflected electron waves.

The latter interference becomes increasingly important, leading to dramatic
changes in device properties when the size of a device becomes comparable to
the electron coherence length [84–91], in a typical quantum ballistic regime which
replaces the classical diffusive motion of electrons. The classical-to-quantum tran-
sition in device behaviour suggested the possibility for nanometer-sized electronic
elements that make use of quantum coherence [84, 85, 90, 91] and among these CNs
were promising candidates for realizing such device elements.

In Ref. [67] an example of a coherent molecular electronic device whose
behaviour is explicitly dependent on quantum interference between propagating
electron waves – a Fabry–Perot electron resonator based on individual single-
walled carbon nanotubes with near-perfect ohmic contacts to electrodes. In these
devices, the nanotubes act as coherent electron waveguides [68, 92, 93], with
the resonant cavity formed between the two nanotube–electrode interfaces. The
results were explained by using a theoretical model based on the multichannel
Landauer–Buttiker formalism [94–96] to analyze the device characteristics and find
that coupling between the two propagating modes of the nanotubes caused by elec-
tron scattering at the nanotube–electrode interfaces is important. in this model the
nanotube is considered as a coherent waveguide with two propagating modes.

Thus in Ref. [67] a clear signature of interference effects was measured in the
∂I/∂V plots as a function of V and Vg measured at low temperatures. The data
clearly indicated that the electrical behaviour of these nanotube devices is distinct
from those reported that exhibited a Coulomb-blockade behaviour. An accurate data
analysis provided experimental evidence that the electron scattering occurs mostly
at the nanotube–metal interface and that electrons pass through the nanotube bal-
listically. A schematic diagram of a SWNT device illustrating the multiple electron
reflection that gives rise to the observed interference pattern is reported in Fig. 11.

Coulomb-Blockade Regime

For low contact resistances transport is mainly determined by quantum interference
discussed above whereas for high contact resistances, a nanotube can behave as a
quantum dot, in which Coulomb blockade determines the transport properties, Here
we discuss the latter regime in detail.
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The Coulomb-Blockade Regime: General Theory

When two contacts not highly transparent are attached to a small device (next island
or Quantum Dot (QD)), the measurements of the conductance and the differential
conductivity reflect the strong Coulomb repulsion in the island. For temperatures
that are typically below 1◦K, the zero-bias conductance shows oscillations as a func-
tion of the gate voltage. This is characteristic of the so-called Coulomb blockade
(CB) regime [97, 98], and the gate voltage between two peaks is related to the energy
required to overcome the Coulomb repulsion when adding an electron between the
barriers created by the contacts [99, 100]. Thus in these devices, because the ther-
mal energy kBT is below the energy for adding an additional electron to the device
(μN = E(N)−E(N−1)), low bias (small Vsd) transport is characterized by a current
carried by successive discrete charging and discharging of the dot with a just one
electron.

This phenomenon, known as single electron tunneling (SET or quantized charge
transport), was observed in many experiments in vertical QDs at very small tem-
perature [101–103]. In this regime the ground state energy determines strongly the
conductance and the period in Coulomb Oscillations (COs). COs correspond to the
peaks observed in conductance as a function of gate potential (Vg) and are crudely
described by the Coulomb Blockade mechanism [104]: the N− th conductance peak
occurs when [105] αeVg(N) = μN where α = Cg

C�
is the ratio of the gate capacitance

to the total capacitance of the device (see Fig. 12).
The peaks and their shape strongly depend on the temperature as explained by

the Beenakker formula for the resonant tunneling conductance [104, 106]

G(Vg) = G0

∞∑

q=1

Vg − μq

kB T sinh
(

Vg−μq
kB T

) (27)

here μ1, . . . ,μN represent the positions of the peaks.

Microscopic Models

Here we introduce a simple microscopic model, which was developed for a metallic
CN but can be easily extended to general CNs.

In a previous section we introduced the energy dispersion (Eq. 10) ε(�w, m, k) by
assuming an ideal CN of infinite length. When we take into account a CN between
two contacts at a fixed distance (L) we can assume L as the CN length. It follows the
quantization in the dispersion relation due to the finite longitudinal size of the tube,
obtained by replacing the continuous values of k with the discrete values kn = nπ/L.
The longitudinal quantization introduces a parameter which also gives a thermal
limit for the atomic like behavior: in fact k wave vectors have to be taken as a
continuum if kBT is as a critical value εc = vF(h/L) and as a discrete set if the
temperature is below (or near) εc.

Thus we can write the single electron energies near the Fermi points as
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ε �wn,m,p,s → εk ≈ vF�

(
|nπ

L
− αKs|

)
≡ vFk,

the expression in the right corresponding to the lowest subband of a metallic CNs.
Thus we introduce different operators for the electrons belonging to each branch:
right going operators c†

R,k,s
and left going ones c†

L,k,s
for electrons with k > 0 (k < 0).

In terms of these operators the free and interaction Hamiltonians can be written as

H0 = vF

∑

k,s

kc†
R,k,s

cR,k,s + vF

∑

k,s

kc†
L,k,s

cL,k,s (28)

Hint = 1

L

∑

k,k′,q,s,s′

(
Vs,s′

k,p (q)c†
k+q,sc

†

p−q,s′cp,s′ck,s

)
. (29)

Here ck ≡ cR,k if k > 0 and ck ≡ cL,k if k < 0, while Vs,s′
k,p (q) is the Fourier transform

of the electron electron interaction.
Starting from the Hamiltonian above it is possible to take into account both the

correlation effects and the influence of the long range component of the e–e interac-
tion. However a short ranged interaction model [107] can simplify the calculations
of the energies of the electrons in the QD. The Hamiltonian obtained by summing

Fig. 12 (Left) The Model with linearized subbands near the Fermi points for a metallic CN.
(Right) When the contacts are not highly transparent the conductance and the differential con-
ductivity reflect the strong Coulomb repulsion in the CNs. (Right) In nanometric devices, when
the thermal energy kBT is below the energy for adding an additional electron to the device
μN = E(N) − E(N − 1) Thus the low bias (small Vsd) transport is characterized by a current
carried by successive discrete charging and discharging of the device with just one electron. It fol-
lows that the ground state energy determines strongly the conductance and the period in Coulomb
Oscillations (COs).These COs correspond to the peaks observed in conductance as a function of
gate potential Vg. The N-th conductance peak occurs when αeVg(N) = μN . The Addition Energy
needed to place an extra electron in the device is analogous to the electron affinity for a real atom
EA

N = μN+1 − μN
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Eqs. 28 and 29 in this approach just depends on two interaction parameters [107],
J and V0 so that

H =
∑

n,ζ ,p,s

εn,ζ ,pn̂n,ζ ,p,s + V0
N(N + 1)

2
− J

∑

n,ζ ,p,s

∑

n′,ζ ′,p′,s
δs,s′ n̂n,ζ ,p,sn̂n,ζ ,p,s (30)

Symmetries in the Bandstructure. For a metallic CN near each Fermi point we
obtain that the Hamiltonian above is represented by a typical bandstructure with
linear branches depending on k = k + αKs (α = ±1 labels the Fermi point).
After the quantization, in the ideal case, we obtain shells with an 8-fold degeneracy
(due to σ (spin symmetry), α (K,−K lattice symmetry), ζ ((k − K), (K − k)) (see
Fig. 13.C.left).

However some asymmetries in the bandstructure were both predicted and
observed. In order to take into account the strong asymmetries measured we
modify the dispersion relation. A first correction has to be introduced because of
the ‘longitudinal incommensurability’: in general K is not a multiple of π/L so
K = (N + δN)πL with δN < 1 and the energy shift is �ε = vF

hδN
L . A second cor-

rection is due to the subband mismatch (δSM). The single electron energy levels are:

εl,σ ,p = �vF|lπ
L
+ pK| + (1− p)

2
δSM (31)

where p = ±1.

Fig. 13 (Left) The dispersion relation and the quantized levels. The boxes in the figure represent
energy levels and can be filled by a pair of electrons with opposite spins. (a) The general case with-
out any degeneracy. (b) The fourfold degeneracy case. (c) The eightfold degeneracy case. (Left) A
simple scheme for the aufbau which takes in account the spin in the dot. (Top) The degenerate case
with the spin period =, 1/2, 1, 1/2, 0. (Bottom) The non degenerate case with spin period 0, 1/2
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Each choice of parameters gives a different degeneracy for the quantum levels:
8-fold degeneracy corresponds to δSM = 0 and K = nπL ; 4-fold degeneracy is found
if we put just δSM = 0 and 2 fold degeneracy in the general case.

Next we just consider particles near the same Fermi point and do not take into
account the labels α. Obviously we have to consider also α − α′ interaction for
particles near two different Fermi points.

Experiments and Theoretical Results about Coulomb Blockade

Many experiments showed Coulomb Oscillations in Carbon Nanotubes e. g. in 1997
Bockrath and coworkers [97] in a rope below about 10◦K observed dramatic peaks
in the conductance as a function of the gate voltage that modulated the number of
electrons in the rope. These typical Coulomb blockade peaks in the zero bias con-
ductance allowed to investigate the energy levels of interacting electrons. In fact
in CB a CN behaves as an artificial atom and reveals its shell structure [98]. In
this sense the measurements reported in [108] (see Fig. 14.left) for clean ‘closed’
nanotube dots showed complete Coulomb blockade and enable to deduce some
properties from the addition energy of SWCNT. This ‘addition energy’, EA(n) is
the energy needed to place an extra electron (the n-th) in a QD, defined analo-
gously to the electron affinity for a real atom. It was extracted from measurements
as EA ∝ �Vg. Thus was possible discuss the role which the Coulomb interaction
could play in a 1D at small temperatures(T = 0.1÷ 0.3◦K).

In Fig. 14.left, the small bias experimental conductance dI/dV as a function of
gate voltage is shown. The SET prevails as revealed by the fine structure of the

Fig. 14 (Left) Conductance vs gate voltage for a nanotube quantum dot at T = 300 mK with
evident Coulomb blockade peaks. Spacings �Vg of the peaks in. The index n counts the added
electrons relative to an arbitrary zero. For clarity only even n’s are indicated. (Right) A greyscale
plot (darker = more positive) of dI/dV vs Vg and V at T = 100 mK. The index n counts electrons
added relative to the leftmost diamond. From Refs. [108, 109]



Transport Properties in Carbon Nanotubes 71

conductance spectrum. Each conductance peak represents the addition of an extra
charge to the nanotube. The periodicity of the peaks is related to the size of the
coherent conducting island. In the case of an irregular conductance spectrum, the
nanotube is believed to be split into a series of conducting parts separated by local
tunneling contacts.

The overall diagram of conductance of a QD as a function of bias and gate volt-
age generally appears as a diamond shaped structure referred to as the Coulomb
diagram (see Fig. 14.top.right). For a fixed gate voltage, the current increases step
wise with increasing bias voltage, producing the excited-state spectrum. Each step in
the current is related to a new higher-lying energy level that enters the bias window.
Within each diamond, the electron number of the nanotube is fixed and the current
vanishes. The boundary of each diamond represents the transition between N and
N + 1 electrons, and the parallel lines outside the diamonds correspond to excited
states. Such a plot is well understood within the constant-interaction model (Eq. 30).

Some significant deviations from this simple picture were, however
observed [110]. The ground-state spin configuration in a nanotube was determined
by studying the transport spectrum in a magnetic field [111]; for a metallic CN the
total spin of the ground state alternates between 0 and 1/2 as successive electrons
are added, demonstrating a simple shell-filling, or even-odd, effect, i.e., successive
electrons occupy the levels in spin-up and spin-down pairs (see Fig. 13.right). The
semiconducting case was analyzed in [112]. In Ref. [113] the authors used magnetic
field effect to lift the orbital degeneracy thus they were able to estimate some value
of the orbital magnetic moment.

The CB measurements on suspended single-wall carbon nanotubes have also
shown spectacular signatures of phonon assisted tunneling, mediated by stretching
modes [114].

Effects of long range interaction. In Ref. [115] the effects of the long range
terms of the interaction in a SWNT were investigated and the results were com-
pared with the experiments at very low temperature T [108]. Thus was explained
the observed damping in the addition energy for a SWNTs [108] at T : 200mK as
an effect of the long range of the e–e repulsion.

In order to investigate the effects on low dimensional electron systems due to
the range of electron electron repulsion, was introduced a model for the interac-
tion which interpolates well between short and long range regimes. This model
predicts oscillations in the addition energy due to the Hund′s Rule quite similar
to the ones observed in QDs (usually the Interaction between the electrons with
momenta near the 2 Fermi Points is very small so that we have two independent
4-fold Degenerate Hamiltonians). The oscillations periodicity is 4 for the Model
(8 for a system with two Fermi points, see Fig. 13.right). The oscillations ampli-
tude is due to an exchange term corresponding to the short range interaction and the
effect of a long range interaction is a damping of the oscillations when the num-
ber of electrons in the System increases (compare Fig. 15.left with the theoretical
predictions in Fig. 15.right).

Asymmetries in the bandstructures The calculations above were based on the
symmetric subbands. However the real band structures of measured CN’s can show
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Fig. 15 On the left the analytical Aufbau results for the addition energy versus the number of elec-
trons of a four fold degeneracy model corresponding to different values of the range (long range
black, short range dashed red line). We show how the damping in the oscillations is due to a long
range interaction while it does not appear for a short range model. The predictions can be com-
pared with the measured addition energy in the experiment of [118]. (Right) COs conductance vs
gate voltage at different temperatures calculated following the classical CB theory. Theoretical cal-
culations show that the fine structure peaks are appreciable just for very low temperatures (bottom
black line)

some differences with respect to the ideal case discussed above. In fact some exper-
iments in recent years do not find this high symmetry as result and some different
hypotheses in order to explain this discrepancy were formulated.

As was discussed in [115] this symmetry has relevant effects on the Aufbau of the
CN’s shells i.e. on the spin oscillations (see Fig. 15). In the experiments reported in
[109] two different shell filling models are put forward: the first one, when the sub-
band mismatch dominates, predicts that the spin in the SWCNT oscillates between
S = 0 and S = 1/2 while when the subband mismatch is negligible the spin in the
SWCNT oscillates between S = 0, S = 1/2 and S = 1 (see Fig. 13.right). In Ref.
[108] the authors say ‘the sole orbital symmetry is a two-fold one, corresponding to
a K-K′ subband degeneracy and resulting from the equivalence of the two atoms in
the primitive cell of graphene structure’.

A secondary effect of the asymmetry in the Bandstructure is related to the posi-
tions of the CB peaks in the plot Vg−G. Thus experimentally we can understand the
symmetry properties of a CN by observing the grouping of the peaks in the conduc-
tance versus gate potential. Thus in the experiment reported in [108] no four-fold
grouping was observed because degeneracy was lifted by a mixing between states
due either to defects or to the contacts. Nevertheless a different experiment [109]
displays conductance peaks in clusters of four, indicating that there is a four fold
degeneracy (see Fig. 14.right.bottom and compare with Fig. 15.right where also the
temperature dependence according the Beenakker formula is included).

More recently spin states in carbon nanotube quantum dots have been revealed
in various systems with the Kondo effect [116–118] and the simple shell
structures [119–121]. These experiments allowed a comparison with the predicted
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two or four-electron shell structures, depending on the relation between the
zero-dimensional level spacing and the subband mismatch. In Ref. [119] low-
temperature transport measurements have been carried out on single-wall carbon
nanotube quantum dots in a weakly coupled regime in magnetic fields up to 8
Tesla. Four-electron shell filling was observed, and the magnetic field evolution of
each Coulomb peak was investigated, in which magnetic field induced spin flip and
resulting spin polarization were observed. Excitation spectroscopy measurements
have revealed Zeeman splitting of single particle states for one electron in the shell,
and demonstrated singlet and triplet states with direct observation of the exchange
splitting at zero-magnetic field for two electrons in the shell, the simplest example
of the Hund’s rule. The total spin in an individual single-wall carbon nanotube quan-
tum dot was also studied in [122] by using the ratio of the saturation currents of the
first steps of Coulomb staircases for positive and negative biases. The current ratio
reflects the total-spin transition that is increased or decreased when the dot is con-
nected to strongly asymmetric tunnel barriers. The total spin states with and without
magnetic fields can be also traced by this method.

Spin-orbit interaction Recently also the effects of the Spin-orbit interaction and
anomalous spin relaxation was investigated in carbon nanotube quantum dots in
order to propose the CN QD as devices for the spintronics. In this sense in a recent
papers [123] was shown that the CNT Double Quantum Dot has clear shell struc-
tures of both four and eight electrons, with the singlet-triplet qubit present in the
four-electron shells. In Ref. [123] the authors observed inelastic co-tunneling via
the singlet and triplet states, which they used to probe the splitting between singlet
and triplet, in good agreement with theory.

Luttinger liquid

Transport in 1 Dimension – Electronic correlations have been predicted to domi-
nate the characteristic features in quasi one dimensional (1D) interacting electron
systems. This property, commonly referred to as Tomonaga-Luttinger liquid (TLL
or LL) behaviour [124–126], has recently moved into the focus of attention by
physicists, also because in recent years several electrical transport experiments for
a variety of 1D devices, such as semiconductor quantum wires [127] (QWs) and
carbon nanotubes (CNs) [128, 129] have shown this behaviour.

In a 1D electron liquid Landau quasiparticles are unstable and the low-energy
excitations take the form of plasmons (collective electron-hole pair modes): this
is known as the breakdown of the Fermi liquid picture in 1D. The LL state has
two main features: (1) the power-law dependence of physical quantities, such as
the tunneling density of states (TDOS), as a function of energy or temperature;
(2) the spin-charge separation: an additional electron in the LL decays into decou-
pled spin and charge wave packets, with different velocities for charge and spin. It
follows that 1D electron liquids are characterized by the power-law dependence of
some physical quantities as a function of the energy or the temperature. Thus the
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tunneling conductance G reflects the power law dependence of the DOS in a small
bias experiment [130, 131]

G = dI/dV ∝ Tαbulk (32)

for eVb = kBT , where Vb is the bias voltage, T is the temperature and kB is
Boltzmann′s constant. The exponent αbulk known as bulk critical exponent, can be
calculated in several different ways as we discuss below.

The Luttinger Model and the Bosonization Approach

A Tomonaga-Luttinger liquid is a theoretical model describing interacting electrons
in a one-dimensional conductor [132–134]. The typical Luttinger model starts from
the hypothesis that the Fermi surface consists of two Fermi points, in the neigh-
borhood of which the dispersion curve can be approximated by straight lines with
equations

εk ≈ vF(|k| − kF) ≡ vFk. (33)

Here we introduce the creation (annihilation) operators for the electrons â†
k,s with

fixed momentum and spin, and we rewrite the Hamiltonian in Eqs. 28 and 41 in
the limit of short range interactions. The scattering processes are usually classified
according to the different electrons involved and the coupling strengths labeled with
g are often taken as constants. In this case, as discussed in detail by Solyom [132],

we can substitute Vs,s′
k,p (q) with 8 constants (here we limit to 6 ones because we

neglect the Umklapp scattering as we explain below). In general we should take
into account the dependence on k, p and q, however in a model with a bandwidth
cut-off, where all momenta are restricted to a small region near the Fermi points,
the momentum dependence of the coupling is usually neglected. Thus the kinetic
energy takes the form

H0 = vF

∑

k,s

(
(k − kF)a†

+,k,sa+,k,s + (−k − kF)a†
−,k,sa−,k,s

)

= 2πvF

L

∑

q>0,α=±,s

ρα,s(q)ρα,s(−q),
(34)

where density operators for spin projections s =↑,↓ have been introduced:

ρ±,s(q) =
∑

k

a†
±,k+q,sa±,k,s . (35)

Interaction For what concerns the electron-electron interaction, the momentum

conservation allows only for four processes, corresponding to Vs,s′
k,p (q) in Eq. 29:
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1. the Forward Scattering in the same branch, gs,s′
4 for k and p in the same branch

and small q (transferred momentum);

2. the Forward Scattering involving two branches gs,s′
2 for where k and p are

opposite and q is small;

3. the Backward Scattering (gs,s′
1 ) which involves electrons in opposite branches

with large transferred momentum (of order 2kF).

4. the Umklapp scattering (gs,s′
3 ) additional process significant just at half-filling.

Thus in our case we neglect gs,s′
3 since the sample is assumed to be doped.

Here we take in account just two types of interaction. First, the “backward scat-
tering” (kF, s;−kF, t) → (−kF, s; kF, t) which for s �= t cannot be rewritten as an
effective forward scattering. The corresponding Hamiltonian is

Hint,1 = 1

L

∑

k,p,q,s,t

g1a†
+,k,sa

†
−,p,ta+,p+2kF+q,ta−,k−2kF−q,s. (36)

And, of course, there is also the forward scattering

Hint,2 = 1

2L

∑

q,α,s,t

(
g2(q)ρα,s(q)ρ−α,t(−q)+ g4(q)ρα,s(q)ρα,t(−q)

)
. (37)

Exact Solution. The full Hamiltonian above, H0 + Hint defines the simplest
model for interacting electrons in 1D. A simple solvable case is the Tomonaga-
Luttinger model [124, 125], where only forward scattering g2 is taken into account
(g1= g3= g4= 0). It has been solved by Mattis and Lieb [126], who showed that
this model describes a particular type of system where the conventional Fermi sur-
face, defined in terms of a step in the momentum distribution, does not exist for
arbitrarily small g2. Haldane [135] later extended their analysis to a more general
situation and coined the term ‘Luttinger liquid’ in analogy with the Fermi liquid.

The usual diagonalization of the Tomonaga- Luttinger hamiltonian is based on
the so-called bosonization scheme. The density operators ρ(q) act like Bose cre-
ation and annihilation operators of elementary excitations with energy vFq and
momentum q.

Several important quantities can be exactly calculated for the LL model, includ-
ing the momentum distribution function [126] and various response functions [132],
which generally exhibit power-law behavior [134, 136, 137].

All properties of a TL liquid can be described in terms of only two effective
parameters per degree of freedom which take over in 1D the role of the Landau
parameters familiar from Fermi liquid theory.

In particular the low-energy properties of a homogeneous 1D electron system
could be completely specified by the TL coefficients corresponding to the interaction
(gs,σ

i ) and the kinetic energy (vF) in the limit of ideal TL liquid.
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Four TL parameters, depending on g and vF , characterize the low energy prop-
erties of interacting spinful electrons moving in one channel: the parameter Kν

fixes the exponents for most of the power laws and vν is the velocity of the long
wavelength excitations: ν = ρ for the charge and ν = σ for the spin. The param-
eters [138] Kρ and vρ/σ are easily obtained as functions of gs,σ

i and vF by various
techniques found in textbooks [132].

Kν =
√
πvF + gν4 − gν2
πvF + gν4 + gν2

(38)

vν =
√
[

vF + gν4
π

]2

−
(

gν2
π

)2

(39)

α = 1

2

[(

vF + gσ4
π

)
1

vσ
+
(

vF + gρ4
π

)
1

vρ
− 2

]

(40)

where gσi = 1
2 (gp

i − g⊥i ) and gρi = 1
2 (g9

i + g⊥i ). Here α denotes the bulk critical
exponent which characterizes many properties of the transport behaviour of a 1D
device (e.g. the zero bias conductance as a function of T\,). Notice that g4 leads to
a small renormalization of the Fermi velocity, which is usually neglected.

The model described above, with linear branches and constant interaction in
momentum space is known as TL model and corresponds to a very short range
interaction (Dirac delta). The presence of a long range interaction in a 1D electron
system introduces in the model an infrared divergence and is quite difficult to solve.
Next we discuss the solutions for the case of Carbon Nanotubes obtained with a
Renormalization Group approach and a Dimensional Crossover.

Low-Energy Theory for Correlated Carbon Nanotubes

A formal description of the LL in CNs was developed at the end of 1990s because
CNs display complex quasi-1D characteristics, which are required to reconsider and
extend the basics of LL theory. In fact in CNs the Fermi surface is described by
four points of the Brillouin zone, instead of the two points found for a single chan-
nel. Moreover the transport properties of a CN depend also on the diameter and
chirality. Thus the LL theory was first developed for a metallic armchair SWCN
[139]. There the low-energy theory including Coulomb interactions is derived and
analyzed. It describes two fermion chains without interchain hopping but coupled
in a specific way by the interaction. The strong-coupling properties were studied by
bosonization, and consequences for experiments on single armchair nanotubes were
discussed.

The electronic properties of carbon nanotubes are due to the special bandstructure
of the π electrons in graphite [25, 27] as we discussed in Sect. “Electronic Structure
of Single-Wall Nanotubes”. The Fermi surface for a metallic CN, obtained start-
ing from Eq. 10, consists of two distinct Fermi points αK with α=±. As usually
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here the y-axis points along the tube direction and the circumferential variable is
0 ≤ φ ≤ 2π . As we discussed above since the basis of graphite contains two carbon
atoms, there are two sublattices p = ± shifted by the vector �d = (0, d), and hence
two degenerate Bloch states at each Fermi point αKs. The quantization of transverse
motion gives the ‘mass’ meff [26], according the Dirac fermions approach, which
vanishes for the lowest subband of a metallic CN.

Because the excitation of other transversal bands costs energy, the bandwidth
cutoff scale D we take in account just the lowest subband in the limit of linear
dispersion as shown in Fig. (12.left). Thus, the non interacting part of Hamiltonian
is a massless 1D Dirac Hamiltonian [26, 27]

H0 = −v
∑

pασ

p
∫

dy ψ†
pασ ∂yψ−pασ . (41)

Electron electron interaction. In order to introduce electron electron repulsion
we have to introduce the Coulomb interactions mediated by a screened potential.
Thus we start from the unscreened Coulomb repulsion(a0; a) in a wrapped 2D
geometry

V0(y− y′,ϕ − ϕ′) = e2/κ
√

(y− y′)2 + 4R2 sin2(ϕ − ϕ′)
. (42)

The Fourier transform V̂0(q) reads

V̂0(q) ≈ e2/κ√
2

[

K0

(
qR

2

)

I0

(
qR

2

)]

. (43)

Here the effects of electrons trapped in nonpropagating orbitals were incorporated
in terms of a dielectric constant κ , K0(q) denotes the modified Bessel function of
the second kind, I0(q) is the modified Bessel function of the first kind. The nanotube
radius R yields a natural Ultra Violet (UV) cutoff (for q ≈ 2π

R ) of the interaction.
We can also define a 1D potential V0 (the 1D limit of the complete interaction)

and the corresponding Fourier transform V0(k) for |kR| = 1,

V0(y) = 2e2

κπ

√
a2

0 + y2 + 4R2
K

⎛

⎝ 2R
√

a2
0 + y2 + 4R2

⎞

⎠ ;

V0(k) = e2

κ
[2| ln(kR)| + π ln 2] . (44)

with the complete elliptic integral of the first kind K(z).
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Scattering processes Thus we rewrite the coefficients gαi written for the short
range interaction in Fourier transform by analyzing the scattering processes allowed
for a CN. Thus we now distinguish four processes associated with the Fermi points
α = ±:

1. the ‘forward scattering’ (αFS) where α1 = α4 and α2 = α3
2. the ‘backscattering’ (αBS) with α1 = −α2 = α3 = −α4 while
3. at half-filling there could be an additional ‘Umklapp’ process (αUS) character-

ized by α1 = α2 = −α3 = −α4 which we neglect in what follows.
4. In CNs an additional ‘Forward scattering’ term (f) which measures the differ-

ence between intra- and inter-sublattice interactions, can be introduced following
[139, 140]. This term is due to the hard core of the Coulomb interaction. i.e. it
follows from the unscreened short range component of the interaction.

These processes are different from the conventional ones discussed above since they
do not necessarily mix right- and left-moving branches but rather involve different
Fermi points.

Forward Scattering The αFS interaction couples only the total 1D charge
densities,

H(0)
αFS =

1

2

∫

dydy′ρ(y)V0(y− y′)ρ(y′) , (45)

with ρ(y) =∑
pασ ψ

†
pασψpασ . If we now introduce an infra red cut off given by the

CN′s length, L as k ≥ qc = 2π
L we can define g2 ≈ V0(qc).

Obviously the continuum argument (used obtaining V(q) as a Fourier Transform
in Eq. 29) plays for |x| >> a while for |x| ≤ a, an additional FS term arises due to
the hard core of the Coulomb interaction,

H(1)
αFS = −f

∫

dx
∑

pαα′σσ ′
ψ†

pασψ
†

−pα′σ ′ψ−pα′σ ′ψpασ (46)

with f /a = γ e2/R. Evaluating f on the wrapped graphite lattice yields

γ =
√

3a

2πκa0

⎡

⎣1− 1
√

1+ a2/3a2
0

⎤

⎦ ≈ 0.1 . (47)

This process was not analyzed in term of the gi in the LL classical approach. In
the language of a Hubbard model, we have f /a = U − V where U = e2/R is the
on-site and V the nearest-neighbor Coulomb interaction. According to Eq. 47, this
difference is small compared to U.

Backward scattering. Thus we discuss αBS contributions. Since the discussed
Fourier Transform involves a rapidly oscillating factor exp[2iKx(x − x′)], these are
local processes which do not resolve sublattices,
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HαBS = b

2

∫

dy
∑

pp′ασσ ′
ψ†

pασψ
†

p′−ασ ′ψp′ασ ′ψp−ασ . (48)

Estimating the coupling constant we obtain b ≈ f , while for well-screened short-
ranged interactions, one has b >> f . In terms of gi we have b = g1 = V0(2Ks).

Bulk Critical exponent in CNs. For this LL model in the metallic armchair tube,
a single interaction parameter, g,

1

g
= K =

√

1+ g2

(2πvF)
≈
√

1+ U0(qc)

(2πvF)
,

will drive the power-law temperature-dependent for eV = kBT and voltage-
dependent for eV = kBT tunneling conductances.

Thus the critical exponent can be written in terms of g as

αbulk = 1

4
(g+ 1/g− 2) , (49)

which depends just on the forward scattering part of the interaction. Here U0 can
be read as the charging energy, whereas vFh/2L is the single-particle level spacing.
The charging energy follows from the capacitive properties of the metal-nanotube
junction and from the electronic structure, so that no universal value can be derived.

Accordingly, the low-temperature conductance dI/dV ∝ Vαbulk , while the linear
conductance becomes G(T) ∝ Tαbulk .

The conductance suppression at low temperature or bias has been shown to
become even more dramatic for tunneling into the end of a long nanotube, with
an exponent that we will calculate in a following section.

In order to estimate the value of the critical exponent we can follow the
calculation of Egger and Gogolin [139, 141], where was obtained

g =
{

1+ 8e2

πκ�v
[ln(L/2πR)+ 0.51]

}−1/2

. (50)

Thus, g is a function of the interaction strength and g< 1 corresponds to a repulsive
interaction. In the experiments [129], bulk tunneling was measured fitting the high-
temperature data, α ≈ 0.34 corresponding to a value of g ≈ 0.22, in agreement with
theoretical estimates [139, 140, 142].

Multi-wall carbon nanotubes and doping. The low-energy theory for multi-
wall carbon nanotubes including the long-ranged Coulomb interactions, internal
screening effects, and single-electron hopping between graphite shells was derived
and analyzed by bosonization methods. Characteristic Luttinger liquid power laws
are found for the tunneling density of states, with exponents approaching their Fermi
liquid value only very slowly as the number of conducting shells, N, increases.

The bulk critical exponent was calculated by using bosonization techniques [143]
and was obtained
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αbulk ≈ 1

4 N

(

KN + 1

KN
− 2

)

, (51)

where

1

KN
≈
√

1+ NU0(qc)

(2πvF)
.

Afterwards the tunneling density of states of doped multiwall nanotubes including
disorder and electron-electron interactions was computed and a non-conventional
bahaviour was found [144]. In Ref. [144] this behaviour was explained in terms of
a particularly effective and non-conventional Coulomb blockade (CB) for tunneling
into a strongly interacting disordered metal.

The discussed explanation in terms of conducting shells does not agree with the
measurements of the conductance which usually refer to the outer layer,also if the
electronic properties are influenced by the interaction with inner metallic cylinders.
Moreover MWNTs use to be significantly doped, which leads to the presence of a
large number of subbands at the Fermi level [152] (see Fig. 16.left). Thus the number
N in Eq. 51 is often assumed to be the number of subbands crossing the Fermi level.

The contribution of a large number of modes at low energies has then an appre-
ciable impact on the enhancement of observables like the tunneling density of states.
This issue is relevant for the investigation of the nanotubes of large radius that are
present in the MWNTs, which may have a large N. Experiments reported in [153],
where measurements of the tunneling conductance have been carried out in doped
MWNTs, with a number of subbands at the Fermi level N ≈ 10 − 20 (in the outer
layer).

Fig. 16 The degree of doping in CNTs corresponds to the position of the Fermi energy. From a
measurement of the conductance as a function of a gate voltage, which shifts the Fermi energy,
we can argue the doping level. Nanotubes can be turned to n-type semiconducting by potassium
Doping in a Vacuum, Vacuum Annealing or Electrostatic Doping while re-exposure to air reverts
NT to p-type [145]. In fact several groups have concluded that charge transfer from oxygen to
the nanotube leads to p-doping [146–149] while n-doping can be obtained by direct doping of the
tube with an electropositive element such as potassium [150, 151]. In MWNTs the experimental
conditions refer to a situation where Ns = 5 : 10 and the suppression of tunnelling in MWNT can
be softened by increasing the doping level
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We conclude that by doping carbon nanotubes it is possible to alter significantly
the electronic, mechanical and chemical properties of the tubes.

RG Approach to the Luttinger Liquid

In Refs. [154–158], was introduced a Renormalization group (RG) method, in order
to study the low-energy behaviour of the unscreened e–e repulsion in CNs. In some
of these papers a dimensional regularization approach was presented, useful, when
dealing with effects of the long-range Coulomb interaction. As we discuss below
this method allows to avoid the infrared singularities arising from the long-range
Coulomb interaction at D = 1.

Generalized Interaction

From the theoretical point of view, a relevant question is the determination of the
effects of the long-range Coulomb interaction in CNs. It is known that the Coulomb
interaction is not screened in one spatial dimension [159], although usually the e–e
interaction is taken actually as short-range (TL model). Thus a dimensional regu-
larization approach [160] was developed in order to analyze the low energy effects
of the divergent long-range Coulomb interaction in one dimension. The interaction
potential in arbitrary dimensions now reads

UD(r−r′) =
∫ 2π

0

∫ 2π

0

cDdϕdϕ′

4π2|r̄ − r̄′|u0 (ϕ, k) u0 (ϕ, p) u0
(
ϕ′, (k + q)

)
u0
(
ϕ′, (p− q)

)

= cD

|r − r′| . (52)

Here r is a vector in the D dimensional space and
_
r is a vector in D+ 1 dimensions.

As it is known, the Coulomb potential 1/|r| can be represented in three spatial
dimensions as the Fourier transform of the propagator 1/k2

1

|r| =
∫

d3k

(2π )3
eik·r 1

k2
. (53)

If the interaction is projected onto one spatial dimension, by integrating for instance
the modes in the transverse dimensions, then the Fourier transform has the usual
logarithmic dependence on the momentum [154]. We choose instead to integrate
formally a number 3 − D of dimensions, so that the long-range potential gets the
representation

1

|x| =
∫

dDk

(2π )D eikx c(D)

|k|D−1
, (54)

where c(D) = �((D− 1)/2)/(2
√
π)3−D.
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RG Solution for D=1

The starting Hamiltonian for the interacting 1D system is analogous to the sum of
Eqs. 41 and 45,

H =
∫ �

0

dp

(2π )
ψ+(p)ε(p)ψ(p)+

∫ �

0

dp

(2π )
ρ(p) U0(p) ρ(−p) (55)

where ρ(p) are density operators made of the electron modes ψ(p), and U0(p) corre-
sponds to the Fourier transform of the 1D interaction potential. Here it also present
an Ultra Violet cut-off, �, that can be estimated as the order of the bandwidth D.

In writing Eq. 55, were neglected backscattering processes that connect the two
branches of the dispersion relation. This is justified, in a first approximation, as
for the Coulomb interaction the processes with small momentum transfer have a
much larger strength than those with momentum transfer≈ 2kF . The backscattering
processes give rise, however, to a marginal interaction.

The one-loop polarizability �0(k,ωk) is given by the sum of particle-hole
contributions within each branch

�0(k,ωk) = vFk2

|v2
Fk2 − ω2

k |
. (56)

The effective interaction is found by the Dyson equation (see Fig. 16.right)

Ueff (k,ωk) = U0(k)

1− U0(k)�0(k,ωk)
, (57)

so that the self-energy follows: �eff = G0Ueff = G0Ueff = G0U0
1−U0�0

.
In the spirit of the GW approximation, vF can be assumed as a free parameter

that has to match the Fermi velocity in the fermion propagator after self-energy
corrections.

The polarization gives the effective interaction Ueff as in Eq. 57 which incorpo-
rates the effect of plasmons in the model. We compute the electron self-energy by
replacing the Coulomb potential by the effective interaction

i�(k, iωk) =i
e2

2π

∫ Ec

−Ec

dp

2π

∫ +∞

−∞
dωp

2π

1

i(ωp + ωk)− vF(p+ k)
U0(p)

1− e2

π

vFp2

v2
Fp2 + ω2

p

U0(p)

.
(58)

This approximation reproduces the exact anomalous dimension of the electron field
in the Luttinger model with a conventional short-range interaction [157]. The only
contributions in (58) depending on the bandwidth cutoff are terms linear in ωk an k.
There is no infrared catastrophe at ωk ≈ vFk, because of the correction in the slope
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of the plasmon dispersion relation, with respect to its bare value vF . The result that
we get for the renormalized electron propagator is

G−1(k,ωk) = Z−1

 (ωk − vFk)−�(k,ωk)

≈ Z−1

 (ωk − vFk)+ Z−1


 (ωk − vFk)
∫

dp

|p|
(1− f (p))2

2
√

f (p)
(
1+√f (p)

)2
+ . . . , (59)

where f (p) ≡ 1 + U0(p,ωc)/(2πvF) and Z1/2

 is the scale of the bare electron field

compared to that of the cutoff-independent electron field


bare(Ec) = Z1/2

 
 . (60)

The first RG flow equations, obtained analogously to the more general Eq. 67
obtained below, becomes

Ec
d

dEc
log Z
 (Ec) =

(
1−√f (Ec)

)2

8
√

f (Ec)
. (61)

As it is known [156], the critical exponent can be easily obtained from the right side
of Eq. 61 in the limit of log(Ec)→ 0. If we assume U(q) as a constant, g2, it results

√
f (q) =

√

1+ g2

(2πvF)
= K.

However as we discussed above the forward scattering involves small momentum
transferred, q, thus if we suppose q = qc (q→ qc is a limit for the natural infrared
cutoff), we obtain g2 = U(qc). Hence, as it is clear from a comparison with Eqs. 49
and 61,

αZ =
(
1−√f (qc)

)2

8
√

f (qc)
= 1

4

(

K + 1

K
− 2

)

.

Dimensional Regularization Near D=1

A different approach was proposed in [155], where was developed an analytic con-
tinuation in the number of dimensions, in order to regularize the infrared singularity
of the long-range Coulomb interaction at D = 1 [161]. The aim of this approach
was to find the effective interaction between the low-energy modes of CNs, which
have quite linear branches near the top of the subbands (KS). For this purpose it
needs to introduce the analytic continuation to a general dimension D of the linear
dispersion around each Fermi point, i.e. the Hamiltonian
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H = vF

∑

ασ

∫ �

0
dp|p|D−1

∫
d�

(2π )D ψ+ασ (p) σ · p ψασ (p)

+ e2
∫ �

0
dp|p|D−1

∫
d�

(2π )D ρ(p)
c(D)

|p|D−1
ρ(−p),

(62)

where the σi matrices are defined formally by {σi, σj} = 2δij. Here ρ(p) are den-
sity operators made of the electron modes ψασ (p), and c(D)/|p|D−1 corresponds to
the Fourier transform of the Coulomb potential in dimension D. Its usual logarith-
mic dependence on |p| at D = 1 is obtained by taking the 1D limit with c(D) =
�((D− 1)/2)/(2

√
π )3−D.

A self-consistent solution of the low-energy effective theory has been found in
[154, 155, 162] by determining the fixed-points of the RG transformations imple-
mented by the reduction of the cutoff �. The Renormalization Group theory with
a dimensional crossover starts from Anderson suggestion [163] that the Luttinger
model could be extended to 2D systems. The dimensional regularization approach
of Refs. [154, 155, 162] overcomes the problem of introducing such an external
parameter.

A phenomenological solution of the model was firstly obtained [154, 155, 162],
carrying a dependence on the transverse scale needed to define the 1D logarithmic
potential, which led to scale-dependent critical exponents and prevented a proper
scaling behavior of the model [154, 155, 162, 164].

The long-range Coulomb interaction may lead to the breakdown of the Fermi liq-
uid behavior at any dimension between D = 1 and D = 2, while the CN description
lies between that of a pure 1D system and the 2D graphite layer. Then an ana-
lytic continuation is introduced in the number D of dimensions which allows to
carry out the calculations needed, in order to accomplish the renormalization of the
long-range Coulomb interaction at D→ 1.

In the vicinity of D = 1, a crossover takes place to a behavior with a sharp
reduction of the electron quasiparticle weight and the DOS displays an effective
power-law behavior, with an increasingly large exponent. For values of D above the
crossover dimension, a clear signature of quasiparticles at low energies is obtained
and the DOS approaches the well-known behavior of the graphite layer.

As in the previous section the one-loop polarizability �0(k,ωk) is given by the
sum of particle-hole contributions within each branch. Now it is the analytic contin-
uation of the known result in Eq. 56, which we take away from D = 1, in order to
carry out a consistent regularization of the Coulomb interaction

�0(k,ωk) = b(D)
v2−D

F k2

|v2
Fk2 − ω2

k |(3−D)/2
, (63)

where b(D) = 2√
π

�((D+1)/2)2�((3−D)/2)

(2
√
π )D

�(D+1)
. The effective interaction is found by the

Dyson equation in Eq. 57, so that the self-energy �eff follows. After dressing
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the interaction with the polarization (63), the electron self-energy is given by the
expression

�(k,ωk) = −e2
∫ Ec/vF

0
dp|p|D−1

∫
d�

(2π )D

∫
dωp

2π

G(k − p,ωk − ωp)
−i

|p|D−1

c(D) + e2�(p,ωp)
. (64)

At general D, the self-energy (64) shows a logarithmic dependence on the cutoff at
small frequency ωk and small momentum k. This is the signature of the renormal-
ization of the electron field scale and the Fermi velocity. In the low-energy theory
with high-energy modes integrated out, the electron propagator becomes

1

G
= 1

G0
−� ≈ Z−1(ωk − vF σ · k)− Z−1f (D)

∞∑

n=0

(−1)ngn+1
(

n(3− D)

n(3− D)+ 2
ωk

+
(

1− 2

D

n(3− D)+ 1

n(3− D)+ 2

)

vF σ · k

)

hn(D) log(�), (65)

where g = (2b(D)c(D)e2)/vF , f (D) = 1

2Dπ (D+1)/2�(D/2)b(D)
and hn(D) =

�(n(3− D)/2+ 1/2)

�(n(3− D)/2+ 1)
. The quantity Z1/2 represents the scale of the bare electron

field compared to that of the renormalized electron field for which G is computed.
The effective coupling g is a function of the cut off with an initial value obtained

carrying out an expansion near D = 1 [156],

g0(D) = c(D)
e2

vF
≈ e2

π2vF

1

D− 1
. (66)

The renormalized propagator G must be cutoff-independent, as it leads to observable
quantities in the quantum theory. This condition is enforced by fixing the depen-
dence of the effective parameters Z and vF on �, as more states are integrated out
from high-energy shells. We get the differential renormalization group equations

�
d

d�
log Z(�) = −f (D)

∞∑

n=0

n(3− D)(−g)n+1

n(3− D)+ 2
hn(D) = −γ (g), (67)

�
d

d�
g(�) = −f (D)

2(D− 1)

D
g2
∞∑

n=0

(−g)n (3− D)n+ 1

(3− D)n+ 2
hn(D) = −β(g). (68)

For D = 1 the function in the r.h.s. of Eq. 68 vanishes, so that the 1D model has
formally a line of fixed-points, as it happens in the case of short-range interaction.
In the crossover approach shown in this section, the effective coupling g is sent to
strong coupling in the limit D→ 1, and the behavior of the RG flow in this regime
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remains to be checked. The dependence on D of the functions appearing in the RG
equations shows itself in the form of D − 1 and D − 3 factors, revealing that these
are the two critical dimensions, corresponding to a marginal and a renormalizable
theory, respectively.

In order to approach the limit D → 1, we have to look for the asymptotic
dependence on D of the functions appearing in the RG equations. We will see that
this dependence appears as D − 1 and D − 3 factors, revealing that these are the
two critical dimensions, corresponding to a marginal and a renormalizable theory,
respectively.

Starting with the function β(g), we need to carry out the sum at the right-hand-
side of Eq. 67. This is given in terms of the hypergeometric special functions [156].
However the β function near D = 1 can be approximated with the simple function
of g and d to first order in D− 1,

β(g) ≈ − f (D)

4

2(D− 1)

D

√
πg

(

1− 1√
1+ g

)

. (69)

The γ function can be expressed in the form

γ (g) = f (D)

4

3− D

2
gTD(g) (70)

where the series TD(g) is available on tables. For D = 1 it has the simple expression

T1(g) = √π 2
√

g+ 1− g− 2

g
√

g+ 1
(71)

The scaling of the electron wave function near D = 1 is therefore given by

γ (g) ≈ f (D)

4

√
π

(

2−√1+ g− 1√
1+ g

)

(72)

This coincides formally with the anomalous dimension that is found at D = 1 in the
exact solution of the Luttinger model, what provides an independent check of our
RG approach to the 1D system.

The dimensional crossover approach allows to calculate the critical exponent also
in the case of a divergent interaction for D→ 1. The DOS computed at dimensions
between 1 and 2 displays an effective power-law behavior which is given by n(ε) :
Z(ε)|ε|D−1, for several dimensions approaching D = 1. Then by introducing the
low-energy behavior of Z(ε) in order to analyze the linear dependence of log(n(ε))
on x = − log(�) it can be obtained

log(n(ε)) ≈ log Z(ε)+ (D− 1) log(|ε|) ≈ (αZ − (D− 1)) x ≡ αDx. (73)
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Here αZ can be easily written starting from Eq. 67, if we limit ourselves to a simple
first order expansion near x = 0 with (log(Z) ≈ γ (g0)x), where g0 is the initial value
of the coupling (see Eq. 66)

αZ ≈ T1(
√

1+ g0)g0
(3− D)f (D)(D+ 1)

8
. (74)

The analytic continuation in the number of dimensions allows to avoid the infrared
singularities that the long-range Coulomb interaction produces at D = 1, providing
insight, at the same time, about the fixed-points and universality classes of the theory
in the limit D→ 1.

In order to compare the results of this approach with experiments, as in [156], a
lower bound for the exponent of the DOS can be obtained by estimating the min-
imum of the absolute value of αD, for dimensions ranging between D = 1 and
D = 2. The evaluation can be carried out starting from Eqs. 73 and 74. A minimum
value for |αD| as a function of D, by introducing the expression of g0(D) in Eq. 66,
was obtained. From Fig. 17 we can see that the maximum value for αD (αM) corre-
sponds to a dimension between 1 and 1.2. If the number of subbands is increased,
then the value of |αM| decreases while the corresponding dimension approaches 1.

Doping in Multi Wall Carbon Nanotubes. In the case of doped MWNTs the
effect of having a number N of subbands crossing the Fermi level, which multiply
consequently the number of electron fields and terms in the hamiltonian has to be

Fig. 17 (Left) α as a function of the dimension, and we choose the maximum value of this function
between D = 1 and D = 2 as an estimate of the critical exponent. We find a value for α in the usual
undoped nanotube that reproduces the anomalous exponent measured experimentally (α ≈ −0.3),
corresponding to a dimension for the crossover between 1.1 and 1.2. (Right) Inset in a, dI/dV curves
taken on a bulk-contacted rope at temperatures T = 1.6 K, 8 K, 20 K and 35 K. Inset in b, dI/dV
curves taken on an end-contacted rope at temperatures T = 20 K, 40 K and 67 K. In both insets, a
straight line on the log–log plot is shown as a guide to the eye to indicate power-law behaviour. The
main panels a and b show these measurements collapsed onto a single curve by using the scaling
relations described in the text. The solid line is the theoretical result fitted to the data by using as a
fitting parameter. The values of resulting in the best fit to the data are = 0.46 in a and = 0.63 in b.
From [165]
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incorporated. Thus the analytic continuation to general dimension D of the one loop
polarizability becomes

�(k,ωk) = 2Nb(D)
v2−D

F k2

|v2
Fk2 − ω2

k |(3−D)/2
. (75)

The equations presented above have to be rewritten by including the number of
subbands so that αD in Eq. 73 becomes

αD ≈ g0T1(g0)
(3− D)f (D)(D+ 1)

8 N
− (D− 1). (76)

In [156] was obtained, in the limit of large N and small values of D− 1,

αZ ≈ − f (D)(3− D)(D+ 1)

8 N

√
π g0, (77)

and was obtained that αZ vanishes at large N as : 1/
√

N, and it diverges at D → 1
as 1/
√

D− 1.

Results and Experiments

Experimental Evidence of LL Behavior

In the last decade several transport and photoemission studies provided evidence
for the existence of the TLL state in CNs. In these studies, power-law behavior
of temperature and bias dependent conductivity and a power-law Fermi edge was
observed, respectively.

The non-Ohmic behavior of the conductance at low bias voltage, the so called
zero-bias anomaly (ZBA), is a clear signature of a tunneling contact between a
Fermi liquid and a strongly correlated system. Thus evidence of LL behavior in
CNs has been found in many experiments [129, 165], where a measurement of the
temperature dependence of the resistance was carried out, above a crossover tem-
perature Tc[166]. In Fig. 16.right are reported measurements of the conductance of
bundles (‘ropes’) of SWNTs as a function of temperature and voltage that agree
with predictions for tunnelling into a Luttinger liquid. In particular, we find that
the conductance and differential conductance scale as power laws with respect to
temperature and bias voltage, respectively, and that the functional forms and the
exponents are in good agreement with theoretical predictions [165]. In these exper-
iments (e.g. [129]), bulk tunnelling was measured fitting the high-temperature data,
α ≈ 0.34 corresponding to a value of g ≈ 0.22, in agreement with with theoretical
estimates [139, 156].

Power-law conductance behavior with exponent values in the range of theoretical
predictions was also found for crossed metallic junctions of SWNTs [167], giving
confidence in the manifestation of a Luttinger liquid state in small-diameter SWNTs.
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Alternatively, by means of angle-integrated photoemission measurements of
SWNTs, some power-law behavior of the spectral function and intensities was also
found to be in good agreement with LL model predictions [168].

Also the Nuclear magnetic resonance (NMR) can be a powerful method to char-
acterize correlated states of materials as it is sensitive to the density of states near
the Fermi edge. Recently experiments by Singer et al. [169] showed a deviation
from Fermi-liquid behavior in carbon nanotubes with an energy gap evident at low
temperatures.

Effects of Doping. The effect of doping was taken in account in [152]. There
was explored the electric-field effect of carbon nanotubes (NTs) in electrolytes. Due
to the large gate capacitance, Fermi energy shifts of order ±1V can be induced,
enabling to tune NTs from p to n-type. Consequently, large resistance changes are
measured. The measurements of a power law behaviour were also carried out in the
MWNTs by studying the tunneling of electrons into the CN. Nanotube/electrode
interfaces with low transparency as well as nanotube/nanotube junctions created
with atomic force microscope manipulation have been used. The tunneling conduc-
tance goes to zero as the temperature and bias are reduced, and the functional form
is consistent with a power law suppression of tunneling as a function of energy.
The exponent depends upon sample geometry. It has been reported that the values
of the critical exponent αbulk measured in 11 different samples range from 0.24 to
0.37 [153].

This variation can be accounted for within the RG approach reported above by
assuming that a large number of subbands, Ns is involved (N = 2 to N = 10).
Thus the effect of doping was studied in the suppression of tunneling observed in
MWNTs, incorporating as well the influence of the finite dimensions of the system.
The scaling approach reported above allowed to encompass the different values of
the critical exponent measured for the tunneling density of states in carbon nan-
otubes. Thus was predicted that further reduction of αbulk should be observed in
multiwalled nanotubes with a sizeable amount of doping.

From a theoretical point of view, in the case of nanotubes with a very large radius,
was found a pronounced crossover between a high-energy regime with persistent
quasiparticles and a low-energy regime with the properties of a one-dimensional
conductor.

Magnetic field effects on Luttinger Liquid behaviour. The effects of a trans-
verse magnetic field B, acting on CNs were also investigated in the last years.
Theoretically, it is predicted that a perpendicular B field modifies the DOS of a
CN [40], leading to the Landau level formation as we discussed above. In a recent
letter Kanda et al. [170] examined the dependence of G on perpendicular B fields
in MWNTs (see Fig. 18). They found that, in most cases, G is smaller for higher
magnetic fields, while αBulk is reduced by a factor 1/3 to 1/10, for B ranging from 0
to 4 T. Following the calculation proposed for a semiconducting quantum Wire [32]
the effects of transverse magnetic field were analyzed in large radius CNs [157]. The
presence of B �= 0 produces the rescaling of all repulsive terms of the interaction
between electrons, with a strong reduction of the backward scattering, due to the
edge localization of the electrons. Our results imply a variation with B in the value
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Fig. 18 (Left) Perpendicular magnetic field dependence of the G − T data for two gate voltages
Vg = 4.7V (a), and 2.6V (b). In both cases, the data follow the power-law behavior, and the
exponent depends on the magnetic field (from [170]. Critical exponents versus the magnetic field
dependent parameter, v, for a large radius CN: αbulk is calculated following Eq. 51, αend is calcu-
lated following Eq. 79. The magnetic field rescales the values of the Fermi velocity and the strength
of e–e interaction. It follows that the effects of a transverse magnetic field also involve the value of
K. Thus, we predict a reduction of the critical exponents αbulk and αend , by giving magnetic field
dependent exponents for the power law behaviour of the conductance

of αBulk, which is in fair agreement with the value observed in transport experiments
[170].

In order to obtain the critical exponent it is possible to calculate U0(q,ωc) start-
ing from the eigenfunctions 
0,kF (ϕ, y) and the potential in Eq. 42. We focus our
attention on the forward scattering (FS) terms. We can obtain g2, FS between oppo-
site branches, corresponding to the interaction between electrons with opposite
momenta, ±kF , with a small momentum transfer ≈ qc. The strength of this term
reads

g2 = U0(qc, B, kF ,−kF)

= c0

N2(v)

[

K0

(
qcR

2

)

I0

(
qcR

2

)

+ u2(v)K1

(
qcR

2

)

I1

(
qcR

2

)]

,

where Kn(q) denotes the modified Bessel function of the second kind, In(q) is the
modified Bessel function of the first kind, while N2 and u2 are functions of the
transverse magnetic field, as was discuss in the appendix of [171].

By introducing into Eq. 51 the calculated values of g2 and g4, it follows that the
bulk critical exponent is reduced by the presence of a magnetic field, as we show in
Fig. 18.

Intramolecular Devices

Impurity. Since 1995 intramolecular devices have also been proposed which should
display a range of other device functions [172–177]. For example, by introducing
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a pentagon and a heptagon into the hexagonal carbon lattice, two tube segments
with different atomic and electronic structures can be seamlessly fused together
to create intramolecular metal–metal, metal–semiconductor, or semiconductor–
semiconductor junctions. Electrical transport SWNTs with intramolecular junctions
was measured and was demonstrated that a metal–semiconductor junction behaves
like a rectifying diode with nonlinear transport characteristics. In the case of a
metal–metal junction, the conductance appears to be strongly suppressed and it dis-
plays a power-law dependence on temperatures and applied voltage, consistent with
tunneling between the ends of two Luttinger liquids [129].

From a theoretical point of view the power-law behaviour characterizes also the
thermal dependence of G when an impurity is present along the 1D devices. The
theoretical approach to the presence of obstacles mixes two theories corresponding
to the single particle scattering (by a potential barrier VB(r)) and the TLL theory
of interacting electrons. The single particle scattering gives the transmission, prob-
ability, |t|2, depending in general on the single particle energy ε. Hence, following
[134, 136], the conductance, G, as a function of the temperature and |t| can be
obtained

G ∝ |t(ε, T)|2 ≡ |t(ε)|2T2αend
,

(78)

where we introduced a second critical exponent [171], αend

αend ≈ 1

2

(
1

K
− 1

)

. (79)

The results obtained in [129] agreed with theoretical prediction.
Intrinsic Quantum Dot. Experiments [178, 179] show transport through an

intrinsic quantum dot (QD) formed by a double barrier within a 1D electron sys-
tem, allowing for the study of the resonant or sequential tunneling. The linear
conductance typically displays a sequence of peaks, when the gate voltage, Vg,
increases. Thus also the double-barrier problem has attracted a significant amount
of attention among theorists [180–187], in particular for the case of two identical,
weakly scattering barriers at a distance d. In general, the transmission is non-zero
for particular values of the parameters corresponding to a momentum kF , such that
cos(kFd/2) = 0. It follows that, although in a 1D electron system for repulsive
interaction the conductance is suppressed at zero temperature by the presence of
one impurity (1D metal becomes a perfect insulator), the presence of an intrinsic
QD gives rise to some peaks in the conductance at T = 0 corresponding to the
perfect transmission. This resonant scattering condition corresponds to an average
particle number between the two barriers of the form ν+1/2, with integer ν, i.e. the
“island” between the two barriers is in a degenerate state. If interactions between
the electrons in the island are included, one can recover the physics of the Coulomb
blockade [188].

The power-law behaviour characterizes also the thermal dependence of G in
the presence of an IQD. A first theory about the transport through an IQD is
known as Uncorrelated Sequential Tunneling (UST), where an incoherent sequential
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tunneling is predicted. It follows the dependence of the peaks of the conductance
according to the power law

Gmax ∝ Tαend−1.

However in order to explain the unconventional power-law dependencies in the mea-
sured transport properties of a CN [178, 179], a different mechanism was proposed
[178, 183], namely, correlated sequential tunneling (CST) through the island. The
temperature dependence of the maximum Gmax of the conductance peak, according
to the CST theory, yields the power law behaviour

Gmax ∝ Tαend−end−1 = T2αend−1. (80)

Recently a lot of theoretical work has been carried out on the double impurity prob-
lem in TLL systems. In an intermediate temperature range εc << kBT << �dot,
where εc is the Infra Red cut-off energy and�dot is the level spacing of the dot, some
authors [184, 185] predict a behaviour according to the UST, while others [187]
find results in agreement with the CST theory. In a recent paper [189] the authors
discussed how the critical exponent can depend on the size of the dot and on the
temperature, by identifying three different regimes, i.e. the UST at low T, a Kirchoff
regime at intermediate T (Gmax ∝ T2αend ) and a third regime for T >> �dot, with
Gmax ∝ T−1. Thus, in their calculations, obtained starting from spinless fermions
on the lattice model, no evidence of CST is present.

Then, the problem of the transport through a Quantum Dot formed by two
intramolecular tunneling barriers along the MWNT, weakly coupled to Tomonaga-
Luttinger liquids is studied, including the action of a strong transverse magnetic
field B. There were predicted [30] the presence of some peaks in the conductance
G versus B, related to the magnetic flux quantization in the ballistic regime (at
a very low temperature, T ) and also at higher T, where the Luttinger behaviour
dominates. The temperature dependence of the maximum Gmax of the conductance
peak according to the Sequential Tunneling follows a power law, G ∝ Tγe−1 with
γe linearly dependent on the critical exponent, αend, strongly reduced by B as shown
in Fig. 18.right.

Intermediate Regimes and Crossover

Crossover from Luttinger liquid to Coulomb Blockade regime. Now we discuss
the experimental data reported in a recent letter by Kanda et al. [170], in which
the intermediate regime has been explored measuring the zero-bias conductance at
temperatures where the thermal energy becomes comparable to the level spacing in
the discrete single-particle spectrum. In Ref. [170] the authors have reported a sys-
tematic study of the gate voltage dependence of the LL-like behaviour in MWNTs,
showing the dependence of the exponent α on gate voltage, with values of α ranging
from 0.05 to 0.35. The main results of [170] are as follows:
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1. the gate-voltage (Vg) dependence of the exponent α below 30 K exhibits periodic
oscillations; the characteristic Vg scale for α variation, �Vg, is around 1 V;

2. changes in the exponent α are observed in the plots of the conductance at an
inflection temperature T∗ ≈ 30 K, for values of Vg corresponding to peaks of α.

In their letter, Kanda et al. do not find plausible the explanation of the mentioned
features starting from a LL description of the MWNTs. In this respect, Egger has
considered in [143] a model for MWNTs composed of a number NSH of ballistic
metallic shells. The author has discussed there a low-energy theory for the MWNTs
including long-ranged Coulomb interactions and internal screening effects. The the-
ory may be also extended to include the effect of a variable number of conducting
modes modulated by the doping level. However, Kanda et al. rule out the possibility
that the change in the number of subbands at the Fermi level may be at the origin
of the features observed in their experiment, as long as the subband spacing is too
large to be consistent with the period of the oscillations.

Then, Kanda et al. turn to a different kind of theory that considers the MWNT
as a diffusive conductor. Egger and Gogolin [144] have calculated the TDOS
of doped MWNTs including disorder (with mean free path l smaller than the
radius R) and electron-electron interactions. MWNTs may display an effective
and nonconventional CB arising from tunneling into a strongly interacting disor-
dered metal, leading to LL-like zero-bias anomalies: the exponent becomes α =
(R/2π�Dν0) log(1+ν0U), where D is the diffusion constant, ν0 = Ns/2π�vF is the
noninteracting density of states depending on the number of subbands Ns and the
Fermi velocity vF , and U0 is an effectively short-ranged 1D interaction. Substituting
these parameters by pertinent values yields an estimate α; R/Nsl, that is near the
experimentally observed values.

Kanda and coworkers conclude that this second theory better explains the exper-
imental results, by assuming that the mean-free path l may fluctuate with the gate
voltage. This is based on the theoretical work by Choi et al. [190], that have studied
the effects of single defects on the local density of states via resonant backscattering.
However, the argument of Kanda et al. has not addressed the question of how a ran-
dom distribution of defects may produce the oscillations observed in the experiment.
We believe otherwise that the dependence of the α exponent on the gate voltage is
in correspondence with a definite periodic structure of the single-particle density of
states.

A theoretical approach was developed in [191, 192] to the low-energy proper-
ties of 1D electron systems aimed to encompass the mixed features of Luttinger
liquid and Coulomb blockade behavior observed in the crossover between the two
regimes. For this aim the Luttinger liquid description was extended by incorporat-
ing the effects of a discrete single-particle spectrum. The intermediate regime is
characterized by a power-law behavior of the conductance, but with an exponent
oscillating with the gate voltage, in agreement with recent experimental observa-
tions. This construction also accounts naturally for the existence of a crossover in
the zero-bias conductance, mediating between two temperature ranges where the
power-law behavior is preserved but with different exponent.



94 S. Bellucci and P. Onorato

Crossover from Fabry-Perot to Coulomb Blockade regime. For good contact,
the SWCNT acts as an electron wave guide creating resonances at certain energies
and can be regarded as an open quantum dot with the resonances corresponding to
the broad energy levels. As we discussed above in the opposite limit (CB regime) of
very low transparency, the electrons are forced to tunnel one by one and the energy
levels sharpens due to their longer life time.

An intermediate regime also exists in which the electron number on the dot is
still fixed but significant cotunneling is allowed. This leads to different kinds of
Kondo effects related to the total excess spin [193–195] and/or the orbital degree of
freedom on the SWCNT quantum dot [196, 197].

The transition between these regimes was reported in [198] where the authors
discussed how transport evolves from being wave-like transmission known as Fabry-
Perot interference to single particle-like tunneling of electrons or holes. In the
intermediate regime four Coulomb blockade peaks appear in each Fabry-Perot res-
onance, which is interpreted as entering the SU(4) Kondo regime. A bias shift of
opposite polarity for the Kondo resonances for one electron and one hole in a shell
is in some cases observed.

Superconducting Transition

The Superconductivity behaviour in low dimensional systems is a quite interesting
question since 40 years ago Mermin and Wagner [199] proved a famous theorem
stating that it is impossible for abrupt phase transitions with long-range order to
occur in 1- or 2-D systems at finite temperature. Thus CNs are among the best can-
didates for investigating the possibility of (quasi)1D superconductivity. In general
CNs do not show superconducting properties but some recent experiments found
that they can can superconduct by showing also high superconducting transition
temperature, Tc ≈ 10◦ K. [200, 201].

Experimental Evidence of Superconductivity in CNs

The field of SC in nanotubes started experimentally with the discovery of a strong
proximity-induced SC in isolated or bundled SWNTs connected to superconduct-
ing leads [202, 203]. Proximity-induced superconductivity in single-walled carbon
nanotubes below 1◦ both in a single tube 1 nm in diameter and in crystalline ropes
containing about 100 nanotubes, was observed [202]. In these experiments, the CNs
were assumed to be in the normal, N, state but with a phase coherence length Lφ and
a thermal length LT larger than the superconducting coherence length, allowing
for the SNS junction to sustain a very high supercurrent below the lead transition
temperature.

Measurements on ropes of single-walled carbon nanotubes (SWNT) in low-
resistance contact to non-superconducting (normal) metallic pads were reported in
[204]. It was found a 2 orders of magnitude resistance drop below 0.55◦K, which
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is destroyed by a magnetic field of the order of 1 T, or by a dc current greater
than 2.5 μA. These features suggested the existence of intrinsic superconductiv-
ity in ropes of SWNT. Then in Ref. [205] were reported low-temperature transport
measurements on suspended single-walled carbon nanotubes (both individual tubes
and ropes) that indicated the presence of attractive interactions in carbon nanotubes
which overcome Coulomb repulsive interactions at low temperature, and enabled
investigation of superconductivity in a one-dimensional limit never explored before.

In 2001, ultra-small-diameter single wall nanotubes (USCN), with diameter of
≈ 0.4 nm, have been produced inside the channels of a zeolite matrix. Possible
metallic geometries compatible with such a small radius are the armchair (3, 3)
and the zig-zag (5, 0) ones. The ultra-small diameter of these tubes induces many
unusual properties, such as a superconducting transition temperature Tc ≈ 15◦K
[200], much larger than that observed in bundles of larger diameter tubes [204].

In MWNTs, where disorder and impurities can play a central role, supercur-
rents have been even harder to achieve. Enhanced conductance was observed near
zero bias, which was interpreted in terms of multiple Andreev reflections in the
presence of inelastic processes [206]. On the other hand, proximity induced super-
current has been observed [207] also in an individual, diffusive MWNT using
bulk(side)-contacted samples with Ti/Al contacts [208].

In Ref. [201] it was reported that there is a superconducting phase in entirely
end-bonded MWNTs with a transition temperature Tc ≈ 12◦K. The TEM images
showed a MWNT with an outer diameter of 2Ro = 7.4 nm, and inner diameter of
2Ri < 2 nm (R < 1 nm) while the emergence of this superconductivity is highly
sensitive to the junction structures of the Au electrode/MWNTs and Tc depends on
the numbers of electrically activated shells.

More recently a gradual magnetization drop with an onset temperature (Tc) of
18 23 K has been found in the honeycomb arrays of multiwalled CNTs (MWNTs)
showing a slight resistance decrease due to superconductivity [209]. The disap-
pearance of the Meissner effect after destroying the array structure suggested that
intertube coupling of MWNTs in the honeycomb array is a dominant factor for the
mechanism.

Theoretical Approach

The superconducting phase in 1D systems enters into competition with another
type of quantum order, the charge-density-wave (CDW) phase, an instability very
specific to 1D systems (while the SC one occurs irrespective of the dimension).

While the SC transition induces the creation or destruction of electron (Cooper)
pairs, the CDW is induced by the spontaneous formation of electron-hole
excitations.

The Phase Diagram and Breakdown of a Luttinger Liquid

Effective field theory was solved in practically exact way by Egger and Gogolin
[139]. As we discussed above, they analyzed a (10, 10) SWNT, next CN10. Thus
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they showed that both g1 and f scale as 1/R and in CN10 they are much smaller than
g2 [139] but at low temperature their effects should be included. In [139] this has
been realized by means of a renormalization group calculation. The main result is
the existence of two different crossover temperatures, namely

kTf = De−
2πvF

f and kTb = De
− 2πvF

g1

associated to the dominance of f and g1 respectively. Below these temperatures the
Luttinger liquid breaks down and a (quasi-) long-range order phase appears. Thus
the presence of a SC phase due to the effect of the short range g1 and f was predicted,
but at very low temperatures (Tb ≈ 0.1 m◦K and Tf ≤ Tb).

This behaviour can be summarized in the phase diagram reported in Fig. 19.
Calculations for a CN10 predict that 1D superconductivity is the dominant instability
only at T < 1 m◦K with screened interactions thus a purely electronic mechanism is
not sufficient. Moreover for long-ranged interactions (which is the case of nanotubes
in typical conditions), we have Tf ≈ Tb, while for short-ranged interactions it results
Tf < Tb. In the latter case a superconducting instabilty is predicted at T ≈ Tf if the
Luttinger liquid parameter g is larger than 1/2.

Starting from these results a pure electronic mechanism which gives
Superconductivity needs:

i) Screening of the forward scattering, g2 (long range effect g > 0.5)
ii) Increasing of the backward scattering, g1 (short range effect Tb)

iii) Relevant effects from the lattice (high value of the corresponding tempera-
ture, Tf )

Fig. 19 The transition temperature for CN10 with the typical long-range interaction is estimated
to be Tf : Tb : 1 mK, i.e. a value certainly hard to be observed. This is due to the smallness of g1
and f (compared to g2), since they scale as 1/R and are sizeable only for very thin tubes. (left) We
assume that all shells of an entirely end bonded MWNT are resistors in a parallel connection. For
T > Tc the current is due to the flow of electrons in the outermost shells with the typical behaviour
of a Luttinger Liquid. For T < Tc a superconducting transition is allowed in the innermost shell;
thus the transport is due to Cooper pairs
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Some Phonon Based Theories

Many studies about the electron-phonon interaction focused on isolated tubes and
in particular on the possible occurrence of a Peierls instability [210]. Such an
instability is always expected to occur in 1D systems. Thus the coupling to long-
wavelength acoustic modes such as twistons or radial breathing modes (derived from
the transverse acoustic modes of graphite) was studied as a means to induce a CDW
instability.

Superconductivity in carbon nanotube ropes – In order to explain supercon-
ductivity in the experiment of [205] was derived and analyzed the low-energy theory
of superconductivity in carbon nanotube ropes [211]. The rope was modelled as
an array of metallic nanotubes, taking into account phonon-mediated as well as
Coulomb interactions, and arbitrary Cooper pair hopping amplitudes between dif-
ferent tubes. Quantum phase slips are shown to cause a depression of the critical
temperature Tc below the mean-field value, and a temperature-dependent resistance
below Tc. Thus was found a signature of the presence of attractive phonon-mediated
interactions in carbon nanotubes, which can even overcome the repulsive Coulomb
interactions [212].

According Ref. [213], the critical supercurrents found in experiments on the
proximity effect of [202] can be explained by the presence of a short-range attrac-
tive interaction coming from the coupling to the elastic modes of the nanotube. In
a further letter [214], the autor discussed the strong suppression of single-particle
hopping between neighboring nanotubes in a disordered rope and conclude that
the tunneling takes place in pairs of electrons, which are formed within each nano-
tube due to the existence of large superconducting correlations. Thus a model was
developed to account that the single-particle hopping between neighboring nano-
tubes in a rope is strongly suppressed [215] because the different helical structure
of the nanotubes leads to the misalignment of their lattices.

Thus the effect of superconductivity does not rely exclusively on the properties
of the individual nanotubes in agreement with the discussed priciple that any cor-
relation in a 1D system can only develop a divergence at zero temperature [216].
Moreover was demonstrated [217] that the interaction among a large number of
metallic nanotubes favors the appearance of a metallic phase in the ropes, inter-
mediate between respective phases with spin-density-wave and superconducting
correlations. These arise in samples with about 100 metallic nanotubes or more,
where the long-range Coulomb interaction is very effectively reduced and it may be
overcome by the attractive interaction from the exchange of optical phonons within
each nanotube.

Later were introduced the renormalization of intratube interactions and the effect
of intertube Coulomb screening. Thanks to this aproach was possible to study both
the limits of thin and thick ropes ranging from purely one-dimensional physics to
the setting of 3D Cooper-pair coherence [218].

Superconductivity in small-diameter carbon nanotubes. The SC and instabli-
ties were investigated in CNs of small radius in order to explain the results of [200].
According to [219] the Luttinger liquid behavior breaks down in the undoped (3, 3)
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nanotubes at low temperatures, due to the appearance of soft modes in the sector of
current excitations. The instabilities that may lead to the breakdown of the Luttinger
liquid in the small-diameter (5, 0) nanotubes were analyzed in [219]. There the
authors focused on the competition between the effective interaction mediated by
phonon exchange and the Coulomb interaction also by analyzing the effects of
screening.

The softening of phonons by electron-phonon interactions and the Peierls transi-
tion was also studied in the specific case of small tubes [220, 221]. The increase of
the coupling with radius was shown to lead to a Peierls distortion at several hundred
Kelvin mediated by 2kF phonons in the (3, 3) armchair case [220, 221].

Electronic instabilities of doped multi-walled nanotubes. In doped multi-
walled nanotubes each shell has in general a manifold of Fermi points, thus an
analysis based on the scale dependence of the different scattering processes, showed
that a pairing instability arises for a large enough number of Fermi points as a
consequence of their particular geometric arrangement. The instability is enhanced
by the tunneling of Cooper pairs between nearest shells, giving rise to a transition
from the Luttinger liquid to a superconducting state in a wide region of the phase
diagram [222].

Isolated Single wall nanotube. Thus most of the studyes concluded that the sor-
rounding environment plays a central role on the SC transition of a CN. Thus in
isolated nanotubes, Coulomb repulsion should easily overcome the attractive inter-
action mediated by phonons. However in [223], using a one-loop renormalization
group method the authors concluded that a SC order may dominate in the (5, 0) tube
provided that the electron-phonon interaction is strong enough. Moreover a possible
dominant triplet-state superconducting instability was suggested to arise from the
specific three-band topology at the Fermi level of isolated (5, 0) tubes [224].

Other Theories

A different mechanism of carbon nanotube superconductivity that originates from
edge states which are specific to graphene was proposed in [225]. Using on-site and
boundary deformation potentials which do not cause bulk superconductivity, was
obtained an appreciable transition temperature for the edge state.

In Ref. [226] the issue was discussed, whether a superconducting behavior in
small radius carbon nanotubes can arise by a purely electronic mechanism by a com-
parison between two different approaches, (1) the first one based on the Luttinger
Model, (2) the second one, which emphasizes the role of the lattice and short range
interaction, developed starting from the Hubbard Hamiltonian. By using the latter
model a transition temperature of the same order of magnitude as the measured one
was predicted.

By a Luttinger liquid-like approach, one finds enhanced superconducting corre-
lations due to the strong screening of the long-range part of the Coulomb repulsion.
It was shown that the presence of many nanotubes inside the zeolite matrix of the
experiment in [200] provides a strong screening of the long range component of the
electron-electron interaction (g2), mainly due to the presence of electronic currents
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in neighboring nanotubes, while the short range components (f and g1) have to
remain almost unchanged.

This allows for the occurrence of a sizable superconducting instability within
the Luttinger liquid approach. Based on this finding, the autors performed a detailed
analysis on the resulting Hubbard-like model, and calculated transition temperatures
of the same order of magnitude as the measured ones [226].

In the experiment of [201] the authors claim that almost all the shells of the
MWNTs are electrically active. Such a high quality of the contacts seems to be cru-
cial, in order to observe the superconducting transition at such a high temperature.
Moreover the clear power-law of the conductance observed for T > Tc is consistent
with the Luttinger liquid character of the normal state. Therefore the observed sharp
breakdown of the power-law at Tc is an indication that an approach based on the
superconducting instability of the Luttinger liquid is well posed.

Moreover, as we discussed above, in a typical transport experiment, only the
outermost shell of the MWNT becomes electrically active. As a consequence the
conducting channel is not efficiently screened and retains a strong 1D character. On
the other hand, the activation of the internal shells gives a large dielectric effect, due
to intra- and inter-shell screening, and at the same time it provides an incipient 3D
character, which is crucial for establishing the superconducting coherence.

In Ref. [227], as reported in Fig. 19, all contacted shells can carry the normal
current as resistors in parallel connection and at T > Tc, the electrons flow in each
shell. It is however clear that the conductance G is mainly given by the outermost
shells, because they have more conducting channels due to larger radius. For what
concerns T < Tc, the theory predicts that superconductivity is favored in the inner
part of the MWNT, where the radius of the shells is reduced, in particular, in the
innermost shell which is able to support the transport of Cooper pairs. This scenario
is in line with the prediction [228, 229] of an increase in pair binding energy with
decreasing nanotube radius.

Notice that both the doping and the screening of long-range part of the electron-
electron repulsion, needed to allow the SC phase, are related to the intrinsically 3D
nature of the environment where the CNs operate [230].
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Nanotribology of Spiderman

Nicola M. Pugno

Abstract Spiders can produce cobwebs with high strength to density ratio and
surprisingly display self-cleaning, strong and releasable adhesion (as geckos).
Nanointerlocking, capillary and van der Waals forces, all potential adhesive mech-
anisms, were thus discussed, demonstrating the key role played by hierarchy to
the design of super-hydrophobic, i.e. self-cleaning (by activating fakir drops as in
lotus’ leaves) and super-adhesive materials. The reversibility of the strong attach-
ment was quantified thanks to an improved nonlinear peeling model, for which
the solution in closed form was provided. Thus, mimicking Nature, thanks to car-
bon nanotube-based technology, we have suggested [N. Pugno, J. Phys. Condens.
Matter 19, 395001 (2007)] the feasibility of large invisible cables, as well as of self-
cleaning, super-adhesive and releasable hierarchical smart materials. We have found
that a man can be supported by a transparent cable with cross-section of 1 cm2 and
feasibly, with spider material gloves and boots, could remain attached even to a
ceiling: a preliminary step towards a Spiderman suit.

Introduction

The gecko’s ability to ‘run up and down a tree in any way, even with the head
downwards’ was firstly observed by Aristotle, almost twenty-fifth centuries ago, in
his Historia Animalium. A comparable ‘adhesive’ system is found in spiders, that in
addition have the ability of producing fascinating cobwebs.

In general, when two solid (rough) surfaces are brought into contact with each
other, physical/chemical/mechanical attractions occur (see [1]). The force devel-
oped that holds the two surfaces together is known as adhesion. Nanointerlocking
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(or friction), intermolecular forces, including capillary and van der Waals forces,
suction, secretion of sticky fluids and electrostatic attraction are all potential
adhesive mechanisms in biological attachment systems (see the review by [2]).

Suction cups operate under the principle of air evacuation, i.e., when they come
into contact with a surface, air is forced out of the contact area, creating a pressure
differential. The adhesive force generated is simply the pressure differential mul-
tiplied by the cup area. Thus, in our (sea level) atmosphere the achievable suction
strength is σs ≈ 0.1 MPa, of the same order of magnitude of those observed in the
other mentioned adhesive mechanisms or in spider/gecko adhesion. Even if suction
can have an interesting role in producing synthetic adhesive materials, especially to
be used in high-pressure environments, its mechanics is rather trivial. Moreover,
although several insects and frogs rely on sticky fluids to adhere to surfaces,
synthetic materials cannot evidently secrete these fluids without uncomfortable
reservoirs. Furthermore, electrostatic attraction occurs only when two dissimilar het-
eropolar surfaces come in close contact. Accordingly, we will omit in our discussion
these three mechanisms.

In geckos the main adhesive mechanisms are capillary [3] and van der Waals
[4] forces, whereas in spiders [5], in addition to the main van der Waals adhesion,
nanointerlocking could have a role (e.g., during cobweb gripping). Accordingly, in
this paper, we focus our attention on these three adhesive mechanisms, with an eye
to the role played by hierarchy and to reversibility.

Hierarchical miniaturized hairs without adhesive secretions are characteristic fea-
tures of both spiders and geckos, see Fig. 1. In jumping spider evarcha arcuata [5],
in addition to the tarsal claws (hooks with radius of ∼50 μm), a scopula (with sur-
face area of 37,000 μm2) is found at the tip of the foot; the scopula is differentiated
in setae, each of them covered with numerous setules (with an average density of
∼2.1 μm−2,) terminating in a triangular contact (with surface area of ∼0.17 μm2.)
The total number of setules per foot can be calculated at 78,000 and thus all 8 feet
are provided with a total of ∼0.6 million points of contacts. The average adhe-
sion force per setule was measured to be ∼41 nN, corresponding for the 8 feet or
scopulae to σspider ≈ 0.24MPa and to a safety factor, that is the adhesive force over
the body weight (∼15.1 mg), of λspider ≈ 173.

Similarly, a tokay gecko (gecko gecko) foot consists of lamellae (soft ridges
∼1 mm in length), from which tiny curved setae (∼10 μm in diameter, density of
∼0.014 μm−2) extend, each of them composed by numerous spatulae (100–1,000
per seta, ∼0.1 μm in diameter) with terminal contact units (having surface area of
∼0.1 μm2) [6, 7]. The adhesive force of a single seta and even of a single spatula
has recently been measured to be respectively ∼194 μN [8] or ∼11 nN [9]. This
corresponds to an adhesive strength of σgecko ≈ 0.58 MPa [8] and a safety factor of
λgecko ≈ 102 (to compute this value we have assumed a weight of∼250 g and a sin-
gle foot surface area of ∼110 mm2), comparable only with those of spiders (∼173
[5]), cocktail ants (>100, [10]) or knotgrass leaf beetles (∼50, [11]).

Note that such safety factors are ideal and thus are expected to be reduced by
about one order of magnitude [12] as a consequence of the presence of ‘defects’ e.g.
spurious particles, located at the contact interfacial zone. According to the previous
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Fig. 1 Spider and gecko feet showed by SEM. In the Tokay gecko (Fig. 1f) the attachment sys-
tem is characterized by a hierarchical hairy structures, which starts with macroscopic lamellae
(soft ridges ∼1 mm in length, Fig. 1h), branching in setae (30–130 μm in length and 5–10 μm
in diameter, Fig. 1i,l; [6, 70–72]. Each seta consists of 100–1,000 substructures called spatulae
[6, 70], the contact tips (0.1–0.2 μm wide and 15–20 nm thick, Fig. 1M; [5, 69] responsible
for the gecko’s adhesion. Terminal claws are located at the top of each singular toe (Fig. 1g).
Van der Waals and capillary forces are responsible for the generated adhesive forces [37, 73]
whereas claws guarantee an efficient attachment system on surfaces with very large roughness.
Similarly, in spiders (e.g. Evarcha arcuata, [74]) an analogous ultrastructure is found. Thus, in
addition to the tarsal claws, which are present on the tarsus of all spiders (Fig. 1c), adhesive
hairs can be distinguished in many species (Figs. 1d, e). Like for insects, these adhesive hairs
are specialised structures that are not restricted only to one particular area of the leg, but may
be found either distributed over the entire tarsus, as for lycosid spiders, or concentrated on the
pretarsus as a tuft (scopula) situated ventral to the claws (Fig. 1a, 1b), as in the jumping spider
Evarcha arcuata [74]

values, we estimate for a gecko a total number of points of contacts of ∼3 billions,
thus much larger than in spiders, as required by their larger mass (the number of
contacts per unit area must scale as the mass to 2/3, see [13]). The total adhesive
force could easily be overcome by subsequently detaching single setules and not the
whole foot at once [14, 15].

Moreover several natural materials exhibit super-hydrophobicity, with contact
angles between 150◦ and 165◦; often a strategy for allowing a safe interaction with



114 N.M. Pugno

water. This is the case for the leaves of about 200 plants, including asphodelus,
drosera, eucalyptus, euphorbia, ginkgo biloba, iris, tulipa and, perhaps the most
famous, lotus [16, 17]. Similarly, animals can be super-hydrophobic, as for the case
of water strider legs, butterfly wings, duck feathers and bugs [18–20]. These surfaces
are generally composed of intrinsic hydrophobic material and N=2 hierarchical
micro-sized levels [21].

Superhydrophobia is extremely important in micro/nano-fluidic devices for
reducing the friction associated with the fluid flow, but also for self-cleaning:
super-hydrophobic materials are often called self-cleaning materials since drops are
efficiently removed taking with them the dirty particles which were deposit on them
[17, 22]. This effect is extremely important in super-adhesive materials. Hansen and
Autumn [23] have proved that gecko setae become cleaner with repeated use; this is
probably a consequence of the hierarchical nature of the gecko foot, as we are going
to demonstrate.

A replication of the characteristics of gecko [24] or spider feet would enable the
development of a self-cleaning, as the lotus leaves (see the review by [21]), super-
adhesive and releasable hierarchical material and, with the conjunction of large
invisible cables [25], of a preliminary Spiderman suit, see Fig. 2 (Pugno, [26, 27].

Artificial spider silk: with 
transparent nanotube sheets

Self-cleaning surfaces:
mimicking lotus leaves 

Spider (left) or gecko (right) 
material gloves and boots

Towards a Spiderman’s suit

Super-adhesion controlled 
by the hair geometry

with hierarchically
branched nanotubes

Fd

Fa

θd

θa

p

F

F

Fig. 2 Spiderman (related inset from the web) must have large cobwebs and self-cleaning,
super-adhesive and releasable gloves and boots. Invisible large cables [25] could be realized
with nanotube bundles (related inset from [28]), whereas gloves and boots, mimicking spider
(related inset from [5]) or gecko (related inset from [51]) materials, with hierarchically branched
nanotubes (related inset from [65]) as suggested by our analysis. Note that nanotube forest is
super-hydrophobic (water repellent) and thus self-cleaning (related inset from [75]) as lotus leaves
(related inset: photo by the Author)
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Invisible Macroscopic Spider Silk

In this section we present just an idea, no more no less, for realizing large invisible
cables [25]; a discussion on their technological feasibility is also included. The
strength, stiffness and density of the invisible cable are estimated, and the condition
of invisibility is provided.

Consider a rectangular cable having width W, thickness T and length L; the cross-
section being composed of n×m (multiwalled) carbon nanotubes with inner and
outer diameter d− and d+ respectively and length L. Let us assume that they are
arranged in a square lattice with periodic spacing p=W/n=T/m (see Fig. 2, related
inset). Then, the strength σC of the bundle, defined as the failure tensile force divided
by the nominal area W×T, is predicted as:

σC = π

4

d2+ − d2−
p2

σNT , σ → E, ρ (1)

where σNT denotes the strength of the single carbon nanotube. To derive Eq. 1 we
have assumed a full transfer load between the nanotube shells, which seems to be
plausible if intertube bridgings are present, otherwise σNT would represent the nom-
inal multiwalled nanotube strength. The same relationship is derived for the cable
Young’s modulus EC considering in Eq. 1 the substitution σ → E and ENT as the
Young’s modulus of the single carbon nanotube. Similarly, the cable density ρC,
defined as the cable weight divided by the nominal volume W×T×L, is predicted
according to Eq. 1 with the substitution σ → ρ, where ρNT would denote the car-
bon (nanotube) density. Thus, the same (failure) strain εC = σC

/
EC= σNT

/
ENT

and strength over density ratio σC
/
ρC= σNT

/
ρNT is expected for the bundle and

for the single nanotube. This ratio is huge, at least theoretically, e.g., as required
in the megacable of the space elevator [12]. Thus, Eq. 1 is a law to connect the
nanoscale properties of the single nanotube with the macroscopic properties of the
bundle.

On the other hand, indicating with λ the light wavelength, the condition for a
nanotube to be invisible is:

d+ << λ (2a)

whereas to have a globally invisible cable, we require in addition to not have
interference between single nanotubes, i.e.:

p >> λ (2b)

We do not consider here the less strict limitations imposed by the sensitivity of the
human eye, that can distinguish two different objects only if their angular distance
is larger than ~1′. In other words, we want the cable to be intrinsically invisible.

Note that in the case of p << λ a transparence is still achievable considering a
sufficient thin sheet, as suggested by classical aerosol mixtures (here not applicable).
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Assuming d+
/
λ ≈ 1

/
10, p

/
λ ≈ 10, from the theoretical strength, Young’s

modulus and density of a single nanotube, we derive the following wavelength-
independent invisible cable properties:

σ
(theo)
C ≈ 10 MPa, EC ≈ 0.1 GPa, ρC ≈ 0.1 kg

/
m3 (3)

Meter-long multiwalled carbon nanotube cables can already be realized [28], sug-
gesting that our proposal could became soon technologically feasible. For such a
nanostructured macroscopic cable, a strength over density ratio of σC

/
ρC ≈ 120−

144KPa
/(

Kg
/

m3
)

was measured, dividing the breaking tensile force by the mass
per unit length of the cable (the cross-section geometry was not of clear iden-
tification). Thus, we estimate for the single nanotube contained in such a cable
σNT ≈ 170MPa (ρNT ≈ 1300 Kg

/
m3), much lower than its theoretical or mea-

sured nanoscale strength [29]. This result was expected as a consequence of the
larger probability to find critical defects in larger volumes [30]. Thus, defects
limit the range of applicability of long bundles based on nanotubes, e.g. reduc-
ing their strength by about one order of magnitude [12]. However, the cable
strength is expected to increase with the technological advancement. The cable
density was estimated to be ρC ≈ 1.5Kg

/
m3 [28], thus resulting in a cable

strength of σC ≈ 200 KPa. Note that a densified cable with a larger value of
σC
/
ρC ≈ 465 KPa

/(
Kg
/

m3
)

was also realized [29], suggesting the possibility
of a considerable advancement for this technology in the near future. For such
cables a degree of transparency was observed, confirming that our proposal is
realistic. Inverting Eq. 1 we deduce for them p ≈ 260 nm, in good agreement
with the Scanning Electron Microscope (SEM) image analysis [28]. The nan-
otube characteristic diameter was d+ ≈ 10 nm. Considering the visible spectrum,
λ ≈ 400− 600 nm, the condition (2a) was thus satisfied, whereas the condition (2b)
was not satisfied. Thus, only a partial degree of transparency was to be expected
(see Fig. 2, related inset).

Moreover, multiwalled carbon nanotubes with d+ ≈ 50nm (d− ≈ 0nm) spaced
by p ≈ 5 μm are expected to realize an invisible cable with the mechanical proper-
ties given in Eq. 3. For example, this would correspond to an invisible cable with a
cross-section of 1 cm2 and weight per unit length of only 0.01 g

/
m, capable of sup-

porting the weight of a man (1,000 N). However note that defects would decrease
the cable strength, e.g., by one order of magnitude [12].

The nanotubes will remain parallel satisfying the condition (2b), if the cable will
work under tension. A later force at the middle of the cable will tend to compact
the nanotubes and at a strain of ε ≈ 8

(
W
/

L
)2 all of them will be in contact. Since

for a cable W
/

L << 1 (e.g., 10−2), a strain of the order of ε ≈ 10−4, i.e. small

if compared with that at failure ε(theo)
NT ≈ σ

(theo)
NT

/
ENT ≈ 0.1, will activate the nan-

otube interaction. In such a situation the cable would ‘appear’ near to the point of
application of the lateral force, i.e. where the condition of Eq. 2b is not locally veri-
fied, to survive by activating the interaction; this behavior could help in visualizing
the cable after having trapped a victim.
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Obviously, reducing the requirement of invisibility to that of (a degree of) trans-
parency would automatically lead to strongest macroscopic synthetic cobwebs.
Graded cross-links are needed in order to improve the overall bundle strength [31].

Nanohooks

In this section an estimation of the elastic strength of hooks (Fig. 3a) with friction
is summarized [32], treating them as elastic arcs (see [33]). We have quantified,
as the intuition and Velcro R© material suggest, that hooks allow reversible strong
attachment, establishing elastic-plastic or hyper-elastic behaviours as dictated by
the competition between friction and large displacements [32]. In addition, size-
effects suggest that nano-contacts are safer. Thus, we describe here the main results
of a ‘Velcro nonlinear mechanics’[32], that could have interesting applications also
in different fields, as suggested by its recent observation in wood [34].

The hook elastic critical force Fh (Fig. 3b) can be estimated according to:

Fh ≈
(
π
/

2+ ϕ)EI

πR2
(4)

where ϕ is the friction coefficient between hook and substrate (or loop), E is the
material Young modulus, I is the cross-sectional moment of inertia and R is the
hook radius. Thus, if a number of hooks per unit area ρh = m

/[
π (2R)2

]
is present,

corresponding to an equivalent number m of hooks per clamp, the corresponding
nominal strength will be:

σh = ρhFh = m
(
π
/

2+ ϕ)EI

4π2R4
= m

(
π
/

2+ ϕ)E

16π
(
R
/

r
)4

(5)

where r is the equivalent radius (in terms of inertia) of the cross-section. For
example, considering m=10, ϕ = 0, E=10 GPa (Young’s modulus for keratin

F

R

(a)

F

(b)

F

(c)

Fig. 3 Elastic hook with friction. Conditions of interlocking (a), ultimate “elastic” strength (b)
and hauling (c)



118 N.M. Pugno

material is E=1–20 GPa, see [35], and [36]) and R
/

r = 10 corresponds to
σh ≈ 0.3 MPa, comparable with the strength observed in evarcha arcuata spiders
of ∼0.24 MPa ([5], note the two spider hooks in the related inset of Fig. 2).

On the other hand, the maximum force for hooking (Fig. 3c) is:

F∗h = −
ϕEI

R2
(6)

Consequently the ratio:

μ = Fh∣
∣F∗h

∣
∣
= 1

π
+ 1

2ϕ
(7)

is expected to be very large (μ(ϕ→ 0) →∞), and thus strong and ‘reversible’
adhesion is expected in hooked materials. This can be easily verified in our
own home making experiments on Velcro materials, directly measuring μ and
thus deducing the related friction coefficient ϕ. For example for μ ≈ 10− 100,
ϕ ≈ 5× 10−(2−3).

If a contact area A supports the (e.g., animal body) weight W, the safety factor,
i.e. the ratio between the attachment force and the weight W = Mg = ρVg = ρALg
(ρ is the density, g is the gravitational acceleration, V is the body volume and M its
mass) is:

λ = σhA

W
= 1

ρg

σh

L
(8)

in which L=V/A is a characteristic size of the supported weight. Thus, smaller
is safer. For example, since we expect L ∝ M1/3, assuming σh ≈ const, the
predicted scaling is λ = kM−1/3; noting that in the evarcha arcuata spi-
ders [5] λspider ≈ 173 and Mspider ≈ 15mg we deduce kspider ≈ 43g1/3. Thus
for a Spiderman (Mman ≈ 70 kg), defined as a man having gloves and shoes
composed of spider material, we roughly (because self-similarity is assumed)
expect λspiderman ≈ 1. For gecko gloves, since for geckos λgeckos ≈ 102 and
Mgeckos ≈ 250 g, we would deduce kgeckos ≈ 643 g1/3 and thus λspiderman ≈ 15.
Accordingly, such gloves are sufficient to support Spiderman even on a ceiling.

The force carried by one hook scales as F1 ≡ Fh ∝ r4
/

R2, thus the bending,

tensile, and nominal stresses in the hook must scale as σb ∝ r
/

R, σt ∝
(
r
/

R
)2 and

σh ∝
(
r
/

R
)4 respectively. Accordingly, size-effects can be predicted. For example,

splitting up the contact into n sub-contacts, i.e., R→ R
/√

n, would result in a force
Fn = nβF1 with β = 0 if r ∝ R but β = 2 if r = const. Thus, for this last case,
sub-contacts are found to be stronger, even if the hook will be higher stressed and its
mechanical strength will impose a lower-bound to the radius of the smallest hook.
This explains why Nature uses nano-sized bio-contacts, since usually 0 < β < 2, as
recently discussed on the basis of contact mechanics (for which β = 1

/
2, see [13]).

Pugno [26] has shown that this enhancement cannot continue ad infinitum. If the
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hook weight is a constant fraction of the body weight, the scaling of the safety
factor is λ ∝ r2

/
R3, similarly to the prediction of Eq. 8.

Finally, the work of adhesion per unit area can be computed according to:

2γh = ρh

Fh∫

0

δ (F) dF =
(

1

2
+ κ

)

σhδ (Fh) (9)

where κ = 0 for linear systems. For example, considering κ = 0, σh =
0.3 MPa as previously computed, and δ (Fh) ≈ R = 100 nm we get γh ≈ 0.03N

/
m,

comparable with the work of adhesion observed in geckos (0.05 N/m, see [37]).
Nanohooks could be useful, in addition to classical mechanisms, in order to

reduce the dramatic role played by the surface roughness, that will imply contact
‘defects’ during especially macroscopic adhesion.

Self-Cleaning Super-Adhesive Materials

The contact angle (Fig. 4a) between a liquid drop and a solid surface was found by
Young [38] according to cos θ = (γSV − γSL)

/
γ C, where γC ≡ γLV and the sub-

scripts of the surface tensions describe the solid (S), liquid (L) and vapour (V)
phases. Note that for (γSV − γSL)

/
γ C > 1 the drop tends to spread completely on

the surface and θ = 0◦, whereas for (γSL − γSV)
/
γ C > 1 the drop is in a pure non-

wetting state and θ = 180◦. According to the well-known Wenzel’s model [39, 40]
the apparent contact angle θW is a function of the surface roughness w, defined as
the ratio of rough to planar surface areas, namely, cos θW = w cos θ (Fig. 4b). The
apparent contact angle varies also with the heterogeneous composition of the solid
surface, as shown by Cassie and Baxter [41]. Consider a heterogeneous surface
made up of different materials characterized by their intrinsic contact angles θi and
let ϕi be the area fraction of each of the species; the individual areas are assumed
to be much smaller than the drop size. Accordingly, the apparent contact angle θCB

can be derived as cos θCB =∑

i
ϕi cos θi [41].

(a) 

W

(b) 

F

(c) 

θ
θ

θ

Fig. 4 Contact angles for a drop on a flat surface (a) or on a rough surface in the Wenzel (b) or
Fakir (c) state
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A droplet can sit on a solid surface in two distinct configurations or states
(Fig. 4b, c). It is said to be in Wenzel state (Fig. 4b) when it is conformal with
the topography. The other state in which a droplet can rest on the surface is called
the Fakir state, after Quéré [42], where it is not conformal with the topography
and only touches the tops of the protrusions on the surface (Fig. 4c). The observed
state should be the one of smaller contact angle, as can be evinced by energy
minimization [43].

Let us consider a hierarchical surface (Fig. 5). The first level is composed by pil-
lars in fraction ϕ (as in Fig. 4b, c). Each pillar is itself structured in n sub-pillars in
a self-similar (fractal) manner, and so on. Thus, the pillar fraction at the hierarchical
level N is ϕN , whereas the related number of pillars at the level N is nN . Applying
the Cassie and Baxter law [41] for the described composite (solid/air) hierarchi-
cal surface (the contact angle in air is by definition equal to 180◦) we find for the
hierarchical fakir state:

cos θ(N)F = ϕN (cos θ + 1)− 1 (10)

Note that for N = 0 cos θ(0)F = cos θ as it must be, whereas for N=1 cos θ(1)F =
ϕ (cos θ + 1)−1, as already deduced for the case described in Fig. 4c [44]. Equation
10 quantifies the crucial role of hierarchy and suggests that hierarchical surfaces are
fundamental to realize super-hydrophobic materials (effective contact angle larger
than θSHpho ≈ 150◦), since we predict θ(∞)

F = 180◦. The minimum number of hier-
archical levels necessary to achieve super-hydrophobia in the Fakir state is thus:

N(F)
SHpho =

log
(

1+cos θSHpho
1+cos θ

)

logϕ
(11)

and the logarithmic dependence suggests that just a few hierarchical levels are
practically required.

By geometrical argument the roughness w of the introduced hierarchical surface
Fig. 5 can be calculated in closed form. The roughness at the hierarchical level k

is given by w(k) = 1 + S(k)L

/
A in which A is the nominal contact area and S(k)L is

the total lateral surface area of the pillars. The pillar at the level k has an equivalent
radius rk and a length lk and the pillar slenderness s, defined as the ratio between its
lateral and base areas, is s = 2lk

/
rk. The air surface area at the level k can be com-

puted as A
(
1− ϕk

)
or equivalently as A − nkπr2

k , thus we deduce rk = r0
(
ϕ
/

n
)k/2,

with A ≡ A0 ≡ πr2
0. Consequently:

N=2

Fig. 5 A hierarchical surface
with N=2 levels
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w(N) = 1+ 1

πr2
0

N∑

k=1

2πrklknk = 1+ s
N∑

k=1

ϕk = 1+ s
ϕ − ϕN+1

1− ϕ ∀n (12)

Note that the result becomes independent from n (and that w(0) (ϕ) = 1 =
w(N) (ϕ = 0), w(1) = 1 + sϕ, whereas w(N �=1) (ϕ = 1) = ∞). Thus we find for
the hierarchical Wenzel state:

cos θ(N)W = w(N) cos θ =
(

1+ s
ϕ − ϕN+1

1− ϕ
)

cos θ (13)

Equation 13 suggests that hierarchical surfaces can be interesting also to real-
ize super-hydrophilic materials, since we predict cos θ(∞)

W = w(∞) cos θ with

w(∞) = 1 + sϕ
/
(1− ϕ); thus if cos θ > 0 θ

(∞)
W → 0, for s→∞ or ϕ→ 1.

However note that for cos θ < 0, θ(∞)
W → 180◦ (s→∞ or ϕ→ 1), and thus

super-hydrophobia can take place also in the Wenzel state, without invoking fakir
drops. The minimum number of hierarchical levels necessary to render the surface
super-hydrophobic/hydrophilic in the Wenzel state is thus:

N(W)
SHpho, phi =

log
(

1+ (1−ϕ)
sϕ

(
1− cos θSHpho, phi

cos θ

))

logϕ
(14)

where effective contact angles smaller than θSHphi define super-hydrophily.

Comparing θ
(N)
W and θ

(N)
F , we find that the Fakir state is activated at each hier-

archical level for (we omit here second order problems, related to metastability,
contact angle hysteresis and limit of the Wenzel’s approach, for which the reader
should refer to the review by [21]):

θ > θWF , cos θWF = −
1− ϕN

w(N) − ϕN
= − 1

w(∞)
= − 1− ϕ

1+ ϕ (s− 1)
∀N (15)

Note that the result is independent from N and θWF → 90◦ for s→∞ or
ϕ→ 1, and thus a hydrophobic\hydrophilic material composed by sufficiently
slender or spaced pillars surely will/will not activate fakir drops and will become
super-hydrophobic\hydrophilic for a large enough number of hierarchical levels.
Thus hierarchy can enhance the intrinsic property of a material. The role of
hierarchy is summarized in the phase diagram of Fig. 6.

For example, for plausibly values of ϕ = 0.5 and s=10 we find from Eq. 15
θWF = 95.2◦; thus assuming θ = 95◦ the Fakir state is not activated and the Wenzel
state prevails (if the Fakir state still prevails it is metastable, see [21]). From Eq.
12 w(1) = 6, w(2) = 8.5, w(3) = 9.75 and w(4) = 10.375; accordingly from Eq.
13 θ

(1)
W ≈ 122◦, θ(2)W ≈ 138◦, θ(3)W ≈ 148◦ and θ

(4)
W ≈ 155◦, thus N=4 hierarchical

levels are required for activating super-hydrophobia (from Eq. 14 N(W)
SHpho = 3.2).

On the other hand, assuming θ = 100◦ fakir drops are activated and from Eq. 10
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N=0

N=∞

1/w
( Ν)

cos WF =

–1/w
(∞) cos θ

cos

Super-
hydrophily

Super-
hydrophobia

Fakir state Wenzel state

Hydrophily

Hydrophobia
–1/w

(∞ )

–1

–1+ϕΝ

N

θ∗

θ

1

1–1

Fig. 6 Effective contact angle θ∗ = θ
(N)
F,W as a function of the intrinsic one θ by varying the

number N of hierarchical levels. Thus, super-hydrophobic/hydrophilic surfaces can be obtained by
an opportune design of the hierarchical architecture, according to this phase diagram and reported
equations (note that metastable fakir drops could be observed also in the Wenzel region, dotted
line, see [21])

θ
(1)
F ≈ 126◦, θ(2)F ≈ 143◦ and θ

(3)
F ≈ 154◦, thus N=3 hierarchical levels are suffi-

cient to achieve super-hydrophobia (from Eq. 11 N(F)
SHpho = 2.6).

Some insects, such as the beetle Hemisphaerota cyanea, use capillary to stick
to their substrate, generating a force close to 1 g (i.e. 60 times its body mass) for
more than 2 min [45], allowing them to resist attacking ants; tokay geckos use the
same principle (in addition to van der Waals forces) to generate their tremendous
adhesion [3].

Between a spherical surface (contact angle θ ) of radius r0 and a flat plate
(contact angle θP), the capillary attractive or repulsive force is predicted to be
FC = 2πr0γC (cos θ + cos θP) [46]. Thus, for a pillar of size r0 composed by N
hierarchical levels the force is F(N)

C = nN2πrNγC (cos θ + cos θP) and the nominal

strength σ (N)C = F(N)
C

/(
πr2

0

)
becomes:

σ
(N)
C = 2 (ϕn)N/2

r0
γC

(
cos θ(N)W, F + cos θP

)
(16)

Note that for N=0 such a capillary strength corresponds to the previously discussed
law. For N=1 the strength scales as

√
n, in agreement with a recent discussion [14]:

splitting up the contact into n sub-contacts would result in a stronger interaction
(with a cut-off at the theoretical strength): smaller is stronger (see [30]). This
explains the observed miniaturized size of biological contacts. Introducing the pre-
viously computed contact angle related to the hierarchical surface allows one to
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evaluate the hierarchical capillary force, with or without activation of the Fakir
state. Super-attraction/repulsion can thus be achieved thanks to hierarchy, since
σ
(N)
C ≈ σ

(0)
C (ϕn)N/2.

Thus, the analysis demonstrates and quantifies that super-hydrophobic/
hydrophilic and simultaneously super-attractive/repulsive surfaces can be realized,
mimicking Nature thanks to hierarchical architectures. Assuming ϕ = 0.5, n=s=10
and θ ≈ 120◦ (as in lotus leaves), the analysis shows that fakir drops are activated
and only two hierarchical levels are required to achieve super-hydrophobia (θ >

θWF = 95.2◦, N(F)
SHpho = 1.9; θ(1)F ≈ 139◦, θ(2)F ≈ 151◦), in agreement with direct

observations on super-hydrophobic plants (see our discussing in the Introduction).
Simultaneously, we deduce σ

(1)
C ≈ 2.2σ (0)C , σ (2)C ≈ 5.0σ (0)C and σ

(3)
C ≈ 11.2σ (0)C ,

i.e. just three hierarchical levels (or even two, if ϕ ≈ 1 and n ≈ 10) are suffi-
cient to enhance the capillary strength by one order of magnitude, generating
super-attractive (σ (0)C > 0) or super-repulsive (σ (0)C < 0) surfaces. Thus, the
analysis suggests the feasibility of innovative self-cleaning and simultaneously
super-adhesive hierarchical materials, as observed in spiders and geckos.

Analogously, hierarchy simultaneously enhances the work of adhesion, and thus
the corresponding force, per unit nominal area, due to the larger effective surface
area. Accordingly, the maximum (assuming all the surfaces in contact) effective
work of adhesion can be derived by the following energy equivalence:

γ (N1, N2)
max ≈ γC

(
w(N1)

1 + w(N2)
2

)
(17)

in which the subscripts 1 and 2 refer to the two surfaces in contact. For example,
the adhesive force between two-hierarchical level surfaces, defined by w(2)

1,2 = 1.75
(ϕ = 0.5, s=1), is enhanced by hierarchy by a factor of 3.5 (with respect to
the two corresponding flat surfaces). Note that for s=10 this factor becomes 18
and remains significantly larger than one (i.e. 10) even if one of the two surfaces
becomes perfectly flat.

However we have to note that the Wenzel approach must loose its validity for
large roughness w, for which an effective micro- (rather than macro-) roughness
have to be considered.

Capillary and van der Waals Forces

The capillary force can also be derived according to the well-known Laplace’s
law [47]. The attractive force between two flat plates of areas A, separated by a liq-
uid of thickness t, with (liquid/vapour) surface tension γC and (liquid/solid) contact
angle θ is (see the review by [21]):

FC = 2AγC cos θ

t
(18)
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Note that σC = FC
/

A is a function of the liquid thickness but not of the size of the
contact. Considering for example γC = 0.05N

/
m, θ = 80◦ and t=1 nm would yield

σC ≈ 9 MPa. The force described by Eq. 17 is attractive for θ < 90◦ (hydrophilic) or
repulsive for θ > 90◦ (hydrophobic). An additional viscous force can be generated
F(η)

C ∝ η
/
τ , where η is the dynamic viscosity of the liquid and τ is the separation

time interval.
Note the differences between the force predictions of Eq. 18 and that considered

in the previous section [46], i.e.:

FC = 2πr0γC (cos θ + cos θP) (19)

in the limit of r0 →∞, which suggest that we are far from a full understand-
ing of the mechanism. In addition, both the approaches predict σC = FC

/
A =

FC
/(
πr2

0

)→∞ for t, r0 → 0 in contrast to the common sense of a finite theo-

retical strength σ
(th)
C . This cut-off could be a consequence of a quantized (instead

of a continuous) crack propagation, as discussed in the example reported by
Pugno [26]. Thus, the following asymptotic matching can be straightforwardly
proposed:

σC ≈
(

2

r0 + c
+ 1

t + c

)

γC (cos θ + cos θP) , c ≈ 3γC (cos θ + cos θP)
/
σ
(th)
C

(20)

Similarly, the van der Waals force between two parallel surfaces of area A is ([48];
see also [49]):

FvdW = HA

6π t3
(21)

where H is the Hamaker’s constant, with a typical value around 10−20J (as before,
t<30 nm is the separation between the two surfaces). Note that σvdW = FvdW

/
A is

a function of the liquid thickness but not of the size of the contact. Considering for
example t=1 nm would yield σvdW ≈ 0.5 MPa.

For the case of a spherical surface of radius r0 and a flat plate, the contact force
predicted according to the ‘JKR’ model of contact mechanics [50] is:

FvdW = 3
/

2πγvdWr0 (22)

Thus also in this case, as formerly discussed by Arzt et al. [13], Fn = √nF1.
Moreover, since FvdW ∝ r0 the results reported in the previous section are still
applicable.

As for capillary, note the differences between the two approaches summarized in
Eqs. 21 and 22, which suggest that we are far from a full understanding of the mech-
anism. In addition, Eqs. 21 and 22 predict σvdW = FvdW

/
A = FvdW

/(
πr2

0

)→∞
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for t, r0 → 0 in contrast to the common sense of a finite theoretical strength σ
(th)
vdW

(and of a quantized crack propagation, see [26]). Thus, the following asymptotic
matching can be straightforwardly proposed:

σvdW ≈ 3
/

2γvdW

(
1

r0 + c
+ H

9γvdWπ (t + c)3

)

, c = X
(

6πσ (th)vdW ;−9πγvdW ; 0;−H
)

(23)

where X (a ; b ; c; d) denotes the solution of the three-order polynomial equation
ax3 + bx2 + cx + d = 0, derived imposing c : σvdW (r0, t→ 0) = σ

(th)
vdW (one

could also consider valid Eq. 23 with c→ 0, with a cut-off at σ (th)vdW ). To have an

idea of the theoretical strength note that σ (th)vdW ≈ 20 MPa (see [51]).
The different force predictions for plausible values are of the same order of

magnitude. Using Eq. 22, as done by Autumn et al. [4] and Arzt et al. [13],
(γvdW ≈ 0.05 N

/
m) for the gecko spatula (r0 ≈ 0.05 μm) we get Fspatula ≈ 12 nN,

comparable to the observed value of ∼11 nN [9]. Thus, for a seta composed
by 1,000 spatulae, Fseta ≈ 12 μN [4, 8] measured values of ∼194 and ∼40
μN respectively); for a non hierarchical seta from Eq. 22 one would deduce
(r0 ≈ 5 μm) F/

seta ≈ 1.2 μN and thus for a real, thus hierarchical, seta having
1,000 spatulae, Fseta ≈

√
1000 × 1.2 μN ≈ 38 μN. Similarly for the setula of a

spider Req ≈
√

0.17
/
πμm ≈ 0.2 μm (terminal surface area of ∼0.17 μm2) and

Fsetula ≈ 47 nN (observed value ∼41 nN, [5]).
Finally, we note that since different mechanisms could be simultaneously

activated, the real adhesive force (or strength or fracture energy) could be
computed as:

F =
∑

i

Fi fi (24)

in which Fi is the force activated by the i-th mechanism having weight fi(
∑

i
fi = 1

)

.

For example, for geckos a still partially unsolved question is to quantify the par-
ticipation of capillary and van der Waals forces in their adhesion (nanohook and
suction mechanisms in geckos have been ruled out, see the review by [2]). We note
that Huber et al. [3] observed a humidity (U) dependence of the adhesion force in
gecko spatulae, thus, from Eq. 24 we could write:

F = Fdry fdry + Fwet fwet ≈ FvdW (1− U)+ (FvdW + FC)U (25)

By fitting their data we find FvdW ≈ 7nN and FC ≈ 5nN, thus FvdW
/

FC ≈ 1.4, i.e.,
van der Waals are expected to be the main adhesive forces in geckos even if capillary
ones play a significant role too.



126 N.M. Pugno

Equations 20 and 23 can be straightforwardly extended to hierarchical surfaces
according to our findings reported in the previous Section.

Smart Adhesion

Consider the detachment as the peeling of a thin film of (free-) length l, width b
and thickness h, pulled at an angle ϑ by a force F Fig. 7. A non-linear stress-strain
relationship σ = E (ε) ε is considered. The total potential energy (elastic energy

minus external work) of the film is � = bhl
ε∫

0
E (ε) ε dε−Fl (1− cosϑ + ε). Thus,

the energy release rate is:

2�γ ≡ −1

b

d�

dl
= −h

ε∫

0

E (ε) ε dε + F

b
(1− cosϑ + ε) (26)

The detachment will take place when �γ ≡ γ ≡ γ1 + γ2 − γ12, where γ1,2 are the
surface energies of the two materials in contact and γ12 is that of the interface.

For quadratic nonlinearities, i.e., E (ε) = E + E/ε, a closed form solution is still
reachable. Note that E/ < 0 describes elastic-plastic materials (e.g., hooked surface
with ϕ > ϕC ≈ π

/
39, see [26]), whereas E/ > 0 hyper-elastic ones (e.g., hooked

surface with ϕ < ϕC). The detachment force is found in the following form:

εC =X
(
4E/; 3E + 6E/ (1− cosϑ) ; 6E (1− cosϑ) ; −12γ

/
h
)

, FC

=AE (εC) εC
(27)

(as before X (a ; b ; c; d) denotes the solution of the three-order polynomial equa-
tion ax3 + bx2 + cx + d = 0). For E/→ 0 the classical Kendall [52] prediction is
recovered. Varying the pulling angle strong force variations are found, as can eas-
ily be evinced considering the simplest case in the limit of E−1, E/→ 0, deducing
FC = 2γ b

/
(1− cosϑ). Note that, also according to fracture mechanics, sub-

contacts are safer (b→ b
/√

n , Fn = √nF1; the paper by Pugno [26] shows that
this cannot be ad infinitum).

Moreover the strongest attachment is achieved for ϑ = 0 whereas the easier
detachment for ϑ = π . The ratio between the corresponding forces is:

l

F

θ

Fig. 7 Peeling of a thin film
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Fa

Fd
≡ FC (ϑ = 0)

FC (ϑ = π)
= g

(
E/
) 1+√χ + 1√

χ
,χ ≡ γ

/
(hE) (28)

where g
(
E/
)

is a known function describing the constitutive nonlinearity, which
could have an important role for soft matter, and in particular g (0) = 1; in this case
Fa
/

Fd → 1,∞ for χ →∞, 0. For example taking γ = 0.05N
/

m (of the order of
the previously discussed γh,C,vdW ), h=100 nm, E=10 GPa we find Fa

/
Fd ≈ 283.

This value is of the same order of magnitude of the safety factor found in spiders [5],
i.e., 173. Such a geometrical control can thus explain the smart safety factor reduc-
tion during detachment up to ∼1, needed for animal walk. Thus, this pulling angle
control can represent the main mechanism to achieve reversible adhesion. For exam-
ple, for a man with adhesive gloves capable of supporting 300 kg at ϑ ≈ π , only
∼1 kg must be applied at ϑ ≈ 0 to detach them. Probably the proper use of such
hypothetical gloves would require opportune training, similarly to the use of a pair
of skis, a paragliding or a wet suit.

The value of FC corresponds to a delamination (opening and/or sliding) and not
necessarily to a detachment (opening prevails on sliding). To distinguish between

these two different mechanisms we note that 2γ =
(

K2
op + K2

sl

)/
E, where Kop,sl

are the stress intensity factors at the tip of the interfacial crack for opening (mode I)
or sliding (mode II) and Kop ∝ F⊥ ∝ sinϑ whereas Ksl ∝ F// ∝ cosϑ ; assuming

as a first approximation a detachment for Ksl

/
Kop ≈ tan−1 ϑ < 1 we derive a crit-

ical value of ∼45◦. A similar behaviour has recently been confirmed by numerical
simulations on gecko seta [51]: for forces applied at an angle less than ∼30◦ the
predominant failure mode was sliding, whereas larger angles correspond to detach-
ment. Using the previous parameters we find FC (ϑ = 30◦)

/
FC (ϑ = 150◦) ≈ 14,

which can still be sufficient to control adhesion of nonideal contacts, for which the
strength is expected to be reduced by a factor of about one order of magnitude [12].
However note that in any case (i.e., also at ϑ ≈ 0) the total adhesive force could
be overcome by subsequently detaching single points of contacts and not the whole
surface at once [14], even if, when not in vivo, this mechanism could be hard to
be activated. Note that the ratio predicted by Eq. 28 is compatible with homemade
experiments that we have performed using adhesive tape. For larger thickness the
behaviour would be that of a beam rather than of a film [26].

Observation on Living Geckos

In this section we summarize recent observations on adhesion of living geckos [53].
We report experimental observations on the times of adhesion of living Tokay
geckos (Gekko geckos) on polymethylmethacrylate (PMMA) inverted surfaces. Two
different geckos (male and female) and three surfaces with different root mean
square (RMS) roughness (RMS=42, 618 and 931 nm) have been considered, for
a total of 72 observations. The measured data are proved to be statistically sig-
nificant, following the Weibull Statistics with coefficients of correlation between
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0.781 and 0.955. The unexpected result is the observation of a maximal gecko adhe-
sion on the surface with intermediate roughness of RMS=618 nm, that we note has
waviness comparable to the seta size.

Surface roughness strongly influences the animal adhesion strength and abil-
ity. Its role was shown in different measurements on flies and beetles, walking
on surfaces with well defined roughness [54], [55, 56], on the chrysomelid bee-
tle Gastrophysa viridula [57], on the fly Musca domestica ([56]) as well as on the
Tokay geckos [58]. Peressadko and Gorb [56] and Gorb [57] report a minimum of
the adhesive/frictional force, spanning surface roughness from 0.3 to 3 μm. The
experiments on the reptile Tokay gecko [58] showed a minimum in the adhesive
force of a single spatula at an intermediate root mean square (RMS) surface rough-
ness around 100–300 nm, and a monotonic increase of adhesion times of living
geckos by increasing the RMS, from 90 to 3,000 nm. There are several observa-
tions and models in the literature, starting with the pioneer paper by Fuller and
Tabor [59], in which roughness was seen to decrease adhesion monotonically. But
there is also experimental evidence in the literature, starting with the pioneer paper
by Briggs and Briscoe [60], which suggests that roughness need not always reduce
adhesion. For example, Persson and Tosatti [61] and Persson [62], in the framework
of a reversible model, have shown that for certain ranges of roughness parame-
ters, it is possible for the effective surface energy to first increase with roughness
amplitude and then eventually decreasing. Including irreversible processes, due to
mechanical instabilities, Guduru [63] has demonstrated, under certain hypotheses,
that the pull-out force must increase by increasing the surface wave amplitude. We
have suggested [53] that roughness alone could not be sufficient to describe the
three-dimensional topology of a complex surface and additional parameters have to
be considered for formulating a well-posed problem.

Accordingly, we have machined and characterized three different
Polymethylmethacrylate surfaces (PMMA 1,2,3; surface energy of ∼41 mN/m)
with a full set of roughness parameters, as reported in Table 1: Sa represents the
surface arithmetical average roughness; Sq=RMS is the classical mean square
roughness; Sp and Sv are respectively the height of the highest peak and the
deepness of the deepest valley (absolute value); Sz is the average distance between
the five highest peaks and the five deepest valleys (detected in the analyzed area);

Table 1 Roughness parameters for the three different Polymethylmethacrylate (PMMA 1,2,3)
surfaces

PMMA1 PMMA2 PMMA3

Sa(μm) 0.033±0.0034 0.481±0.0216 0.731±0.0365
Sq(μm) 0.042±0.0038 0.618±0.0180 0.934±0.0382
Sp(μm) 0.252±0.0562 2.993±0.1845 4.620±0.8550
Sv(μm) 0.277±0.1055 2.837±0.5105 3.753±0.5445
Ssk −0.122±0.1103 0.171±0.1217 0.192±0.1511
Sz (μm) 0.432±0.1082 4.847±0.2223 6.977±0.2294
Sdr (%) 0.490±0.0214 15.100±1.6093 28.367±2.2546
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Ssk indicates the surface skewness; Sdr is the effective surface area minus the
nominal one and divided by the last one.

Two different Tokay gecko’s, female (G1, weight of∼46 g) and male (G2, weight
of ∼72 g), have been considered. The gecko is first placed in its natural position on
the horizontal bottom of a box (50× 50× 50 cm3). Then, slowly, we rotated the
box up to the gecko reaches a natural downwards position and, at that time, we start
the measurement of the gecko time of adhesion. We excluded any trial in which
the gecko walks on the inverted surface. The time measurement was stopped when
gecko breaks loose from the inverted surface and falls on the bottom of the box
(for G1) or at the first detachment movement of the gecko’s foot (for G2). The time
between one measurement and the following, pertaining to the same set, is only that
needed to rotate the box and placed the gecko again on the upper inverted surface
(∼14 s). The experiments were performed at ambient temperature (∼22◦C) and
humidity (∼75%). The measured adhesion times are summarized in Table 2 and
confirmed to be statistically significant by applying Weibull Statistics, see Fig. 8.

Table 2 Gecko adhesion times on PMMA 1,2,3 surfaces

Test No. PMMA 1 PMMA 2 PMMA 3

1 8 137 15
2 13 215 22
3 36 243 22
4 37 280 25
5 48 498 27
6 62 610 29
7 67 699 32
8 87 900 35
9 88 945 48

10 93 1,194 51
11 116 1,239 53
12 134 1,320 91
13 145 2,275 97
14 160 2,740 102
15 197 4,800 109
16 212 114
17 215 148
18 221 207
19 228 424
20 292 645
21 323
22 369
23 474
24 550
25 568
26 642
27 660
28 700
29 707
30 936
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Table 2 (continued)

Test No. PMMA 1 PMMA 2 PMMA 3

31 1,268
32 1,412
33 1,648
34 1,699
35 2,123
36 2,703
37 2,899
Scale Parameter t0 (s) 800 1,251.7 108.4
Sq (μm) 0.042±0.0038 0.618±0.0180 0.934±0.0382

Note that, as an index of the gecko adhesion ability, here we use the Weibull scale parameter t0 (in
seconds) of the distribution of the detachment/failure F (closely related to its mean value)

Fig. 8 Weibull Statistics (F is the cumulative probability of detachment/failure and ti are the mea-
sured adhesion times) applied to the measured adesion times on PMMA surfaces. PMMA 1 (green,
for which we made the measurements in four different days and with both geckos G1 and G2),
PMMA 2 (black, for which we made the measurements in two different days, one with gecko G1
and one with gecko G2) and PMMA 3 (red, for which we made the measurements in a single day
with gecko G2)

We have observed a maximum in the gecko’s adhesion times on PMMA 2, having
an intermediate roughness of RMS=618 nm. An oversimplified explanation could
be the following. For PMMA 1 (Sq=42 nm, waviness of λ≈3–4 μm, h≈0.1 μm),
the gecko’s seta (diameter of ~10 μm, represented in blue in Fig. 9, that must not be
confused with the terminal nearly two dimensional spatualae) cannot penetrate in
the characteristic smaller valleys and adhere on the side of each single one Fig. 9a,
thus cannot optimally adapt to the surface roughness. For PMMA 2 (Sq=618 nm,
λ≈7–8 μm, h≈1 μm) the gecko’s setae are able to adapt better to the roughness,
adhering this time on the top of and on the side of a single asperity: in this way
the effective number of setae in contact increases and, as a direct consequence, also
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Fig. 9 A simple interpretation of our experimental results on the adhesion tests of living geckos
on PMMA surfaces having different roughness. (A) Setae cannot adapt well on PMMA 1; (B) on
PMMA 2 the adhesion is enhanced thanks to the higher compatibility in size between setae and
roughness; (C) on PMMA 3 only partial contact is achieved. On the right, we report the analyzed
three-dimensional profiles of the roughness for all the three investigated surfaces (from the top:
PMMA 1,2 and 3)

the adhesion ability of the gecko increases Fig. 9b. On PMMA 3 (Sq=931 nm,
λ≈10–12 μm and h≈2 μm) the waviness characterizing the roughness is larger
than the seta’s size: as a consequence, a decrease in the number of setae in contact
is expected Fig. 9c . As a result, on PMMA 2 an adhesion increment, of about 45%,
is observed. According to Briggs and Briscoe [60] an increment of 40%, thus close
to our observation, is expected for an adhesion parameter α equal to 1/3. Such a
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parameter was introduced as the key parameter in governing adhesion by Fuller and
Tabor [59] as:

α = 4σ

3

(
4E

3π
√
βγ

)2/3
(29)

where σ is the standard deviation of the asperity height distribution (assumed to be
Gaussian), β is the mean radius of curvature of the asperity, γ is the surface energy
and E is the Young modulus of the soft solid (gecko foot). Even if the value of
E of the entire foot cannot be simply defined, as a consequence of its non compact
structure, we note that considering it to be of the order of 10 MPa (thus much smaller
than that of the keratin material), with γ ≈ 0.05N

/
m [8], σ ≈ Sq, β ≈ λ would

correspond to values of α close to 0.5.
The reported maximal adhesion was not observed by Huber et al. [58]. Note that

their tested polished surfaces were of five different types, with a nominal asperity
size of 0.3, 1, 3, 9 and 12 μm, which correspond to RMS values of 90, 238, 1,157,
2,454 and 3,060 nm respectively. Huber et al. [58] have observed sliding of geckos
on polishing paper with a RMS value of 90 nm for slopes larger than 135◦. On a
rougher substrate, with a RMS value of 238 nm, two individual geckos were able to
cling to the ceiling for a while, but the foot-surface contact had to be continuously
renewed because gecko toes slowly tend to slid off the substrate. Finally, on the
remaining tested rougher substrates, animals were able to adhere stably to the ceiling
for more than 5 min.

These different observations (assuming that the influences of claws and moult
were minimized also by Huber et al. [58] suggest that the RMS parameter is not
sufficient alone to describe all the aspects of the surface roughness. The use of a
‘complete’set of roughness parameters could help in better understanding the animal
adhesion and thus in optimizing the Spiderman suit design.

Towards a Spiderman Suit

According to our analysis, a man (palm surfaces of ∼200 cm2) and gecko-material
gloves (σgecko ≈ 0.58 MPa) could support a mass of ∼1,160 kg (safety factor ∼14),
or with spider-material gloves (σspider ≈ 0.24 MPa) a mass of ∼480 kg (safety
factor ∼6). We expect, due to non ideal contact, a safety factor reduction of about
one order of magnitude [12], thus we still conclude that Spiderman suits could
become feasible in the near future. Note that theoretical van der Waals gloves
(σ (th)vdW ≈ 20 MPa) would allow one to support a mass of ∼40,000 kg (safety fac-
tor of ∼500). Carbon nanotubes could be one of the most promising candidates for
our applications: on a small scale a carbon nanotube surface was able to achieve
adhesive forces ∼200 times greater than those of gecko foot hairs [64], even if it
could not replicate large scale gecko adhesion perhaps due to a lack of compliance
and hierarchy. Thus, we propose the use of hierarchical branched long (to have the
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sufficient compliance) nanotubes [65] as good material for a Spiderman suit, with a
number of hierarchical levels sufficient to activate self-cleaning, as quantifiable by
our calculations. Their aspect ratio must not be too large, to avoid bunching [66, 67]
and elastic self-collapse under their own weight, but sufficiently large to conform to
a rough surface by buckling under the applied stress (see [2]), similar to the opti-
mization done by Nature in spiders and geckos. In particular, following Glassmaker
et al. [67] and Yao and Gao [68] for the bunching and introducing our result for

the pillar radius at the level N (rN = r0
(
ϕ
/

n
)N/2) we find the anti-bunching and

anti-self-collapse [69] conditions at the hierarchical level N in the following form:

s < min

⎧
⎨

⎩
2

(
33π4

25
(
1− v2

)

)1/12 (
Er0

γ

)1/3 (ϕ

n

)N/6
(√(

ϕmax
/
ϕN
)− 1

)1/2
,

(
8π2E

r0
(
ϕ
/

n
)N/2 ρg

)1/3
⎫
⎬

⎭
,

(29)

where v is the Poisson’s ratio, ρ is the material density and ϕmax = π
/

2
√

3,

ϕmax = π
/

4 or ϕmax = π
/

3
√

3 for triangular, square or hexagonal pillar lattices

respectively. In order to have a uniform contact, the buckling [69] must be activated
under the applied stress σa (e.g., ~10 KPa, see [2]), thus imposing:

s > π

√
4
/

3ϕN/2
√(

σa
/

E
)
, (30)

Equations 29 and 30 can be used for an optimal design of hierarchical super-
adhesive materials.

Accompanied by large transparent (if not fully invisible, to dispose of a higher
strength) nanotube based cobwebs, a complete preliminary Spiderman suit could be
realized, Fig. 2.

Conclusions

We have proposed [26] new laws to design futuristic self-cleaning, super-adhesive
and releasable hierarchical smart materials, as well as large invisible cables, based
on carbon nanotube technology.

Thus the formulas suggest the possibility of scaling up the amazing adhesion
properties of a spider to the size of a man, thus the feasibility of a Spiderman suit.
Strong attachment and self-cleaning are all properties that must be achieved simul-
taneously. Even if this seems to be impossible, since these mechanisms are in strong
competitions, lotus leaves and gecko feet suggest the opposite. But one could deduce
that this high nanotech project is unfeasible, since no adhesive-based animals larger
than geckos exist in Nature. This is not fully right: Nature has often different scopes
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with respect to ours, for example animals are not interested in going into space, as
we are. Consequently, rather than mimicking Nature we must be inspired by Nature:
an airplane is not a big bird. Thus, the project could be feasible. We think that it is
feasible, since for a Spiderman Suit we need an adhesive strength that is much lower
(two order of magnitudes) than the theoretical (e.g. van der Waals) strength. This
safety factor could allow us to produce a flaw-tolerant, a very important requirement
since larger contact imperfections are expected at larger size scales, super-adhesive
smart material.

The analysis thus represents a first step towards the feasibility of a Spiderman
suit [26].
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Strength of Nanotubes and Megacables

Nicola M. Pugno

Abstract In this chapter my findings [mainly reported in N. Pugno, J. Phys.–
Condens. Matter, 18, S1971–S1990 (2006); N. Pugno, Acta Mater. 55, 5269–5279
(2007); N. Pugno, Nano Today 2, 44–47 (2007)] on the mechanical strength of nano-
tubes and megacables are reviewed, with an eye to the challenging project of the
carbon nanotube-based space elevator megacable. Accordingly, basing the design
of the megacable on the theoretical strength of a single carbon nanotube, as orig-
inally proposed at the beginning of the third millennium, has been demonstrated
to be naïve. The role on the fracture strength of thermodynamically unavoidable
atomistic defects with different size and shape is thus here quantified on brittle
fracture both numerically (with ad hoc hierarchical simulations) and theoretically
(with quantized fracture theories), for nanotubes and nanotube bundles. Fatigue,
elasticity, non-asymptotic regimes, elastic-plasticity, rough cracks, finite domains
and size-effects are also discussed.

Introduction

A space elevator basically consists of a cable attached to the Earth surface for carry-
ing payloads into space [1]. If the cable is long enough, i.e. around 150 Mm (a value
that can be reduced by a counterweight), the centrifugal forces exceed the gravity
of the cable, that will work under tension [2]. The elevator would stay fixed geosyn-
chronously; once sent far enough, climbers would be accelerated by the Earth’s
rotational energy. A space elevator would revolutionize the methodology for car-
rying payloads into space at low cost, but its design is very challenging. The most
critical component in the space elevator design is undoubtedly the cable [3–5], that
requires a material with very high strength and low density.
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Considering a cable with constant cross-section and a vanishing tension at the
planet surface, the maximum stress-density ratio, reached at the geosynchronous
orbit, is for the Earth equal to 63 GPa/(1,300 kg/m3), corresponding to 63 GPa if the
low carbon density is assumed for the cable. Only recently, after the re-discovery of
carbon nanotubes [6], such a large failure stress has been experimentally measured,
during tensile tests of ropes composed of single walled carbon nanotubes [7] or
multiwalled carbon nanotubes [8] both expected to have an ideal strength of ~100
GPa. Note that for steel (density of 7,900 kg/m3, maximum strength of 5 GPa) the
maximum stress expected in the cable would be of 383 GPa, whereas for kevlar
(density of 1,440 kg/m3, strength of 3.6 GPa) of 70 GPa, both much higher than
their strengths [3].

However, an optimized cable design must consider a uniform tensile stress profile
rather than a constant cross-section area [2]. Accordingly, the cable could be built
of any material by simply using a large enough taper-ratio, that is the ratio between
the maximum (at the geosynchronous orbit) and minimum (at the Earth’s surface)
cross-section area. For example, for steel or kevlar a giant and unrealistic taper-ratio
would be required, 1033 or 2.6×108 respectively, whereas for carbon nanotubes it
must theoretically be only 1.99. Thus, the feasibility of the space elevator seems to
become only currently plausible [9, 10] thanks to the discovery of carbon nanotubes.
The cable would represent the largest engineering structure, hierarchically designed
from the nano- (single nanotube with length of the order of a hundred nanometers)
to the mega-scale (space elevator cable with a length of the order of a hundred
megameters).

In this chapter the asymptotic analysis on the role of defects for the mega-
cable strength, based on new theoretical deterministic and statistical approaches of
quantized fracture mechanics proposed by the author [11–14], is extended to non
asymptotic regimes, elastic-plasticity, rough cracks and finite domains. The role of
thermodynamically unavoidable atomistic defects with different size and shape is
thus quantified on brittle fracture, fatigue and elasticity, for nanotubes and nanotube
bundles. The results are compared with atomistic and continuum simulations and
nano-tensile tests of carbon nanotubes. Key simple formulas for the design of a
flaw-tolerant space elevator megacable are reported, suggesting that it would need
a taper-ratio (for uniform stress) of about two orders of magnitude larger than as
today erroneously proposed.

The chapter is organized in 10 short sections, as follows. After this introduction,
reported as the first section, we start calculating the strength of nanotube bun-
dles by using ad hoc hierarchical simulations, discussing the related size-effect.
In Sect. ‘Brittle Fracture’ the strength reduction of a single nanotube and of a
nanotube bundle containing defects with given size and shape is calculated; the
taper-ratio for a flaw-tolerant space elevator cable is accordingly derived. In Sect.
‘Elastic-Plasticity, Fractal Cracks and Finite Domains’ elastic-plastic (or hyper-
elastic) materials, rough cracks and finite domains are discussed. In Sect. ‘Fatigue’
the fatigue life time is evaluated for a single nanotube and for a nanotube bundle. In
Sect. ‘Elasticity’ the related Young’s modulus degradations are quantified. In Sects.
‘Atomistic Simulations’, ‘Nanotensile Tests’ we compare our results on strength



Strength of Nanotubes and Megacables 139

and elasticity with atomistic simulations and tensile tests of carbon nanotubes.
In Sect. ‘Thermodynamic Limit’ we demonstrate that defects are thermodynami-
cally unavoidable, evaluating the minimum defect size and corresponding maximum
achievable strength. The last section presents our concluding remarks.

Hierarchical Simulations and Size-Effects

To evaluate the strength of carbon nanotube cables, the SE3 algorithm, formerly
proposed [3] has been adopted [15]. Multiscale simulations are necessary in order
to tackle the size scales involved, spanning over ∼10 orders of magnitude from
nanotube length (∼100 nm) to kilometre-long cables, and also to provide useful
information about cable scaling properties with length.

The cable is modelled as an ensemble of stochastic ‘springs’, arranged in parallel
sections. Linearly increasing strains are applied to the fibre bundle, and at each
algorithm iteration the number of fractured springs is computed (fracture occurs
when local stress exceeds the nanotube failure strength) and the strain is uniformly
redistributed among the remaining intact springs in each section.

In-silico stress-strain experiments have been carried out according to the follow-
ing hierarchical architecture. Level 1: the nanotubes (single springs, Level 0) are
considered with a given elastic modulus and failure strength distribution and com-
posing a 40×1,000 lattice or fibre. Level 2: again a 40×1,000 lattice composed by
second level ‘springs’, each of them identical to the entire fibre analysed at the first
level, is analysed with in input the elastic modulus and stochastic strength distribu-
tion derived as the output of the numerous simulations to be carried out at the first
level. And so on. Five hierarchical levels are sufficient to reach the size-scale of the
megametre from that of the nanometre, Fig. 1.

The level 1 simulation is carried out with springs L0= 10–7 m in length,
w0= 10–9 m in width, with Young’s modulus E0= 1012 Pa and strength σ f ran-
domly distributed according to the nanoscale Weibull statistics [16] P

(
σf
) =

1 − exp[−(σf/σ0)m], where P is the cumulative probability. Fitting to experiments
[7, 8], we have derived for carbon nanotubes σ 0= 34 GPa and m= 2.7 [16]. Then
the level 2 is computed, and so on. The results are summarized in Fig. 2, in which a
strong size-effect is observed, up to length of ∼1 m.

Given the decaying σ f vs. cable length L obtained from simulations, it is inter-
esting to fit the behaviour with simple analytical scaling laws. Various exist in the
literature, and one of the most used is the Multi-Fractal Scaling Law (MFSL [17],
see also [18]) proposed by Carpinteri. This law has been recently extended towards
the nanoscale [19]:

σf

σmacro
=
√

1+ lch

L+ l0
(1)

where σ f is the failure stress, σmacro is the macrostrength, L is the structural
characteristic size, lch is a characteristic internal length and l0 is defined via
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Fig. 1 Schematization of the adopted multiscale simulation procedure to determine the space
elevator cable strength. Here, N= 5, Nx1=Nx2= . . . Nx5= 40 and Ny1=Ny2= . . . Ny5= 1,000,
so that the total number of nanotubes in the space elevator cable is Ntot= (1,000× 40)5≈1023 [15]

Fig. 2 Comparison between simulations and analytical scaling law Eq. 1 for the failure strength
of the nanotube bundle as a function of its length; the asymptote is at 10.20 GPa [15]

σf (l = 0) = σmacro

√
1+ lch

l0
≡ σnano, where σ nano is the nanostrength. Note

that for l0 = 0 this law is identical to the Carpinteri’ scaling law [17]. Here, we
can choose σ nano as the nanotube stochastic strength, i.e. σ nano= 34 GPa. The
computed macrostrength is σmacro= 10.20 GPa. The fit with Eq. 1 is shown in



Strength of Nanotubes and Megacables 141

Fig. 1 (‘MFSL cut at the nanoscale’), for the various L considered at the different
hierarchical levels (and compared with the classical ‘MFSL’). The best fit is
obtained for lch= 5×10–5 m, where the analytical law is practically coincident with
the simulated results. Thus, for a carbon nanotube megacable we have numerically
derived a plausible strength σC = σmacro ≈ 10 GPa.

Brittle Fracture

By considering Quantized Fracture Mechanics (QFM; [11–14]), the failure stress
σN for a nanotube having atomic size q (the ‘fracture quantum’) and containing an
elliptical hole of half-axes a perpendicular to the applied load (or nanotube axis)
and b can be determined including in the asymptotic solution [12] the contribution
of the far field stress. We accordingly derive:

σN (a, b)

σ
(theo)
N

=
√

1+ 2a/q (1+ 2a/b)−2

1+ 2a/q
, σ

(theo)
N = KIC√

qπ/2
(2)

where σ
(theo)
N is the theoretical (defect-free) nanotube strength (∼100 GPa, see

Table 1) and KIC is the material fracture toughness. The self-interaction between
the tips has been here neglected (i.e. a << πR, with R nanotube radius) and
would further reduce the failure stress. For atomistic defects (having characteris-
tic length of few Ångstrom) in nanotubes (having characteristic diameter of several
nanometers) this hypothesis is fully verified. However, QFM can easily treat also
the self-tip interaction starting from the corresponding value of the stress-intensity
factor (reported in the related Handbooks). The validity of QFM has been recently
confirmed by atomistic simulations [3–5, 12, 13, 20], but also at larger size-scales
[12, 13, 21] and for fatigue crack growth [14, 22, 23].

Table 1 Atomistic simulations [30–33] vs. QFM predictions, for nano-cracks of size n or nano-
holes of size m [4]

Nanotube type

Nanocrack (n)
and nanohole
(m) sizes

Strength (GPa) by QM (MTB-G2) and MM
(PM3; M) QM/MM atomistic or QFM calculations

[5, 5] Defect-free 105 (MTB-G2); 135 (PM3)
[5, 5] n= 1 (Sym.+H) 85 (MTB-G2), 79 (QFM); 106 (PM3), 101 (QFM)
[5, 5] n= 1 (Asym.

+H)
71 (MTB-G2), 79 (QFM); 99 (PM3), 101 (QFM)

[5, 5] n= 1 (Asym.) 70 (MTB-G2), 79 (QFM); 100 (PM3), 101 (QFM)
[5, 5] n= 2 (Sym.) 71 (MTB-G2), 63 (QFM); 105 (PM3), 81 (QFM)
[5, 5] n= 2 (Asym.) 73 (MTB-G2), 63 (QFM); 111 (PM3), 81 (QFM)
[5, 5] m= 1 (+H) 70 (MTB-G2), 68 for long tube, 79 (QFM); 101

(PM3), 101 (QFM)
[5, 5] m= 2 (+H) 53 (MTB-G2), 50 for long tube, 67 (QFM); 78

(PM3), 86 (QFM)
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Table 1 (continued)

Nanotube type

Nanocrack (n)
and nanohole
(m) sizes

Strength (GPa) by QM (MTB-G2) and MM
(PM3; M) QM/MM atomistic or QFM calculations

[10, 10] Defect-free 88 (MTB-G2); 124 (PM3)
[10, 10] n= 1 (sym.+H) 65 (MTB-G2), 66 (QFM)
[10, 10] n= 1 (Asym.

+H)
68 (MTB-G2), 66 (QFM)

[10, 10] n= 1 (Sym.) 65 (MTB-G2), 66 (QFM); 101 (PM3), 93 (QFM)
[10, 10] n= 2 (Sym.) 64 (MTB-G2), 53 (QFM); 107 (PM3), 74 (QFM)
[10, 10] n= 2 (Asym.) 65 (MTB-G2), 53 (QFM); 92 (PM3), 74 (QFM)
[10, 10] m= 1 (+H) 56 (MTB-G2), 52 for long tube, 66 (QFM); 89

(PM3), 93 (QFM)
[10, 10] m= 2 (+H) 42 (MTB-G2), 36 for long tube, 56 (QFM); 67

(PM3), 79 (QFM)

[50, 0] Defect-free 89 (MTB-G2)
[50, 0] m= 1 (+H) 58 (MTB-G2); 67 (QFM)
[50, 0] m= 2 (+H) 46 (MTB-G2); 57 (QFM)
[50, 0] m= 3 (+H) 40 (MTB-G2); 44 (QFM)
[50, 0] m= 4 (+H) 36 (MTB-G2); 41 (QFM)
[50, 0] m= 5 (+H) 33 (MTB-G2); 39 (QFM)
[50, 0] m= 6 (+H) 31 (MTB-G2); 37 (QFM)

[100, 0] Defect-free 89 (MTB-G2)
[100, 0] m= 1 (+H) 58 (MTB-G2); 67 (QFM)
[100, 0] m= 2 (+H) 47 (MTB-G2); 57 (QFM)
[100, 0] m= 3 (+H) 42 (MTB-G2); 44 (QFM)
[100, 0] m= 4 (+H) 39 (MTB-G2); 41 (QFM)
[100, 0] m= 5 (+H) 37 (MTB-G2); 39 (QFM)
[100, 0] m= 6 (+H) 35 (MTB-G2); 37 (QFM)

[29, 29] Defect-free 101 (MTB-G2)
[29, 29] m= 1 (+H) 77 (MTB-G2); 76 (QFM)
[29, 29] m= 2 (+H) 62 (MTB-G2); 65 (QFM)
[29, 29] m= 3 (+H) 54 (MTB-G2); 50 (QFM)
[29, 29] m= 4 (+H) 48 (MTB-G2); 46 (QFM)
[29, 29] m= 5 (+H) 45 (MTB-G2); 44 (QFM)
[29, 29] m= 6 (+H) 42 (MTB-G2); 42 (QFM)

[47, 5] Defect-free 89 (MTB-G2)
[47, 5] m= 1 (+H) 57 (MTB-G2); 67 (QFM)

[44, 10] Defect-free 89 (MTB-G2)
[44, 10] m= 1 (+H) 58 (MTB-G2); 67 (QFM)

[40, 16] Defect-free 92 (MTB-G2)
[40, 16] m= 1 (+H) 59 (MTB-G2); 69 (QFM)

[36, 21] Defect-free 96 (MTB-G2)
[36, 21] m= 1 (+H) 63 (MTB-G2); 72 (QFM)

[33, 24] Defect-free 99 (MTB-G2)
[33, 24] m= 1 (+H) 67 (MTB-G2); 74 (QFM)
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Table 1 (continued)

Nanotube type

Nanocrack (n)
and nanohole
(m) sizes

Strength (GPa) by QM (MTB-G2) and MM
(PM3; M) QM/MM atomistic or QFM calculations

[80, 0] Defect-free 93 (M)
[80, 0] n= 2 64 (M); 56 (QFM)
[80, 0] n= 4 50 (M); 43 (QFM)
[80, 0] n= 6 42 (M); 35 (QFM)
[80, 0] n= 8 37 (M); 32 (QFM)

[40, 0] (nested by a
[32, 0])

Defect-free 99 (M)

[40, 0] (nested by a
[32, 0])

n= 2 73 (M); 69 (QFM + vdW interaction ∼10GPa)

[40, 0] (nested by a
[32, 0])

n= 4 57 (M); 56 (QFM + vdW interaction ∼10GPa)

[40, 0] (nested by a
[32, 0])

n= 6 50 (M); 48 (QFM + vdW interaction ∼10GPa)

[40, 0] (nested by a
[32, 0])

n= 8 44 (M); 44 (QFM + vdW interaction ∼10GPa)

[100, 0] Defect-free 89 (MTB-G2)
[100, 0] n= 4 50 (M); 41 (QFM)
[10, 0] Defect free 124 (QM); 88 (MM);
[10, 0] n = 1 101 (QM) 95 (QM/MM) 93 (QFM); 65 (MM) 66

(QFM)

The QFM predictions are here obtained simply considering in Eq. 2 2a/q = n, 2b/q = 1 for
cracks of size n or a/q = b/q = (2m− 1)/

√
3 for holes of size m. Quantum mechanics (QM)

semi-empirical calculations (PM3 method), Molecular Mechanics (MM) calculations (modified
Tersoff-Brenner potential of second generation (MTB-G2), modified Morse potential (M)) and
coupled QM/MM calculations. The symbol (+H) means that the defect was saturated with hydro-
gen. Symmetric and asymmetric bond reconstructions were also considered; the tubes are ‘short’,
if not otherwise specified. We have roughly ignored in the QFM predictions the difference between
symmetric and asymmetric bond reconstruction, hydrogen saturation and length-effect (for shorter
tubes an increment in the strength is always observed, as an intrinsic size-effect), noting that the
main differences in the atomistic simulations are imputable to the used potential. For nested nano-
tubes a strength increment of ~10 GPa is here assumed to roughly take into account the van der
Walls (vdW) interaction between the walls

Regarding the defect shape, for a sharp crack perpendicular to the applied load
a/q = const & b/q → 0, thus σN ≈ σ

(theo)
N /

√
1+ 2a/q, and for a/q >> 1, i.e.

large cracks, σN ≈ KIC/
√
πa in agreement with Linear Elastic Fracture Mechanics

(LEFM); note that LEFM can (1) only treat sharp cracks and (2) unreasonably pre-
dicts an infinite defect-free strength. On the other hand, for a crack parallel to the
applied load b/q = const & a/q → 0 and thus σN = σ

(theo)
N , as it must be. In

addition, regarding the defect size, for self-similar and small holes a/b = const &
a/q→ 0 and coherently σN = σ

(theo)
N ; furthermore, for self-similar and large holes

a/b = const & a/q → ∞ and we deduce σN ≈ σ
(theo)
N /(1+ 2a/b) in agreement

with the stress-concentration posed by Elasticity; but Elasticity (coupled with a
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maximum stress criterion) unreasonably predicts (3) a strength independent from the
hole size and (4) tending to zero for cracks. Note the extreme consistency of Eq. 2,
that removing all the limitations (1–4) represents the first law capable of describing
in a unified manner all the size- and shape-effects for the elliptical holes, including
cracks as limit case. In other words, Eq. 2 shows that the two classical strength pre-
dictions based on stress-intensifications (LEFM) or -concentrations (Elasticity) are
only reasonable for ‘large’ defects; Eq. 2 unifies their results and extends its validity
to ‘small’ defects (‘large’ and ‘small’ are here with respect to the fracture quan-
tum). Eq. 2 shows that even a small defect can dramatically reduces the mechanical
strength.

An upper bound of the cable strength can be derived assuming the simultaneous
failure of all the defective nanotubes present in the bundle. Accordingly, impos-
ing the critical force equilibrium (mean-field approach) for a cable composed by
nanotubes in numerical fractions fab containing holes of half-axes a and b, we find
the cable strength σC (ideal if σ (theo)

C ) in the following form:

σC

σ
(theo)
C

=
∑

a,b

fab
σN (a, b)

σ
(theo)
N

(3)

The summation is extended to all the different holes; the numerical fraction f00 of
nanotubes is defect-free and

∑

a,b
fab = 1. If all the defective nanotubes in the bundle

contain identical holes fab = f = 1− f00, and the following simple relation between

the strength reductions holds: 1− σC/σ
(theo)
C = f

(
1− σN/σ

(theo)
N

)
.

Thus, the taper-ratio λ needed to have a uniform stress in the cable [2], under
the centrifugal and gravitational forces, must be larger than its theoretical value
to design a flaw-tolerant megacable. In fact, according to our analysis, we deduce
(λ = econst·ρC/σC ≥ λ(theo) ≈ 1.9 for carbon nanotubes; ρC denotes the material
density):

λ

λ(theo)
= λ(theo)

(
σ
(theo)
C
σC
−1

)

(4)

Equation 4 shows that a small defect can dramatically increase the taper-ratio
required for a flaw-tolerant megacable.

Elastic-Plasticity, Fractal Cracks and Finite Domains

The previous equations are based on linear elasticity, i.e., on a linear relationship
σ ∝ ε between stress σ and strain ε. In contrast, let us assume σ ∝ εκ , where
κ > 1 denotes hyper-elasticity, as well as κ < 1 elastic-plasticity. The power of the
stress-singularity will accordingly be modified [24] from the classical value 1/2 to
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α=κ/(κ + 1). Thus, the problem is mathematically equivalent to that of a re-entrant
corner [25], and consequently we predict:

σN (a, b,α)

σ
(theo)
N

=
(
σN (a, b)

σ
(theo)
N

)2α

, α = κ

κ + 1
(5)

A crack with a self-similar roughness, mathematically described by a fractal with
non-integer dimension 1 < D < 2, would similarly modify the stress-singularity,
according to [18, 26] α = (2− D)/2; thus, with Eq. 5, we can also estimate the
role of the crack roughness. Both plasticity and roughness reduce the severity of
the defect, whereas hyper-elasticity enlarges its effect. For example, for a crack
composed by n adjacent vacancies, we found σN/σ

(theo)
N ≈ (1+ n)−α .

However, note that among these three effects only elastic-plasticity may have
a significant role in carbon nanotubes; in spite of this, fractal cracks could play an
important role in nanotube bundles as a consequence of their larger size-scale, which
would allow the development of a crack surface roughness. Hyper-elasticity is not
expected to be relevant in this context.

According to LEFM and assuming the classical hypothesis of self-similarity
(amax ∝ L), i.e., the largest crack size is proportional to the characteristic struc-
tural size L, we expect a size-effect on the strength in the form of the power law
σC ∝ L−α . For linear elastic materials α = 1/2 as classically considered, but for
elastic-plastic materials or fractal cracks 0 ≤ α ≤ 1/2 [24], whereas for hyper-
elastic materials 1/2 ≤ α ≤ 1, suggesting an unusual and super-strong size-effect.
This parameter would represent the maximum slope (in a bi-log plot) of the scaling
reported in Fig. 1.

Equation 2 does not consider the defect-boundary interaction. The finite
width 2W, can be treated by applying QFM starting from the related expres-
sion of the stress-intensity factor (reported in Handbooks). However, to have
an idea of the defect-boundary interaction, we apply an approximated method
[27], deriving the following correction σN (a, b, W) ≈ C (W) σN (a, b), C (W) ≈
(1− a/W)/

(
σN (a, b)

∣
∣
q→W−a/σ

(theo)
N

)
(note that such a correction is valid also for

W ≈ a, whereas for W >> a it becomes C (W >> a) ≈ 1 − a/W). Similarly, the
role of the defect orientation β could be treated by QFM considering the related
stress-intensity factor; roughly, one could use the self-consistent approximation
σN (a, b,β) ≈ σN (a, b) cos2 β + σN (b, a) sin2 β.

Fatigue

The space elevator cable will be cyclically loaded, e.g., by the climbers carrying
the payloads, thus fatigue could play a role on its design. By integrating the quan-
tized Paris’ law, that is an extension of the classical Paris’ law recently proposed
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especially for nanostructure or nanomaterial applications [14, 22, 23], we derive the
following number of cycles to failure (or life time):

CN (a)

C(theo)
N

= (1+ q/W)1−m/2 − (a/W + q/W)1−m/2

(1+ q/W)1−m/2 − (q/W)1−m/2
, m �= 2 (6a)

CN (a)

C(theo)
N

= ln {(1+ q/W) / (a/W + q/W)}
ln {(1+ q/W) / (q/W)} , m = 2 (6b)

where m > 0 is the material Paris’ exponent. Note that according to Wöhler C(theo)
N =

K�σ−k, where K and k are material constants and �σ is the amplitude of the stress
range during the oscillations. Even if fatigue experiments in nanotubes are still to be
performed, their behaviour is expected to be intermediate between those of Wöhler
and Paris, as displayed by all the known materials, and the quantized Paris’ law
basically represents their asymptotic matching (as quantized fracture mechanics
basically represents the asymptotic matching between the strength and toughness
approaches).

Only defects remaining self-similar during fatigue growth have to be considered,
thus only a crack (of half-length a) is of interest in this context. By means of Eq. 6
the time to failure reduction can be estimated, similarly to the brittle fracture treated
by Eq. 2.

For a bundle, considering a mean-field approach (similarly to Eq. 3) yields:

CC

C(theo)
C

=
∑

a

fa
CN (a)

C(theo)
N

(7)

Better predictions could be derived integrating the quantized Paris’ law for a finite
width strip. However, we note that the role of the finite width is already included in
Eq. 6, even if these are rigorously valid in the limit of W tending to infinity.

Elasticity

Consider a nanotube of lateral surface A under tension and containing a transversal
crack of half-length a. Interpreting the incremental compliance, due to the presence
of the crack, as a Young’s modulus (here denoted by E) degradation we find E(a)

E(theo) =
1−2π a2

A [28]. Thus, recursively, considering Q cracks (in the megacable 1012−1020

defects are expected, see Sect. ‘Hierarchical Simulations and Size-Effects’) having

sizes ai or, equivalently, M different cracks with multiplicity Qi (Q =
M∑

i=1
Qi), noting

that ni = 2ai
q represents the number of adjacent vacancies in a crack of half-length

ai, with q atomic size, and vi = Qini
A/q2 its related numerical (or volumetric) vacancy

fraction, we find [28]:
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E

E(theo)
=

Q∏

i=1

E (ai)

E(theo)
≈ 1− ξ

M∑

i=1

vini (8)

with ξ ≥ π/2, where the equality holds for isolated cracks. Eq. 8 can be applied to
nanotubes or nanotube bundles containing defects in volumetric percentages vi.

Forcing the interpretation of our formalism, we note that ni = 1 would describe
a single vacancy, i.e., a small hole. Thus, as a first approximation, different defect
geometries, from cracks to circular holes, e.g., elliptical holes, could in principle
be treated by Eq. 8; we have to interpret ni as the ratio between the transversal
and longitudinal (parallel to the load) defect sizes (ni = ai/bi). Introducing the
i-th defect eccentricity ei as the ratio between the lengths of the longer and shorter
axes, as a first approximation ni (βi) ≈ ei cos2 βi + 1/ei sin2 βi, where βi is the
defect orientation. For a single defect typology E

E(theo) ≈ 1 − ξvn, in contrast to the

common assumption E
E(theo) ≈ 1− v, rigorously valid only for the cable density, for

which ρC

ρ
(theo)
C

≡ 1−v. Note that the failure strain for a defective nanotube or nanotube

bundle can also be predicted, by εN,C/ε
(theo)
N,C =

(
σN,C/σ

(theo)
N,C

)
/
(
E/E(theo)

)
.

In contrast to what happens for the strength, large defectiveness is required to
have a considerable elastic degradation, even if we have shown that sharp transversal
defects could have a role. For example, too soft space elevator cables would become
dynamically unstable [29].

Atomistic Simulations

Let us study the influence on the strength of nano-cracks and circular nano-holes.
n atomic adjacent vacancies perpendicular to the load, correspond to a blunt nano-
crack of length 2a ≈ nq and thickness 2b ≈ q (or 2a ≈ nq with a radius at tips of
b2/a ≈ q/2). Similarly, nano-holes of size m can be considered: the index m= 1
corresponds to the removal of an entire hexagonal ring, m= 2 to the additional
removal of the six hexagons around the former one (i.e. the adjacent perimeter of
18 atoms), m= 3 to the additional removal of the neighbouring 12 hexagonal rings
(next adjacent perimeter), and so on (thus a = b ≈ q(2m− 1)/

√
3). Quantum

mechanics (QM), semi-empirical (PM3 method), Molecular Mechanics (MM; with
a modified Tersoff-Brenner potential of second generation (MTB-G2) or a modified
Morse potential (M)) and coupled QM/MM calculations [30–33] are reported and
extensively compared in Table 1 with the QFM non-asymptotic predictions of Eq. 2
(differently from the asymptotic comparison reported in [3, 12]). The comparison
shows a relevant agreement, confirming and demonstrating that just a few vacancies
can dramatically reduce the strength of a single nanotube, or of a nanotube bundle
as described by Eq. 3 that predicts for f ≈ 1, σC/σ

(theo)
C ≈ σN/σ

(theo)
N . Assuming

large holes (m→∞) and applying QFM to a defective bundle ( f ≈ 1), we predict
1− σC/σ

(theo)
C ≈ 1− σN/σ

(theo)
N ≈ 67%; but nano-cracks surely would be even
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more critical, especially if interacting with each other or with the boundary. Thus,
the expectation for the megacable of a strength larger than ∼33 GPa is unrealistic.

Note that an elastic (κ ≈ 1) nearly perfectly plastic (κ ≈ 0) behaviour, with a
flow stress at ~30–35 GPa for strains larger than ~3–5%, has been recently observed
in tensile tests of carbon nanotubes [34], globally suggesting κ ≈ 0.6 − 0.7; sim-
ilarly, numerically computed stress-strain curves [35] reveal for an armchair (5, 5)
carbon nanotube κ ≈ 0.8, whereas for a zig-zag (9, 0) nanotube κ ≈ 0.7, suggest-
ing that the plastic correction reported in Sect. ‘Elastic-Plasticity, Fractal Cracks and
Finite Domains’ could have a role.

Regarding elasticity, we note that Eq. 8 can be viewed as a generalization of the
approach proposed in [36], being able to quantify the constants ki fitted by atomistic
simulations for three different types of defect [28]. In particular, rearranging Eq. 8
and in the limit of three small cracks, we deduce Eth

E ≈ 1 + k1c1 + k2c2 + k3c3,
identical to their law (their Eq. 15), in which ci = Qi/L is the linear defect con-

centration in a nanotube of length L and radius R and ki = ξcin2
i q2

π2R
. These authors

consider 1, 2 and 3 atoms missing, with and without reconstructed bonds; for non-
reconstructed bonds two alternative defect orientations were investigated for 2 and 3
atoms missing. Even if their defect geometries are much more complex than the
nanocracks that we here consider, the comparison between our approach and their
atomistic simulations, which does not involve best-fit parameters, shows a good
agreement [28].

Nanotensile Tests

The discussed tremendous defect sensitivity, described by Eq. 2, is confirmed by
a statistical analysis based on Nanoscale Weibull Statistics [16] applied to the
nanotensile tests. According to this treatment, the probability of failure P for a
nearly defect-free nanotube under a tensile stress σN is independent from its volume
(or surface), in contrast to classical Weibull Statistics [37], namely:

P = 1− exp−NN

(
σN

σ0

)w

(9)

where w is the nanoscale Weibull modulus, σ0 is the nominal failure stress (i.e. cor-
responding to a probability of failure of 63%) and NN ≡ 1. In classical Weibull
statistics NN ≡ V/V0 for volume dominating defects (or NN = A/A0 for surface
dominating defects), i.e., NN is the ratio between the volume (or surface) of the
structure and a reference volume (or surface). The experimental data on carbon
nanotubes [7, 8] were treated [16] according to nanoscale and classical Weibull
statistics: the coefficients of correlation were found to be much higher for the
nanoscale statistics than for the classical one (0.93 against 0.67, w ≈ 2.7 and
σ0 ≈ 31 − 34 GPa). The data set on MWCNT tensile experiments [38] has also
been statistically treated [3]. The very large highest measured strengths denotes
interactions between the external and internal walls, as pointed out by the same
authors [38] and recently quantified [14]. Thus, the measured strengths cannot be
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Fig. 3 Nanoscale Weibull Statistics, straight lines, applied to the new nanotensile experiments on
carbon nanotubes [4]

considered plausible for describing the strength of a SWCNT. Such experiments
were best-fitted with σ0 ≈ 108 GPa (but not significant for the strength of a single
nanotube) and w ≈ 1.8 (coefficient of correlation 0.94). In Fig. 3, the new data
set [39] is treated [4] by applying NWS (NN ≡ 1, w ≈ 2.2, σ0 ≈ 25 GPa) and
compared with the other nanoscale statistics [3, 4] deduced from the other data sets
[7, 8, 38]. Note that volume- or surface-based Weibull statistics are identical in treat-
ing the external wall of the tested nanotubes, just an atomic layer thick. We have
found a poor coefficient of correlation also treating this new data set with classical
Weibull statistics, namely 0.51 (against 0.88 for NWS, see Fig. 3).

All these experimental data [7, 8, 38, 39] are treated in Table 2, by applying QFM
in the form of Eq. 2: non-linear multiple solutions for identifying the defects corres-
ponding to the measured strength clearly emerge; however these are quantifiable,
showing that a small defect is sufficient to rationalize the majority of the observed
strong strength reductions.

Finally, the new experimental results [38] are differently treated in Table 3, with
respect to both strength and elasticity, assuming the presence of transversal nano-
cracks. The ideal strength is assumed to be of 100 GPa and the theoretical Young’s
modulus of 1 TPa; by Eq. 2 the crack length n is calculated and introduced in Eq. 8
to derive the related vacancy fraction v (ξ = π/2).

Thermodynamic Limit

Defects are thermodynamically unavoidable, especially at the megascale. At the
thermal equilibrium the vacancy fraction f = n/N << 1 (n is the number of
vacancies and N is the total number of atoms) is estimated as [40]:

f ≈ e−E1/kBTa (10)
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Table 2 Experiments vs. QFM predictions; strength reduction σN (a, b)/σ (theo)
N derived according

to Eq. 2 [4]

σN/σ
(theo)
N 2b/q

2a/q 0 1 2 3 4 5 6 7 8 9 10 ∞
0 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00∗ 1.00
1 0.71∗ 0.75 0.79 0.82 0.85 0.87∗ 0.88∗ 0.90 0.91 0.91 0.92 1.00
2 0.58 0.60∗ 0.64∗ 0.68 0.71∗ 0.73 0.76 0.78∗ 0.79 0.81 0.82 1.00
3 0.50 0.52 0.54∗ 0.58 0.61 0.64∗ 0.66∗ 0.68 0.70∗ 0.72 0.74 1.00
4 0.45 0.46 0.48 0.51∗ 0.54∗ 0.56 0.59 0.61 0.63 0.65 0.67 1.00
5 0.41 0.42 0.44∗ 0.46 0.48 0.51∗ 0.53∗ 0.55∗ 0.58 0.59 0.61 1.00
6 0.38 0.38 0.40 0.42 0.44∗ 0.47 0.49∗ 0.51∗ 0.53∗ 0.55∗ 0.57 1.00
7 0.35 0.36 0.37 0.39 0.41 0.43 0.45 0.47 0.49∗ 0.51∗ 0.53∗ 1.00
8 0.33 0.34 0.35 0.37 0.38 0.40 0.42 0.44∗ 0.46 0.48 0.49∗ 1.00
9 0.32 0.32 0.33 0.34 0.36 0.38 0.40 0.41 0.43 0.45 0.46 1.00
10 0.30∗ 0.30∗ 0.31 0.33 0.34 0.36 0.37 0.39 0.41 0.42 0.44∗ 1.00
11 0.29 0.29 0.30∗ 0.31 0.32 0.34 0.35 0.37 0.39 0.40 0.42 1.00
12 0.28 0.28 0.29 0.30∗ 0.31 0.32 0.34 0.35 0.37 0.38 0.40 1.00
13 0.27 0.27 0.28 0.29 0.30∗ 0.31 0.32 0.34 0.35 0.36 0.38 1.00
14 0.26 0.26 0.27 0.27 0.29 0.30∗ 0.31 0.32 0.34 0.35 0.36 1.00
15 0.25 0.25 0.26 0.27 0.27 0.29 0.30∗ 0.31 0.32 0.34 0.35 1.00
16 0.24∗ 0.24∗ 0.25 0.26 0.27 0.28 0.29 0.30∗ 0.31 0.32 0.33 1.00
17 0.24∗ 0.24∗ 0.24∗ 0.25 0.26 0.27 0.28 0.29 0.30∗ 0.31 0.32 1.00
18 0.23 0.23 0.24∗ 0.24∗ 0.25 0.26 0.27 0.28 0.29 0.30∗ 0.31 1.00
19 0.22∗ 0.22∗ 0.23 0.23 0.24∗ 0.25 0.26 0.27 0.28 0.29 0.30∗ 1.00
20 0.22∗ 0.22∗ 0.22∗ 0.23 0.24∗ 0.24∗ 0.25 0.26 0.27 0.28 0.29 1.00
21 0.21 0.21 0.22∗ 0.22∗ 0.23 0.24∗ 0.25 0.25 0.26 0.27 0.28 1.00
22 0.21 0.21 0.21 0.22∗ 0.22∗ 0.23 0.24∗ 0.25 0.26 0.27 0.28 1.00
23 0.20 0.21 0.21 0.21 0.22∗ 0.23 0.23 0.24∗ 0.25 0.26 0.27 1.00
24 0.20 0.20 0.20 0.21 0.21 0.22∗ 0.23 0.24∗ 0.24∗ 0.25 0.26 1.00
25 0.20 0.20 0.20 0.20 0.21 0.22∗ 0.22∗ 0.23 0.24∗ 0.25 0.26 1.00
26 0.19 0.19 0.20 0.20 0.20 0.21 0.22∗ 0.22∗ 0.23 0.24∗ 0.25 1.00
27 0.19 0.19 0.19 0.20 0.20 0.21 0.21 0.22∗ 0.23 0.24∗ 0.24∗ 1.00
28 0.19 0.19 0.19 0.19 0.20 0.20 0.21 0.22∗ 0.22∗ 0.23 0.24∗ 1.00
29 0.18 0.18 0.19 0.19 0.19 0.20 0.20 0.21 0.22∗ 0.23 0.23 1.00
30 0.18 0.18 0.18 0.19 0.19 0.19 0.20 0.21 0.21 0.22∗ 0.23 1.00
31 0.18 0.18 0.18 0.18 0.19 0.19 0.20 0.20 0.21 0.22∗ 0.22∗ 1.00
32 0.17∗ 0.17∗ 0.18 0.18 0.18 0.19 0.19 0.20 0.21 0.21 0.22∗ 1.00
33 0.17∗ 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 0.20 0.20 0.21 0.21 1.00
34 0.17∗ 0.17∗ 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 0.20 0.20 0.21 1.00
35 0.17∗ 0.17∗ 0.17∗ 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 0.20 0.21 1.00
36 0.16 0.16 0.17∗ 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 0.20 0.20 1.00
37 0.16 0.16 0.16 0.17∗ 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 0.20 1.00
38 0.16 0.16 0.16 0.16 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 0.20 1.00
39 0.16 0.16 0.16 0.16 0.17∗ 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 1.00
40 0.16 0.16 0.16 0.16 0.16 0.17∗ 0.17∗ 0.18 0.18 0.19 0.19 1.00
41 0.15 0.15 0.16 0.16 0.16 0.16 0.17∗ 0.17∗ 0.18 0.18 0.19 1.00
42 0.15 0.15 0.15 0.16 0.16 0.16 0.17∗ 0.17∗ 0.18 0.18 0.19 1.00
43 0.15 0.15 0.15 0.15 0.16 0.16 0.16 0.17∗ 0.17∗ 0.18 0.18 1.00
44 0.15 0.15 0.15 0.15 0.16 0.16 0.16 0.17∗ 0.17∗ 0.18 0.18 1.00
45 0.15 0.15 0.15 0.15 0.15 0.16 0.16 0.16 0.17∗ 0.17∗ 0.18 1.00
46 0.15 0.15 0.15 0.15 0.15 0.15 0.16 0.16 0.17∗ 0.17∗ 0.18 1.00
47 0.14 0.14 0.15 0.15 0.15 0.15 0.16 0.16 0.16 0.17∗ 0.17∗ 1.00
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Table 2 (continued)

σN/σ
(theo)
N 2b/q

2a/q 0 1 2 3 4 5 6 7 8 9 10 ∞
48 0.14 0.14 0.14 0.15 0.15 0.15 0.15 0.16 0.16 0.17∗ 0.17∗ 1.00
49 0.14 0.14 0.14 0.14 0.15 0.15 0.15 0.16 0.16 0.16 0.17∗ 1.00
50 0.14 0.14 0.14 0.14 0.15 0.15 0.15 0.15 0.16 0.16 0.17∗ 1.00
∞ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 (1+2a/b)-1

In bold type are represented the 15 different nanostrengths measured on single walled carbon
nanotubes in bundle [7]; whereas in italic we report the 19 nanostrengths measured on multi walled
carbon nanotubes [8], and in underlined type the most recent 18 observations [34]. All the data are
reported with the exception of the five smallest values of 0.08, 0.10 [34], 0.11 [8], 0.12 [8, 34] and
0.13 [7], for which we would need for example adjacent vacancies (2b/q~1) in number n= 2a/q=
138–176, 90–109, 75–89, 64–74 and 55–63 respectively. The 26 strengths measured in [38] are
also treated (asterisks), simply assuming two interacting walls for 100 < σ

(exp)
N ≤ 200 gigapascals

(thus σN = σ
(exp)
N /2) or 3 interacting walls for 200 < σ

(exp)
N ≤ 300 gigapascals (σN = σ

(exp)
N /3).

All the experiments are referred to σ (theo)
N = 100GPa (q~0.25 nm). If all the nanotubes in the cable

contain identical holes, σC/σ
(theo)
C = σN/σ

(theo)
N

where E1 ≈ 7 eV is the energy required to remove one carbon atom and Ta is
the absolute temperature at which the carbon is assembled, typically in the range
between 2,000 and 4,000 K. Thus, f ≈ 2.4 × 10−18 − 1.6 × 10−9. For the mega-
cable, having a carbon weigh of ~5,000 kg, the total number of atoms is N ≈ 2.5×
1029 thus a huge number of equilibrium defects, in the range n ≈ 0.6×1012−3.9×
1020 is expected, in agreement with a recent discussion [41] and observations [42].

The strength of the cable will be dictated by the largest transversal crack on it,
according to the weakest link concept. The probability of finding a nanocrack of size
m in a bundle with vacancy fraction f is P (m) = (1− f ) f m, and thus the number
M of such nanocracks in a bundle composed by N atoms is M (m) = P (m)N27.
The size of the largest nanocrack, which typically occurs once, is found from the
solution to the equation M (m) ≈ 1, which implies [43]:

m ≈ −ln
[
(1− f )N

]
/ln f ≈ −ln N/ln f (11)

Accordingly, we deduce a size m ≈ 2−4 for the largest thermodynamically unavoid-
able defect in the megacable. Inserting Eqs. 11 and 10 into Eq. 2 evaluated for a
transversal crack (b ≈ 0 and 2a/q ≈ m), we deduce the statistical counterpart of Eq.
2 and thus the following thermodynamical maximum achievable strength:

σN (N)

σ
(theo)
N

≤ σ
(max)
N (N)

σ
(theo)
N

= 1
√

1+ kBTa
E1

ln N
(12)

Then, inserting Eq. 12 into Eqs. 3 and 4, the maximum cable strength and minimum
taper-ratio can be statistically deduced. The corresponding maximum achievable
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Table 3 The new results [34] are here treated with respect to both strength and elasticity, assuming
the presence of transversal nanocracks composed by n adjacent vacancies [4]

MWCNT number
and fracture
typology Strength (GPa)

Young’s modulus
(GPa) κ n V (%)

1 (multiple load A) 8.2 1,100 1.01 148 0.07
2 (clamp failed) 10 840 0.98 100 0.23
3 12 680 1.00 69 0.44
4 (failure at the

clamp)
12 730 0.98 69 0.40

5 (multiple load B) 14 1,150 1.02 51 0.14
6 (multiple load a) 14 650 0.97 51 0.62
7 15 1,200 1.05 44 0.11
8 16 1,200 1.02 39 0.13
9 17 960 1.00 34 0.49

10 19 890 0.97 27 0.74
11 (multiple load b) 21 620 0.99 22 1.51
12 (multiple load I) 21 1,200 0.99 22 0.22
13 (multiple load II) 23 1,250 0.99 18 0.17
14 30 870 1.00 11 1.92
15 (plasticity

observed)
31 1,200 0.59 (0.99) 10 0.49

16 (plasticity
observed)

34 680 0.69 (1.02) 8 3.80

17 (multiple load III) 41 1,230 1.03 5 0.69
18 (failure at the

clamp)
66 1,100 0.98 2 4.90

The constitutive parameter κ has been estimated as κ ≈ ln (εN)/ln (σN/E) for all the tests: note
the low values for the two nanotubes that revealed plasticity (in brackets the values calculated
up to the incipient plastic flow are also reported). The ideal strength is assumed to be of 100GPa
and the theoretical Young’s modulus of 1,300 GPa; by Eq. 2 the crack length n is calculated and
introduced in Eq. 8 to derive the related vacancy fraction v (ξ = π/2)
Fracture in two cases was observed at the clamp; in one case the clamp itself failed, thus the
deduced strength represents a lower bound of the nanotube strength. Three nanotubes were mul-
tiple loaded (in two a,b and A,B or in three I,II,III steps), i.e., after the breaking in two pieces of a
nanotube, one of the two pieces was again tested and fractured at a higher stress. Two nanotubes
displayed a plastic flow
A vacancy fraction of the order of few ‰ is estimated, suggesting that such nanotubes are much
more defective than as imposed by the thermodynamic equilibrium, even if the defects are small
and isolated. However, note that other interpretations are still possible, e.g., assuming the nanotube
is coated by an oxide layer and rationalizing the ratio between the observed Young’s modulus and
its theoretical value as the volumetric fraction (for softer coating layers) of carbon in the composite
structure

strength, a unavoidable limit (at least at the thermodynamic equilibrium), is ∼45
GPa and the corresponding flaw-tolerant taper-ratio is ∼4.6. But the larger taper-
ratio implies a large cable mass and thus a large number N of atoms. Updating
N in our statistical calculation yields the same, thus self-consistent, predictions.
Statistically we expect and even smaller strength, as previously discussed.
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Conclusions

The strength of a real, thus defective, carbon nanotube macroscopic cable is
expected to be strongly reduced with respect to the theoretical strength of a car-
bon nanotube. Accordingly, in this chapter key simple formulas for the design of
nanotube bundles (e.g. the space elevator megacable) have been reported.
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Physics of Carbon Nanostructures

Stefano Bellucci and Alexander Malesevic

Abstract We consider the multidisciplinary topic of the physics of carbon nano-
structures, limiting ourselves to examining in some detail only graphitic allotropes,
Our main aim is to illustrate the impact of carbon nanostructures on certain research
and application areas. We provide, firstly, an historical overview, moving then to
discussing the structure of graphene and carbon nanotubes. We place a special
emphasis on the description of various techniques used to deposit carbon nan-
otubes and graphene, and then enter the study of the physical properties of the
latter systems. We end our treatment with a general overview of the broad range
of applications graphene and carbon nanotubes are finding.
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H2 Hydrogen
LEED Low energy electron diffraction
MBE Molecular beam epitaxy
MW Microwave
MWCNT Multi-wall carbon nanotube
PECVD Plasma enhanced chemical vapor depostion
QED Quantum electrodynamics
RF Radio frequency
SEM Scanning electron microscopy
SPM Scanning probe microscopy
SiC Silicon carbide
SiO2 Silicon oxide
STM Scanning tunnelling microscopy
SWCNT Single-wall carbon nanotube
SW Stone-Wales
TEM Transmission electron microscope
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction

Introduction

It is practically impossible to grasp the entire scope of carbon nanostructure physics,
considering the multidisciplinary character of this widely studied subject. Focusing
on graphitic allotropes, this chapter tries to give a flavor of the widespread implica-
tions carbon nanostructures have on research and applications. It will start with an
historical overview, followed by a discussion of the structure of CNTs and graphene.
Next, several different synthesis techniques for carbon nanotubes and graphene are
explored, followed by a study of their physical properties. A summary of the broad
range of applications concludes this chapter.

Historical Overview

In the scientific community, impact is not only dependent on the talent of the
researcher, but also on the choice of journal and the maturity of the community.
This last parameter results from a combination of available investigation tools, the-
ories and scientific open-mindedness and explains why certain discoveries are not
always accredited to the correct persons. This is certainly the case for the history of
CNTs and graphene, two carbon nanostructures that are among the hottest and most
exciting physics topics in decades [1].

Dimensionality is the most important parameter to distinguish between different
carbon nanostructures, since it not only affects the morphology but also the physical
properties. For carbon nanostructures and according to popular belief, quasi zero-,
one- and two-dimensional crystal structures were subsequently discovered.
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Because probing the nano-world assumes the availability of appropriate tools,
it is quite delicate to discuss the discovery of carbon nanostructures before 1939,
when Siemens introduced the first commercial transmission electron microscope
(TEM). But worth mentioning in this context is the famous blacksmith Assad Ullah,
who lived in the seventeenth century and empirically optimized techniques for steel
forging and annealing to produce the legendary Damascus sabers. Careful high res-
olution TEM analysis of these sabers led to the finding that CNTs were formed
in the sophisticated thermomechanical forging process which explains the sabers’
exceptional quality [2, 3].

The first TEM evidence of hollow CNTs was presented by Radushkevich and
Lukyanovich in 1952 [4], even though the term CNT had not yet been postulated.
This discovery was not widely acknowledged due to the combined facts that the arti-
cle was written in Russian, published in a Russian journal not mentioned in global
literature databases and because access to Russian journals was not straightforward
considering the cold war.

The well-known history of carbon nanostructures starts in 1985 when Harry
Kroto and Richard Smalley decided to investigate the mechanism of carbon chain
formation in interstellar space [5]. They investigated the mass spectra of carbon
species that were evaporated from a graphite target by laser ablation techniques and
discovered a remarkable stable cluster consisting of 60 carbon atoms [6]. In search
for a spherical geometry to visualize this structure and arrange all 60 carbon atoms
to satisfy sp2 valences, they consulted architect Buckminster Fuller’s studies on the
construction of geodesic domes [7]. It was concluded that the carbon atoms must be
arranged in the shape of a soccer ball, consisting of 12 pentagons and 20 hexagons
with a carbon atom on every vertex. This structure can be thought of as a huge
quasi zero-dimensional molecule and became known as a fullerene. Harry Kroto
and Richard Smalley were rewarded with the 1997 Nobel price for outstanding work
in physics for their discovery.

Six years later, in the fall of 1991, Sumio Iijima’s efforts to synthesize fullerenes
by arc discharge evaporation techniques resulted in the discovery of quasi one-
dimensional needle-like concentric crystal carbon tubules [8]. The carbon atoms
in these structures were arranged in a hexagonal network, like rolled up graphite
sheets. Similar to the Russian dolls, these so-called CNTs consisted of several nested
tubes, hence the term multi-wall carbon nanotubes (MWCNTs). As a result of the
worldwide interest in carbon nanostructures following the work of Harry Kroto and
Richard Smalley, and because Sumio Iijima is a gifted writer and talented scientist
and due to the high impact of a Nature article, Iijima became known as the CNT
pioneer.

Two years later, the synthesis of single-wall carbon nanotubes (SWCNTs), a sin-
gle atomic sheet of graphite rolled up into a cylinder, was reported simultaneously
by IBM scientists Bethune et al. [9] and the NEC research group of Iijima and
coworkers [10].

In the years that followed, a vast amount of papers reported on the remarkable
physical properties of nanotubes which were used for the benefit of ingenious CNT
based applications like e.g. innovative composites, prototype transistors and electron
field emission devices. Numerous synthesis techniques emerged for the production
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of tailor-made CNTs with controlled length, diameter and electrical properties on
one hand and for mass production of CNTs on the other hand.

The short history of graphene, defined as a monolayer of graphite, resembles
the chronological history of CNTs closely. In 1974, Blakely et al. discovered the
strictly two-dimensional carbon crystal signature of graphene in Auger spectra by
studying the equilibrium segregation of carbon on nickel surfaces [11–13]. Because
of the little interest in carbon nanostructures at that time and because Blakely didn’t
manage to isolate the graphene film and therefore couldn’t investigate graphene’s
physical properties, this discovery remained largely unknown.

In 2004, Kostya Novoselov and Andre Geim were able to peel off a single layer of
graphene from a graphite crystal by using straightforward, yet elaborate exfoliation
techniques [14, 15]. Supported by the global interest in carbon nanostructures and
because they were able to provide detailed information about the extraordinary elec-
trical properties of graphene, Kostya Novoselov and Andre Geim are nowadays
considered the graphene pioneers.

Structural Characterization

A single atomic sheet of graphene can be considered the mother of all graphitic
allotropes, since it is the elementary building block of graphite as well as CNTs and
fullerenes. As illustrated in Fig. 1, graphene can be stacked to form graphite, rolled
up into a CNT cylinder and wrapped up to form a fullerene.

Stacking two sheets of graphene produces graphite by definition, but the physi-
cal properties of stacks consisting of less than ten graphene sheets are significantly
different from the physical properties of bulk graphite. Therefore, a different termi-
nology is applied to distinguish few-layer graphene (FLG) stacks from bulk graphite
as discussed in Sect. ‘Graphene Classification’.

Rolling up a graphene sheet to form a CNT is no arbitrary process, since it
determines not only the nanotube morphology but also the physical properties of
the resulting CNT, as discussed in Sects. ‘Nanotube Classification’ and ‘Physical
Properties’. It is therefore appropriate to define some structural parameters to
facilitate the discussion about the CNT morphology.

Atomic Structure

Graphene is defined as a two-dimensional carbon crystal with a strictly hexagonal
lattice structure. But perfect two-dimensional crystals cannot exist in the free state,
as first theoretically established by Peierls [17, 18] and Landau [19] more than 70
years ago. They showed that thermal fluctuations should destroy long-range order,
resulting in melting of a two-dimensional lattice at finite temperature. Mermin and
Wagner further confirmed these findings and extended the proof to two-dimensional
crystals in general [20, 21]. Numerous experiments have validated the theoretical
conclusions, presenting thermodynamical instabilities in thin films unless the films
constitute a three-dimensional system [22–24].
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Fig. 1 Artist impression of graphene’s versatile nature [16]. A sheet of graphene can be wrapped
to form a fullerene (left), rolled up into a CNT (middle) and stacked to form graphite (right)

However, although theory forbids strictly two-dimensional crystals, it does allow
structural deformations, like bending, to stabilize atomically thin graphene in the
third dimension [25]. High resolution TEM and electron diffraction studies have
confirmed the deformation of suspended graphene by periodic rippling of the sur-
face [26, 27]. This intrinsic microscopic roughening results in an average out of
plane curvature of 1 nm corresponding to a surface normal deviation of about
5◦. Even though these are large values, they do not immediately cause plastic
deformation and generation of defects [28, 29].

Because CNTs can be considered rolled-up graphene sheets, all parameters deter-
mining CNT morphology are defined in the graphene plane to facilitate further
calculations.

Two unit vectors �a1 and �a2 are selected in the graphene plane, making an angle
of 60◦ relative to each other, as visualized in Fig. 2. The chiral vector �Ch is defined
as the roll-up vector, perpendicular to the nanotube axis. If a nanotube is formed by
cutting the graphene sheet depicted in Fig. 2 along OB and AB’ and rolling the sheet
from OB to AB’, then the tip of �Ch should touch its tail. The length of the chiral
vector �Ch corresponds to the nanotube circumference and the nanotube diameter

d can be calculated from d =
∣
∣
∣ �Ch

∣
∣
∣ /π .
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Fig. 2 Scheme of the planar
CNT parameters. The unit
vectors �a1 and �a2, chiral
vector �Ch and chiral angle θ
are all depicted

The chiral vector �Ch can be written in function of the unit vectors as

�Ch = n �a1 + m �a2. (1)

Often it is more convenient to work with the shorthand notation (n, m) instead of
with �Ch, which alters the expression for the diameter to

d =
∣
∣
∣ �Ch

∣
∣
∣

π
= 3

π
aC−C

√
m2 + n2 + mn , (2)

where aC−C is the interatomic distance between neighboring carbon atoms. It turns
out that the complete structure and morphology of a carbon nanotube depends only
on the parameters m and n.

In order to describe chirality for a CNT analogous to DNA, the chiral angle θ is
defined as the angle between �Ch and �a1. This extra parameter is complementary to
�Ch and necessary for a complete description of the twist in the hexagonal structure

of a nanotube. The honeycomb lattice limits the value of θ to 0 ≤ θ ≤ 30 and like
the CNT diameter, θ can be expressed in function of the parameters n and m as

cos θ = �Ch. �a1∣
∣
∣ �Ch

∣
∣
∣ . | �a1|

= 2n+ m

2
√

m2 + n2 + mn
. (3)

Graphene Classification

Graphite is the three-dimensional equivalent resulting from stacking the strictly two-
dimensional crystal graphene. The definitions of graphite and graphene are solely
based on structural differences and are therefore inappropriate to denote stacks
of less than ten layers graphene, whose structure resembles graphite but whose
physical properties correspond more to graphene than to graphite. This class of
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graphitic material is therefore denoted by the term FLG. To further differentiate
nano-structured graphite from bulk graphite, the term carbon nanowall or CNW
indicates nano-structured graphite with physical properties that correspond closely
to graphite, but whose behavior in prototype applications is similar to CNTs.

In an attempt to optimize the synthesis of CNTs by means of microwave
plasma enhanced chemical vapor deposition (see Sect. ‘Carbon Nanotube Synthesis
Techniques’), Wu et al. discovered the formation of freestanding flakes of carbon
hence denoted CNWs [30]. No TEM studies were undertaken at that time, but
Raman spectroscopy analysis identified defective graphite as the structure of the
as grown flakes. CNWs always grow vertically aligned to the substrate and subse-
quent studies showed how the orientation of the flakes could be controlled during
synthesis by localized electric fields [31].

Due to the global interest in carbon nanostructures, more diverse reports on
the plasma synthesis of CNWs presented qualitative structural studies demonstrat-
ing that CNWs are on the average 10–60 nm thick, 1–3 μm high and 0.5–2 μm
wide [32–39]. Their large thickness clearly indicates that CNWs resemble graphite
more than graphene.

CNWs are in general defective graphite nanostructures [40, 41] and detailed
TEM analysis revealed that CNWs are polycrystalline flakes consisting of
nanographite domains [42]. By optimizing the CNW synthesis technique, it is pos-
sible to decreases the number of defects and the flake thickness in order to transform
the as grown flakes from CNWs to FLG [43–45].

Nanotube Classification

The worldwide interest in carbon nanostructures resulted in an increased electron
microscopy analysis of carbon containing soot from various origin. Many interesting
crystalline tubular carbon nanostructures were identified and will be discussed in
this section. An overview of the rich variety of tubular carbon nanostructures is
presented in Fig. 3. Because branched CNTs [46–48] are not structurally different
from ordinary CNTs, they will not be discussed here.

CNTs can be roughly divided into categories according to the number of con-
centric tubes, ranging from a single-wall over a double-wall to multi-wall CNTs.
Typical diameters vary between 1–2 nm for SWCNTs [10, 9, 49], between 2 and
5 nm for double-wall CNTs (DWCNTs) [50] and between 5 and 30 nm for
MWCNTs [8, 49]. There are no limitations on the length of nanotubes and values
of more than 7 mm are reported,1 which give CNTs an incredible aspect ratio. High
resolution TEM images of a SWCNT and a MWCNT are presented in Fig. 3a, b.

Every individual nanotube, whether a SWCNT or part of a MWCNT, can be
categorized in function of its chirality using the parameters n and m [52]. If the
hexagons are arranged in such a way that θ = 0◦, which implies that either n or m

1This data was published online by Wendy Beckman in a newsletter from the University of
Cincinnati on 29 November 2006.
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(a) (b) (c)

(d) (e) (f)

Fig. 3 High resolution TEM micrographs of different carbon nanostructure morphologies:
(a) SWCNT, (b) MWCNT, (c) coiled CNT, (e) bamboo carbon nanofiber and (f) herringbone car-
bon nanofiber. In (d) depicts a scheme the difference between nanotubes and nanofibers: α= 0 for
CNTs and α > 0 for CNFs [51]

are zero, the CNT is called a zig-zag nanotube. In the other limiting case when
θ = 30◦, which implies that n=m, the CNT is an armchair nanotube. For all other
combinations of n and m, the term chiral nanotube is used. The notations zigzag and
armchair become clear in Fig. 4, by using some imagination.

Just one year after the report of MWCNTs by Iijima [8], the existence of a class
of coiled CNTs (CCNTs) was predicted by molecular dynamics simulations [53].
Shortly after, the first experimental observations of coiled MWCNTs was reported
by Amelinckx et al. [54]. A high resolution TEM micrograph of an individual
CCNT is presented in Fig. 3c. Like straight CNTs, CCNTs can be of the single-wall
or multi-wall type with varying diameters and without limitations on their length.
Coiling a straight CNT creates pentagon-heptagon pairs in the hexagonal carbon
atom arrangement and two extra parameters are necessary in order to completely
describe CCNT morphology: The coil diameter and the coil pitch, which is the dis-
tance between adjacent corresponding points along the axis of the helix, similar to
half the period of an electromagnetic wave [55, 56].

The origin of CNT coiling has been quite strongly debated over the last years. It
was not clear whether coiling had a structural origin, thereby establishing CCNTs
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Fig. 4 Description of the
classification of nanotubes
(a). Illustrations of armchair
(b) and zigzag nanotubes (c)
are presented

as a different class of nanotubes, or whether coiling resulted from a faulted shape
that straight CNTs adopt due to external conditions. Statistical analysis of a large
number of helically coiled CNTs evidenced that the helical morphology was rather
decided by intrinsic structural factors than by external parameters [57]. However,
external factors may contribute in creating specific growth conditions that favor
coiled instead of straight morphology.

The walls of CNTs are by definition aligned parallel to the axis of the tube, span-
ning the complete length of the tube, but this is no necessary requirement for all
the tubular crystalline carbon nanostructures known. The term carbon nanofibers
(CNFs) is used for a distinct class of MWCNTs consisting of stacked curved
graphene layers that form cones or cups [51]. The stacked cone structure is often
referred to as herringbone as its structure resembles a fish skeleton in TEM anal-
ysis, depicted in Fig. 3f. The stacked cup structure, presented in Fig. 3e, is often
denoted bamboo for the same reason.

Contrary to CNTs, the graphene layers span only a limited region of the CNF
length, are relatively short, poorly connected and are aligned under a nonzero angle
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α with the CNF axis. Therefore, the mechanical and electrical properties of CNFs
differ greatly from the properties of CNTs. A scheme presenting the difference
between CNTs and CNFs is depicted in Fig. 3d.

Structural Defects

Often theoretical predictions and experimental observations do not quite match
expectations in the field of carbon nanostructures because structural defects influ-
ence the physical properties of the nanostructures. Because CNTs and graphene
are typically supported by a substrate, structural corrugations due to the underlying
substrate should also be taken into account. Substrate-induced structural distortion,
adsorbates and local charge disorder could be very important for transport prop-
erties of carbon nanostructures. Specifically lithography resist, commonly used in
the device fabrication procedures, is observed to introduce unknown and uncontrol-
lable perturbations of graphene structure, as investigated with scanning tunneling
microscopy [58].

Besides substrate-induced structural distortion, are atmospheric species a source
of structure corrugation, since it was noticed that the measured thickness of
graphene was larger when measured in air when compared to vacuum [58]. The
presence of ambient species like nitrogen, oxygen, argon, water or other contam-
ination on the surface of graphene impedes quantum electron transport studies of
undoped graphene devices. This problem can be resolved by a current-induced
cleaning of graphene in which contamination is observed to cluster and migrate
away from the graphene surface to the contact electrodes [59].

Atomic-scale structural defects in the hexagonal carbon lattice were predicted by
theoretical simulations and can be induced by energetic particles like electrons and
ions. These predicted stable polymorphic atomic defects include pentagon-heptagon
pairs [60], mono-vacancies and multi-vacancies [61] and adatoms [62].

Pentagon-heptagon pair formation is the consequence of a C −−C bond rota-
tion as indicated in Fig. 5 and denoted Stone-Wales (SW) transformation after its
discoverers. In situ high resolution TEM revealed that SW transformations promote
the formation of further topological defects and act as an accumulation site of topo-
logical defects. SW transformations are immobile and induce kinks in CNTs and
curvature in graphene. Topological defects close to the kink structure would be more
likely to move there because of the involved elastic strain in the kink region [63].

The most expected and experimentally studied point defects comprises one
carbon atom vacancies, two neighboring vacancies, a pentagon-octagon-pentagon
defect and a carbon adatom [64, 65].

Accumulation of structural defects causes breakdown of the hexagonal carbon
lattice and this has been explored by heating CNTs in air [66], exposing them to
laser irradiation [67] and to beams of energetic particles like electrons [68, 69],
but also less conventional techniques like camera flashes are known to cause CNT
segmentation [70].

Contrary to a general tendency to decrease nanostructure quality after exposure to
severe physical conditions is a proposed technique to eliminate SW transformation
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Fig. 5 Scheme of a
Stone-Wales transformation
in which four hexagons are
converted to two
pentagon-heptagon pairs [52]

efficiently with the help of femtosecond laser pulses [71]. Further positive effects
of physical treatments include joining two CNTs together in a controlled man-
ner by heating [72], transforming herringbone CNFs to straight CNTs by electric
fields [73] and converting SWCNTs from metallic to semiconducting by hydrogen
plasma treatment [74].

Synthesis Techniques

Strictly speaking, the only two requirements for the synthesis of carbon nanostruc-
tures are a carbon and an energy source. The carbon source can be any carbon
containing chemical compound ranging from solids like graphite over liquids such
as ethylene to gases like methane. Thermal, electrical, mechanical or optical energy
sources are applied to break the existing bonds of the carbon source in an optimized
environment to assist the formation of carbon nanostructures. Based on this general
principle, various ingenious techniques have been developed for the synthesis of
CNTs and graphene.

The main challenges for the synthesis techniques of carbon nanostructures are
the possibility of mass production and control over the structural properties such as
chirality, diameter, length, area and defects. The majority of synthesis techniques
for the production of graphene and CNTs will be discussed in this section as well as
their ability to manage the challenges of mass production and structural control.

Graphene Synthesis Techniques

Like writing with a pencil, a single layer of graphene can be peeled off a graphite
crystal by mechanical exfoliation. This technique is a straightforward route for
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the production of high quality graphene for tabletop experiments and does not
require expensive tools, hence it is the most utilized technique for the preparation
of graphene and FLG. However, mechanical exfoliation is not suited for mass pro-
duction of graphene and several other approaches prevailed recently that address the
requirement for mass production more efficiently.

Mechanical Exfoliation

Mechanical exfoliation of graphene is performed by rubbing bulk graphite against a
Si wafer like a cheese greater technique [75] or by repeated peeling off thin graphite
flakes with adhesive tape until the thinnest flakes are found on the surface of a silicon
wafer [14].

The problem with this technique is that graphene crystallites left on the sub-
strate are extremely rare and hidden in a haystack of thousands of thick graphite
flakes. Scanning the substrate in search for graphene can not rely on scanning probe
microscopy (SPM) because of the low throughput, whereas SEM is unsuitable to
identify the number of atomic layers. The solution for this problem comes from
the observation that graphene becomes visible on top of a Si substrate with a care-
fully chosen thickness of silicon oxide (SiO2) equal to 300 nm, owing to a feeble
interference-like contrast with respect to an empty substrate [76, 77]. If not for this
simple yet effective way to scan substrates in an optical microscope, graphene would
probably remain undiscovered today. After optical identification of graphene, fur-
ther confirmation of the one atom thickness can be derived from SPM analysis and
Raman recognition of the characteristic graphene signature [78].

Epitaxial Growth

The epitaxial growth of a graphene film on carbon doped nickel, platinum, palla-
dium and cobalt was already observed by Blakely et al. in as early as 1979 [11, 13,
79], Blakely. Single crystalline metal samples were doped with carbon and after-
wards loaded in a ultrahigh vacuum chamber and cleaned by annealing at elevated
temperatures around 1,200◦C prior to carbon segregation experiments. By gradually
decreasing the temperature after annealing, the carbon coverage at the surface of the
samples was studied in function of temperature with in situ Auger spectroscopy and
low energy electron diffraction (LEED).

The general results obtained on the (111) nickel surface of a carbon doped nickel
single crystal are presented in Fig. 6. By decreasing the temperature, an abrupt tran-
sition of a clean surface to a monolayer of segregated carbon was attributed to a
surface phase condensation at the temperature Ts. The carbon signal remained con-
stant over a temperature range of more or less 100 K before graphite precipitation
occurred at the temperature Tp.

More recently it was presented that films of graphene and FLG can be grown
epitaxially on the silicon-terminated face of a silicon carbide (SiC) wafer by ther-
mal desorption of silicon [80]. For this procedure, single crystalline SiC wafers
are loaded in an ultrahigh vacuum chamber and cleaned in situ by annealing up to
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Fig. 6 Schematic equilibrium temperature dependence of carbon coverage on the (111) nickel
surface of a carbon doped nickel single crystal [11]

850◦C under silicon flux for half an hour. The silicon flux removes native oxide by
the formation of volatile SiO, that sublimes at this temperature. It is also possible
to grow graphene films at more moderate vacuum conditions using ovens with con-
trolled background gas [81]. The as prepared wafers are subsequently annealed in
the absence of a silicon flux at approximately 1200◦C for about 20 min. The silicon
atoms in the top atomic layer of the SiC wafer desorb as a result of the thermal
treatment and a single layer of graphene is produced. The resulting graphene film
covering the entire wafer is not continuous but exhibits a single-crystal grain size of
several hundreds of nanometers [82]. The growth of the graphene film is not self-
limited so that longer growth times produces relatively thick graphite films up to
100 atomic layers.

Careful investigation of the as prepared FLG films revealed that the distance
between the first atomic graphene layer and the last SiC layer is nearly equal to the
diamond bond length [81]. This suggests that the substrate bond to the first graphene
layer is much stronger than a van der Waals interaction and simulations suggest that
this layer is insulating [83]. However, the second graphene layer is semiconduct-
ing. Thus, the first graphene layer can be interpreted as a buffer layer between
the substrate and an isolated layer with the electronic properties of a graphene
sheet.

Another remark concerning epitaxial grown FLG is the observed larger interlayer
spacing when compared to the bulk graphite interlayer spacing [84]. This larger
interlayer spacing suggest a significant amount of stacking faults.

Chemical Routes

Oxidation of graphite produces graphite oxide, which is water dispersible due to
the presence of oxygen-containing groups and readily exfoliates upon sonication
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in water [85]. Several functional groups characterize exfoliated graphite oxide
flakes and lead to an enhanced dispersion in water [86]. After a good dispersion
is achieved, an intermediate centrifugation step separates the large from the small
flakes [87] and the selected graphite oxide flakes can be deposited on SiO2 wafers
using standard drop-casting, dip-coating or spray-coating techniques [88, 86].
Alternatively, the graphite oxide can be deposited using vacuum filtration meth-
ods [89], which has been successfully used for the deposition of SWCNTs [90].
Once the spray-coated graphite oxide flakes are deposited, they can be chemically
reduced and if well prepared, graphene and FLG flakes result from this procedure.

Depending on the experimental details, the resulting FLG either has a wide area
up to several micrometers [86, 88, 89] or either has the shape of a thin ribbon with
controlled width ranging from several nanometers down to less than 10 nm [91].

A variant technique on the exfoliation in water is thermal exfoliation of graphite
oxide by rapid heating up to 1000◦C in argon environment [92, 93]. In this pro-
cess, graphite oxide is observed to split into individual single and few-layer sheets
through evolution of CO2.

Chemical Vapor Deposition

Over the years, the formation of graphene via absorption and thermal decomposition
of hydrocarbons at appropriate temperatures is extensively studied on the surface of
cobalt [94], nickel [95], platinum [96], palladium [97], ruthenium [98], titanium
carbide [99, 100] and iridium [101, 102].

In 1983, Tontegode et al. studied the adsorption of benzene vapors on the surface
of iridium crystals in situ by Auger spectroscopy and discovered the formation of
a monolayer graphite on the (111) surface of iridium [103]. The resulting graphene
film was self-limiting since no increase in film thickness was observed by additional
exposure.

Thermal chemical vapor deposition (CVD) experiments are performed in ultra-
high vacuum at elevated temperatures up to 1,600◦C and the metal surfaces are
thoroughly cleaned by thermal procedures prior to synthesis of graphene. A hydro-
carbon gas, typically ethylene, is decomposed while heating the metal and a carbon
monolayer is formed on its surface. The resulting graphene film is observed to
completely cover the metal surface.

Instead of thermal energy, a plasma can be used as the energy source for
the decomposition of a hydrocarbon gas. This so called plasma enhanced CVD
(PECVD) technique has produced nanometer thin films of crystalline FLG com-
pletely covering the nickel substrate surfaces [104]. However, the films are not
continuous and have grain sizes of a few micrometer with edges that curl upward
from the nickel surface and small islands of amorphous carbon are also visible on
the grains.

The CVD and PECVD route for the synthesis of graphene only recently emerged
and is currently thoroughly explored with high expectations for mass production of
high quality graphene.
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Carbon Nanotube Synthesis Techniques

Over the last fifteen years, many ingenious techniques were developed for the syn-
thesis of CNTs, but only three of them matured and established a widespread general
production scheme for the large scale synthesis of high quality CNTs with controlled
diameter, length and sometimes also chirality. Nearly all commercially available
CNTs are produced by one of these three synthesis techniques that are covered in
this section.

Arc Discharge

Originally developed for the synthesis of fullerenes, arc discharge techniques pro-
duce carbon soot containing many interesting carbon nanostructures including
CNTs, as discovered by Iijima in 1991 [8]. Besides its pioneering role for the syn-
thesis of CNTs, arc discharge evolved as a trustful technique for the mass production
of CNTs.

At the heart of an arc discharge setup are two graphite electrodes, mounted at
a controlled distance of ± 1 mm from each other in a sealed environment [105].
Classically, air is evacuated from the reactor chamber and replaced by a buffer
gas like helium, hydrogen or argon to stabilize the electric arc. More recently, the
gaseous medium is reportedly substituted by liquids like water [106, 107] or liquid
nitrogen [108] which yield many interesting carbon nanostructures.

A constant voltage of ± 20 V in combination with a high current up to 100 A
is applied between the two electrodes which causes sublimed carbon atoms from
the positive electrode or anode to be deposited primarily on the negative electrode
or cathode. Throughout the ± 2 min during experiments, the distance between the
anode and cathode is kept constant to assure a stable electric arc.

The as described technique is only accommodated for the synthesis of MWCNTs.
For the production of SWCNTs, a metal catalyst like iron, cobalt, nickel, yttrium or
a combination of metals need to be added to the anode.

Arc discharge is no clean technique since the produced carbon soot not only cov-
ers the cathode but also the walls of the reactor, that need to be cleaned prior to
subsequent experiments. Only 20% of the carbon soot consists of CNTs, mostly
arranged in bundles, that need to be segregated from amorphous carbon by sub-
sequent purification steps. Even though arc discharge is an elaborate synthesis
technique that offers limited control over the CNT orientation and chirality, it is
an inexpensive route for the mass production of high quality CNTs [109].

Laser Ablation

Synthesis of CNTs via laser ablation of a graphite target is similar to arc discharge
since the carbon source in both techniques is graphite. For the synthesis of CNTs
by the laser ablation technique, a continuous or pulsed laser is directed at a graphite
target located in a heated quartz tube at ± 1,200◦C. The quartz tube is continuously
flushed with argon or helium gas and the sublimed carbon species are transported by
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the gas flow and recombine on a cold finger to form bundles of CNTs. If the graphite
target is not doped, only MWCNTs prevail. Doping of the graphite target with
metals like nickel and cobalt is a prerequisite for the synthesis of SWCNTs [110].

The advantages of pulsed over continuous lasers are a higher achievable laser
power, an increased quality of the as prepared CNTs and a decreased amorphous car-
bon formation. Operating a free electron laser with a pulse frequency around 75 Mhz
causes the graphite target to sublime without thermally heating which dramati-
cally improves the CNT purity by nearly eliminating the formation of amorphous
carbon [111].

The laser ablation technique is characterized by a higher CNT yield and more
narrow CNT diameter distribution when compared to arc discharge synthesis
of CNTs. Using a free electron laser enables synthesis of CNTs with a purity
of 90% [112], which eliminates the need for post synthesis purification steps.
Disadvantages of the laser ablation technique are the high cost, limited mass
production opportunities and no control over CNT orientation and chirality.

Chemical Vapor Deposition

The main advantages of CVD and its derivative PECVD are the low cost, high
throughput, high quality of the as grown CNTs, negligible amorphous carbon for-
mation and controlled tube diameter, length and orientation. All these features
established CVD and PECVD as the most widespread synthesis technique for
CNTs [51, 113].

The main requirements for CVD synthesis of CNTs are a hydrocarbon gas, a
metal catalyst and a plasma or thermal energy source. Because the plasma char-
acteristics are dependent on the frequency of the voltage applied to ignite the
plasma, three types of different situations must be distinguished. Direct current
(DC) [114, 115], radio frequency (RF) [116, 117] and microwave (MW) [118, 119]
plasmas each have their own characteristics that require slightly different CNT
synthesis conditions.

Contrary to arc discharge and laser ablation techniques, CVD requires a metal
catalyst for the synthesis of MWCNTs as well as SWCNTs [120]. Ideal metals are
characterized by a high carbon absorption and typical examples include nickel, iron
and cobalt [121]. The metal catalyst is typically deposited as a thin continuous film
on a substrate and afterwards annealed and reshaped into small catalyst islands. The
size and density of the islands is directly related to the diameter and density of the
as grown CNTs.

The substrates supporting the catalyst islands are placed in a vacuum chamber
and exposed to a gas mixture of a hydrocarbon gas diluted with a buffer gas. The
most popular gas mixtures are acetylene diluted with ammonia and methane diluted
with hydrogen. The hydrocarbon gas mixture is decomposed by thermal energy or
by a plasma and the carbon radicals diffuse towards the catalyst islands where many
different processes drive the nucleation of CNTs [122, 123, 124, 125] as depicted
in Fig. 7.
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Fig. 7 Schematic
representation of the different
processes driving CNT
nucleation [51]

The carbon radicals arrive at the catalyst surface (A) and are further dissociated
(B) or depart from the surface without dissociation (C). Dissociated carbon dissolves
into the catalyst particle (G) and diffuses through or around the catalyst (H) before
recombining at the surface and forming a graphene layer (I). PECVD introduces a
few additional processes due to application of an electrical field and partial ioniza-
tion of the gas, such as sputtering due to ion bombardment (F) and chemical etching
(E) [51].

The shape of the catalyst defines the nanotube morphology because the growing
graphene sheets are tangent to the catalyst surface. If the catalyst particle has a more
triangular shape like in Fig. 7, CNFs prevail since the growing graphene sheets make
an angle with the tube axis. If the catalyst has a rounded shape, CNTs are produced.

CNTs and CNFs grow by incorporation of carbon atoms at the edges of the
graphene layer that is formed on the catalyst surface. Elongation of the graphene
layer can push the catalyst particle upward from the substrate surface if the sub-
strate wetting of the catalyst particle is poor. Strong interaction between the catalyst
and the substrate keeps the catalyst at the bottom of the growing graphene layers.
The position of the catalyst in the growing tube differentiates between two growth
modes as schematically depicted in Fig. 8. CNTs and CNFs are commonly stated
to grow according to a so-called tip or base growth mechanism [126, 127], depend-
ing on whether the catalyst particles are pushed upwards from the substrate by the
growing CNTs or remain attached to the substrate during the growth.

The length of the tubes is controlled by the growth time and it is clear from Fig. 7
that the diameter of the tubes is proportional to the catalyst size.

The orientation of the tubes can be controlled by the gas flow [128, 129] or by
applying electric fields [130, 131] to guide the growing CNTs in thermal CVD. This
way, straight and aligned CNTs are produced. DC and RF PECVD setups usually do
not require extra efforts for the alignment of the tubes since the catalyst supporting
substrates are generally positioned on an electrode which implies the presence of
electric field lines perpendicular to the substrate surface. The as produced CNTs
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Fig. 8 Schematic representation of the two different CNT and CNF growth modes. The top panel
depicts base growth and the bottom panel depicts tip growth of a MWCNT [126]

and CNFs are therefore aligned vertically to the supporting substrate. Inductively
coupled RF plasmas [132] and MW plasmas generally can not take advantage of the
plasma’s intrinsic electric field and therefore rely on external fields for the alignment
of the CNTs.

Selective Synthesis

Controlling the chirality of CNTs is of great importance since CNTs are either
metallic or semiconducting depending on the chirality, and many applications
require CNTs with controlled electrical properties.

Elaborate techniques have been developed for sorting semiconducting and metal-
lic CNTs after synthesis [133, 134], but these techniques offer little outlook for high
throughput facilities (see also Sect. ‘Activation, Purification and Functionalisation’).

Because of the relationship between chirality and CNT structure on one hand and
CNT structure and metal catalyst on the other, the catalyst is expected to determine
the chirality. So far, only few attempts succeeded. Preferential growth of semicon-
ducting SWCNTs by RF PECVD was achieved with nearly 90% of the CNTs being
semiconducting [135]. The relative abundances of semiconducting and metallic
CNTs grown by various methods were confirmed to be dependent on the synthesis
technique and conditions. Further, the preparation of the catalyst was demonstrated
to influence and restrict the different (n, m) possibilities to only two [136].

Not only the catalyst, but also the hydrocarbon gas mixture and the substrate
material determine the CNT chirality. In CVD synthesis of SWCNTs, changing
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the hydrocarbon gas from methane to carbon monoxide was shown to restrict
the variation of (n, m) indices to only three possibilities and altering the substrate
material from silicon oxide to magnesium oxide also limits the different (n, m)
possibilities to three [137].

Physical Properties

It is due to their physical properties that CNTs and graphene caused so much excite-
ment among researchers worldwide. Considering thermal behavior, CNTs exhibit
thermal stability in vacuum up to 2,800◦C [138] and graphene studies reveal superb
thermal conductivity [139], which might be beneficial in thermal management appli-
cations. Further, magnetization measurements along the axis of iron filled CNTs
revealed excellent coercivities, a strong uniaxial anisotropy and high saturation
magnetization moments [140].

Over the last 2 decades, the electrical and mechanical properties of CNTs and
graphene were among the most intense studied topics, attracting attention from a
broad audience and suggesting a large potential for these graphitic nanostructures in
a broad range of nano-electronic applications and composites. It is therefore relevant
to discuss the electrical and mechanical properties of CNTs and graphene in more
detail.

Electrical Properties

The hexagonal carbon lattice of graphene consists of two interpenetrating triangular
sub-lattices pictured in Fig. 9a. The atom sites of one sub-lattice (green) are the
centers of the other (orange) [141]. The graphene lattice thus has two carbon atoms,
designated A and B in Fig. 9a, per unit cell and is invariant under 120◦ rotations
around any lattice site.

Every carbon atom has four orbitals, one s and three p orbitals, from which just
one p orbital remains free of participating in the covalent binding with the three
nearest neighbor atoms. This free p orbital is oriented perpendicular to the graphene
plane and hybridizes to form the valence and conduction band.

Due to quantum mechanical hopping of charge carriers between the two sub-
lattices of graphene, the conduction and valence band touch each other in the K and
K’ points of the Brillouin zone, which makes graphene a zero-gap semiconductor as
depicted in Fig. 9b. Near these points the bands form conical valleys and the energy
varies linearly with the magnitude of momentum measured from the Brillouin zone
corners [142, 143]. This behavior implies that the speed of electrons in graphene is
a constant, independent of momentum, alike the speed of light is a constant c.

Due to the interaction with the graphene potential, electrons give rise to new
charge carriers, quasiparticles that can be described by the Dirac equation and move
with an effective speed of light νf ≈ 106 ms−1 ≈ c/300. These quasiparticles are
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(a) (b)

Fig. 9 Scheme of the graphene lattice depicting the two sub-lattices (a) [141], and electronic band
structure of graphene according to the Bloch band description (b) [142]

called massless Dirac fermions and can be thought of as electrons that have lost their
rest mass m0 or neutrinos that acquired the electron charge e [16].

Because of the relativistic description of graphene’s charge carriers, several inter-
esting phenomena from the theory of quantum electrodynamics (QED) can be
probed in graphene. The so-called Klein paradox is the most counterintuitive con-
sequence of QED and refers to the relativistic process in which the amplitude of the
electron wave function remains constant during tunneling through a potential bar-
rier if the height of the barrier exceeds the electron’s rest energy, mc2 (where m is
the electron mass and c is the speed of light) [142, 144]. Graphene offers a way to
probe the Klein paradox in a bench-top experiment.

Graphene’s unusual electronic behavior reveals itself in a pronounced ambipolar
electric field effect such that charge carriers can be tuned in concentrations as high
as 1013 cm−2 with a mobility exceeding 15000 cm2 V−1s−1 even under ambient
conditions [145, 146]. This translates into ballistic transport on the sub-micrometer
scale [147]. As the Fermi energy approaches zero in field effect experiments, a min-
imum conductivity of about e2/h remains (where e is the electron charge and h is
the Planck constant), partly because of the difficulty of localizing massless Dirac
fermions which can slip through a rough potential landscape that would trap non-
relativistic electrons [145]. Even more surprising than graphene’s non-zero conduc-
tivity is the experimental behavior that this minimum conductivity is about π times
larger than expected. This disagreement between theory and experiment has become
known as the mystery of a missing pie and remains unsolved up to this moment.

Another consequence of graphene’s atypical electronic behavior is the expression
of an anomalous quantum Hall effect where the sequence of equidistant steps in the
Hall conductivity σxy is shifted by 1/2 due to the existence of a quantized level at
zero E, which is shared by electrons and holes [148–150].
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The band structure changes dramatically when stacking layers of graphene.
Where a single layer of graphene is a zero-gap semiconductor, bilayer graphene
already is a semimetal like graphite [151–153]. However, the band overlap in
bilayer graphene is only very small, but increases when adding more layers. For
eleven and more layers, the difference in band overlap with graphite is smaller
than 10%.

The conducting states at the Fermi energy of graphene’s electronic structure are
restricted to the corners of the first Brillouin zone as depicted in Fig. 9b, which
reduces the Fermi surface of graphene to the six corners of a hexagon.

For a SWCNT, the wavevector �k of the electrons moving around the circum-
ference is quantized due to a periodic boundary condition: The wave function at the
endpoint of �Ch is the one at the origin multiplied by the Bloch factor exp(i�k· �Ch). The
cyclic boundary condition imposes exp(i�k · �Ch) = 1 which implies that �k · �Ch = 2πq,
where q is an integer [154–156]. Therefore, only states perpendicular to �Ch with a
spacing of 2/d, where d is the nanotube diameter, are allowed. Along these states,
the electronic structure of graphene is probed, which leads to a metallic SWCNT if
one of the allowed wavevectors passes through a corner of the Fermi surface. From
the criterion �Kb · �Ch = 2πq, where �Kb is the wavevector of a corner in the first
Brillouin zone, this situation occurs when the coordinates of a corner point K1 and
K2 satisfy nK1 + mK2 = q. Taking for instance K1 = 1/3 and K2 = −1/3 leads
to the conclusion that a SWCNT should be metallic if n − m = 3q and otherwise
the tube should be semiconducting [157]. The energy gap scales with the nanotube
diameter as 1/d and is on the order of 0.5eV for a SWCNT with typical diameter
d ≈ 1.4 nm [49].

The finite curvature of SWCNTs induces orbital re-hybridization effects and is
found to induce shifts in the Fermi points, along the circumference direction for
zigzag CNTs and along the axis for armchair CNTs [158–160]. For zigzag CNTs,
this shift implies that wavevectors predicted to yield metallic SWCNTs no longer
pass through the shifted Fermi points and hence the tubes will be semiconduct-
ing. To summarize, CNTs are metallic when n = m, they have a small gap when
n − m = 3q and they are truly semiconducting in all other situations. This behav-
ior is illustrated in Fig. 10 where four different SWCNTs and their corresponding
electronic structure are schematically depicted.

MWCNTs consist of concentric SWCNTs and therefore a more complex elec-
tronic structure is expected, also taking into account interactions between adjacent
tubes. Electrical resistance measurements on an individual MWCNT revealed a log-
arithmic decrease of the conductance with decreasing temperature, followed by a
saturation below T ≈ 0.3 K [161]. An ingenious experiment established that all
MWCNTs have nearly the same conductance G0 = 2e2/h, where e is the electron
charge and h is Planck’s constant [162]. The MWCNTs appeared to be ballistic
conductors, despite interactions between different layers.

For CNFs, the graphene planes are not continuous along the entire length and
make an angle with the fiber axis, which is expressed in a dominant inter-plane
tunneling of electrons during electrical measurements. The main contribution to the
resistance of an individual CNF is attributed to inter-plane tunneling [163].
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Fig. 10 Scheme depicting the relation between CNT morphology and electronic properties. The
top panel illustrates different SWCNT morphologies: (10,10) armchair nanotube (a), (12,0) zigzag
nanotube (b), (14,0) zigzag nanotube (c) and (7,6) chiral nanotube (d). The hexagon in the bottom
panel represents the first Brillouin zone and the vertical lines represent the electronic states of the
nanotube [49]

Mechanical Characteristics

The mechanical properties of a solid depends ultimately on the strength of the inter-
atomic bonds. For the case of graphene and CNTs, this is an encouraging fact since
the sp2 carbon bond is among the strongest covalent bonds known. But mechanical
characterization of graphene and CNTs is challenged by tremendous limitations of
specimen size, uncertainty in data obtained from indirect measurements and inade-
quacy in test specimen preparation due to a tough control in sample alignment and
distribution [164, 165].

Graphene’s spring constant was recently determined by pressing an atomic force
microscopy (AFM) tip on freely suspended graphene sheets. By examining how
the spring constants vary with size dimensions of the suspended sheets, graphene’s
Young’s modulus could be determined [166]. Values for the measured spring
constant range from 1 to 5 Nm−1 from which a Young’s modulus of 0.5 TPa was
extracted, compared to 1 TPa for in plane bulk graphite [167] and diamond [168].

The Young’s modulus of MWCNTs was first determined by measuring the ampli-
tude of their intrinsic thermal vibration in TEM [169]. An average value of 1.8 TPa
was obtained, nearly double the value for bulk graphite. This result was confirmed
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by measuring the compressive response of CNTs using micro-Raman spectroscopy,
which returned values of ∼2 TPa, respectively ∼3 TPa, for the Young’s modulus of
MWCNTs, respectively SWCNTs [170].

Dedicated direct measurements of the Young’s modulus of CNTs was carried
out by attaching individual MWCNTs and ropes of SWCNTs between two AFM
tips and monitoring the strain in function of the applied stress, while recording
the CNT deformation behavior in a scanning electron microscope (SEM) [28,
171], Yu. For MWCNTs, a sliding of the inner tubes out of the outer tube was
observed and a Young’s modulus ranging from 0.3 to 1 TPa was extracted. This
telescoping sword and sheath failure mechanism was ascribed to the weak van der
Waals binding between adjacent layers compared to the strong interatomic covalent
bonds. For SWCNTs, it was assumed that the load applied to the ropes was only
carried by the outermost tubes in agreement to a well fit model. Based on this
model, a SWCNT Young’s modulus ranging from 0.3 to 1.4 TPa was deduced.
Large variations between the various reported values are due to atomic defects
in the lattice structure and therefore it is generally accepted to state the Young’s
modulus of CNTs around 1 TPa.

Contrary to what is expected from their high Young’s modulus, CNTs are
remarkably flexible with completely reversible bending up to angles in excess of
110◦ [172]. Films of vertically aligned CNTs behave like a super-compressible
foam [173, 174]. Under compression, the nanotubes collectively form zigzag buck-
les that can fully unfold to their original length upon release. Under compressive
cyclic loading of the vertically aligned CNT forest, no fatigue failure is observed at
high strain amplitudes up to half a million cycles [175].

Because CNFs consist of stacks of graphene cones or cups held together mainly
by van der Waals forces, their mechanical properties are inferior to CNTs. The bend-
ing modulus of CNFs was measured in TEM by electromechanical resonance, which
returned typical values of∼ 30 GPa for bamboo CNFs with point defects compared
to 2–3 GPa for bamboo CNFs with volume defects [176].

Applications

Applications are often the driving force behind research, since the promise of imple-
mentation assures the abundance of funds for scientific research. This is certainly the
case for carbon nanostructures who’s novel physical properties can be explored in a
wide range of interesting practices. In this section, the most appealing and feasible
applications of graphene, CNTs and CNFs will be discussed.

Possible applications of carbon nanostructures surpass the conventional scope of
electronics and composites, and are seemingly only limited by scientific creativity.
As an example, a straightforward technique allows spinning forests of vertically
aligned CNTs into self-supporting sheets with a gravimetric strength that exceeds
that of steel [177, 178] and chemically derived graphene oxide paper is found
to outperform many other paper-like materials in stiffness and strength [179]. In
photovoltaic devices, CNTs were configured as energy conversion material with



178 S. Bellucci and A. Malesevic

an efficiency greater than 1% [180] and composites of CNTs or graphene and
conjugated polymers were shown to act as a good electrode material [181, 182].

Activation, Purification and Functionalisation

Many synthesis techniques for CNTs and graphene require additional purification
and functionalisation steps in order to dispose the catalyst particles and amorphous
carbon and only select particular nanostructures corresponding to applications’
demands. Several nanostructure characteristics, like diameter, length and morphol-
ogy (tube vs fiber), can already be controlled in-situ during synthesis, while other
requirements have to be addressed afterwards.

For CNTs, the selection of chirality imposes the biggest challenge, since it deter-
mines the nanotube’s electronic behavior. While some successful attempts have
resulted in chirality selective synthesis of CNTs (see Sect. ‘Selective Synthesis’),
sorting metallic and semiconducting CNTs is also possible after growth. For bulk
amounts of purified CNTs, the volume fraction of metallic and semiconducting
SWCNTs can be effectively estimated by measuring the spectral response of a
pyroelectric detector [183]. Selecting specific SWCNTs from the bulk is achieved
by applying the ability of specific aromatic polymers to efficiently disperse certain
SWCNTs with a high degree of selectivity. Relatively small changes in the polymer
structure lead to selection on the basis of both chirality and diameter [184]. A more
primitive, but nevertheless efficient way to eliminate metallic SWCNTs in nano-
electronic systems, is burning them off by applying a relatively high current [185].
Semiconducting SWCNTs are more resistant to current and sustain the treatment.

Plasma processing and wet chemical techniques are widely explored for the
purification and functionalisation of CNTs. Efficient elimination of catalyst impuri-
ties was accomplished by acid treatment followed by a thermal process [186]. This
technique also introduced intercalated nitric acid molecules into SWCNT bundles.
Wet chemical techniques further realized CNT functionalisation by attachment of
small molecules like thionine [187], enzymes [188], thiol [189], alkyl-halides [190]
and polymers [191].

Plasma functionalisation is often more efficient and practical than wet chemical
processing since it can be accomplished in-situ after PECVD synthesis of CNTs.
A RF plasma source is the most widely used tool for the plasma treatment of CNTs,
accommodating the preparation of e.g. fluorinated CNTs [192, 193]. The versatility
of RF plasma’s was presented by the successful binding of polystyrene, oxygen and
amine on the surface of CNTs [194]. It was demonstrated that an argon plasma
treatment generates defect sites at the CNT walls, which act as the active sides for
the subsequent binding of molecules [195, 196].

Nano-Electronics

Graphene’s touching conduction and valence band accounts for the majority of
excitement over this two-dimensional crystal since it gives rise to graphene’s
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unusual electronic properties. However, despite its intriguing properties, the
lack of a band-gap also presents the biggest hurdle for many graphene based
nano-electronic applications like transistors. Many of the proposals to open a gap
in graphene’s electronic spectra require complex engineering of the graphene layer,
which is elaborate and not very practical [197–199]. Nevertheless, when synthesiz-
ing graphene by epitaxial growth on SiC substrates a small band-gap of ∼0.26 eV
can be induced [200]. This realization presents a great step towards graphene based
nano-electronic applications [201].

Graphene field effect transistor devices have been fabricated by a conventional
top-down CMOS-compatible process [202]. Electrical measurements of graphene
transistors revealed that the resistivity of the graphene ribbon increases as its width
decreases, indicating the impact of edge states [203].

For CNTs, there are two main areas being considered in integrated circuits,
namely as interconnects between transistors and as the channel material in field-
effect transistors (FET) [204]. Every transistor is connected by two leads or
interconnects classified according to their orientation: vertical interconnects, also
denoted vias, and horizontal interconnects. Scaling down the processor architec-
ture implies thinner interconnects for the same amount of current, which imposes
large constraints on the interconnect material. MWCNTs and CNFs are the ideal
candidate to replace copper which is currently used for interconnects. Vias are the
simplest component that can be replaced by vertically aligned MWCNTs and CNFs.
In this arrangement, either one thick tube [205] or several thin tubes fill the hole in
the dielectric [206]. The only challenge in the latter case is to control the density of
the tubes to construct a dense forest in order to assure sufficient electrical conduc-
tion [207]. However, the successful fabrication of an integrated circuit combining
silicon transistors and CNT interconnects has recently been achieved [208].

Constructing a FET with a CNT channel is challenging since it requires a semi-
conducting CNT and chirality selection of CNTs remains delicate. Further, CNT
contacts behave as Schottky barriers, compared to ohmic contacts in conventional
FETs. Nevertheless, a CNT based FET can be constructed and by applying a gate
voltage, the CNT can be switched from a conducting to an insulating state [209].
The CNT FET performance can be optimized by using a thin silane-based organic
monolayer as gate dielectric [210].

The next step towards CNT CMOS technology is the construction of an inte-
grated logic circuit, which was accomplished by assembling a ring oscillator on a
single CNT [211]. However, proof-of-work for an individual CNT based FET is
not sufficient for CMOS industry, that demands several million devices per square
centimeter. A major step to overcome this challenge applies a novel aspect of CNT
dielectrophoresis to realize the controlled assembly of CNTs on determined posi-
tions of patterned transistors [212]. The CNTs are committed to bridge the gap
between source and drain, thereby forming the gate material.

Besides applications in integrated circuits are CNTs and graphene extensively
explored as nonvolatile random access memory device [213–216], as super-
capacitor electrodes for compact energy-storage devices [217, 218] and as antennas
in radios [219–221].
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Compared to straight CNTs, the helical morphology of CCNTs can be advanta-
geous in developing CNT based applications. Force modulation measurements of
the coils revealed elastic behavior in agreement with classical theory [222], and
CCNTs were shown to behave like nano-springs able to elongate up to 40% when
applying tension [223]. The CCNT behavior analogous to classical theory has been
exploited for the development of a self-sensing mechanical resonators able to detect
mass changes of a few attograms [224]. In nano-electronics, an electric current
passed through CCNTs could induce magnetic fields to manipulate electromagnetic
nano-transformers or nano-switches [225].

Field Emission

CNTs provide high potential as electron sources in field emission practices
with potential applications including microwave amplifiers [226], SEM elec-
tron sources [227], field emission displays [228–230] and portable X-ray
sources [231].

The principle of field emission experiments is applying an electric field to lower
the potential barrier that electrons in a metal must overcome to tunnel into vac-
uum [232]. The height of the potential barrier is denoted as the work function φ. In
the absence of an electric field, only electrons that are excited either thermally of by
incident radiation, can overcome the potential barrier.

The situation changes significantly when an electric field is applied between the
metal and a counter electrode. As a result of the electric field and the image charge
effect, the potential barrier changes from a semi-infinite step function to the shape
drawn in Fig. 11 [233]. The height of the barrier is lowered by an amount�φ and for
increasing field strength, the width of the barrier becomes so small that the electrons
can tunnel through it. This situation is not only restricted to zero temperature since
the highest occupied electron levels in a metal at room temperature are still close to
the Fermi energy.

The locally applied electric field is not simply V/d, which is the macroscopic
field obtained between two planar electrodes separated by a distance d. In most case,

Ef

E

metal vacuum

Δ φ

Fig. 11 Schematic drawing
of the field emission concept:
applying an electric field
reshapes the potential barrier
and lowers the work function
by a factor �φ. This
facilitates tunneling of
electrons through the
potential barrier [233]
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the local field will be higher by a factor β, which gives the aptitude of the emitter to
amplify the field and is accordingly termed the field amplification factor [234]. β is
determined solely by the geometrical shape of the emitter, and the corresponding
local electric field at the emitter surface becomes E = Vβ/d.

CNTs and CNFs are excellent field emitters due to their sharp tips that imply
large amplification factors and therefore reduce the necessary electric field strength
for electron tunneling to only a few V/μm [235]. The ability to modify the tip
geometry provides a way to control the field emission properties of CNTs and
CNFs [236].

The density of CNTs or CNFs strongly influences the field emission behav-
ior since close proximity of neighboring tubes causes electrostatic screening and
prevents potential penetration along the tube walls [237]. The minimal distance
between neighboring tubes in order to eliminate screening effects should be equal
to or greater than the height of the tubes [238].

Sensors

Sensors continue to make a significant impact on everyday life. The main require-
ments of a good sensor are high sensitivity, fast response, low cost, high volume
production, and high reliability. Due to their exceptional physical properties, CNTs
have been explored as the sensing material in pressure, flow, thermal, gas, optical,
mass, position, stress, strain, chemical, and biological sensors [239].

Micrometer-Size sensors made of graphene were noticed to be capable of detect-
ing individual gas molecules attaching or detaching from graphene’s surface [240].
The adsorbed molecules change the local carrier concentration in graphene by
one electron, which results in step-like changes in resistance. The achieved sen-
sitivity is due to the fact that graphene is an extremely electronically low-noise
material.

Resistive CNT gas sensors have been mainly evaluated for detection of ammonia,
hydrogen, nitrogen oxide and carbon oxide [241–245] and operate by measuring
a change in resistance of a thin CNT film or composite. Impedance spectroscopy
revealed that chemisorption processes were responsible for the recorded resistance
change [246]. The electrical response of the CNT based gas sensors can be opti-
mized by temperature treatment to yield sensitivities as high as 10–50 parts per
billion [242, 247, 248].

Composites

Polymers, ceramics and metals have all been studied as the matrix material for
CNT and graphene composites, but polymers are the most explored system due
to their relatively convenient possibility [249]. As structural nanotube reinforce-
ments, SWCNTs are favored over MWCNTs or CNFs because only the outer
shell of MWCNTs is found to contribute in tensile loading and CNFs have
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inferior mechanical properties compared to CNTs [250]. For graphene, a bottom-
up chemical approach for the preparation of graphene polymer composites results
in a material with similar characteristics as SWCNT polymer composites [251].

Experimental research on CNT reinforced nano-composites has presented excit-
ing results, although published data are often contradictory and experimental values
do not reach the level predicted by theory [252, 253]. Improvements as well as wors-
ening of the mechanical properties of CNT composites have all been reported, even
for similar systems tested in different laboratories. The contradictory nature of the
results expresses the challenges that remain to overcome before CNT composites
reach full maturity.

In the field of CNT and graphene based polymer composites, significant mechan-
ical improvements have been obtained by mixing only 1–2 wt% CNTs or graphene
in the polymer matrix. Reported achievements include a shift in glass transition
temperature of over 40◦ [254], a 80% increase in tensile modulus [255], a 140%
enhancement in ductility [256], a 241% amelioration of elastic modulus and a 162%
rise of yield strength [257]. In addition to mechanical improvement, the introduc-
tion of CNTs into insulating polymers can avoid electrostatic charging [258] and
improve thermal stability [259].

The interfacial area in CNT composites is extremely large due to the CNTs’
high aspect ratio and causes interfacial interactions to be critical for the composite’s
performance. Because of contradictory reports on strong bonding on one hand [260]
and poor interfacial interaction on the other [261], it is clear that the preparation
technique for CNT composites is crucial for its performance and need to be better
controlled.

Another important factor to determine CNT composite performance is disper-
sion of the CNT bundles, since poor dispersion results in slipping of individual
CNTs from bundles during load-carrying experiments [262]. Dispersion of CNTs is
dependent on the matrix material [263] and can be enhanced by modification of the
CNT surface [264] or by justified choice of processing technique such as e.g. shear
mixing and melt compounding [253].

The exceptional resilience of CNTs is particularly desirable to compensate for the
brittleness of ceramics and a surfactant-assisted method describes how to achieve
a good CNT dispersion in a ceramic matrix [265]. The highly shear deformable
SWCNTs in the ceramic composite help redistribute the stress under indentation,
imparting the composites with contact-damage resistance [266].

In addition to straight CNTs, composites based on CCNTs can enhance the frac-
ture toughness as well as mechanical strength, even if there is no direct chemical
bonding between the nanotubes and the matrix [56].

Medical Applications and Concerns

Graphene and CNTs may be an important tissue engineering material for improved
tracking of cells, sensing of micro-environments [267], delivering of transfection
agents [268], and scaffolding for incorporating with the host’s body [269].
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However, toxicological tests unambiguously revealed that CNTs induce inflam-
mation, fibrosis, and biochemical and toxicological changes in the lungs [270].
These results raise questions on the applicability of carbon nanostructures and
justify concern and precaution among users and researchers worldwide.
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