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Preface

The tenth campaign of the Cross Language Evaluation Forum (CLEF) for European 
languages was held from January to September 2009. There were eight main evalua-
tion tracks in CLEF 2009 plus a pilot task. The aim, as usual, was to test the perform-
ance of a wide range of multilingual information access (MLIA) systems or system 
components. This year, about 150 groups, mainly but not only from academia, regis-
tered to participate in the campaign. Most of the groups were from Europe but there 
was also a good contingent from North America and Asia. 

The results were presented at a two-and-a-half day workshop held in Corfu, Greece, 
September 30 to October 2, 2009, in conjunction with the European Conference on 
Digital Libraries. The workshop, attended by 160 researchers and system developers, 
provided the opportunity for all the groups that had participated in the evaluation 
campaign to get together, compare approaches and exchange ideas. 

The schedule was divided between plenary track overviews, and parallel, poster 
and breakout sessions presenting the CLEF 2009 experiments and discussing ideas for 
the future. There were several invited talks. Noriko Kando, National Institute of In-
formatics, Tokyo, reported on the evolution of NTCIR (NTCIR is an evaluation initia-
tive focussed on testing information access technologies for Asian languages), and 
Jaap Kamps of the University of Amsterdam presented the main outcomes of a SIGIR 
workshop on the “Future of IR Evaluation.” In the final session, Donna Harman, US 
National Institute of Standards and Technology, summed up what she felt were the 
main achievements of CLEF over these ten years of activity. The presentations given 
at the CLEF workshop can be found on the CLEF website at www.clef-campaign.org. 

The workshop was preceded by two related events. On September 29, a one-day 
Workshop on Visual Information Retrieval Evaluation was held. This workshop was 
sponsored by the THESEUS program and co-organized by the Fraunhofer Institute for 
Digital Media Technology. The participants discussed the results of the ImageCLEF 
initiative and identified new challenging image retrieval and analysis tasks for future 
evaluations. The MorphoChallenge 2009 meeting on “Unsupervised Morpheme 
Analysis” was held on the morning of September 30. The objective of this year's chal-
lenge was to design a statistical machine learning algorithm for morpheme discovery. 
MorphoChallenge is part of the EU Network of Excellence PASCAL Programme. 

The CLEF 2008 and 2009 campaigns were organized by TrebleCLEF, a Coordina-
tion Action of the Seventh Framework Programme. TrebleCLEF has built on the re-
sults achieved by CLEF, supporting the development of expertise in the multidiscipli-
nary research area of multilingual information access and promoting a dissemination 
action in the relevant application communities. As part of its activities, the project has 
released a set of Best Practice recommendations in the areas of MLIA System Devel-
opment and Search Assistance, Test Collection Creation, and Language Processing 
Technologies. The results of TrebleCLEF can be accessed at www.trebleclef.eu. 



VI Preface 

This is the first time that the CLEF proceedings are published in two volumes re-
porting the results of the Text Retrieval Experiments and the Multimedia Experiments, 
separately. This decision was made necessary by the large participation in CLEF 2009 
and our desire to provide an exhaustive overview of all the various activities. This 
volume reports research and experiments on various types of textual document collec-
tions. It is divided into six main sections presenting the results of the following tracks: 
Multilingual Document Retrieval (Ad-Hoc), Multiple Language Question Answering 
(QA@CLEF), Multilingual Information Filtering (INFILE@CLEF), Intellectual Prop-
erty (CLEF-IP) and Log File Analysis (LogCLEF), plus the activities of the Morpho-
Challenge program. The companion volume contains the results of the remaining 
three tracks running on multimedia data: Interactive Cross-Language Retrieval 
(iCLEF), Cross-Language Image Retrieval (ImageCLEF), and Cross-Language Video 
Retrieval (VideoCLEF). The table of contents is included in this volume. The papers 
are mostly extended and revised versions of the initial working notes distributed at the 
workshop. All papers were subjected to a reviewing procedure. The final volumes 
were prepared with assistance of the Center for the Evaluation of Language and 
Communication Technologies (CELCT), Trento, Italy, under the coordination of 
Danilo Giampiccolo and Pamela Forner. The support of CELCT is gratefully ac-
knowledged. We should also like to thank all the additional reviewers for their careful 
refereeing. 

April 2010 Carol Peters 
Giorgio Maria Di Nunzio 
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Thomas Mandl 

Djamel Mostefa 
Anselmo Peñas 
Giovanna Roda 



Reviewers

The editors express their gratitude to the colleagues listed below for their assistance in 
reviewing the papers in this volume: 

- Eneko Agirre, University of the Basque Country, Spain 
- Abolfazl AleAhmad, University of Tehran, Iran  
- Iñaki Alegria, University of the Basque Country, Spain 
- Giambattista Amati, Fondazione Ugo Bordoni, Italy  
- Ebru Arisoy, Bogazici University, Turkey  
- Victoria Arranz, ELDA, France 
- Sören Auer, University of Leipzig, Germany 
- Helmut Berger, Matrixware, Austria 
- Delphine Bernhard, LIMSI-CNRS, France  
- Romaric Besançon, CEA-LIST, France 
- Alessio Bosca, Celi s.r.l., Italy 
- Gosse Bouma, Rijksuniversiteit Groningen, The Netherlands 
- Burcu Can, University of York, UK 
- Stéphane Chaudiron, Université de Lille 3, France 
- Tolga Ciloglu, Middle East Technical University, Turkey  
- Cagri Coltekin, University of Groningen, The Netherlands  
- Luis Fernando Costa, SINTEF ICT, Portugal 
- Michael Dittenbach, Matrixware, Austria 
- Nicola Ferro, University of Padua, Italy 
- Corina Forâscu, Al.I. Cuza University of Iasi, Romania 
- M. Rami Ghorab, Trinity College, Ireland 
- Ingo Glöckner, FernUniversität in Hagen, Germany 
- Erik Graf, University of Glasgow, UK 
- Harald Hammarström, Chalmers University, Sweden  
- Olivier Hamon, ELDA, France  
- Allan Hanbury, Information Retrieval Facility, Austria 
- Sven Hartrumpf, FernUniversität in Hagen - IICS, Germany 
- Jim Jansen, The Pennsylvania State University, USA 
- Kalervo Jarvelin, University of Tampere, Finland 
- Dietrich Klakow, Saarland University, Germany 
- Oskar Kohonen, Aalto University, Finland 
- Katrin Lamm, University of Hildesheim, Germany 
- Ray Larson, University of California at Berkeley, USA 
- Johannes Leveling, Dublin City University, Ireland 
- Constantine Lignos, University of Pennsylvania, USA 



VIII Reviewers 

- Mihai Lupu, Information Retrieval Facility, Austria 
- Thomas Mandl, University of Hildesheim, Germany 
- Diego Molla, Macquarie University, Australia 
- Christian Monson, Oregon Health & Science University, USA 
- Nicolas Moreau, ELDA, France  
- Michael Oakes, University of Sunderland, UK 
- Constantin Orasan, University of Wolverhampton, UK 
- Vivien Petras, Humboldt University, Germany  
- Florina Piroi, Information Retrieval Facility, Austria 
- Horacio Rodríguez, Polytechnic University of Catalonia, Spain 
- Paolo Rosso, Polytechnic University of Valencia, Spain 
- Erik Tjong Kim Sang, University of Groningen, Netherlands 
- Murat Saraclar, Bogazici University, Turkey 
- Julia Maria Schulz, University of Hildesheim, Germany 
- Sebastian Spiegler, University of Bristol, UK 
- John Tait, Information Retrieval Facility, Austria 
- Jordi Turmo, Polytechnic University of Catalonia, Spain 
- Jose Luis Vicedo, University of Alicante, Spain 
- Sami Virpioja, Aalto University, Finland  
- Christa Womser-Hacker, University of Hildesheim, Germany 
- Alex Yeh, The MITRE Corporation, USA 
- Daniel Zeman, Charles University, Czech Republic 
-      Veronika Zenz, Matrixware, Austria



CLEF 2009 Coordination  

CLEF 2000–2009 was coordinated by the Istituto di Scienza e Tecnologie dell' 
Informazione, Consiglio Nazionale delle Ricerche, Pisa. The following institutions 
contributed to the organization of the different tracks of the 2009 campaign: 

- Adaptive Informatics Research Centre, Helsinki University of Technology, 
Finland 

- Berlin School of Library and Information Science, Humboldt University, 
Germany 

- Business Information Systems, University of Applied Sciences Western 
Switzerland, Sierre, Switzerland 

- CEA LIST, France 
- Center for Autonomous Systems, Royal Institute of Technology, Sweden  
- Center for Evaluation of Language and Communication Technologies, Italy 
- Centrum Wiskunde & Informatica, Amsterdam, The Netherlands 
- Computer Science Department, University of the Basque Country, Spain 
- Computer Vision and Multimedia Lab, University of Geneva, Switzerland  
- Database Research Group, University of Tehran, Iran 
- Department of Computer Science & Information Systems, University of 

Limerick, Ireland  
- Department of Information Engineering, University of Padua, Italy  
- Department of Information Science, University of Hildesheim, Germany  
- Department of Information Studies, University of Sheffield, UK  
- Department of Medical Informatics and Clinical Epidemiology, Oregon Health 

and Science University, USA  
- Department of Medical Informatics, Aachen University of Technology, Germany 
- Evaluations and Language Resources Distribution Agency Sarl, Paris, France 
- Fraunhofer Institute for Digital Media Technology (IDMT), Germany 
- GERiiCO, Université de Lille, France 
- Idiap Research Institute, Switzerland 
- Information Retrieval Facility (IRF), Austria 
- Laboratoire d'Informatique pour la Mécanique et les Sciences de l'Ingénieur 

(LIMSI), Orsay, France  
- Leiden Institute of Advanced Computer Science, Leiden University, The 

Netherlands 
- Lenguajes y Sistemas Informáticos, Universidad Nacional de Educación a 

Distancia, Madrid, Spain  
- Linguateca, SINTEF ICT, Norway  
- Linguistic Modelling Laboratory, Bulgarian Academy of Sciences, Bulgaria 
- Matrixware Information Services, Austria 



X CLEF 2009 Coordination 

- Mediamatics, Delft University of Technology, The Netherlands 
- Medical Informatics Service, University Hospitals and University of Geneva, 

Switzerland  
- MITRE Corporation, USA 
- National Institute of Standards and Technology, Gaithersburg MD, USA  
- NLE Lab., Universidad Politènica de Valencia, Spain 
- Research Institute for Artificial Intelligence, Romanian Academy, Romania 
- Romanian Institute for Computer Science, Romania 
- Royal Institute of Technology (KTH), Stockholm, Sweden 
- School of Computing, Dublin City University, Ireland 
- Swedish Institute of Computer Science, Sweden   
-      University of Applied Sciences Western Switzerland (HES-SO), Switzerland 



CLEF 2009 Steering Committee 

- Maristella Agosti, University of Padua, Italy  
- Martin Braschler, Zurich University of Applied Sciences, Switzerland  
- Amedeo Cappelli, ISTI-CNR and CELCT, Italy 
- Hsin-Hsi Chen, National Taiwan University, Taipei, Taiwan 
- Khalid Choukri, Evaluations and Language Resources Distribution Agency, 

Paris, France  
- Paul Clough, University of Sheffield, UK  
- Thomas Deselaers, ETH, Switzerland 
- Giorgio Di Nunzio, University of Padua, Italy  
- David A. Evans, Clairvoyance Corporation, USA  
- Marcello Federico, Fondazione Bruno Kessler, Trento, Italy 
- Nicola Ferro, University of Padua, Italy  
- Christian Fluhr, Cadege, France  
- Norbert Fuhr, University of Duisburg, Germany 
- Frederic C. Gey, U.C. Berkeley, USA  
- Julio Gonzalo, LSI-UNED, Madrid, Spain  
- Donna Harman, National Institute of Standards and Technology, USA  
- Gareth Jones, Dublin City University, Ireland  
- Franciska de Jong, University of Twente, The Netherlands  
- Noriko Kando, National Institute of Informatics, Tokyo, Japan  
- Jussi Karlgren, Swedish Institute of Computer Science, Sweden  
- Michael Kluck, German Institute for International and Security Affairs, Berlin, 

Germany 
- Natalia Loukachevitch, Moscow State University, Russia  
- Bernardo Magnini, Fondazione Bruno Kessler, Trento, Italy  
- Paul McNamee, Johns Hopkins University, USA  
- Henning Müller, University of Applies Sciences Western Switzerland,  

Sierre and University of Geneva, Switzerland 
- Douglas W. Oard, University of Maryland, USA  
- Anselmo Peñas, LSI-UNED, Madrid, Spain 
- Vivien Petras, Humboldt University Berlin, Germany 
- Maarten de Rijke, University of Amsterdam, The Netherlands  
- Diana Santos, Linguateca, Sintef, Oslo, Norway 
- Jacques Savoy, University of Neuchâtel, Switzerland  
- Peter Schäuble, Eurospider Information Technologies, Switzerland  
- Richard Sutcliffe, University of Limerick, Ireland  



XII CLEF 2009 Steering Committee 

- Hans Uszkoreit, German Research Center for Artificial Intelligence, Germany  
- Felisa Verdejo, LSI-UNED, Madrid, Spain 
- José Luis Vicedo, University of Alicante, Spain  
- Ellen Voorhees, National Institute of Standards and Technology, USA  
- Christa Womser-Hacker, University of Hildesheim, Germany



Table of Contents – Part I

What Happened in CLEF 2009 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Carol Peters

I: Multilingual Textual Document Retrieval (AdHoc)

CLEF 2009 Ad Hoc Track Overview: TEL and Persian Tasks . . . . . . . . . . 13
Nicola Ferro and Carol Peters

CLEF 2009 Ad Hoc Track Overview: Robust-WSD Task . . . . . . . . . . . . . . 36
Eneko Agirre, Giorgio Maria Di Nunzio, Thomas Mandl, and
Arantxa Otegi

AdHoc-TEL

Evaluating Cross-Language Explicit Semantic Analysis and Cross
Querying . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Maik Anderka, Nedim Lipka, and Benno Stein

Document Expansion, Query Translation and Language Modeling for
Ad-Hoc IR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Johannes Leveling, Dong Zhou, Gareth J.F. Jones, and
Vincent Wade

Smoothing Methods and Cross-Language Document Re-ranking . . . . . . . . 62
Dong Zhou and Vincent Wade

Cross-Language Information Retrieval Using Meta-language Index
Construction and Structural Queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Amir Hossein Jadidinejad and Fariborz Mahmoudi

Sampling Precision to Depth 10000 at CLEF 2009 . . . . . . . . . . . . . . . . . . . 78
Stephen Tomlinson

Multilingual Query Expansion for CLEF Adhoc-TEL . . . . . . . . . . . . . . . . . 86
Ray R. Larson

Experiments with N-Gram Prefixes on a Multinomial Language Model
versus Lucene’s Off-the-Shelf Ranking Scheme and Rocchio Query
Expansion (TEL@CLEF Monolingual Task) . . . . . . . . . . . . . . . . . . . . . . . . . 90

Jorge Machado, Bruno Martins, and José Borbinha
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Tudor-Alexandru Dobrilă, Mihail-Ciprian Diaconaşu,
Irina-Diana Lungu, and Adrian Iftene

Using Support Vector Machines as Learning Algorithm for Video
Categorization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
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Abstract. The organization of the CLEF 2009 evaluation campaign is described 
and details are provided concerning the tracks, test collections, evaluation infra-
structure, and participation. The aim is to provide the reader of these proceedings 
with a complete picture of the entire campaign, covering both text and multi-
media retrieval experiments. In the final section, the main results achieved by 
CLEF in the first ten years of activity are discussed and plans for the future of 
CLEF are presented. 

1   Introduction 

The objective of the Cross Language Evaluation Forum is to promote research in the 
field of multilingual system development. This is done through the organisation of 
annual evaluation campaigns in which a series of tracks designed to test different as-
pects of mono- and cross-language information retrieval (IR) are offered. The intention 
is to encourage experimentation with all kinds of multilingual information access – 
from the development of systems for monolingual retrieval operating on many lan-
guages to the implementation of complete multilingual multimedia search services. 
This has been achieved by offering an increasingly complex and varied set of evalua-
tion tasks over the years. The aim is to meet and anticipate the needs of the multidis-
ciplinary research community working in this area and to encourage the development 
of next generation multilingual IR systems. CLEF is perhaps one of the few platforms 
where groups working in many different areas (e.g. Information Retrieval, Natural 
Language Processing, Image Processing, Speech Recognition, Log Analysis, etc.) have 
a chance to see what others are doing, and discuss and compare ideas. Figure 1 shows 
the evolution of CLEF in ten years of activity. 

This is the first time that the CLEF post-campaign proceedings have been published 
in two separate volumes. This decision has been made necessary by the large partici-
pation in CLEF 2009 and our desire to provide an exhaustive overview of all the 
various evaluation activities. We have thus distinguished between papers describing 
systems and functionality for text retrieval and for multimedia retrieval. This volume 
reports experiments on various types of textual document collections. It is divided into 
six main sections presenting the results of the following tracks: Multilingual Document 
Retrieval (Ad-Hoc), Multiple Language Question Answering (QA@CLEF), Multi-
lingual Information Filtering (INFILE@CLEF), Intellectual Property (CLEF-IP)  
and Log File Analysis (LogCLEF), plus the activities of the MorphoChallenge pro-
gram. The papers are mostly extended and revised versions of the initial working notes 
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distributed at the workshop. For details on the results of the tracks conducting ex-
periments on multimedia data: Interactive Cross-Language Retrieval (iCLEF), 
Cross-Language Image Retrieval (ImageCLEF), and Cross-Language Video Retrieval 
(VideoCLEF), the reader is referred to the companion volume1.  

This Introduction gives a brief overview of entire campaign in order to provide the 
reader with a complete picture of what happened: Section 2 lists the various tracks and 
tasks offered in 2009; Sections 3 and 4 describe the participation and the evaluation 
infrastructure; the final section gives an assessment of the results achieved by CLEF in 
this first ten years of activity and presents plans for the future. 

2   Tracks and Tasks in CLEF 2009 

CLEF 2009 offered eight tracks designed to evaluate the performance of systems for: 

• multilingual textual document retrieval (Ad Hoc) 
• interactive cross-language retrieval (iCLEF) 
• multiple language question answering (QA@CLEF) 
• cross-language retrieval in image collections (ImageCLEF) 
• multilingual information filtering (INFILE@CLEF) 
• cross-language video retrieval (VideoCLEF) 
• intellectual property (CLEF-IP) – New this year 
• log file analysis (LogCLEF) – New this year 
 

CLEF 2000  mono-, bi- & multilingual text doc retrieval (Ad Hoc) 
  mono- and cross-language information on structured  scientific 

data (Domain-Specific) 

CLEF 2001 
New 

 interactive cross-language retrieval (iCLEF) 

CLEF 2002 
New 

 cross-language spoken document retrieval (CL-SR) 

CLEF 2003 
New 

 multiple language question answering (QA@CLEF)  
 cross-language retrieval in image collections (ImageCLEF) 

CLEF 2005 
New 

 multilingual retrieval of Web documents (WebCLEF) 
 cross-language geographical retrieval (GeoCLEF) 

CLEF 2008 
New 

 cross-language video retrieval (VideoCLEF) 
 multilingual information filtering (INFILE@CLEF) 

CLEF 2009 
New 

 intellectual property (CLEF-IP) 
 log file analysis (LogCLEF) 

Fig. 1. Evolution of CLEF Tracks 

                                                           
1 Multilingual Information Access Evaluation II: Multimedia Experiments, LNCS Vol. 6242, 

Springer.  
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An experimental pilot task was also offered: 

• Grid Experiments (Grid@CLEF) 

In addition, Morpho Challenge 2009 was organized in collaboration with CLEF as 
part of the EU Network of Excellence Pascal Challenge Program2.  

Here below we give a brief overview of the various activities.  
 

Multilingual Textual Document Retrieval (Ad Hoc): The aim of this track has been 
to promote the development of monolingual and cross-language textual document re-
trieval systems. From 2000 - 2007, the track used collections of European newspaper 
and news agency documents. In CLEF 2008, the focus of the track was considerably 
widened: we introduced very different document collections, a non-European target 
language, and an information retrieval (IR)  task designed to attract participation from 
groups interested in natural language processing (NLP). Ad Hoc 2009 was to a large 
extent a repetition of the previous year’s activities, with the same three tasks: 
Tel@CLEF, Persian@CLEF, and Robust-WSD. An important objective was to create 
good reusable test collections for each of them The track was thus structured in three 
distinct streams. The first task offered monolingual and cross-language search on li-
brary catalog records and was organized in collaboration with The European Library 
(TEL)3. The second task resembled the ad hoc retrieval tasks of previous years but this 
time the target collection was a Persian newspaper corpora. The third task was the 
robust activity which used word sense disambiguated  (WSD) data. The track was co-
ordinated jointly by ISTI-CNR and Padua University, Italy;  the University of the 
Basque Country, Spain; with the collaboration of the Database Research Group, Uni-
versity of Tehran, Iran. 

 
Interactive Cross-Language Retrieval (iCLEF): In iCLEF, cross-language search 
capabilities have been studied from a user-inclusive perspective. A central research 
question has been how best to assist users when searching information written in un-
known languages, rather than how best an algorithm can find information written in 
languages different from the query language. Since 2006, iCLEF has based its ex-
periments on Flickr, a large-scale, web-based image database where image annotations 
constitute a naturally multilingual folksonomy. In an attempt to encourage greater 
participation in user-orientated experiments, a new task was designed for 2008 and 
continued in 2009. The main novelty  has been to focus experiments on a shared 
analysis of a large search log, generated by iCLEF participants from a single search 
interface provided by the iCLEF organizers. The focus has been, therefore, on search 
log analysis rather than on system design. The idea has been to study the behaviour of 
users in an (almost) naturalistic search scenario, having a much larger data set than in 
previous iCLEF campaigns. The track was coordinated by UNED, Madrid, Spain; 
Sheffield University, UK; Swedish Institute of Computer Science, Sweden.  

                                                           
2 MorphoChallenge is part of the EU Network of Excellence Pascal: 
http://www.cis.hut.fi/morphochallenge2009/ 

3 See http://www.theeuropeanlibrary.org/ 
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Multilingual Question Answering (QA@CLEF): This track has offered monolingual 
and cross-language question answering tasks since 2003. QA@CLEF 2009 proposed 
three exercises: ResPubliQA, QAST and GikiCLEF: 

• ResPubliQA: The hypothetical user considered for this exercise is a person close to 
the law domain interested in making inquiries on European legislation. Given a 
pool of 500 independent natural language questions, systems must return the 
passage that answers each question  (not the exact answer) from the JRC-Acquis 
collection of EU parliamentary documentation. Both questions and documents are 
translated and aligned for a subset of languages. Participating systems could per-
form the task in Basque, Bulgarian, English, French, German, Italian, Portuguese, 
Romanian and Spanish. 

• QAST: The aim of the third QAST exercise was to evaluate QA technology in a 
real multilingual speech scenario in which written and oral questions (factual and 
definitional) in different languages are formulated against a set of manually and 
automatically transcribed audio recordings related to speech events in those lan-
guages. The scenario proposed was the European Parliament sessions in English, 
Spanish and French.  

• GikiCLEF: Following the previous GikiP pilot at GeoCLEF 2008, the task focused 
on open list questions over Wikipedia that require geographic reasoning, complex 
information extraction, and cross-lingual processing, for  collections in Bulgarian, 
Dutch, English, German, Italian, Norwegian (both Bokmål and Nynorsk), Portu-
guese and Romanian or Spanish.  

The track was organized by a number of institutions (one for each target language), and 
jointly coordinated by CELCT, Trento, Italy, and UNED, Madrid, Spain. 

Cross-Language Retrieval in Image Collections (ImageCLEF): This track evalu-
ated retrieval from visual collections; both text and visual retrieval techniques were 
employed. A number of challenging tasks were offered:  

• multilingual ad-hoc retrieval from a photo collection concentrating on diversity in 
the results;  

• a photographic annotation task using a simple ontology; 
• retrieval from a large scale, heterogeneous collection of Wikipedia images with 

user-generated textual metadata;  
• medical image retrieval (with visual, semantic and mixed topics in several  

languages);  
• medical image annotation form two databases, a database of chest CTs to detect 

nodules and a database of x-ray images;  
• detection of semantic categories from robotic images (non-annotated collection, 

concepts to be detected). 

A large number of organisations have been involved in the complex coordination of 
these tasks. They include: Sheffield University, UK; University of Applied Sciences 
Western Switzerland; Oregon Health and Science University, USA; University of 
Geneva, Switzerland; CWI, The Netherlands; IDIAP, Switzerland; University of Ge-
neva, Switzerland; Fraunhofer Gesellschaft, Germany; Leiden Institute of Advanced 
Computer Science, Leiden University, The Netherlands. 
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Multilingual Information Filtering (INFILE@CLEF): INFILE (INformation, 
FILtering & Evaluation) was a cross-language adaptive filtering evaluation track 
sponsored by the French National Research Agency.  INFILE has extended the last 
filtering track of TREC 2002 in a multilingual context. It used a corpus of 100,000 
Agence France Press comparable newswires for Arabic, English and French; and 
evaluation was performed using an automatic querying of test systems with a simulated 
user feedback. Each system can use the feedback at any time to increase performance. 
The track was coordinated by the Evaluation and Language resources Distribution 
Agency (ELDA), France; University of Lille, France; and CEA LIST, France. 

Cross-Language Video Retrieval (VideoCLEF): VideoCLEF 2009 was dedicated to 
developing and evaluating tasks involving access to video content in a multilingual 
environment. Participants were provided with a corpus of video data (Dutch-language 
television, predominantly documentaries) accompanied by speech recognition tran-
scripts. In 2009, there were three tasks: "Subject Classification", which involved 
automatically tagging videos with subject labels;  "Affect", which involved classifying 
videos according to characteristics beyond their semantic content; ``Finding Related 
Resources Across Languages",  which involved linking video to material on the same 
subject in a different language. The track was jointly coordinated by Delft University of 
Technology, The Netherlands, and Dublin City University, Ireland. 

Intellectual Property (CLEF-IP): This was the first year for the CLEF-IP track. The 
purpose of the track was twofold: to encourage and facilitate research in the area of 
patent retrieval by providing a large clean data set for experimentation; to create a large 
test collection of patents in three main European languages for the evaluation of 
cross-language information access. The track focused on the task of prior art search. A 
large test collection for evaluation purposes was created by exploiting patent citations. 
The collection consists of a corpus of 1,9 million patent documents and  10,000 topics 
with an average of 6 relevance assessments per topic. 

Log File Analysis (LogCLEF): LogCLEF was an evaluation initiative for the analysis 
of queries and other logged activities as expression of user behaviour. The goal was the 
analysis and classification of queries in order to understand search behaviour in multi-
lingual contexts and ultimately to improve search systems. The track used log data from 
the files of The European Library. 

Grid Experiments (Grid@CLEF): This experimental pilot has been planned as a 
long term activity with the aim of: looking at differences across a wide set of languages; 
identifying best practices for each language; helping other countries to develop their 
expertise in the IR field and create IR groups. Participants had to conduct experiments 
according to the CIRCO (Coordinated Information Retrieval Components Orchestra-
tion) protocol, an XML-based framework which allows for a distributed, 
loosely-coupled, and asynchronous experimental evaluation of Information Retrieval 
(IR) systems. The track was coordinated jointly by  University of Padua, Italy, and the 
National Institute of Standards and Technology, USA. 

Unsupervised Morpheme Analysis (Morpho Challenge): Morpheme analysis is 
particularly useful in speech recognition, information retrieval and machine translation 
for morphologically rich languages where the amount of different word forms is very 
large. In Morpho Challenge 2009 unsupervised algorithms that provide morpheme 
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analyses for words in different languages were evaluated in various practical applica-
tions. The evaluations consisted of: 1) a comparison to grammatical morphemes, 2) 
using morphemes instead of words in information retrieval tasks, and 3) combining 
morpheme and word based systems in statistical machine translation tasks. The 
evaluation languages in 2009 were: Finnish, Turkish, German, English and Arabic. The 
track was coordinated by Helsinki University of Technology and Cambridge Univer-
sity Engineering Department. 

Details on the technical infrastructure and the organisation of all these tracks can be 
found in the track overview reports in this volume, collocated at the beginning of the 
relevant sections. 

3   Test Collections 

The CLEF test collections are made up of documents, topics and relevance assess-
ments. The topics are created to simulate particular information needs from which the 
systems derive the queries to search the document collections. System performance is 
evaluated by judging the results retrieved in response to a topic with respect to their 
relevance, and computing the relevant measures, depending on the methodology 
adopted by the track. The document sets that have been used to build the test collections 
in CLEF 2009 included: 

• A subset of the CLEF multilingual corpus of news documents in 14 European 
languages (Ad Hoc WSD-Robust task, MorphoChallenge) 

• Hamshahri Persian newspaper corpus (Ad Hoc Persian task) 
• Library catalog records in English, French, German plus log files provided by The 

European Library (Ad Hoc TEL task and LogCLEF) 
• Log files from the Tumba search engine: http://www.tumba.pt/ (LogCLEF) 
• Flickr web-based image database (iCLEF) 
• ResPubliQA document collection, a subset of the JRC Acquis corpus of European 

legislation (QAatCLEF: ResPubliQA) 
• Transcripts of European parliamentary sessions in English and Spanish, and 

French news broadcasts (QAatCLEF: QAST) 
• BELGAPICTURE image collection (ImageCLEFPhoto) 
• A collection of Wikipedia images and their user-generated textual metadata (Im-

ageCLEFwiki) 
• Articles and images from the Radiology and Radiography journals of the RSNA 

(Radiological Society of North America) (ImageCLEFmed); IRMA collection for 
medical image annotation (ImageCLEFmedAnnotation); a collection from the 
Lung Image Database Consortium (LIDC) (ImageCLEFmedAnnotation) 

• A collection of FlickR images (ImageCLEFanno) 
• A collection of robotics images created from KTH, Sweden (ImageCLEFrobot 

Vision) 
• Dutch and English documentary television programs (VideoCLEF)  
• Agence France Press (AFP) comparable newswire stories in Arabic, French and 

English (INFILE) 
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• Patent documents in English, French and German from the European Patent Office 
(CLEF-IP) 

• Acknowledgements of the valuable contribution of the data providers is given at the 
end of this paper. 

4   CLEF and TrebleCLEF 

CLEF is organized mainly through the voluntary efforts of many different institutions 
and research groups. However, the central coordination has always received some 
support from the EU IST programme under the unit for Digital Libraries and Tech-
nology Enhanced Learning, mainly within the framework of the DELOS Network of 
Excellence. CLEF 2008 and 2009 were organized under the auspices of  TrebleCLEF, a 
Coordination Action of the Seventh Framework Programme. 

TrebleCLEF has built on the results achieved by CLEF, supporting the development 
of expertise in the multidisciplinary research area of multilingual information access 
and promoting dissemination actions in the relevant application communities. The aim 
has been to: 

- Provide applications that need multilingual search solutions with the possibility to 
identify the technology which is most appropriate 

- Assist technology providers to develop competitive multilingual search solutions. 

In 2009, the TrebleCLEF activities included the organization of a Summer School on 
Multilingual Information Access (MLIA) and a MLIA Technology Transfer Day, and 
the publication of three Best Practices studies: 

- Best Practices in Language Resources for Multilingual Information Access 
- Best Practices in System and User-oriented Multilingual Information Access 
- Best Practices for Test Collection Creation, Evaluation Methodologies and Lan-

guage Processing Technologies 

Information on the activities of TrebleCLEF can be found on the project website4. 

5   Technical Infrastructure  

TrebleCLEF has supported a data curation approach within CLEF as an extension to 
the traditional methodology in order to better manage, preserve, interpret and enrich the 
scientific data produced, and to effectively promote the transfer of knowledge. The 
current approach to experimental evaluation is mainly focused on creating comparable 
experiments and evaluating their performance whereas researchers would also greatly 
benefit from an integrated vision of the scientific data produced, together with analyses 
and interpretations, and from the possibility of keeping, re-using, and enriching them 
with further information. The way in which experimental results are managed, made 
accessible, exchanged, visualized, interpreted, enriched and referenced is an integral 
part of the process of knowledge transfer and sharing towards relevant application 
communities. 
                                                           
4 http://www.trebleclef.eu/ 
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The University of Padua has thus developed DIRECT: Distributed Information Re-
trieval Evaluation Campaign Tool5, a digital library system for managing the scientific 
data and information resources produced during an evaluation campaign. A preliminary 
version of DIRECT was introduced into CLEF in 2005 and subsequently tested and 
developed in the CLEF 2006 and 2007 campaigns. It has been further developed under 
TrebleCLEF. In 2009, DIRECT managed the technical infrastructure for several of the 
CLEF tracks and tasks: Ad Hoc, ImageCLEFphoto, GridCLEF, managing: 

- the track set-up, harvesting of documents, management of the registration of par-
ticipants to tracks;  

- the submission of experiments, collection of metadata about experiments, and their 
validation;  

- the creation of document pools and the management of relevance assessment;  
- the provision of common statistical analysis tools for both organizers and par-

ticipants in order to allow the comparison of the experiments;  
- the provision of common tools for summarizing, producing reports and graphs on 

the measured performances and conducted analyses.  

6   Participation 

Researchers from 117 different academic and industrial institutions submitted runs in 
CLEF 2009: 81 from Europe, 18 from N.America; 16 from Asia, 1 from S.America and 
1 from Africa. Figure 2 shows the trend in participation over the years and Figure 3  
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Fig. 2. CLEF 2000 – 2009: Participation 

                                                           
5 http//direct.dei.unipd.it/ 
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Fig. 3. CLEF 2000 – 2009: Participation per Track  

shows the shift in focus as new tracks have been added. As can be seen, the number of 
groups participating in the Ad Hoc, iCLEF, QA and VideoCLEF  tracks is almost the 
same as last year, there has been a rise of interest in INFILE and participation in the two 
new tracks (LogCLEF and CLEF-IP) is encouraging.  

The most popular track is without doubt ImageCLEF which, with a notable increase 
from the previous year, tended to dominate the scene in 2009. This gives some cause 
for reflection as ImageCLEF is the track least concerned with multilinguality. A list of 
groups and indications of the tracks in which they participated can be found in the 
CLEF2009 Working Notes on the CLEF website.  

7   The Future of CLEF 

The main goal of CLEF in this first ten years of activity has been to sustain the growth 
of excellence in language processing and multilingual information access (MLIA) 
across language boundaries. A strong motivation has been the desire to promote the 
study and utilisation of languages other than English on the Internet. In this period, the 
CLEF activities have produced the following significant results: 

- Creation  of a very active multidisciplinary international research community, with 
strong interactions with the other main international initiatives for the evaluation 
of IR systems: TREC6, NTCIR7, and now FIRE8; 

                                                           
6 Text REtrieval Conferences, http://trec.nist.gov/ 
7 NTCIR (NII Test Collection for IR Systems) Project, 
http://research.nii.ac.jp/ntcir/ 

8 Forum for Information Retrieval Evaluation, http://www.isical.ac.in/~clia/ 
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- Investigation of core issues in MLIA which enable effective transfer over language 
boundaries, including the development of multiple language processing tools  
(e.g. stemmers, word decompounders, part-of-speech taggers); creation of lin-
guistic resources (e.g. multilingual dictionaries and corpora); implementation of 
appropriate cross-language retrieval models and algorithms for different tasks and 
languages; 

- Creation of important reusable test collections and resources in diverse media for a 
large number of European languages, representative of the major European lan-
guage typologies; 

- Significant and quantifiable improvements in the performance of MLIA systems. 

CLEF 2009 has represented an important milestone for the MLIA community. After 
ten years of activity focused on stimulating the development MLIA systems and func-
tionality through the organisation of increasingly complex evaluation tasks and pre-
senting the results at an annual workshop, we have decided to widen the format. CLEF 
2010 will thus take the form of an independent Conference soliciting the submission of 
papers that propose new retrieval tasks, new evaluation tools, new measures, and new 
types of operational evaluation, organised in conjunction with a set of Evaluation Labs, 
which will continue the CLEF tradition of community-based evaluation and discussion 
on evaluation issues. Two different forms of labs are offered: "campaign-style" labs 
running evaluation tasks and experiments during the nine month period preceding the 
conference, and "workshop-style” labs exploring issues of information access evalua-
tion and related fields. 

The Conference will be held in Padua, Italy, September 2010, as a four day event: 
The first two days will consist of plenary sessions in which keynote speeches and 
peer-reviewed papers will be presented. The goals will be to explore current needs and 
practices for information access and discuss new directions for future activities in the 
European multilingual /multimodal IR system evaluation context. In Days 3 and 4, the 
results of the Labs will be presented in full and half-day workshops. Information on 
CLEF 2010 is available online9. 
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Abstract. The design of the 2009 Ad Hoc track was to a large ex-

tent a repetition of the previous year’s track, with the same three tasks:

Tel@CLEF, Persian@CLEF, and Robust-WSD. In this first of the two

track overviews, we describe the objectives and results of the TEL and

Persian tasks and provide some statistical analyses.

1 Introduction

From 2000 - 2007, the Ad Hoc track at CLEF exclusively used collections of
European newspaper and news agency documents1. In 2008 it was decided to
change the focus and to introduce document collections in a different genre (bib-
liographic records from The European Library - TEL2) and in a non-European
language (Persian), and an IR task that would appeal to the NLP community
(robust retrieval on word-sense disambiguated data). The 2009 Ad Hoc track
has been to a large extent a repetition of the previous year’s track, with the
same three tasks: Tel@CLEF, Persian@CLEF, and Robust-WSD. An important
objective of this two-year period of activity has been to ensure that for each task
a good reusable test collections has been created. In this first of the two Ad Hoc
track overviews we describe the organisation and results of the TEL and Persian
tasks.

TEL@CLEF: This task offered monolingual and cross-language search on li-
brary catalogs. It was organized in collaboration with The European Library
and used three collections derived from the catalogs of the British Library, the
Bibliothéque Nationale de France and the Austrian National Library. Hardly
surprisingly, these collections contained records in many languages in addition
to the expected English, French or German. The aim of the task was to identify
the most effective retrieval technologies for searching this type of very sparse
multilingual data. It presumed a user with a working knowledge of these three
languages who wants to find documents that can be useful via one of the three
target catalogs.
1 In these eight years, this track built up test collections for monolingual and cross

language system evaluation in 14 European languages.
2 See http://www.theeuropeanlibrary.org/

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 13–35, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Persian@CLEF: This activity was coordinated again this year in collaboration
with the Database Research Group (DBRG) of Tehran University. We chose
Persian as our first non-European language target collection for several reasons:
its challenging script (a modified version of the Arabic alphabet with elision
of short vowels) written from right to left; its complex morphology (extensive
use of suffixes and compounding); its political and cultural importance. A more
detailed description of the specific characteristics of the Persian language and
the challenges it poses for information retrieval are given in [13]. The task used
the Hamshahri corpus of 1996-2002 newspapers as the target collection and
was organised as a traditional ad hoc document retrieval task. Monolingual and
cross-language (English to Persian) tasks were offered.

In the rest of this paper we present the task setup, the evaluation methodology
and the participation in the two tasks (Section 2). We then describe the main
features of each task and show the results (Sections 3 and 4). The final section
provides a brief summing up. For information on the various approaches and
resources used by the groups participating in the two tasks and the issues they
focused on, we refer the reader to the papers in the relevant Ad Hoc sections of
these Proceedings or in the CLEF 2009 Working Notes3.

2 Track Setup

As is customary in the CLEF Ad Hoc track, we adopted a corpus-based, auto-
matic scoring method for the assessment of the performance of the participating
systems, based on ideas first introduced in the Cranfield experiments in the late
1960s [5]. The tasks offered are studied in order to effectively measure textual
document retrieval under specific conditions. The test collections are made up of
documents, topics and relevance assessments. The topics consist of a set of state-
ments simulating information needs from which the systems derive the queries
to search the document collections. Evaluation of system performance is then
done by judging the documents retrieved in response to a topic with respect to
their relevance, and computing the recall and precision measures. The pooling
methodology is used in order to limit the number of manual relevance assess-
ments that have to be made. As always, the distinguishing feature of CLEF is
that it applies this evaluation paradigm in a multilingual setting. This means
that the criteria normally adopted to create a test collection, consisting of suit-
able documents, sample queries and relevance assessments, have been adapted
to satisfy the particular requirements of the multilingual context. All language
dependent tasks such as topic creation and relevance judgment are performed in
a distributed setting by native speakers. Rules are established and a tight central
coordination is maintained in order to ensure consistency and coherency of topic
and relevance judgment sets over the different collections, languages and tracks.

2.1 The Documents

As mentioned in the Introduction, the two tasks used different sets of documents.
3 See http://www.clef-campaign.org/

http://www.clef-campaign.org/
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The TEL task used three collections:

– British Library (BL); 1,000,100 documents, 1.2 GB;
– Bibliothéque Nationale de France (BNF); 1,000,100 documents, 1.3 GB;
– Austrian National Library (ONB); 869,353 documents, 1.3 GB.

We refer to the three collections (BL, BNF, ONB) as English, French and Ger-
man because, in each case, this is the main and expected language of the collec-
tion. However, as has been mentioned, each of these collections is to some ex-
tent multilingual and contains documents (catalog records) in many additional
languages.

The TEL data is very different from the newspaper articles and news agency
dispatches previously used in the CLEF ad hoc track. The data tends to be very
sparse. Many records contain only title, author and subject heading information;
other records provide more detail. The title and (if existing) an abstract or de-
scription may be in a different language to that understood as the language of
the collection. The subject heading information is normally in the main language
of the collection. About 66% of the documents in the English and German col-
lection have textual subject headings, while only 37% in the French collection.
Dewey Classification (DDC) is not available in the French collection; negligi-
ble (<0.3%) in the German collection; but occurs in about half of the English
documents (456,408 docs to be exact).

Whereas in the traditional ad hoc task, the user searches directly for a doc-
ument containing information of interest, here the user tries to identify which
publications are of potential interest according to the information provided by
the catalog card. When we designed the task, the question the user was presumed
to be asking was “Is the publication described by the bibliographic record rele-
vant to my information need?”

The Persian task used the Hamshahri corpus of 1996-2002 newspapers as the
target collection. This corpus was made available to CLEF by the Data Base
Research Group (DBRG) of the University of Tehran. Hamshahri is one of the
most popular daily newspapers in Iran. The Hamshahri corpus consists of 345
MB of news texts for the years 1996 to 2002 (corpus size with tags is 564 MB).
This corpus contains more than 160,000 news articles about a variety of subjects
and includes nearly 417,000 different words. Hamshahri articles vary between
1KB and 140KB in size4.

2.2 Topics

Topics in the CLEF ad hoc track are structured statements representing informa-
tion needs. Each topic typically consists of three parts: a brief “title” statement; a
one-sentence “description”; a more complex “narrative” specifying the relevance
assessment criteria.

For the TEL task, a common set of 50 topics was prepared in each of the 3
main collection languages (English, French and German) plus this year also in
4 For more information, see http://ece.ut.ac.ir/dbrg/hamshahri/

http://ece.ut.ac.ir/dbrg/hamshahri/
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Chinese, Italian and Greek in response to specific requests. Only the Title and
Description fields were released to the participants. The narrative was prepared
to provide information for the assessors on how the topics should be judged but
was not released to the participants. The topic sets were prepared on the basis
of the contents of the collections.

In ad hoc, when a task uses data collections in more than one language, we
consider it important to be able to use versions of the same core topic set to query
all collections. This makes it easier to compare results over different collections
and also facilitates the preparation of extra topic sets in additional languages.
However, it is never easy to find topics that are effective for several different
collections and the topic preparation stage requires considerable discussion be-
tween the coordinators for each collection in order to identify suitable common
candidates. The sparseness of the data makes this particularly difficult for the
TEL task and leads to the formulation of topics that are quite broad in scope
so that at least some relevant documents could be found in each collection. A
result of this strategy is that there tends to be a considerable lack of evenness
of distribution in relevant documents. For each topic, the results expected from
the separate collections can vary considerably. An example of a CLEF 2009 TEL
topic in six languages is given in Figure 1.

For the Persian task, 50 topics were created in Persian by the Data Base
Research group of the University of Tehran, and then translated into English.
The rule in CLEF when creating topics in additional languages is not to produce
literal translations but to attempt to render them as naturally as possible. This
was a particularly difficult task when going from Persian to English as cultural
differences had to be catered for. An example of a CLEF 2009 Persian topic in
English and Farsi is given in Figure 2.

2.3 Relevance Assessment

The number of documents in large test collections such as CLEF makes it imprac-
tical to judge every document for relevance. Instead approximate recall values
are calculated using pooling techniques. The results submitted by the groups
participating in the ad hoc tasks are used to form a pool of documents for each
topic and language by collecting the highly ranked documents from selected runs
according to a set of predefined criteria. One important limitation when forming
the pools is the number of documents to be assessed. Traditionally, the top 100
ranked documents from each of the runs selected are included in the pool; in
such a case we say that the pool is of depth 100. This pool is then used for
subsequent relevance judgments. After calculating the effectiveness measures,
the results are analyzed and run statistics produced and distributed. The sta-
bility of pools constructed in this way and their reliability for post-campaign
experiments is discussed in [3] with respect to the CLEF 2003 pools.

The main criteria used when constructing the pools in CLEF are:

– favour diversity among approaches adopted by participants, according to the
descriptions that they provide of their experiments;
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<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<topic>

<identifier>10.2452/711-AH</identifier>

<title lang="zh">深海生物</title>
<title lang="en">Deep Sea Creatures</title>
<title lang="fr">Créatures des fonds océaniques</title>
<title lang="de">Kreaturen der Tiefsee</title>
<title lang="el">     </title>
<title lang="it">Creature delle profondità oceaniche</title>

<description lang="zh">
找有 世界上任何深海生物的出版物。

</description>
<description lang="en">

Find publications about any kind of life in the depths
of any of the world's oceans.

</description>
<description lang="fr">

Trouver des ouvrages sur toute forme de vie dans les 
profondeurs des mers et des océans.

</description>
<description lang="de">

Finden Sie Veröffentlichungen über Leben und 
Lebensformen in den Tiefen der Ozeane der Welt.

</description>
<description lang="el">

       
  

</description>
<description lang="it">

Trova pubblicazioni su qualsiasi forma di vita nelle 
profondità degli oceani del mondo.

</description>
</topic>

Fig. 1. Example of TEL topic

– for each task, include at least one experiment from every participant, selected
from the experiments indicated by the participants as having highest priority;

– ensure that, for each participant, at least one mandatory title+description
experiment is included, even if not indicated as having high priority;

– add manual experiments, when provided;
– for bilingual tasks, ensure that each source topic language is represented.

From our experience in CLEF, using the tools provided by the DIRECT system
[1], we find that for newspaper documents, assessors can normally judge from 60
to 100 documents per hour, providing binary judgments: relevant / not relevant.
Our estimate for the TEL catalog records is higher as these records are much
shorter than the average newspaper article (100 to 120 documents per hour). In
both cases, it is clear that human relevance assessment is a time-consuming and



18 N. Ferro and C. Peters

<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<topic>

<identifier>10.2452/641-AH</identifier>

<title lang="en">Pollution in the Persian Gulf</title>
<title lang="fa">     </title>

<description lang="en">
Find information about pollution in the Persian Gulf and the causes.

</description>
<description lang="fa">

          
</description>

<narrative lang="en">
Find information about conditions of the Persian Gulf with respect to 
pollution; also of interest is information on the causes of pollution 
and comparisons of the level of pollution in this sea against that of 
other seas.

</narrative>
<narrative lang="fa">

             
           

</narrative>
</topic>

Fig. 2. Example of Persian topic

resource expensive task . This limitation impacts strongly on the application of
the criteria above - and implies that we are obliged to be flexible in the number
of documents judged per selected run for individual pools.

This year, in order to create pools of more-or-less equivalent size, the depth
selected for the TEL English, French, and German pools was 605. For each collec-
tion, we included in the pool two monolingual and one bilingual experiment for
every participant, plus any documents assessed as relevant during topic creation.
As we only had a relatively small number of runs submitted for Persian, we were
able to include documents from all experiments, and the pool was created with
a depth of 80.

These pool depths were the same as those created in the previous year. Given
the resources available, it was not possible to manually assess more documents.
For the CLEF 2008 ad hoc test collections, Stephen Tomlinson reported some
sampling experiments aimed at estimating the judging coverage [9]. He found
that this tended to be lower than the estimates he produced for the CLEF 2007
ad hoc collections. With respect to the TEL collections, he estimated that at best
50% to 70% of the relevant documents were included in the pools - and that most
of the unjudged relevant documents were for the 10 or more queries that had
the most known answers. Tomlinson has repeated these experiments for the 2009
TEL and Persian data [10]. Although for two of the four languages concerned
(German and Persian), his findings were similar to last year’s estimates, for the

5 Tests made on NTCIR pools in previous years have suggested that a depth of 60

is normally adequate to create stable pools, presuming that a sufficient number of

runs from different systems have been included.
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other two languages (English and French) this year’s estimates are substantially
lower.

With respect to Tomlinson’s analyses, the different nature of the TEL doc-
ument collections with respect to the “traditional” newspaper collections used
in CLEF up to 2007 must be remembered. Although the TEL documents tend
to be very sparse they can vary considerably, ranging from very short cata-
log records to quite long records with full abstracts of the related publications.
Moreover, as already stated, each collection is inherently multilingual, and this
means that for any topic there may be relevant documents in several languages.
This complicates pool construction and the assessment activity because, for ex-
ample, for the English collection you might have relevant documents for a given
topic also in Czech and Hungarian. On the other hand this also makes the task
more challenging for the systems: if they focus only on the main language of a
collection they are going to target about the 60%-70% of the documents in the
collections, leaving out a 30%-40% of potentially relevant documents. This, in
turn, will impact the pools created from those systems. If we are to continue to
use the pooling technique for this type of collection, we need to do some more
exhaustive manual searches in order to boost the pools with respect to relevant
documents. We also need to consider more carefully other techniques for rele-
vance assessment in the future such as, for example, the method suggested by
Sanderson and Joho [8] or Mechanical Turk [2].

The problem noted with the Persian pool may well be a consequence of the
poor participation in this task in 2009. In order to create a stable test collection,
you need a good number of runs from systems using different IR models and
techniques.

Table 1 reports summary information on the 2009 ad hoc pools used to cal-
culate the results for the main monolingual and bilingual experiments. For each
pool, we show the number of topics, the number of runs submitted, the number
of runs included in the pool, the number of documents in the pool (relevant and
non-relevant), and the number of assessors.

The box plot of Figure 3 compares the distributions of the relevant documents
across the topics of each pool for the different ad hoc pools; the boxes are ordered
by decreasing mean number of relevant documents per topic.

Figure 4 compares, for each topic, the number of relevant documents in each
of the CLEF 2009 TEL collections. We see that French and German distributions
appear similar and are slightly asymmetric towards topics with a greater num-
ber of relevant documents while the English distribution is slightly asymmetric
towards topics with a lower number of relevant documents. All the distributions
show some upper outliers, i.e. topics with a greater number of relevant document
with respect to the behaviour of the other topics in the distribution. These out-
liers are probably due to the fact that CLEF topics have to be able to retrieve
relevant documents in all the collections; therefore, they may be considerably
broader in one collection compared with others, depending on the contents of
the separate datasets. As can be seen in the figure, there are very few cases of
topics with almost the same number of relevant documents in all the collections.
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Table 1. Summary information on CLEF 2009 pools

TEL English Pool (DOI 10.2454/AH-TEL-ENGLISH-CLEF2009)

Pool size

26,190 pooled documents

– 23,663 not relevant documents

– 2,527 relevant documents

50 topics

Pooled Experiments

31 out of 89 submitted experiments

– monolingual: 22 out of 43 submitted experiments

– bilingual: 9 out of 46 submitted experiments

Assessors 4 assessors

TEL French Pool (DOI 10.2454/AH-TEL-FRENCH-CLEF2009)

Pool size

21,971 pooled documents

– 20,118 not relevant documents

– 1,853 relevant documents

50 topics

Pooled Experiments

21 out of 61 submitted experiments

– monolingual: 16 out of 35 submitted experiments

– bilingual: 5 out of 26 submitted experiments

Assessors 1 assessor

TEL German Pool (DOI 10.2454/AH-TEL-GERMAN-CLEF2009)

Pool size

25,541 pooled documents

– 23,882 not relevant documents

– 1,559 relevant documents

50 topics

Pooled Experiments

21 out of 61 submitted experiments

– monolingual: 16 out of 35 submitted experiments

– bilingual: 5 out of 26 submitted experiments

Assessors 2 assessors

Persian Pool (DOI 10.2454/AH-PERSIAN-CLEF2009)

Pool size

23,536 pooled documents

– 19,072 not relevant documents

– 4,464 relevant documents

50 topics

Pooled Experiments

20 out of 20 submitted experiments

– monolingual: 17 out of 17 submitted experiments

– bilingual: 3 out of 3 submitted experiments

Assessors 23 assessors
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Fig. 3. Distribution of the relevant documents across the ad-hoc pools

Fig. 4. Comparison topic-by-topic over the number of relevant documents for the TEL

pool
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The creation of topics with an even distribution of relevant documents across
collections in different languages is very difficult and, in fact, not necessary. The
goal is to ensure that each test collection is stable and that each topic finds
an acceptable number of relevant docs for each collection (but the acceptable
number can vary considerably - from few to very many for the same topic).

For the TEL documents, we judged for relevance only those documents that
are written totally or partially in English, French and German, e.g. a catalog
record written entirely in Hungarian was counted as not relevant as it was of no
use to our hypothetical user; however, a catalog record with perhaps the title and
a brief description in Hungarian, but with subject descriptors in French, German
or English was judged for relevance as it could be potentially useful. Our assessors
had no additional knowledge of the documents referred to by the catalog records
(or surrogates) contained in the collection. They judged for relevance on the
information contained in the records made available to the systems. This was
a non trivial task due to the lack of information present in the documents.
During the relevance assessment activity there was much consultation between
the assessors for the three TEL collections in order to ensure that the same
assessment criteria were adopted by everyone.

As shown in the box plot of Figure 3, the Persian distribution presents a
greater number of relevant documents per topic with respect to the other dis-
tributions and is slightly asymmetric towards topics with a number of relevant
documents. In addition, as can be seen from Table 1, it has been possible to sam-
ple all the experiments submitted for the Persian tasks. This means that there
were fewer unique documents per run and this fact, together with the greater
number of relevant documents per topic suggests either that all the systems were
using similar approaches and retrieval algorithms or that the systems found the
Persian topics quite easy.

The relevance assessment for the Persian results was done by the DBRG group
in Tehran. Again, assessment was performed on a binary basis and the standard
CLEF assessment rules were applied.

2.4 Result Calculation

Evaluation campaigns such as TREC and CLEF are based on the belief that
the effectiveness of Information Retrieval Systems (IRSs) can be objectively
evaluated by an analysis of a representative set of sample search results. For
this, effectiveness measures are calculated based on the results submitted by the
participants and the relevance assessments. Popular measures usually adopted
for exercises of this type are Recall and Precision. Details on how they are
calculated for CLEF are given in [4].

The individual results for all official Ad-hoc TEL and Persian experiments in
CLEF 2009 are given in the Appendices of the CLEF 2009 Working Notes [6,7].
You can also access online all the results, topics, experiment, and relevance
judgements by logging into http://direct.dei.unipd.it/6

6 If you need an account to access the system, please send an e-mail to

direct@dei.unipd.it.

http://direct.dei.unipd.it/
direct@dei.unipd.it
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Table 2. CLEF 2009 Ad hoc Participants

Ad hoc TEL Participants

Participant Institution Country

aeb Athens Univ. Economics & Business Greece

celi CELI Research srl Italy

chemnitz Chemnitz University of Technology Germany

cheshire U.C.Berkeley United States

cuza Alexandru Ioan Cuza University Romania

hit HIT2Lab, Heilongjiang Inst. Tech. China

inesc Tech. Univ. Lisbon Portugal

karlsruhe Univ. Karlsruhe Germany

opentext OpenText Corp. Canada

qazviniau Islamic Azaz Univ. Qazvin Iran

trinity Trinity Coll. Dublin Ireland

trinity-dcu Trinity Coll. & DCU Ireland

weimar Bauhaus Univ. Weimar Germany

Ad hoc Persian Participants

Participant Institution Country

jhu-apl Johns Hopkins Univ. USA

opentext OpenText Corp. Canada

qazviniau Islamic Azaz Univ. Qazvin Iran

unine U.Neuchatel-Informatics Switzerland

2.5 Participants and Experiments

As shown in Table 2, a total of 13 groups from 10 countries submitted official
results for the TEL task, while just four groups participated in the Persian task.

A total of 231 runs were submitted with an average number of submitted runs
per participant of 13.5 runs/participant.

Participants were required to submit at least one title+description (“TD”)
run per task in order to increase comparability between experiments. The large
majority of runs (216 out of 231, 93.50%) used this combination of topic fields,
2 (0.80%) used all fields7, and 13 (5.6%) used the title field. All the experi-
ments were conducted using automatic query construction. A breakdown into
the separate tasks and topic languages is shown in Table 3.

Seven different topic languages were used in the ad hoc experiments. As al-
ways, the most popular language for queries was English, with German second.
However, it must be noted that English topics were provided for both the TEL
and the Persian tasks. It is thus hardly surprising that English is the most used
language in which to formulate queries.

3 TEL@CLEF

The objective of this activity was to search and retrieve relevant items from
collections of library catalog cards. The underlying aim was to identify the most
7 The narrative field was only offered for the Persian task.
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Table 3. Number of experiments by task and topic language and number of partici-

pants per task

Task Chinese English Farsi French German Greek Italian Runs Part.

TEL Mono English – 46 – – – – – 46 12

TEL Mono French – – – 35 – – – 35 9

TEL Mono German – – – – 35 – – 35 9

TEL Bili English 3 0 0 15 19 5 1 43 10

TEL Bili French 0 12 0 0 12 0 2 26 6

TEL Bili German 1 12 0 12 0 0 1 26 6

Mono Persian – – 17 – – – – 17 4

Bili Persian – 3 – – – – – 3 1

Total 4 73 17 62 66 5 4 231 –

effective retrieval technologies for searching this type of very sparse multilingual
data.

3.1 Tasks

Two subtasks were offered which we called Monolingual and Bilingual. In both
tasks, the aim was to retrieve documents relevant to the query. By monolingual
we mean that the query is in the same language as the main language of the
collection. By bilingual we mean that the query is in a different language to
the main language of the collection. For example, in an EN → FR run, relevant
documents (bibliographic records) could be any document in the BNF collection
(referred to as the French collection), in whatever language they are written.
The same is true for a monolingual FR → FR run - relevant documents from the
BNF collection could actually also be in English or German, not just French.

Ten of the thirteen participating groups attempted a cross-language task; the
most popular being with the British Library as the target collection. Six groups
submitted experiments for all six possible official cross-language combinations.
In addition, we had runs submitted to the BL target collection with queries in
Greek, Chinese and Italian.

3.2 Results

Monolingual Results

Table 4 shows the top five groups for each target collection, ordered by mean
average precision. The table reports: the short name of the participating group;
the mean average precision achieved by the experiment; the DOI of the experi-
ment; and the performance difference between the first and the last participant.
Figures 5, 7, and 9 compare the performances of the top participants of the TEL
Monolingual tasks.



CLEF 2009 Ad Hoc Track Overview: TEL and Persian Tasks 25

Table 4. Best entries for the monolingual TEL tasks

Track Rank Participant Experiment DOI MAP

English

1st inesc 10.2415/AH-TEL-MONO-EN-CLEF2009.INESC.RUN11 40.84%

2nd chemnitz 10.2415/AH-TEL-MONO-EN-CLEF2009.CHEMNITZ.CUT 11 MONO MERGED EN 9 10 40.71%

3rd trinity 10.2415/AH-TEL-MONO-EN-CLEF2009.TRINITY.TCDENRUN2 40.35%

4th hit 10.2415/AH-TEL-MONO-EN-CLEF2009.HIT.MTDD10T40 39.36%

5th trinity-dcu 10.2415/AH-TEL-MONO-EN-CLEF2009.TRINITY-DCU.TCDDCUEN3 36.96%

Difference 10.50%

French

1st karlsruhe 10.2415/AH-TEL-MONO-FR-CLEF2009.KARLSRUHE.INDEXBL 27.20%

2nd chemnitz 10.2415/AH-TEL-MONO-FR-CLEF2009.CHEMNITZ.CUT 19 MONO MERGED FR 17 18 25.83%

3rd inesc 10.2415/AH-TEL-MONO-FR-CLEF2009.INESC.RUN12 25.11%

4th opentext 10.2415/AH-TEL-MONO-FR-CLEF2009.OPENTEXT.OTFR09TDE 24.12%

5th celi 10.2415/AH-TEL-MONO-FR-CLEF2009.CELI.CACAO FRBNF ML 23.61%

Difference 15.20%

German

1st opentext 10.2415/AH-TEL-MONO-DE-CLEF2009.OPENTEXT.OTDE09TDE 28.68%

2nd chemnitz 10.2415/AH-TEL-MONO-DE-CLEF2009.CHEMNITZ.CUT 3 MONO MERGED DE 1 2 27.89%

3rd inesc 10.2415/AH-TEL-MONO-DE-CLEF2009.INESC.RUN12 27.85%

4th trinity-dcu 10.2415/AH-TEL-MONO-DE-CLEF2009.TRINITY-DCU.TCDDCUDE3 26.86%

5th trinity 10.2415/AH-TEL-MONO-DE-CLEF2009.TRINITY.TCDDERUN1 25.77%

Difference 11.30%

Bilingual Results
Table 5 shows the top five groups for each target collection, ordered by mean
average precision. The table reports: the short name of the participating group;
the mean average precision achieved by the experiment; the DOI of the experi-
ment; and the performance difference between the first and the last participant.
Figures 6, 8, and 10 compare the performances of the top participants of the
TEL Bilingual tasks.

For bilingual retrieval evaluation, a common method is to compare results
against monolingual baselines. We have the following results for CLEF 2009:

– X → EN: 99.07% of best monolingual English IR system;
– X → FR: 94.00% of best monolingual French IR system;
– X → DE: 90.06% of best monolingual German IR system.

These figures are very encouraging, especially when compared with the results
for last year for the same TEL tasks:

– X → EN: 90.99% of best monolingual English IR system;
– X → FR: 56.63% of best monolingual French IR system;
– X → DE: 53.15% of best monolingual German IR system.

In particular, it can be seen that there is a considerable improvement in perfor-
mance for French and German.

The monolingual performance figures for all three tasks are quite similar to
those of last year but as these are not absolute values, no real conclusion can be
drawn from this.
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Ad−Hoc TEL Monolingual English Task Top 5 Participants − Standard Recall Levels vs Mean Interpolated Precision

inesc [Experiment RUN11; MAP 40.84%; Not Pooled]
chemnitz [Experiment CUT_11_MONO_MERGED_EN_9_10; MAP 40.71%; Not Pooled]
trinity [Experiment TCDENRUN2; MAP 40.35%; Pooled]
hit [Experiment MTDD10T40; MAP 39.36%; Pooled]
trinity−dcu [Experiment TCDDCUEN3; MAP 36.96%; Not Pooled]

Fig. 5. Monolingual English
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Ad−Hoc TEL Bilingual English Task Top 5 Participants − Standard Recall Levels vs Mean Interpolated Precision

chemnitz [Experiment CUT_13_BILI_MERGED_DE2EN_9_10; MAP 40.46%; Pooled]
hit [Experiment XTDD10T40; MAP 35.27%; Not Pooled]
trinity [Experiment TCDDEENRUN3; MAP 35.05%; Not Pooled]
trinity−dcu [Experiment TCDDCUDEEN1; MAP 33.33%; Not Pooled]
karlsruhe [Experiment DE_INDEXBL; MAP 32.70%; Not Pooled]

Fig. 6. Bilingual English
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Ad−Hoc TEL Monolingual French Task Top 5 Participants − Standard Recall Levels vs Mean Interpolated Precision

karlsruhe [Experiment INDEXBL; MAP 27.20%; Not Pooled]
chemnitz [Experiment CUT_19_MONO_MERGED_FR_17_18; MAP 25.83%; Not Pooled]
inesc [Experiment RUN12; MAP 25.11%; Not Pooled]
opentext [Experiment OTFR09TDE; MAP 24.12%; Not Pooled]
celi [Experiment CACAO_FRBNF_ML; MAP 23.61%; Not Pooled]

Fig. 7. Monolingual French

  0%  10%  20%  30%  40%  50%  60%  70%  80%  90% 100%
  0%

 10%

 20%

 30%

 40%

 50%

 60%

 70%

 80%

 90%

100%

Recall

P
re

ci
si

on

Ad−Hoc TEL Bilingual French Task Top 5 Participants − Standard Recall Levels vs Mean Interpolated Precision

chemnitz [Experiment CUT_24_BILI_EN2FR_MERGED_LANG_SPEC_REF_CUT_17; MAP 25.57%; Not Pooled]
karlsruhe [Experiment EN_INDEXBL; MAP 24.62%; Not Pooled]
cheshire [Experiment BIENFRT2FB; MAP 16.77%; Not Pooled]
trinity [Experiment TCDDEFRRUN2; MAP 16.33%; Not Pooled]
weimar [Experiment CLESA169283ENINFR; MAP 14.51%; Pooled]

Fig. 8. Bilingual French
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Ad−Hoc TEL Monolingual German Task Top 5 Participants − Standard Recall Levels vs Mean Interpolated Precision

opentext [Experiment OTDE09TDE; MAP 28.68%; Not Pooled]
chemnitz [Experiment CUT_3_MONO_MERGED_DE_1_2; MAP 27.89%; Not Pooled]
inesc [Experiment RUN12; MAP 27.85%; Not Pooled]
trinity−dcu [Experiment TCDDCUDE3; MAP 26.86%; Not Pooled]
trinity [Experiment TCDDERUN1; MAP 25.77%; Not Pooled]

Fig. 9. Monolingual German
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Ad−Hoc TEL Bilingual German Task Top 5 Participants − Standard Recall Levels vs Mean Interpolated Precision

chemnitz [Experiment CUT_5_BILI_MERGED_EN2DE_1_2; MAP 25.83%; Pooled]
trinity [Experiment TCDENDERUN3; MAP 19.35%; Not Pooled]
karlsruhe [Experiment EN_INDEXBL; MAP 16.46%; Not Pooled]
weimar [Experiment COMBINEDFRINDE; MAP 15.75%; Not Pooled]
cheshire [Experiment BIENDET2FBX; MAP 11.50%; Not Pooled]

Fig. 10. Bilingual German
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Table 5. Best entries for the bilingual TEL tasks

Track Rank Participant Experiment DOI MAP

English

1st chemnitz 10.2415/AH-TEL-BILI-X2EN-CLEF2009.CHEMNITZ.CUT 13 BILI MERGED DE2EN 9 10 40.46%

2nd hit 10.2415/AH-TEL-BILI-X2EN-CLEF2009.HIT.XTDD10T40 35.27%

3rd trinity 10.2415/AH-TEL-BILI-X2EN-CLEF2009.TRINITY.TCDDEENRUN3 35.05%

4th trinity-dcu 10.2415/AH-TEL-BILI-X2EN-CLEF2009.TRINITY-DCU.TCDDCUDEEN1 33.33%

5th karlsrhue 10.2415/AH-TEL-BILI-X2EN-CLEF2009.KARLSRUHE.DE INDEXBL 32.70%

Difference 23.73%

French

1st chemnitz 10.2415/AH-TEL-BILI-X2FR-CLEF2009.CHEMNITZ.CUT 24 BILI EN2FR MERGED LANG SPEC REF CUT 17 25.57%

2nd karlsrhue 10.2415/AH-TEL-BILI-X2FR-CLEF2009.KARLSRUHE.EN INDEXBL 24.62%

3rd chesire 10.2415/AH-TEL-BILI-X2FR-CLEF2009.CHESHIRE.BIENFRT2FB 16.77%

4th trinity 10.2415/AH-TEL-BILI-X2FR-CLEF2009.TRINITY.TCDDEFRRUN2 16.33%

5th weimar 10.2415/AH-TEL-BILI-X2FR-CLEF2009.WEIMAR.CLESA169283ENINFR 14.51%

Difference 69.67%

German

1st chemnitz 10.2415/AH-TEL-BILI-X2DE-CLEF2009.CHEMNITZ.CUT 5 BILI MERGED EN2DE 1 2 25.83%

2nd trinity 10.2415/AH-TEL-BILI-X2DE-CLEF2009.TRINITY.TCDENDERUN3 19.35%

3rd karlsrhue 10.2415/AH-TEL-BILI-X2DE-CLEF2009.KARLSRUHE.EN INDEXBL 16.46%

4th weimar 10.2415/AH-TEL-BILI-X2DE-CLEF2009.WEIMAR.COMBINEDFRINDE 15.75%

5th chesire 10.2415/AH-TEL-BILI-X2DE-CLEF2009.CHESHIRE.BIENDET2FBX 11.50%

Difference 124.60%

3.3 Approaches

As stated in the introduction, the TEL task this year is a repetition of the task set
last year. A main reason for this was to create a good reusable test collection with
a sufficient number of topics; another reason was to see whether the experience
gained and reported in the literature last year, and the opportunity to use last
year’s test collection as training data, would lead to differences in approaches
and/or improvements in performance this year. Although we have exactly the
same number of participants this year as last year, only five of the thirteen 2009
participants also participated in 2008. These are the groups tagged as Chemnitz,
Cheshire, Karlsruhe, INESC and Opentext. The last two of these groups only
tackled monolingual tasks. These groups all tend to appear in the top five for
the various tasks. In the following we attempt to examine briefly the approaches
adopted this year, focusing mainly on the cross-language experiments.

In the TEL task in CLEF 2008, we noted that all the traditional approaches to
monolingual and cross language retrieval were attempted by the different groups.
Retrieval methods included language models, vector-space and probabilistic ap-
proaches, and translation resources ranged from bilingual dictionaries, parallel
and comparable corpora to on-line MT systems and Wikipedia. Groups often
used a combination of more than one resource. What is immediately noticeable
in 2009 is that, although similarly to last year a number of different retrieval
models were tested, there is a far more uniform approach to the translation
problem.

Five of the ten groups that attempted cross-language tasks used the Google
Translate functionality, while a sixth used the LEC Power Translator [14]. An-
other group also used an MT system combining it with concept-based techniques
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but did not disclose the name of the MT system used [17]. The remaining three
groups used a bilingual term list [18], a combination of resources including on-line
and in house developed dictionaries [24], and Wikipedia translation links [19]. It
should be noted that four out of the five groups in the bilingual to English and
bilingual to French tasks and three out of five for the bilingual to German task
used Google Translate, either on its own or in combination with another tech-
nique. One group reported that topic translation using a statistical MT system
resulted in about 70% of the mean average precision (MAP) achieved when us-
ing Google Translate [25]. Another group [11] found that the results obtained by
simply translating the query into all the target languages via Google gave results
that were comparable to a far more complex strategy known as Cross-Language
Explicit Semantic Analysis, CL-ESA, where the library catalog records and the
queries are represented in a multilingual concept space that is spanned by aligned
Wikipedia articles. As, overall, the CLEF2009 results were significantly better
than those of CLEF 2008, can we take this as meaning that Google is going to
solve the cross-language translation resource quandary?

Taking a closer look at three groups that did consistently well in the cross-
language tasks we find the following. The group that had the top result for
each of the three tasks was Chemnitz [16]. They also had consistently good
monolingual results. Not surprisingly, they appear to have a very strong IR
engine, which uses various retrieval models and combines the results. They used
Snowball stemmers for English and French and an n-gram stemmer for German.
They were one of the few groups that tried to address the multilinguality of the
target collections. They used the Google service to translate the topic from the
source language to the four most common languages in the target collections,
queried the four indexes and combined the results in a multilingual result set.
They found that their approach combining multiple indexed collections worked
quite well for French and German but was disappointing for English.

Another group with good performance, Karlsruhe [17], also attempted to
tackle the multilinguality of the collections. Their approach was again based
on multiple indexes for different languages with rank aggregation to combine
the different partial results. They ran language detectors on the collections to
identify the different languages contained and translated the topics to the lan-
guages recognized. They used Snowball stemmers to stem terms in ten main
languages, fields in other languages were not preprocessed. Disappointingly, a
baseline consisting of a single index without language classification and a topic
translated only to the index language achieved similar or even better results. For
the translation step, they combined MT with a concept-based retrieval strategy
based on Explicit Semantic Analysis and using the Wikipedia database in En-
glish, French and German as concept space.

A third group that had quite good cross-language results for all three collec-
tions was Trinity [12]. However, their monolingual results were not so strong.
They used a language modelling retrieval paradigm together with a document
re-ranking method which they tried experimentally in the cross-language con-
text. Significantly, they also used Google Translate. Judging from the fact that
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they did not do so well in the monolingual tasks, this seems to be the probable
secret of their success for cross-language.

Of the three groups that submitted monolingual only runs, the INESC group
achieved a consistently good performance, with the best MAP for the English
collection and the third best for both French and German targets. They ex-
perimented an N-gram stemming technique together with query expansion and
multinomial language modelling [23]. The Cuza group participated in the mono-
lingual English task, using Lucene and addressing the multilingual aspect of the
TEL collections by translating the title fields of the English topics into French
and German, again using the Google API [22]. The third group, Opentext, fo-
cussed their attention on testing the stability and reusability of the test collec-
tions as reported above, rather than on the performance of their own retrieval
system [10].

4 Persian@CLEF

This activity was again coordinated in collaboration with the Data Base Research
Group (DBRG) of Tehran University. We were very disappointed that despite
the fact that 14 groups registered for the CLEF 2009 Persian task, only four
actually submitted results. And only one of these groups was from Iran. We
suspect that one of the reasons for this was that the date for submission of
results was not very convenient for the Iranian groups.

4.1 Tasks

The activity was organised as a typical ad hoc text retrieval task on newspa-
per collections. Two tasks were offered: monolingual retrieval; cross-language
retrieval (English queries to Persian target) and 50 topics were prepared (see
section 2.2). For each topic, participants had to find relevant documents in the
collection and submit the results in a ranked list. Table 3 provides a breakdown
of the number of participants and runs submitted by task and topic language.

4.2 Results

Table 6 shows the results for the two tasks, ordered by mean average precision.
The table reports: the short name of the participating group; the mean average
precision achieved by the experiment; the DOI of the experiment; and, where ap-
propriate, the performance difference between the first and the last participant.
Unfortunately, as can be seen in the table, something clearly went very wrong
with the bilingual experiments and the results should probably be discounted.

Figure 11 compares the performances of the top participants of the Persian
monolingual task.
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Table 6. Best entries for the Persian tasks

Track Rank Participant Experiment DOI MAP

Monolingual

1st jhu-apl 10.2415/AH-PERSIAN-MONO-FA-CLEF2009.JHU-APL.JHUFASK41R400TD 49.38%

2nd unine 10.2415/AH-PERSIAN-MONO-FA-CLEF2009.UNINE.UNINEPE4 49.37%

3rd opentext 10.2415/AH-PERSIAN-MONO-FA-CLEF2009.OPENTEXT.OTFA09TDE 39.53%

4th qazviniau 10.2415/AH-PERSIAN-MONO-FA-CLEF2009.QAZVINIAU.IAUPERFA3 37.62%

5th – – –%

Difference 31.25%

Bilingual

1st qazviniau 10.2415/AH-PERSIAN-BILI-X2FA-CLEF2009.QAZVINIAU.IAUPEREN3 2.72%

2nd – – –

3rd – – –

4th – – –

5th – – –

Difference –
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jhu−apl [Experiment JHUFASK41R400TD; MAP 49.38%; Pooled]
unine [Experiment UNINEPE4; MAP 49.37%; Pooled]
opentext [Experiment OTFA09TDE; MAP 39.53%; Pooled]
qazviniau [Experiment IAUPERFA3; MAP 37.62%; Pooled]

Fig. 11. Monolingual Persian

4.3 Approaches

As stated, only one group [20] attempted the bilingual task with the very poor
results cited above. The technique they used was the same as that adopted for
their bilingual to English experiments, exploiting Wikipedia translation links,
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and the reason they give for the very poor performance here is that the cover-
age of Farsi in Wikipedia is still very scarce compared to that of many other
languages.

In the monolingual Persian task, the top two groups had very similar per-
formance figures. [26] found they had best results using a light suffix-stripping
algorithm and by combining different indexing and searching strategies. In par-
ticular, they found that the use of blind query expansion could significantly
improve retrieval effectiveness. Interestingly, their results this year do not con-
firm their findings for the same task last year when the use of stemming did not
prove very effective [27]. The other group [15] tested variants of character n-gram
tokenization; 4-grams, 5-grams, and skipgrams all provided about a 10% relative
gain over plain words. The only Persian group focussed on testing a stemmer
and light morphological analyser. Unlike [26] they found that blind relevance
feedback hurt their precision [21].

An additional paper in these Proceedings, presents some post-campaign mono-
lingual experiments [13]. These authors propose and test a variation of the vector
space model which is based on phrases rather than single terms. They show a
good precision for top-ranked documents when compared with other commonly
used models.

5 Conclusions

In CLEF 2009 we deliberately repeated the TEL and Persian tasks offered in
2008 in order to build up our test collections. We are reasonably happy with
the results for the TEL task: several groups worked on tackling the particular
features of the TEL collections with varying success; evidence has been acquired
on the effectiveness of a number of different IR strategies; there is a very strong
indication of the validity of the Google Translate functionality.

On the other hand, the results for the Persian task were quite disappointing:
very few groups participated; the results obtained are either in contradiction to
those obtained previously and thus need further investigation [26] or tend to be
a very straightforward repetition and confirmation of last year’s results [15].
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Abstract. The Robust-WSD at CLEF 2009 aims at exploring the con-

tribution of Word Sense Disambiguation to monolingual and multilingual

Information Retrieval. The organizers of the task provide documents

and topics which have been automatically tagged with Word Senses

from WordNet using several state-of-the-art Word Sense Disambigua-

tion systems. The Robust-WSD exercise follows the same design as in

2008. It uses two languages often used in previous CLEF campaigns (En-

glish, Spanish). Documents were in English, and topics in both English

and Spanish. The document collections are based on the widely used

LA94 and GH95 news collections. All instructions and datasets required

to replicate the experiment are available from the organizers website

(http://ixa2.si.ehu.es/clirwsd/). The results show that some top-scoring

systems improve their IR and CLIR results with the use of WSD tags,

but the best scoring runs do not use WSD.

1 Introduction

The Robust-WSD task at CLEF 2009 aims at exploring the contribution of
Word Sense Disambiguation to monolingual and multilingual Information Re-
trieval. The organizers of the task provide documents and topics which have
been automatically tagged with Word Senses from WordNet using several state-
of-the-art Word Sense Disambiguation systems. The task follows the same design
as at CLEF 2008.

The robust task ran for the fourth time at CLEF 2009. It is an Ad-Hoc
retrieval task based on data of previous CLEF campaigns. The robust task em-
phasizes the difficult topics by a non-linear integration of the results of individual
topics into one result for a system, using the geometric mean of the average pre-
cision for all topics (GMAP) as an additional evaluation measure [17,18]. Given
the difficulty of the task, training data including topics and relevance assessments
was provided for the participants to tune their systems to the collection.

For the second year, the robust task also incorporated word sense disambigua-
tion information provided by the organizers to the participants. The task follows

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 36–49, 2010.
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the 2007 joint SemEval-CLEF task [2] and the 2008 Robust-WSD exercise [3],
and has the aim of exploring the contribution of word sense disambiguation to
monolingual and cross-language information retrieval. The goal of the task is
to test whether WSD can be used beneficially for retrieval systems, and thus
participants were required to submit at least one baseline run without WSD and
one run using the WSD annotations. Participants could also submit four further
baseline runs without WSD and four runs using WSD.

The experiment involved both monolingual (topics and documents in English)
and bilingual experiments (topics in Spanish and documents in English). In ad-
dition to the original documents and topics, the organizers of the task provided
both documents and topics which had been automatically tagged with word
senses from WordNet version 1.6 using two state-of-the-art word sense disam-
biguation systems, UBC [1] and NUS [8]. These systems provided weighted word
sense tags for each of the nouns, verbs, adjectives and adverbs that they could
disambiguate. These systems participated in the Semeval 2007 task on Word
Sense Disambiguation[16], with similar results. NUS ranked 4th in the all-words
task, with an accuracy of 57.4, and UBC ranked 5th, with an accuracy of 54.4.
In the all-words task, the output of both systems was compared with the gold
stadard sense tags on a sample of three documents.

In addition, the participants could use publicly available data from the English
and Spanish wordnets in order to test different expansion strategies. Note that
given the tight alignment of the Spanish and English wordnets, the wordnets
could also be used to translate directly from one sense to another, and perform
expansion to terms in another language.

The datasets used in this task can be used in the future to run further ex-
periments. Check http://ixa2.si.ehu.es/clirwsd for information of how to
access the datasets. Topics and relevance judgements are freely available. The
document collection can be obtained from ELDA purchasing the CLEF Test
Suite for the CLEF 2000-2003 Campaigns – Evaluation Package. As an alterna-
tive, the website offers the unordered set of words in each document, that is, the
full set of documents where the positional information has been eliminated to
avoid replications of the originals. Lucene indexes for the later are also available
from the website.

In this paper, we first present the task setup, the evaluation methodology and
the participation in the different tasks (Section 2). We then describe the main
features of each task and show the results (Sections 3 - 5). The final section
provides a brief summing up. For information on the various approaches and
resources used by the groups participating in this task and the issues they focused
on, we refer the reader to the rest of the papers in the Robust-WSD part of the
Ad Hoc section of these Proceedings.

2 Task Setup

The Ad Hoc task in CLEF adopts a corpus-based, automatic scoring method
for the assessment of system performance, based on ideas first introduced in
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the Cranfield experiments in the late 1960s [9]. The tasks offered are studied
in order to effectively measure textual document retrieval under specific condi-
tions. The test collections are made up of documents, topics and relevance
assessments. The topics consist of a set of statements simulating information
needs from which the systems derive the queries to search the document collec-
tions. Evaluation of system performance is then done by judging the documents
retrieved in response to a topic with respect to their relevance, and computing
the recall and precision measures.

2.1 Test Collections

The Documents. The robust task used existing CLEF news collections but
with word sense disambiguation (WSD) information added. The word sense dis-
ambiguation data was automatically added by systems from two leading research
laboratories, UBC [1] and NUS [8]. Both systems returned word senses from the
English WordNet, version 1.6.

The document collections were offered both with and without WSD, and
included the following1:

– LA Times 94 (with word sense disambiguated data); ca 113,000 documents,
425 MB without WSD, 1,448 MB (UBC) or 2,151 MB (NUS) with WSD;

– Glasgow Herald 95 (with word sense disambiguated data); ca 56,500 doc-
uments, 154 MB without WSD, 626 MB (UBC) or 904 MB (NUS) with
WSD.

The Topics. Topics are structured statements representing information needs.
Each topic typically consists of three parts: a brief title statement; a one-sentence
description; a more complex narrative the relevance assessment criteria. Topics
are prepared in xml format and identified by means of a Digital Object Identifier
(DOI)2 of the experiment [14] which allows us to reference and cite them.

The WSD robust task used existing CLEF topics in English and Spanish as
follows:

– CLEF 2001; Topics 10.2452/41-AH – 10.2452/90-AH; LA Times 94
– CLEF 2002; Topics 10.2452/91-AH – 10.2452/140-AH; LA Times 94
– CLEF 2003; Topics 10.2452/141-AH – 10.2452/200-AH; LA Times 94, Glas-

gow Herald 95
– CLEF 2004; Topics 10.2452/201-AH – 10.2452/250-AH; Glasgow Herald 95
– CLEF 2005; Topics 10.2452/251-AH – 10.2452/300-AH; LA Times 94, Glas-

gow Herald 95
– CLEF 2006; Topics 10.2452/301-AH – 10.2452/350-AH; LA Times 94, Glas-

gow Herald 95

1 A sample document and dtd are available at http://ixa2.si.ehu.es/clirwsd/
2 http://www.doi.org/

http://ixa2.si.ehu.es/clirwsd/
http://www.doi.org/
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<top>

<num>10.2452/141-WSD-AH</num>

<EN-title>

<TERM ID="10.2452/141-WSD-AH-1" LEMA="letter" POS="NNP">

<WF>Letter</WF>

<SYNSET SCORE="0" CODE="05115901-n"/>

<SYNSET SCORE="0" CODE="05362432-n"/>

<SYNSET SCORE="0" CODE="05029514-n"/>

<SYNSET SCORE="1" CODE="04968965-n"/>

</TERM>

<TERM ID="10.2452/141-WSD-AH-2" LEMA="bomb" POS="NNP">

<WF>Bomb</WF>

<SYNSET SCORE="0.888888888888889" CODE="02310834-n"/>

<SYNSET SCORE="0" CODE="05484679-n"/>

<SYNSET SCORE="0.111111111111111" CODE="02311368-n"/>

</TERM>

<TERM ID="10.2452/141-WSD-AH-3" LEMA="for" POS="IN">

<WF>for</WF>

</TERM>

       ... 

</EN-title>

<EN-desc>

<TERM ID="10.2452/141-WSD-AH-5" LEMA="find" POS="VBP">

<WF>Find</WF>

<SYNSET SCORE="0" CODE="00658116-v"/>

           ... 

</TERM>

       ... 

</EN-desc>

<EN-narr>

       ... 

</EN-narr>

</top>

Fig. 1. Example of Robust WSD topic: topic 10.2452/141-WSD-AH

Topics from years 2001, 2002 and 2004 were used as training topics (relevance
assessments were offered to participants), and topics from years 2003, 2005 and
2006 were used for the test.

All topics were offered both with and without WSD. Topics in English were
disambiguated by both UBC [1] and NUS [8] systems, yielding word senses from
WordNet version 1.6. A large-scale disambiguation system for Spanish was not
available, so we used the first-sense heuristic, yielding senses from the Spanish
wordnet, which is tightly aligned to the English WordNet version 1.6 (i.e., they
share synset numbers or sense codes). An excerpt from a topic is shown in Figure
1, where each term in the topic is followed by its senses with their respective
scores as assigned buy the automatic WSD system3.

3 Full sample and dtd are available at http://ixa2.si.ehu.es/clirwsd/

http://ixa2.si.ehu.es/clirwsd/
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Relevance Assessment. The number of documents in large test collections
such as CLEF makes it impractical to judge every document for relevance. In-
stead approximate recall values are calculated using pooling techniques. The
robust WSD task used existing relevance assessments from previous years. The
relevance assessments regarding the training topics were provided to participants
before competition time.

The total number of assessments was 66,441 documents of which 4,327 were
relevant. The distribution of the pool according to each year was the following:

– CLEF 2003: 23,674 documents, 1,006 relevant;
– CLEF 2005: 19,790 document, 2,063 relevant;
– CLEF 2006: 21,247 document, 1,258 relevant;

Seven topics had no relevant documents at all: 10.2452/149-AH, 10.2452/161-
AH, 10.2452/166-AH, 10.2452/186-AH, 10.2452/191-AH, 10.2452/195-AH, 10.2-
452/321-AH. Each topic had an average of about 28 relevant documents and a
standard deviation of 34, a minimum of 1 relevant document and a maximum
of 229 relevant documents per topic.

2.2 Result Calculation

Evaluation campaigns such as TREC and CLEF are based on the belief that
the effectiveness of Information Retrieval Systems (IRSs) can be objectively
evaluated by an analysis of a representative set of sample search results. For
this, effectiveness measures are calculated based on the results submitted by the
participants and the relevance assessments. Popular measures usually adopted
for exercises of this type are Recall and Precision. Details on how they are
calculated for CLEF are given in [7].

The robust task emphasizes the difficult topics by a non-linear integration of
the results of individual topics into one result for a system, using the geometric
mean of the average precision for all topics (GMAP) as an additional evalua-
tion measure [17,18]. This makes especially sense in multilingual retrieval where
results can differ from results based on MAP [15].

The individual results for all official Ad Hoc experiments in CLEF 2009 are
given in the one of the Appendices of the CLEF 2009 Working Notes [11].

2.3 Participants and Experiments

As shown in Table 1, 10 groups submitted 89 runs for the Robust tasks:

– 8 groups submitted monolingual non-WSD runs (25 runs out of 89);
– 5 groups also submitted bilingual non-WSD runs (13 runs out of 89).

All groups submitted WSD runs (51 out of 89 runs):

– 10 groups submitted monolingual WSD runs (33 out of 89 runs)
– 5 groups submitted bilingual WSD runs (18 out of 89 runs)
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Table 1. CLEF 2009 Ad Hoc Robust participants. See text in Section 2.3. for comments

on participants with *.

participant task No. experiments

alicante* AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 3

darmstadt AH-ROBUST-MONO-EN-TEST-CLEF2009 5

darmstadt AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 5

geneva* AH-ROBUST-MONO-EN-TEST-CLEF2009 5

geneva* AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009 1

geneva* AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 2

ixa AH-ROBUST-BILI-X2EN-TEST-CLEF2009 1

ixa AH-ROBUST-MONO-EN-TEST-CLEF2009 1

ixa AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009 4

ixa AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 3

jaen* AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 2

know-center AH-ROBUST-BILI-X2EN-TEST-CLEF2009 3

know-center AH-ROBUST-MONO-EN-TEST-CLEF2009 3

know-center AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009 3

know-center AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 3

reina* AH-ROBUST-BILI-X2EN-TEST-CLEF2009 5

reina* AH-ROBUST-MONO-EN-TEST-CLEF2009 5

reina* AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009 5

reina* AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 5

ufrgs AH-ROBUST-BILI-X2EN-TEST-CLEF2009 1

ufrgs AH-ROBUST-MONO-EN-TEST-CLEF2009 1

ufrgs AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 1

uniba AH-ROBUST-BILI-X2EN-TEST-CLEF2009 3

uniba AH-ROBUST-MONO-EN-TEST-CLEF2009 3

uniba AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009 5

uniba AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 5

valencia AH-ROBUST-MONO-EN-TEST-CLEF2009 2

valencia AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009 4

Table 2 provides a breakdown of the number of participants and submitted
runs by task. Note that jaen submitted a monolingual non-WSD run as if it
was a WSD run, and that alicante missed to send their non-WSD run on time.
Although REINA submitted some runs under WSD, they did not use WSD
information [20], only lemma and PoS. Geneva did not submit a paper describing
their systems. The figures used in this paper are the official figures at the time
of the task.

3 Results

Table 3 shows the best results for the monolingual runs, and Table 4 shows
the best results for the bilingual runs. In the following pages, Figure 2 shows
the performances of the best systems in terms of average precision of the top
participants of the Robust Monolingual and Monolingual WSD, and Figure 3
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Table 2. Number of runs per track

Track # Part. # Runs

Robust Mono English Test 8 25

Robust Mono English Test WSD 10 33

Robust Biling. English Test 5 13

Robust Biling. English Test WSD 5 18

Table 3. Best entries for the robust monolingual task, including both WSD and non-

WSD runs. The Q columns shows the information used to build the query.

Rank Participant Q Experiment DOI MAP GMAP

N
o
n
-W

S
D

1st darmstadt TD 10.2415/AH-ROBUST-MONO-EN-TEST-CLEF2009.DARMSTADT.DA 4 45.09% 20.42%

2nd reina TDN 10.2415/AH-ROBUST-MONO-EN-TEST-CLEF2009.REINA.ROB2 44.52% 21.18%

3rd uniba TDN 10.2415/AH-ROBUST-MONO-EN-TEST-CLEF2009.UNIBA.UNIBAKRF 42.50% 17.93%

4th geneva TDN 10.2415/AH-ROBUST-MONO-EN-TEST-CLEF2009.GENEVA.ISIENNATTDN 41.71% 17.88%

5th know-center TD 10.2415/AH-ROBUST-MONO-EN-TEST-CLEF2009.KNOW-CENTER.ASSO 41.70% 18.64%

W
S
D

1st darmstadt TD 10.2415/AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009.DARMSTADT.DA WSD 4 45.00% 20.49%

2nd uniba TDN 10.2415/AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009.UNIBA.UNIBAKEYSYNRF 43.46% 19.60%

3rd know-center TD 10.2415/AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009.KNOW-CENTER.ASSOWSD 42.22% 19.47%

4th geneva TDN 10.2415/AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009.GENEVA.ISINUSLWTDN 38.11% 16.26%

5th ixa TD 10.2415/AH-ROBUST-WSD-MONO-EN-TEST-CLEF2009.IXA.ENENBESTSENSE500DOCS 38.05% 16.57%

Table 4. Best entries for the robust ES-EN bilingual task, including both WSD and

non-WSD runs. The Q columns shows the information used to build the query.

Rank Participant Q Experiment DOI MAP GMAP

N
o
n
-W

S
D

1st reina TDN 10.2415/AH-ROBUST-BILI-X2EN-TEST-CLEF2009.REINA.BILI2 38.42% 15.11%

2nd uniba TDN 10.2415/AH-ROBUST-BILI-X2EN-TEST-CLEF2009.UNIBA.UNIBACROSSKEYRF 38.09% 13.11%

3rd know-center TD 10.2415/AH-ROBUST-BILI-X2EN-TEST-CLEF2009.KNOW-CENTER.BILIASSO 28.98% 06.79%

4th ufrgs TD 10.2415/AH-ROBUST-BILI-X2EN-TEST-CLEF2009.UFRGS.BILINGUAL 27.65% 07.37%

5th ixa TD 10.2415/AH-ROBUST-BILI-X2EN-TEST-CLEF2009.IXA.ESENNOWSD 18.05% 01.90%

W
S
D

1st uniba TDN 10.2415/AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009.UNIBA.UNIBACROSSKEYSYNRF 37.53% 13.82%

2nd geneva TD 10.2415/AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009.GENEVA.ISINUSWSDTD 36.63% 16.02%

3rd know-center TD 10.2415/AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009.KNOW-CENTER.BILIASSOWSD 29.64% 07.05%

4rd ixa TD 10.2415/AH-ROBUST-WSD-BILI-X2EN-TEST-CLEF2009.IXA.ESEN1STTOPSBESTSENSE500DOCS 18.38% 01.98%

shows the performances of the best participants of the Robust Bilingual and
Bilingual WSD. Some teams used the Title and Description fields to construct
the query (TD), while others also used the narrative (TDN).

The comparison of the bilingual runs with respect to the monolingual results
yield the following:

– ES → EN: 85.2% of best monolingual English IR system (MAP);
– ES → EN WSD: 83.3% of best monolingual English IR system (MAP);
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Fig. 2. Mean average precision of the top 5 participants of the Robust Monolingual

English Task (top graph) and Robust WSD Monolingual English Task (bottom).
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Table 5. Statistical tests comparison between non-WSD and WSD runs. Differences

or equalities are statistically significant with alpha = 5%

Monolingual Bilingual

Task Non-WSD > WSD Non-WSD > WSD

Set of best runs Non-WSD > WSD Non-WSD = WSD

Single best run Non-WSD = WSD Non-WSD = WSD

3.1 Statistical Testing

When the goal is to validate how well results can be expected to hold beyond
a particular set of queries, statistical testing can help to determine what differ-
ences between runs appear to be real as opposed to differences that are due to
sampling issues. We aim to identify whether the results of the runs of a task
are significantly different from the results of other tasks. In particular, we want
to test whether there is any difference between applying WSD techniques or
not. Significantly different in this context means that the difference between the
performance scores for the runs in question appears greater than what might
be expected by pure chance. As with all statistical testing, conclusions will be
qualified by an error probability, which was chosen to be 0.05 in the following.
We have designed our analysis to follow closely the methodology used by similar
analyses carried out for Text REtrieval Conference (TREC) [18].

We used the MATLAB Statistics Toolbox, which provides the necessary func-
tionality plus some additional functions and utilities. Following the approach
presented by [10], the first step is to verify whether the distributions of perfor-
mances are normal, the second step is to analyze whether the variances of the
distributions are equal, and finally to test whether the means of the distributions
are the same. Three different pairs of distributions were analyzed to verify the
differences between WSD and non-WSD experiments:

– Task:
• Robust Monolingual vs Robust WSD Monolingual;
• Robust Bilingual vs Robust WSD Bilingual.

– Set of best experiments:
• Best performers of Robust Monolingual vs Best Robust WSD Monolin-

gual (experiments of Table 3);
• Best performers of Robust Bilingual vs Best performers Robust WSD

Bilingual (experiments of Table 4).
– Single best experiment:

• Best Robust Monolingual vs Best Robust WSD Monolingual;
• Best Robust Bilingual vs Best Robust WSD Bilingual.

Results are summarized in Table 3.1, showing that overall, systems not using
WSD perform better than those using WSD. When we take the best systems,
results are not statistically different. These comparisons are done without taking
into account who is producing which runs. Another alternative is to analize each
participant system separately, as we will do in the next section.
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Table 6. Statistical tests comparison between non-WSD and WSD runs of best par-

ticipants. Differences or equalities are statistically significant with alpha = 5%.

System Monolingual Bilingual

darmstadt Non-WSD = WSD n/a

uniba Non-WSD < WSD Non-WSD = WSD

geneva Non-WSD > WSD n/a

know-center Non-WSD = WSD Non-WSD = WSD

3.2 Analysis

In this section we focus on the comparison between WSD and non-WSD runs of
each participant. Overall, the best MAP and GMAP results in the monolingual
system were for two distinct runs which did not use WSD information, but several
participants were able to obtain their best MAP and GMAP scores using WSD
information. In the bilingual experiments, the best results in MAP were for non-
WSD runs, but two participants were able to profit from the WSD annotations.
As it is difficult to summarize the behavior of all participants, we will only
mention the performance of the best teams, as given in Tables 3 and 4. In
addition, Table 3.2 summarizes whether the best WSD and non-WSD runs for
participants that submitted both runs are statistically significant. The interested
reader is directed to the papers of each participant in this volume for additional
details.

In the monolingual experiments, cf. Table 3, the best results overall in
MAP were for darmstadt. Their WSD runs scored very similar to the non-WSD
runs, with a slight decrease of MAP (0.09 percentage points, with no statistical
difference) and a slight increase of GMAP (0.07 percentage points) [19]. The
method to include WSD information was to create additional indexes for word
senses, and then combine them with other indexes using weights as optimized
from training. The retrieval system used the BM25 model, with an additional
monolingual translation-based model.

The second best MAP score and best GMAP was attained by reina [20]
without WSD. Unfortunately they did not submit any run using WSD. Systems
such as this introduce noise in the comparisons in the previous section.

The third best MAP and second GMAP where obtained by uniba [5] using
WSD. This team showed a 0.94 statistically different increase in MAP and 1.67
increase in GMAP with respect to their best non-WSD run. They constructed
an additional index with synset numbers, and then combined the synsets using
the N-levels model.

geneva [12] also attained good results, but their WSD system had a statisti-
cally significant drop in both MAP and GMAP. Unfortunately, the authors did
not explain how they integrated WSD information in their system.

Finally, know-center [13] attained 0.52 improvements in MAP using WSD
(not statistically significant difference) and 0.83 increase in GMAP with the use
of WSD. They added synsets and synonyms to the index, and used an axiomatic
retrieval approach.
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In the bilingual experiments, cf. Table 4, the best results overall in MAP
were for reina with a system which did not use WSD annotations [20], and
again, they did not submit runs using WSD.

The best GMAP was for geneva using WSD [12], but unfortunately, they did
not submit any non-WSD run.

uniba [5] got the second best MAP, with better MAP for the non-WSD run
and better GMAP for the WSD run. The differences were small in both cases
(0.56 in MAP, 0.71 in GMAP).

Those three teams had the highest results, well over 35% MAP, and the rest
got more modest performances. know-center [13] reported better results using
WSD information (0.66 MAP, 0.26 GMAP). Ufrgs [6] only submitted the WSD
result. Finally ixa [4] got low results, with small improvements using WSD
information (0.33 MAP, 0.08 GMAP).

All in all, the exercise showed that some teams did improve results using WSD
(close to 1 MAP point and more than 1 GMAP point in monolingual, and below
1 MAP/GMAP point in bilingual), but the best results for both monolingual
and bilingual tasks were for systems which did not use WSD.

4 Conclusions

This new edition of the robust WSD exercise has measured to what extent IR
systems could profit from automatic word sense disambiguation information. The
conclusions on the monolingual subtask are similar to the conclusions of 2008.
The evidence for using WSD in monolingual IR is mixed. Some top scoring
groups report improvements in MAP and GMAP, with significant improvements
in the case of uniba, which attained the third best results. Still, the best overall
scores are for two systems not using WSD. Regarding the cross-lingual task, the
situation is very similar, but the reported improvements using WSD are smaller.

The lower performance of some groups when using WSD seems to indicate
that using WSD for IR is not straightforward, and can lead to worse results if not
done with care. From another perspective, the results of groups which do attest
significant improvements are very relevant, as they show that a careful system
design can render WSD information effective. We thus think that, overall, the
results of the 2008 and 2009 campaigns are promising, and that there is still
room for improvement.

The instructions and all datasets to replicate the results (including Lucene
indexes) are available from http://ixa.si.ehu.es/clirwsd. Topics and rele-
vance judgements are freely available. The document collection can be obtained
from ELDA purchasing the CLEF Test Suite for the CLEF 2000-2003 Campaigns
– Evaluation Package. As an alternative, the website offers the unordered set of
words in each document, that is, the full set of documents where the positional
information has been eliminated to avoid replications of the originals. Lucene
indexes for the later are also available from the website. Given the availability of
these resources, interested parties can now evaluate their own systems, and we
thus felt that there is no need to organize another edition of the competition.
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Abstract. This paper describes our participation in the TEL@CLEF task of the
CLEF 2009 ad-hoc track. The task is to retrieve items from various multilingual
collections of library catalog records, which are relevant to a user’s query. Two
different strategies are employed: (i) the Cross-Language Explicit Semantic Anal-
ysis, CL-ESA, where the library catalog records and the queries are represented in
a multilingual concept space that is spanned by aligned Wikipedia articles, and,
(ii) a Cross Querying approach, where a query is translated into all target lan-
guages using Google Translate and where the obtained rankings are combined.
The evaluation shows that both strategies outperform the monolingual baseline
and achieve comparable results.

Furthermore, inspired by the Generalized Vector Space Model we present a
formal definition and an alternative interpretation of the CL-ESA model. This
interpretation is interesting for real-world retrieval applications since it reveals
how the computational effort for CL-ESA can be shifted from the query phase to
a preprocessing phase.

1 Introduction

Cross-language information retrieval, CLIR, is the task of retrieving documents from
a target collection written in a language different from the language of a user’s query.
CLIR systems give multilingual users the possibility to express queries in any language,
e.g., their native language, and to obtain result documents in all languages they are
familiar with. Since CLIR is not restricted to collections in the query language more
sources can be included in the retrieval process, and the chance to fulfill a particular
information need of a multilingual user is higher. Another use case for CLIR techniques
is cross-language plagiarism detection, where the query corresponds to a suspicious
document and the target collection is a reference corpus with original documents [3].

The Cross-Language Evaluation Forum, CLEF, provides an infrastructure for the
evaluation of information retrieval systems, both monolingual and cross-lingual. We
participated in the TEL@CLEF task of the CLEF 2009 ad-hoc track, which aims at the
evaluation of systems to retrieve relevant items from multilingual collections of library
catalog records. The main challenges of this task are the multilinguality and the sparsity
of the dataset. We used two different CLIR approaches to tackle this task; the paper in
hand outlines and discusses these approaches and the achieved results.

The first approach is Cross-Language Explicit Semantic Analysis, CL-ESA, which
is a multilingual retrieval model to access cross-language similarity between text doc-
uments [3]. The CL-ESA model exploits a document-aligned comparable corpus such

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 50–57, 2010.
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as Wikipedia in order to map the query and the documents into a common multilingual
concept space [3,4]. We also present a formal definition and an alternative interpreta-
tion for the CL-ESA model, which is inspired by the Generalized Vector Space Model,
GVSM. Our view is mathematically equivalent to the original idea of the CL-ESA
model; it reveals how the computational effort for CL-ESA can be shifted from the
query phase to a preprocessing phase.

In the second approach, called Cross Querying, each query is translated into all target
languages. The particular rankings are used in a combined fashion considering the most
likely language of the documents. The evaluation on the TEL@CLEF collections shows
that both CLIR approaches are able to outperform the monolingual baseline. In the
bilingual subtask, querying with a foreign language, Cross Querying achieves nearly
the same or even higher results compared to the monolingual subtask; the performance
of the CL-ESA is lower compared to the monolingual results.

The paper is organized as follows. Section 2 describes the target collection used in
the TEL@CLEF task along with the evaluation procedure. Section 3 defines the gen-
eral CL-ESA model, our formalization, and details of the CL-ESA implementation em-
ployed in the experiments. Section 4 presents the Cross Querying approach, Section 5
discusses the evaluation, and Section 6 concludes with an outlook.

2 TEL@CLEF Dataset and Evaluation Procedure

In this year’s TEL@CLEF task three target collections, provided by The European
Library, TEL, are used. The collections are labeled BL, ONB, and BNF, and mainly
contain information in English, German, and French respectively (see Table 1). The col-
lections are comprised of library catalog records, referring to different types of items
such as articles, books, or videos. The data is provided in structured form and repre-
sented in XML. Each library catalog record has several fields containing meta informa-
tion and content information that describe the particular item. Typical meta information
fields are author, rights, or publisher, and typical content information fields
are title, description, subject, or alternative. In our experiments we
focus on the content information fields. A major difficulty is the sparsity of the avail-
able information: for many records only few fields are given.

The user’s information need is specified by 50 topics that are provided by CLEF
in the three main languages of the target collections, namely English, German, and
French. A topic consists of two fields: a title, containing 2-4 keywords, and a
description, containing 1-2 sentences that specify the item of interest in greater
detail. The topics are used to construct the queries.

The TEL@CLEF task is divided into a monolingual and a bilingual subtask. The
aim in both subtasks is to retrieve documents (library catalog records) from the target
collections, which are most relevant to a query; for each query the results are submitted
as a ranked list of documents. In the monolingual subtask the language of the query
and the main language of the collection are the same, while in the bilingual subtask
the language of the query is different from the main language of the collection. We
submitted runs for both subtasks and for all three languages.
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Table 1. Statistics of the three target collections used in the TEL@CLEF task: British Library,
BL; Österreichische Nationalbibliothek, ONB; and Bibliothèque nationale de France, BNF

BL ONB BNF

main language English German French

# documents 1 000 100 869 353 1 000 100

# documents with title 1 000 042 829 675 1 000 095
average length of title per document 8.033 5.500 17.124

# documents with description 518 493 0 1 000 100
average length of description per document 6.222 0 10.095

# documents with subject 671 544 602 580 368 788
average length of subject per document 7.032 8.373 10.833

# documents with alternative 78 679 404 415 0
average length of alternative per document 5.491 8.158 0

# documents without content information 20 37 564 0

3 Cross-Language Explicit Semantic Analysis

Cross-Language Explicit Semantic Analysis, CL-ESA, is a generalization of the Ex-
plicit Semantic Analysis, ESA [2], and was proposed by Potthast et al. [3]. This section
presents a formal definition of the CL-ESA model that reveals its close connection to
the Generalized Vector Space Model, GVSM [5]: the ESA model and the GVSM can
be transformed into each other [1]. It follows immediately that this is also true for the
CL-ESA model and the cross-lingual extension of the Generalized Vector Space Model,
CL-GVSM [6].

3.1 Formal Definition

Let di be a real-world document written in language Li, and let di be a bag-of-word-
based representation of di, encoded as a vector of normalized term frequency weights
over a universal term vocabulary Vi. Vi contains all used terms for language Li. A
set Di of document representations defines a term-document matrix ADi , where each
column in ADi corresponds to a vector di ∈ Di.

Definition 1 (ESA Representation [1]). Let D∗
i be a collection of index documents

written in language Li. The ESA representation diESA of a document di with represen-
tation di is defined as follows:

diESA = AT
D∗

i
· di, (1)

where AT designates the matrix transpose of A.

The rationale of this definition becomes clear if one considers that the weight vectors
d∗

i ∈ D∗
i and di are normalized: ||d∗

i || = ||di|| = 1, for each d∗
i ∈ D∗

i . Hence,
each entry in the ESA representation diESA of a document di is the cosine similarity
between di and some vector d∗

i ∈ D∗
i . Put another way, di is compared to each index

document in D∗
i , and diESA is comprised of the respective cosine similarities.



Evaluating CL-ESA and Cross Querying 53

Definition 2 (CL-ESA Similarity). Let L = {L1, . . . , Lk} denote a set of natural lan-
guages, and let D∗ = {D∗

1 , . . . , D
∗
k} be a set of index collections where each D∗

i ∈ D∗

is a list of index documents written in language Li ∈ L. D∗ is a document-aligned com-
parable corpus, i.e., for each language Li ∈ L the n-th index document in D∗

i ∈ D∗

describes the same concept. The CL-ESA similarity, ϕCL−ESA(qj , di), between a query
qj in language Lj and a document di in language Li is computed as cosine similarity
ϕ of the ESA representations of qj and di:

ϕCL−ESA(qj , di) = ϕ(qjESA,diESA) = ϕ(AT
D∗

j
· qj , A

T
D∗

i
· di) (2)

Due to the alignment of the index collections D∗
j and D∗

i the ESA representations of
qj and di are comparable. Definition 2 is equivalent to the definition of the CL-GSVM
similarity ϕCL−GVSM (qj , di) given in [6], which means that, in analogy to [1], the
CL-ESA model and the CL-GVSM can be directly transformed into each other:

ϕCL−ESA(qj , di) = ϕ(AT
D∗

j
· qj , A

T
D∗

i
· di) = ϕCL−GVSM (qj , di) (3)

3.2 Alternative Interpretation

The original idea of the CL-ESA model is to map both query and documents into a
multilingual concept space, as it is expressed in Equation 2. Note that Equation 2 can
be rearranged as follows:

ϕCL−ESA(qj , di) = ϕ(AT
D∗

j
· qj , A

T
D∗

i
· di) = qT

j · AD∗
j
· AT

D∗
i
· di (4)

In particular, the matrix AD∗
j
· AT

D∗
i

= Gj,i can be computed in advance since it is
independent from a particular qj or di. Hence:

ϕCL−ESA(qj , di) = qT
j · Gj,i · di (5)

The rationale of Equation 5 becomes apparent if one recognizes Gj,i = AD∗
j
· AT

D∗
i

as |Vj | × |Vi| term co-occurrence matrix. The n-th row in AD∗
j

corresponds to the
distribution of the n-th term tn ∈ Vj over the index documents in D∗

j ; likewise, the
m-th row in AD∗

i
corresponds to the distribution of the m-th term tm ∈ Vi over the

index documents in D∗
i . Recall that the index documents in D∗

j and D∗
i are aligned. I.e.,

the value in the n-th row and the m-th column of Gj,i quantifies the similarity between
the distributions of tj and ti given the concepts described by the index documents in
D∗

j and D∗
i .

The CL-ESA similarity computation of Equation 5 can be viewed in two ways:

(i) As a translation of the query representation qj into the space of the document
representation di: ϕCL−ESA(qj , di) = (qT

j · Gj,i) · di, or,
(ii) as a translation of the document representation di into the space of the query rep-

resentation qj : ϕCL−ESA(qj , di) = qT
j · (Gj,i · di).

These views are different from the original idea of the CL-ESA model where both the
query representation and the document representation are mapped into a common mul-
tilingual concept space (see Equation 2). From a mathematical standpoint Equation 2
and Equation 5 are equivalent; however, implementing CL-ESA based on the alternative
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Table 2. The different interpretations of the CL-ESA model

Original interpretation Alternative interpretation

View (i) View (ii)

ϕCL−ESA(qj , di) = ϕ(AT
D∗

j
· qj , AT

D∗
i
· di) (qT

j · Gj,i) · di qT
j · (Gj,i · di)

Runtime complexity O(l · |D∗| + |D∗|) O(l · |Vj | + l) O(l)

interpretation yields a considerable runtime improvement in practical retrieval applica-
tions. Table 2 contrasts the interpretations and the related runtime complexities. Here,
we assume a closed retrieval situation where from a given target collection Di in lan-
guage Li the most similar documents to a query qj in language Lj are desired. CLIR
with CL-ESA is straightforward: computation of ϕCL−ESA(qj , di) for each di ∈ Di

and ranking by decreasing CL-ESA similarity.
Under the original interpretation the ESA representations diESA of the documents

di ∈ Di can be computed in advance. At retrieval time the query is mapped into the con-
cept space in O(l · |D∗|), where l denotes the number of query terms. The computation
of the cosine similarity between the ESA representations qjESA and diESA requires
O(|D∗|). Under the alternative interpretation the matrix Gj,i can be computed in ad-
vance. Note that in practical applications l � |D∗|, since a reasonable index collection
size |D∗| is 10 000, which shows the substantial performance improvement under the
alternative interpretation and View (ii) .

3.3 Usage in TEL@CLEF

In this subsection we describe implementation details of the CL-ESA model we used in
our submission. The following parameter setting was determined by analyzing unoffi-
cial experiments of the TEL@CLEF 2008 dataset.

Query and Document Construction. We use the original words of both topic fields,
title and description, as queries. The documents are constructed by merging the
text of the three record fields title, subject, and alternative. We assume that
the language of these fields is the same within one record; however, this assumption may
be violated in some cases since the collections contain multilingual records. Records
containing non of these fields are omitted in the experiments (see Table 1).

Index Collection. As index collection Wikipedia is employed. We restrict the multi-
linguality of our model to the three main languages of the target collections: English,
German, and French. Based on a Wikipedia snapshot from March 2009 about 169 000
articles per language can be aligned and fulfill several filter criteria, e.g., to contain more
than 100 words or not to be a disambiguation or redirection page. All articles are used
as index documents. As term weighting schema tf · idf is used. Query and document
words are stemmed using the Snowball stemmers. To speed-up the CL-ESA similarity
computation all values below a threshold of ε = 0.025 are discarded.

Language Detection. While the language of the queries is determined by the corre-
sponding topics the language of the documents is unknown since the collections are
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multilingual and no language meta information is provided. In the experiments we re-
sort to a simple “detection by stop words” approach that employs a stop word list for
each of the three main languages and counts for each list the occurrences of the par-
ticular stop words within a document. A document is expected to have the language of
the list with the highest count; if the detection is inconclusive the main language of the
collection is assumed.

4 Cross Querying

Cross querying is a straightforward approach for CLIR systems. We subsume the fields
of a topic in one query which is translated in the other languages. With each of the
translations we compute a set of rankings by retrieving against each document field. The
rankings are merged with respect to their cosine similarities. Additionally, the scores are
multiplied by a boosting constant.

Definition 3 (Cross Querying). Let L = {L1, . . . , Lk} denote a set of natural lan-
guages and let F = {F1, . . . , Fk} denote a set of document fields. lang : D → L,
lang(d) �→ Li estimates the language of a document d. d,q, and qLi are the repre-
sentations of a document d, a query q and the translation of q in language Li. Then
the cross querying similarity, ϕCQ(q, d), of a query q and a document d is defined as
follows:

ϕCQ (q, d) =
∑

Fi∈F

(
b · ϕ(qlang(d),dFi) +

∑
Li∈L,

Li �=lang(d)

ϕ(qLi ,dFi)
)
, (6)

where ϕ is the cosine similarity and b the boosting constant.

The name “Cross Querying” reflects the fact that |L| × |F| rankings are merged by
querying in each language in each field. The applied parameters are as follows:

Query and Document Construction. The words of both topic fields, title and
description, are used as queries and translated to each Li ∈ L, with L =
{German, French, English}. The selection of the document fields corresponds to
title and subject. As term weighting schema tf ·idf is used. Query and document
words are stemmed using the Snowball stemmers while stop words are removed. The
queries are translated with Google Translate; the boosting constant b is based on the
unofficial evaluation on the TEL@CLEF 2008 dataset.

Language Detection. In order to estimate the language of d with lang(d) we take the
corpus language of the associated evaluation run.

5 Evaluation Results

The results of the monolingual subtask and the bilingual subtask are shown in Figure 1
and Figure 2 respectively.

We submitted an additional baseline to the monolingual subtask using state-of-the-
art retrieval technology: since in this subtask the language of the topics is equal to the
main language of the target collection, the ranking is based on the cosine similarities of
the tf · idf -weighted bag-of-words representations of the topics and the documents.
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Monolingual French

Baseline
Cross Querying

CL-ESA
CL-ESA-LD

English German French

Baseline 0.158 0.100 0.110
Cross Querying 0.200 0.164 0.145
CL-ESA 0.215 0.137 0.142
CL-ESA-LD 0.195 0.134 0.163

Fig. 1. Evaluation results of the monolingual runs. The plots show the standard recall levels vs.
interpolated precision. The table show the results in terms of mean average precision, MAP.
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Bilingual French

Cross Querying-de
Cross Querying-en

CL-ESA-de
CL-ESA-en English German French

Cross Querying-en - 0.129 0.132
Cross Querying-de 0.215 - 0.087
Cross Querying-fr 0.225 0.158 -
CL-ESA-en - 0.124 0.145
CL-ESA-de 0.144 - 0.104
CL-ESA-fr 0.139 0.108 -

Fig. 2. Evaluation results of the bilingual runs. The plots show the standard recall levels vs. inter-
polated precision. The table show the results in terms of mean average precision, MAP.
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Each plot in Figure 1 corresponds to one target collection and shows the baseline
along with the results achieved under Cross Querying, CL-ESA, and CL-ESA with
automatic language detection, CL-ESA-LD. Both Cross Querying and CL-ESA gain
a higher MAP than the baseline. The variation between the two approaches is small,
except for the German collection where Cross Querying outperforms CL-ESA at low
recall levels. At higher recall levels CL-ESA is better, which explains a slightly higher
MAP on the English and the French collections. Using CL-ESA along with the au-
tomatic language detection improves the performance only for the French collection,
which indicates that this collection contains a larger fraction of non-French documents.

In the bilingual subtask the language of the queries is different from the main lan-
guage of the target collection. Each plot in Figure 2 corresponds to one target collection
that is queried in the two other languages, using both Cross Querying and CL-ESA.
For example, in the plot “Bilingual English” the graph for “CL-ESA-de” shows the re-
sults of querying the English collection with German topics using the CL-ESA. Cross
Querying achieves nearly the same or even higher results compared to the monolingual
situation, whereas the CL-ESA performs worse in contrast to the monolingual results.

6 Conclusion and Future Work

The evaluation results for the TEL@CLEF task show that both CLIR approaches
CL-ESA and Cross Querying are able to outperform the monolingual baseline—though
the absolute results are still improvable. Furthermore, we have presented a formal def-
inition and an alternative interpretation for the CL-ESA model, which is interesting
for real-world retrieval applications since it reveals how the computational effort for
CL-ESA can be shifted from the query phase to a preprocessing phase.

As for future work, CL-ESA and Cross Querying will benefit if more languages are
taken into account. Currently, German, English, and French are used, but the target col-
lections comprise more languages. For documents from other languages an inconsistent
CL-ESA representation is computed. CL-ESA also needs a reliable language detection
mechanism in order to compute a consistent representation; note that we used a rather
simple approach in our experiments.
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Abstract. For the multilingual ad-hoc document retrieval track (TEL)

at CLEF, Trinity College Dublin and Dublin City University partici-

pated in collaboration. Our retrieval experiments focused on i) docu-

ment expansion using an entry vocabulary module, ii) query translation

with Google translate and a statistical MT system, and iii) a compar-

ison of the retrieval models BM25 and language modeling (LM). The

major results are that document expansion did not increase MAP; topic

translation using the statistical MT system resulted in about 70% of the

mean average precision (MAP) achieved compared to Google translate,

and LM performs equally or slightly better than BM25. The bilingual

retrieval French and German to English experiments obtained 89% and

90% of the best MAP for monolingual English.

1 Introduction

The TEL (The European Library) task at CLEF is concerned with ad-hoc infor-
mation retrieval (IR) [1]. Our IR experiments for the ad-hoc IR task at CLEF
2009 aim at investigating several aspects of retrieval: evaluating document ex-
pansion (DE) to obtain longer documents for the TEL collection; applying sta-
tistical MT [2] for topic translation and comparing it to Google translate, and
comparing retrieval by language modeling (LM) [3] with Okapi BM25 [4].

2 Retrieval Experiments

The Lemur toolkit1 was employed to index and retrieve documents. Two different
retrieval models were used: BM25 [4] with default parameters (b = 1.2, k1 = 2.0,
k3 = 7) and LM with Jelinek-Mercer smoothing [3]. TEL documents follow
the Dublin Core metadata standard and contain multiple fields including title,
1 http://www.lemurproject.org/

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 58–61, 2010.
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contributors, language, and subject terms. For different experiments, the text of
different document fields was extracted and processed to produce a single flat
index. Prior to indexing the documents, their contents were preprocessed with
the Snowball stemmer2 and stopwords were removed. (see [5] for a more detailed
description of indexed fields and document preprocessing).

For most runs, pseudo-relevance feedback was applied for query expansion
(QE): the top ten ranked documents and 30 terms were used for BM25 and
the top five documents and 20 added terms for LM. A variant of query expan-
sion using information from an external resource was also explored for bilingual
retrieval (QE2). The top 10 results for the query in the source language were
identified and translated with Google translate. Highly co-occurring terms were
extracted for query expansion, using the mutual information to calculate co-
occurrence and select the highest score for target translation. For the bilingual
retrieval experiments, topics were translated using either Google translate (GT)3

or a statistical machine translation system (MT) [2].

3 Document Preprocessing

The main idea for document expansion was to train a classifier on documents
containing a Dewey Decimal Code (DDC) to obtain classification codes for all
documents. All classification codes are then replaced with their natural language
description, which is added to the document before indexing. The natural lan-
guage descriptions are available in English only and originate from the OCLC
web site4. The complete natural languages descriptions for DDC contain 1110
entries of which 933 were actually used in the document collection.

We trained an EVM (Entry Vocabulary Module, [6]) on all documents con-
taining a DDC and applied it to select the top-ranked DDC. Documents with a
DDC are expanded before indexing by replacing the code with its natural lan-
guage description; documents without a DDC are first classified using the EVM
and then processed as described above.

4 Results and Conclusions

Results for the ad-hoc IR experiments are shown in Table 1. Some experiments
achieved a performance among the top five participants at the TEL track at
CLEF 2009, i.e. run DEEN15 was 4th in bilingual English (0.3333 MAP), run
DE3 was 4th in monolingual German (0.2686 MAP), and run EN3 was 5th in
monolingual English (0.3696 MAP).

In all cases, runs with blind relevance feedback to expand queries yield a
higher MAP compared to the corresponding runs without blind feedback. The

2 http://snowball.tartarus.org/
3 http://translate.google.com/
4 http://www.oclc.org/dewey/
5 The prefix TCDDCU has been omitted from the run labels for brevity.

http://snowball.tartarus.org/
http://translate.google.com/
http://www.oclc.org/dewey/
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query expansion variant based on external information from web pages found
by Google web search did not show the expected results as it degraded the
performance (DEEN3 vs. DEEN1).

For the bilingual runs with target language English, 89.9% and 90.1% of
the MAP for the best monolingual English runs was achieved for French and
German, respectively. Using the MaTrEx system for topic translation achieves a
MAP of 70.1% in comparison to topic translation by Google translate (FREN2
vs. FREN1).
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Fig. 1. Differences in AP for English BM25 and LM experiments

To investigate differences in results for the retrieval models BM25 and LM for
monolingual IR, we compared the average precision (AP) for the best runs in
English, French, and German (run EN3 vs. EN1F, DE3 vs. DE1F, and FR3 vs.
FR1F). A comparison of the English runs EN3 and EN1F is shown in Figure 1.
While there seem to be only small changes in performance for the different
languages and retrieval models, there is also a small number of topics for each
language where the IR models seem to behave very differently. For example for
topic 12, LM yields a higher AP compared to BM25 for French; for German, the
opposite effect can be observed for this topic. In computing the AP differences,
we found that LM returns a higher AP than BM25 for 23 English topics, a lower
AP for 26 topics, and the same AP for one topic. For French (German), LM yields
a higher AP than BM25 for 29 (23) topics and a lower AP for 21 (27) topics.
On average, LM improved precision of slightly less topics compared to BM25,
but it resulted in a higher MAP. In conclusion, these IR models seem to return
results with similar AP values, but can also behave very differently for certain
topics. Further research is required to determine if the best retrieval model for a
topic in a given language can be selected automatically or how retrieval results
can best be combined.
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Table 1. Results for monolingual and bilingual IR experiments for the ad-hoc task

Run ID source target description MAP GMAP P@10

EN1F EN EN BM25, subset, QE 0.3640 0.1926 0.5080

EN2F EN EN BM25, subset, QE, DE 0.3426 0.1869 0.4980

EN3 EN EN LM, subset, QE 0.3696 0.2414 0.5060

EN4 EN EN LM, all, QE 0.3688 0.2675 0.5200

FR1 FR FR BM25, subset 0.1783 0.0982 0.3340

FR1F FR FR BM25, subset, QE 0.1831 0.0919 0.3420

FR3 FR FR LM, subset, QE 0.1758 0.0434 0.2327

FR4 FR FR LM, all, QE 0.1749 0.0417 0.2224

DE1 DE DE BM25, subset 0.2329 0.1221 0.3540

DE1F DE DE BM25, subset, QE 0.2561 0.1137 0.3580

DE3 DE DE LM, subset, QE 0.2686 0.1291 0.3840

DE4 DE DE LM, all, QE 0.2439 0.1258 0.3460

DEEN1 DE EN LM, GT, subset, QE 0.3333 0.1981 0.4420

DEEN3 DE EN LM, GT+QE, subset, QE2 0.2947 0.1351 0.3900

FREN1F FR EN BM25, GT, subset, QE 0.3323 0.1761 0.4820

FREN2 FR EN BM25, MT subset, 0.2072 0.0533 0.3800

FREN2F FR EN BM25, MT, subset, QE 0.2551 0.0497 0.3920
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Abstract. This paper presents a report on our participation in the

CLEF 2009 monolingual and bilingual ad hoc TEL@CLEF task involv-

ing three different languages: English, French and German. Language

modeling was adopted as the underlying information retrieval model.

While the data collection is extremely sparse, smoothing is particularly

important when estimating a language model. The main purpose of the

monolingual tasks is to compare different smoothing strategies and inves-

tigate the effectiveness of each alternative. This retrieval model was then

used alongside a document re-ranking method based on Latent Dirichlet

Allocation (LDA) which exploits the implicit structure of the documents

with respect to original queries for the monolingual and bilingual tasks.

Experimental results demonstrated that three smoothing strategies be-

have differently across testing languages while the LDA-based document

re-ranking method should be considered further in order to bring signif-

icant improvement over the baseline language modeling systems in the

cross-language setting.

1 Introduction

This year’s participation in the CLEF 2009 ad hoc monolingual and bilingual
track was motivated by a desire to compare different smoothing strategies applied
to language modeling for library data retrieval as well as to test and extend a
newly developed document re-ranking method.

Language modeling has been successfully applied to the problem of ad hoc
retrieval [1,3]. It provides an attractive information model due to its theoretical
foundations. The basic idea behind this approach is extremely simple - estimate
a language model for each document and/or a query, and rank documents by
the likelihood of the query (with respect to the document language model) or by
the distance between the two models. The main object of smoothing is to adjust
the maximum likelihood estimator of a language model so that it will be more
accurate [3].

However, previous success over news collection data does not necessarily mean
it will be efficient over the library data. Firstly the data is actually multilingual:

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 62–69, 2010.
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all collections to a greater or lesser extent contain records pointing to documents
in other languages. However this is not a major problem because the majority of
documents in the test collection are written in the main languages of those test
collections. Furthermore, the main characteristic of the data is that it is very
different from the newspaper articles and news agency dispatches previously
used in the CLEF. The data tends to be very sparse. Many records contain only
title, author and subject heading information; other records provide more detail
(see the experiment section on what fields are chosen for inclusion). The average
document lengths are 14.66 for British Library (BL) and 24.19 for Bibliothèque
nationale de France (BNF) collections after pre-processing, respectively.

A more recent trend is to explore the hidden structure of documents to re-rank
results [4]. We claimed in a previous work [4] that there are two important factors
that should be taken into account when designing any re-ranking algorithm:
the original queries and the initial retrieval scores. Based on this observation,
we introduce a new document re-ranking method based on Latent Dirichlet
Allocation (LDA) which exploits implicit structure of the documents with respect
to original queries. Rather than relying on graph-based techniques as in [5, 6] to
identify the internal structure, the approach tries to directly model the latent
structure of “topics” or “concepts” in the initial retrieval set. Then we can
compute the distance between queries and initial retrieval results based on latent
semantic information inferred. Experiments in [4] demonstrated the effectiveness
of the proposed method in monolingual retrieval. In this experiment, we try to
extend the approach to cross-language information retrieval.

2 Methodology

2.1 Language Modeling

Smoothing a data set typically means creating an approximating function that
attempts to capture important patterns in the data, while leaving out noise or
other fine-scale structures/rapid phenomena. In language modeling, the basic
reason to use smoothing is to ensure we do not assign a zero probability to
unseen words. The accuracy of smoothing is directly related to the retrieval
performance.

Given a text sequence (either a query or a document), the probability dis-
tribution can be regarded as a probabilistic language model Md or Mq from
each document d or each query q. In other words, it assumes that there is an
underlying language model which ”generates” a term (sequence) [1]. The uni-
gram language model is utilized here. There are several ways to estimate the
probabilities. Let g(w ∈ d) denotes the number of times the term w occurs in
a document d (same idea can be used on a query). The Maximum-likelihood
estimation (MLE) of w with respect to d is defined as:

MLEdw =
g(w ∈ d)∑
w′ g(w′ ∈ d)

(1)
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We choose to use three representative methods that are widely used in previous
research and relatively efficient to implement. The first method we adopt is the
Jelinek-Mercer method, defined as:

JMdw = (1 − λ) · MLEdw + λ · MLEDw (2)

where smoothing parameter λ (same as μ and δ used in the following methods)
controls the degree of reliance on relative frequencies in the document corpus
rather than on the counts in d. The second method used is called Bayesian
smoothing using Dirichlet prior:

DIRdw =
g(w ∈ d) + μ · MLEDw∑

w′ g(w′ ∈ d) + μ
(3)

and the third method is the absolute discounting, defined as:

ABSdw =
max(g(w ∈ d) − δ, 0)∑

w′ g(w′ ∈ d)
+ δ · |d|μ|d| · MLEDw (4)

where |d|μ is the number of unique terms in document d and |d| is the total
count of words in the document. Note that |d| =

∑
w′ g(w′ ∈ d) . This concludes

our description of the smoothing methods employed in the experiments.

2.2 Document Re-ranking

The intuition behind the document re-ranking method is the hidden structural
information among the documents: similar documents are likely to have the same
hidden information with respect to a query. In other words, if a group of docu-
ments are talking about the same topic which shares a strong similarity with a
query, in our method they will get allocated similar ranking as they are more
likely to be relevant to the query. In addition, the refined ranking scores should
be relevant to the initial ranking scores, which, in the experiments conducted
in this paper, are combined together with the re-ranking score using a linear
fashion.

The distance between a query and a document in this method adopts the KL
divergence between the query terms and document terms to compute a Re-Rank
score RSKL1

LDA:

RSKL1
LDA = −D(MLEq(·)||LDAd(·)) (5)

where

D(p||q) =
∑

x

p(x) log
p(x)
q(x)

(6)

The LDA based generative model is defined as:

LDAdw =
k∑

z=1

p(w|z)p(z|d) (7)
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Then we formulate our method through a linear combination of the re-ranking
scores based on initial ranker and the latent document re-ranker, shown as follow:

RS = (1 − α) · OS + α · RSKL1
LDA (8)

where OS denotes original scores returned by the initial ranker and α is a pa-
rameter that can be tuned with α = 0 meaning no re-ranking is performed.

This method can be found in greater detail in [4]. We apply this method
to the cross-language re-ranking by concatenating texts from different languages
into several dual-language documents and a single dual-language query. An LDA
analysis of these texts results in a multilingual semantic space in which terms
from both languages are presented. Henceforth the re-ranking process can be
carried out by directly modeling the latent structure of multilingual “topics” or
“concepts” in this enriched initial retrieval set. The similarity of “contexts” in
which the terms appear is guaranteed to capture the inter-relationship between
texts in different languages.

3 Experimental Setup

3.1 Overview of the Experimental Process

All of the documents in the experiment were indexed using the Lemur toolkit1.
Prior to indexing, Porter’s stemmer and a stopword list2 were used for the En-
glish documents. We use a French analyzer3and a German analyzer to analyze
French and German documents. The query sets consist of 50 topics, all of which
were used in the experiment. Each topic is composed of several parts: Title, De-
scription, Narrative. We chose to use Title+Description fields to construct our
queries. The queries are processed similarly to the treatment in the test collec-
tions (linguistic parsing). The chosen fields used in the indexing and searching
stages are shown in the Table 1. Four metrics are adopted in the evaluation of
the tasks: namely MAP, bref, P@5 and P@10 (top n results are particularly
important).

3.2 Experimental Runs

In order to investigate the effectiveness of various techniques, we performed a
retrieval experiment with several permutations. These experimental runs are
denoted as follows:

For monolingual retrieval
LM-DIR: This part of the experiment involved retrieving documents from the
test collection using language modeling with Bayesian smoothing method using
Dirichlet prior.
1 http://www.lemurproject.org
2 ftp://ftp.cs.cornell.edu/pub/smart/
3 http://lucene.apache.org/

http://www.lemurproject.org
ftp://ftp.cs.cornell.edu/pub/smart/
http://lucene.apache.org/
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Table 1. Indexing and searching fields

Fields English French German

dc:language
√ √ √

dc:identifier
√ √ √

dc:rights
√ √ √

dc:type
√ √ √

dc:creator
√ √ √

dc:publisher
√ √ √

dc:date
√ √ √

dc:relation
√

dc:contributor
√ √ √

dcterms:issued
√ √

dcterms:extent
√

dcterms:spatial
√

dcterms:isPartOf
√

dcterms:edition
√

dcterms:available
√

mods:location
√ √ √

LM-ABS: as above, except that the absolute discounting smoothing method
was used.

LM-JM: as above, except that the Jelinek-Mercer smoothing method was
adopted.

For bilingual retrieval
GOOGLETRANS: In this part of the experiment, documents were retrieved

from the test collection using the Google Translator 4 for translating the queries.
(It is worth noting that due to the submission restrictions this is an unofficial
experiment.)

GOOGLETRANS-LDA: Here we retrieved documents from the document col-
lection using query translations suggested by the Google Translator. Then we
directly re-rank the retrieval results using the translated query with the proposed
LDA based document re-ranking method.

GOOGLETRANS-SLDA: Here we retrieved documents from the document
collection using query translations suggested by the Google Translator. Then we
built a multilingual corpus with documents written in both query and document
languages. Re-ranking was performed by applying the LDA based method on
this multilingual space (with the translated and the original query).

4 Results and Discussion

4.1 Monolingual Task

In this section we compare three smoothing methods across different languages
in the library search (Table 2). As we conducted queries using the title and
4 http://translate.google.com/

http://translate.google.com/
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description fields, they could be considered as long informative queries. Pre-
vious research on news and web data [3] suggested that on average, Jelinek-
Mercer is better than Dirichlet and absolute discounting for metrics such as
non-interpolated average precision, precision at 10 and 20 documents. Also both
Jelinek-Mercer and Dirichlet clearly have a better average precision than abso-
lute discounting. The German monolingual runs demonstrated the same obser-
vation indicating that Jelnek-Mercer is better than Dirichlet, while Dirichlet is
in turn better than absolute discounting.

The English and French runs showed a different behaviour. Absolute discount-
ing was a clear winner among the three smoothing methods, whereas Jelinek-
Mercer still performed better than Dirichlet. This may be explained by two
different roles in the query likelihood retrieval method [3]. Usually the Dirichlet
method performs better with shorter queries (estimation role). However in the
experiments described in this paper only long queries were used. So that Dirich-
let consistently demonstrated the worst performance across all the languages.
However, Jelinek-Mercer performed best for longer queries and should be good
for the role of query modeling. This was the case for the German runs while it
was not the case for the English and French runs, in which absolute discount-
ing substituted the Jelinek-Mercer’s role in the modeling process. The results
suggest that smoothing methods tend to be sensitive for distinct languages and
different test collections.

Table 2. Retrieval results for monolingual task

Run ID source target description MAP bpref P@5 P@10

TCDENRUN1 EN EN LM-DIR 0.2905 0.3001 0.4560 0.4140

TCDENRUN2 EN EN LM-ABS 0.4035 0.4054 0.6160 0.5640

TCDENRUN3 EN EN LM-JM 0.3696 0.3658 0.5680 0.5060

TCDFRRUN1 FR FR LM-DIR 0.1451 0.1570 0.2000 0.1740

TCDFRRUN2 FR FR LM-ABS 0.1745 0.1767 0.2320 0.2380

TCDFRRUN3 FR FR LM-JM 0.1723 0.1765 0.2520 0.2280

TCDDERUN1 DE DE LM-DIR 0.2577 0.2615 0.4480 0.3760

TCDDERUN2 DE DE LM-ABS 0.2397 0.2397 0.4280 0.3540

TCDDERUN3 DE DE LM-JM 0.2686 0.2653 0.4520 0.3840

4.2 Bilingual Task

We now consider the bilingual tasks in order to study the LDA-based re-ranking
method. The main experimental results are presented in Table 3, for all three lan-
guages. The first question we were interested in was how the re-ranking method
performs directly over the bilingual retrieval results (taken as a whole). It is
shown that our methods bring improvements upon the Google translator base-
lines in all of the 6 relevant comparisons. Another observation was that in many
cases, the method can outperform the baselines for all the evaluation metrics.
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Table 3. Retrieval results for bilingual task

Run ID source target description MAP bpref P@5 P@10

TCDFRENRUN1 FR EN GOOGLETRANS 0.3481 0.3526 0.5760 0.5220

TCDFRENRUN2 FR EN GOOGLETRANS-LDA 0.3488 0.3527 0.5720 0.5220

TCDFRENRUN3 FR EN GOOGLETRANS-

SLDA

0.3500 0.3535 0.5760 0.5140

TCDDEENRUN1 DE EN GOOGLETRANS 0.3411 0.3500 0.5700 0.5040

TCDDEENRUN2 DE EN GOOGLETRANS-LDA 0.3500 0.3596 0.5760 0.5040

TCDDEENRUN3 DE EN GOOGLETRANS-

SLDA

0.3505 0.3602 0.5880 0.5040

TCDENFRRUN1 EN FR GOOGLETRANS 0.1579 0.1572 0.2520 0.2320

TCDENFRRUN2 EN FR GOOGLETRANS-LDA 0.1591 0.1573 0.2520 0.2340

TCDENFRRUN3 EN FR GOOGLETRANS-

SLDA

0.1576 0.1561 0.2560 0.2320

TCDDEFRRUN1 DE FR GOOGLETRANS 0.1618 0.1743 0.2680 0.2300

TCDDEFRRUN2 DE FR GOOGLETRANS-LDA 0.1633 0.1752 0.2600 0.2300

TCDDEFRRUN3 DE FR GOOGLETRANS-

SLDA

0.1624 0.1739 0.2600 0.2260

TCDENDERUN1 EN DE GOOGLETRANS 0.1901 0.1923 0.3480 0.2900

TCDENDERUN2 EN DE GOOGLETRANS-LDA 0.1910 0.1922 0.3480 0.2920

TCDENDERUN3 EN DE GOOGLETRANS-

SLDA

0.1935 0.1944 0.3480 0.2920

TCDFRDERUN1 FR DE GOOGLETRANS 0.1826 0.2053 0.3480 0.2700

TCDFRDERUN2 FR DE GOOGLETRANS-LDA 0.1840 0.2063 0.3520 0.2780

TCDFRDERUN3 FR DE GOOGLETRANS-

SLDA

0.1839 0.2050 0.3560 0.2760

With respect to the bilingual re-ranking, the method showed some improve-
ments over the Googe translator and direct re-ranking methods in the X2EN
and X2DE runs in terms of mean average precision. The performance was some-
what disappointing in the X2FR runs. Furthermore, the improvements were not
large enough in MAP. However, in terms of traditional re-ranking measurements
such as precision at 5 documents, the method could demonstrate a higher per-
formance than simple re-ranking. This showed that the method is a promising
direction but further investigation will be needed.

It is worth mentioning that the combination of methods used in this experi-
ment could achieve a very good overall performance as nearly all of our selected
monolingual and bilingual runs were among top five participants in CLEF 2009
(except in the French monolingual task) such as:

TCDENRUN2 absolute discounting, English monolingual
TCDDERUN1 Dirichlet prior, German monolingual
TCDDEENRUN3 Google translator with SLDA, German-English bilingual
TCDDEFRRUN2 Google translator with LDA, German-French bilingual
TCDENDERUN3 Google translator with SLDA, English-German bilingual
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5 Conclusion

In this paper we have described our contribution to the CLEF 2009 ad hoc
monolingual and bilingual tracks. Our monolingual experiment involved the com-
parison of three different smoothing strategies applied to a language modeling
approach for library data retrieval. We also made a first attempt to extend the
previously proposed document re-ranking method to cross-language informa-
tion retrieval. Experimental results demonstrated that smoothing methods tend
to behave differently in the library search and across testing languages. They
also showed that LDA-based document re-ranking method should be considered
further in order to bring significant improvement over the baseline language
modeling systems in the cross-language setting.

Acknowledgments. This research is supported by the Science Foundation of
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sation (www.cngl.ie) at Trinity College Dublin.
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Abstract. Structural Query Language allows expert users to richly rep-

resent its information needs but unfortunately, the complexity of SQLs

make them impractical in the Web search engines. Automatically detect-

ing the concepts in an unstructured user’s information need and generat-

ing a richly structured, multilingual equivalent query is an ideal solution.

We utilize Wikipedia as a great concept repository and also some state

of the art algorithms for extracting Wikipedia’s concepts from the user’s

information need. This process is called “Query Wikification”. Our ex-

periments on the TEL corpus at CLEF2009 achieves +23% and +17%
improvement in Mean Average Precision and Recall against the baseline.

Our approach is unique in that, it does improve both precision and recall;

two pans that often improving one, hurt the another.

1 Introduction and Motivation

Representing user’s information need is a fundamental part in an information
retrieval system. Most systems get a list of keywords for each information need.
For example, if a user is interested in “colour therapy and the therapeutic use of
colour” they might formulate the natural language query “colour therapy”. It’s
not only a hard task for ordinary users to represent their information needs as a
set of keywords but also clear that some semantic aspects are lost by transcribing
the information need into a set of keywords. Such a query may retrieve some
documents about “color” or “therapy” that completely irrelevant. Also, these
models are incapable to address the two main problems of Natural Language
Processing, synonymy and polysemy.

Combining the language model and inference network, as implemented in the
Indri search engine, is efficient and verified approach. In this retrieval model,
the user’s information need is exhibited as Indri’s Structural Query Language.
Structural Query Languages (SQL) explicitly represents user’s information needs
and allows terms weighting, defining synonyms, the use of proximity informa-
tion among terms, field restricting and various ways of combining concepts [7].
Since structured queries can be more expressive than keywords, it’s verified that

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 70–77, 2010.
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structural retrieval models such as Indri [13] and InQuery [2] have more po-
tential to retrieve more accurate results. Although the structured queries and
related models achieved a very good results in different experiments and appli-
cations but they suffer from a drawback that made them unusable in the Web
search engines. Having knowledge about related concepts in the query is neces-
sary to constructing structured queries. Even if we presume that the user has a
good knowledge about its information need, learning the complicated Structured
Query Languages for Web users is not desirable. Understanding the user’s infor-
mation need and generating a richly structured query can be an ideal solution.
It needs a comprehensive concept repository that covers all query’s concepts and
a way to extracting appropriate concepts from the user’s information need. The
importance of both has been emphasized in previous researches [9][10].
For example, take a look at the following user’s information need1:

<topic lang="en">
<identifier>10.2452/702-AH</identifier>
<title>Colour Therapy</title>
<description>

Find books on the therapeutic use of colour.
</description>
<narrative/>

</topic>

After removing redundant and stop words, this information need can be repre-
sented by the following query:

colour therapy therapeutic

This query is not as informative as the original one because words are not good
features to representing a fragment of text but concepts are ideal. Word-based
information retrieval models (sometimes called “Bag Of Words” models) are as
simple as a pattern matching system that matches the occurrences of the query
words in the documents. It’s clear that such systems are incapable to address the
complexity of human languages such as synonymy and polysemy. The limitations
of such models are more sensible in cross-language environments when dealing
with retrieving information written in a language different from the language
of the user’s query. Is it possible to extract a list of concepts in the information
need and generate a rich structured query?

To accomplish this idea, We need a concept extractor that elicits most impor-
tant concepts from the user’s information need. Suppose that the most important
concepts of this query are extracted and the original query is annotated2:

[Chromotherapy | Colour Therapy]
Find books on the [Therapy | therapeutic] use of [Color | colour].

1 Topic No. 10.2452/702AH at CLEF2009.
2 Each concept is represented in the brackets. Details will be discussed in Sec. 3.
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Note that these are concepts not words. It means that at least we have a list
of synonyms, related terms and different translations for each concept. Using
these concepts, we can automatically construct an Indri structured query [13] as
follow:

#combine(colour therapy therapeutic
#syn(chromotherapy farbtherapi colourology #1(color therapy))
#syn(color couleur farb colour colors colours couleur)
#syn(therapi thrap therapi treatment therapie therapy))

This structured query is more expressive. Some technical terms such as “chro-
motherapy” and “colourology” are included in the structured query that couldn’t
achieved from the original information need. Also, each concept has equivalents
in different languages such as “farbtherapi”. This query is achieved +65% im-
provements in Mean Average Precision while retrieving more relevant documents
in our experiments.

In the following sections we elaborate on primary components of the proposed
system. Sec. 2 addresses our indexing approach, Sec. 3 introduces the concept
extractor algorithm, Sec. 4 explains our different strategies for automatically
structured query construction and finally in Sec. 5, our system is evaluated and
compared with others. The contributions of this paper are the following:

– Propose a new method for transcribing a well-formed, rich, efficient, struc-
tured query from a simple natural language information need. This process is
done with the aid of state of the art algorithms in both “Wikification” [9][10]
and “Structural Retrieval Models” [7]. It can substitute keyword-based Web
search engines with the powerful structured queries and more efficient re-
trieval models.

– Evaluating the proposed approach in Cross-Language Information Retrieval.
It made a meta-language search engine from Indri [13] that can efficiently
apply on multilingual environments. Also the proposed method have a good
potential to apply on the Web search engines in future.

2 Meta-language Index Construction

The TEL corpus used in the CLEF2009 Ad Hoc track is an inherently multilin-
gual corpus that has been derived from a collection of The European Library [3].
It contains not only records in different languages but also some records may
have multilingual fields. Previous experiments in the last year, utilize different
language identification approaches to detect each field’s language and then ap-
ply appropriate stemmer and stop words but lead to poor results [1]. We utilize
a meta-language index in our experiments. Instead of distinguishing different
languages, all informative fields are indexed without any concern about under-
lying language, stemming and stop word removal. It is clear that such indexing
strategy is not appropriate in general but our experiments have shown that it
is an appropriate indexing strategy in tandem with Query Wikification and In-
dri Structured Query Language. In the preprocessing step, we delete all noisy
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and invaluable fields from the TEL corpus. After manual analysis of the TEL’s
records, we extract a list of fields that contains informative texts. Table 1 shows
the valuable fields in preprocessing step. For more information about prepro-
cessing and pruning of the dataset please refer to [5]. We utilize Indri [13] Field
Index as our indexing engine because it not only construct a powerful field index
but also support index’s fields in its query language. Finally, the indexing is done
using the Lemur toolkit [12].

Table 1. Valuable fields in the preprocessing step [5]

Title Distribution Description

dc:title 80% This is record’s title. All records contains

this field and it is a valuable field.

dcterms:alternative little In some records, this field contains relevant

information.

dc:subject 210% Manually assigned subject heading.

dc:abstract little Record’s abstract.

dc:description 42% Record’s description. Mostly contains

copyrights and related stuffs.

dc:contributor little Record’s contributor.

3 Query Wikification

The process of automatically recognizing the topics mentioned in an unstruc-
tured text and linking them to the appropriate Wikipedia [6] articles is known
as wikification [9]. Two Wikification method have been proposed by now. The
first is Wikify! [9] and the second is WM-Wikifier [10]3. WM-Wikifier is a distin-
guish approach that uses Wikipedia articles not only as a source of information
to point to, but also as training data for how best to create links [10]. It freely
availables in the Wikipedia-Miner toolkit [11].

The user’s information need is a short and informative text. So we can apply
wikification algorithm on user’s information needs in order to map unstructured
query into a weighted list of concepts in the Wikipedia. We call this process
as “Query Wikification”. On the other hand, we pass a user’s information need
to the WM-Wikifier [10], it returns a weighted list of most important topics
(Wikipedia articles). For example, if our information need is NO.10.2452/702AH
(mentioned before in Sec. 1), WM-Wikifier returns the following weighted list of
articles:

– 0.9061: Chromotherapy4

– 0.1255: Color5
– 0.1193: Therapy6

3 There are other methods that implicitly map a fragment of text into a weighted list

of Wikipedia concepts such as ESA [4].
4 http://en.wikipedia.org/wiki/Chromotherapy
5 http://en.wikipedia.org/wiki/Color
6 http://en.wikipedia.org/wiki/Therapy

http://en.wikipedia.org/wiki/Chromotherapy
http://en.wikipedia.org/wiki/Color
http://en.wikipedia.org/wiki/Therapy
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4 Structured Query Construction

If we can map an unstructured user’s information need to a weighted list of
Wikipedia concepts, what can we do with these concepts?!

It can help us to move from unstructured, limited and noisy text to structured,
well-known and accurate concepts. It’s a break through step in IR and NLP. In
our experiments, we utilize the WM-Wikifier [10] algorithm in order to extract a
weighted list of Wikipedia concepts and mine translation and synonyms of these
concepts from Wikipedia knowledge-base to construct an equivalent structure
query. Indri Structured Query Language [13] is an efficient and verified query
language in IR that supports an efficient retrieval model [7]. It can handle both
simple keyword queries and extremely complex queries include complex phrase
matching, synonyms, weighted expressions and Boolean filtering, among others.
In this paper, we utilize some of them. See [13] for more details about Indri
structured query language. In this section, we seek to evaluate different config-
uration of structured query construction. In the working note [5], the following
configurations have been evaluated7:

– “SIMTR”: Wikipedia contains articles in more than 250 natural languages.
Each article link to equivalent one in other languages. After extracting con-
cepts from unstructured user’s information need, we can utilize the transla-
tion links in Wikipedia in order to translate each concept and treat them as
synonyms. The query model for “SIMTR” is as follow:

#combine( <title> <description> #syn(#1(EN) #1(FR) #1(GE)) )

– “SIMEXT”: For covering various equivalents, misspelling, and. . . , we lever-
age anchor titles in Wikipedia and treat all anchors as synonym. This as-
sumption construct the following structure query 8:

#combine( <title> <description>
#syn(#1(EN) #1(FR) #1(GE) <Anchors List>))

The performance comparison of these methods describe in Table 2. See [5] for
more details and samples about the above configurations. In this paper we
present more investigations. We can embed “SIMEXT” with the weights of each
concept. In this case, we have to leverage new operators such as “#weight”
and “#wsyn” instead of “#combine” and “#syn”. This configuration is more
complicated than previous ones and take more time to run but more efficient
since utilize the importance of each concept or synonym. The last configura-
tion is “SIMHUM” which participate the user in the retrieval process. For each
query, we asked the user to select the most important concepts and synonyms
through a web interface. Table 2 compare the perfomance of different configura-
tions and shows that the selecting and weighting strategies in “SIMEXT” and
”SIMWEXT” were good.
7 These notations are related to the first column in Table 2.
8 An example of “SIMEXT” is described in Sec. 1 for a sample query.
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Table 2. Comparsion between the Indri baseline (“SIM”) and different configuration

of our approach (“SIMTR”, “SIMEXT”, “SIMWEXT”, “SIMHUM”) and also a state

of the art related work (“SD”, “FD”) [8]

Run Name Relevant-Retrieved MAP NDCG R-PREC Run Time (sec)

Baseline [7] 1518/2527 0.2013 0.4635 0.2350 5

SD [8] 1522/2527 0.1980 0.4634 0.2181 112

FD [8] 1542/2527 0.2061 0.4714 0.2416 657

SIMTR 1645/2527 0.2390 0.5132 0.2688 12

SIMEXT 1724/2527 0.2462 0.5306 0.2794 17

SIMWEXT 1778/2527 0.2438 0.5296 0.2739 22

SIMHUM 1763/2527 0.2459 0.5316 0.2734 −

5 Evaluation and Comparison

This section puts the performance of our methodology in the context of state of
the art prior work. Metzler and Croft [8] proposed a general, formal framework
for modeling term dependencies via Markov random fields. This is a pure mathe-
matic method that is completely different with our knowledge based approach so
comparing the performance may be unfair. But since the aim of both approaches
is to create a more expressive structured query for an unstructured information
need, we’ve compared them here. Two variants of the model are described, where
each captures different dependencies between query terms. The sequential de-
pendence variant (“SD”) assumes certain dependencies exist between adjacent
query terms and the full dependence model (“FD”) makes no independence as-
sumptions and attempts to capture dependencies that exist between every subset
of query terms. The following is a generated structured query by the sequential
dependence variant for the sample information need mentioned in Sec. 1:

#weight( 0.5 #combine(colour therapeutic therapy)
0.25 #combine(#1(therapeutic therapy)#1(colour therapeutic))
0.25 #combine(#uw8(therapeutic therapy)#uw8(colour therapeutic)))

Table 2 compares the effectiveness of different variants of markov random fields [8]
with different configuration of our proposed approach. The knowledge based
methods significantly get a higher precision and recall while they are more scal-
able (the retrieval time of the proposed method is significantly less than the
related work).

6 Conclusion and Discussion

In this paper, we proposed an efficient approach for extracting relevant concepts
and a vocabulary of synonyms, translations, various equivalents that all of them
are embedded in a structured query. We leverage Wikipedia as our knowledge
base and Indri as Structured Query Language and retrieval model. Our approach
is similar to query modification techniques. These techniques (such as query
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expansion) suffer from a problem so-called “Query Drift”. It means that although
by modifying a query we can get more relevant documents but it maybe hurt the
precision. Our experiments over TEL corpus show that this method is an efficient
and robust approach that significantly improves both precision and recall. We
believe that our method is a good potential to apply on the Web search engines.
For example, take a look at the following query9:

Title: Modern Persian Language,
Desc: Retrieve publications providing instructions on
learning or teaching modern/contemporary Persian.

The structured query by “SIMEXT” is as follow:

#weight(0.3 #combine(modern teaching instructions persian

contemporary learning language) 0.7 #syn(farsi #1(persian languages)

#1(farsi salis language) #1(modern perisan) persian #1(modern persian)

#1(modern persian language) #1(parsi language) #1(farsi language)

#1(persian language) #1(persische sprache) ))

“Farsi” or “Parsi” are informal equivalents of “Modern Persian Language” that it
couldn’t nowise understand from the original query. Using these informal equiva-
lent on the Web search engines is very important evidence. For another example,
take a look at the following structured query:

#combine(colour therapy therapeutic
#syn(chromotherapy farbtherapi colourology #1(color therapy))
#syn(color couleur farb colour colors colours couleur)
#syn(therapi thrap therapi treatment therapie therapy))

As you see, without applying a complicated stemmer in our multilingual environ-
ment (TEL corpus), our extracted vocabulary from anchor titles can cover most
of them efficiently. For example, in the structured query, “color” and “colour”
are synonyms. On the other hand, the extracted vocabulary in our approach con-
tains erratum, stemmed equivalent and synonyms of each concept. All of them
are embedded in the structured query.

Although our proposed approach is interesting in some respects but comparing
it with top ranked systems at CLEF2009 reveals that it needs to be refined to
well adapted to the CLEF Ad Hoc track. We are optimistic about the potential
of our approach in the Web search. So we are interested in performing similar
experiments on the Web. Also further analysis of the Wikipedia Concept Graph
to elicit more relevant concepts will be an effective future work.
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Abstract. We conducted an experiment to test the completeness of the
relevance judgments for the monolingual German, French, English and
Persian (Farsi) information retrieval tasks of the Ad Hoc Track of the
Cross-Language Evaluation Forum (CLEF) 2009. In the ad hoc retrieval
tasks, the system was given 50 natural language queries, and the goal was
to find all of the relevant documents (with high precision) in a particular
document set. For each language, we submitted a sample of the first
10000 retrieved items to investigate the frequency of relevant items at
deeper ranks than the official judging depth of 60 for German, French
and English and 80 for Persian. The results suggest that, on average,
the percentage of relevant items assessed was less than 62% for German,
27% for French, 35% for English and 22% for Persian.

1 Introduction

Open Text eDOCS SearchServerTM is a toolkit for developing enterprise search
and retrieval applications. The eDOCS SearchServer kernel is also embedded in
various components of the Open Text eDOCS Suite1.

The eDOCS SearchServer kernel works in Unicode internally [4] and supports
most of the world’s major character sets and languages. The major conferences
in text retrieval experimentation (CLEF [1], NTCIR [5] and TREC [8]) have pro-
vided judged test collections for objective experimentation with the SearchServer
kernel in more than a dozen languages.

This paper describes an experiment conducted with the eDOCS SearchServer
kernel (experimental post-6.0 builds) for testing the completeness of the rele-
vance judgments for the monolingual German, French, English and Persian in-
formation retrieval tasks of the Ad Hoc Track of the Cross-Language Evaluation
Forum (CLEF) 2009.

1 Open Text eDOCS SearchServer and Open Text eDOCS Suite are trademarks or
registered trademarks of Open Text Corporation in the United States of Amer-
ica, Canada, the European Union and/or other countries. This list of trademarks
is not exhaustive. Other trademarks, registered trademarks, product names, com-
pany names, brands and service names mentioned herein are property of Open Text
Corporation or other respective owners.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 78–85, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Methodology

2.1 Data

The CLEF 2009 Ad Hoc Track document sets were the same as used in 2008.
They consisted of XML-tagged records or documents in 4 different languages:
German, French, English and Persian (also known as Farsi). For German, French
and English, the records were library catalog cards (bibliographic records de-
scribing publications archived by The European Library (TEL)). For Persian,
the documents were newspaper articles (Hamshahri corpus of 1996-2002). Ta-
ble 1 gives the collection sizes.

Table 1. Sizes of CLEF 2009 Ad Hoc Track Test Collections

Code Language Text Size (uncompressed) Documents Topics Rel/Topic

DE German 1,306,492,248 bytes 869,353 50 31 (lo 3, hi 86)
EN English 1,208,383,351 bytes 1,000,100 50 51 (lo 8, hi 235)
FA Persian 628,471,252 bytes 166,774 50 89 (lo 8, hi 266)
FR French 1,362,122,091 bytes 1,000,100 50 37 (lo 2, hi 120)

The CLEF organizers created 50 natural language “topics” (numbered 701-750
for German, French and English and 601-650 for Persian) and translated them
into many languages. Sometimes topics are discarded for some languages because
of a lack of relevant documents (though that did not happen this year). Table
1 gives the final number of topics for each language and their average number
of relevant documents (along with the lowest and highest number of relevant
documents of any topic). For more information on the CLEF test collections,
please see the track overview paper [2].

2.2 Base Run

Our base run for each language retrieved the top-10,000 ranked documents for
each topic.

For each topic, the query was formed from a Boolean-OR of the words in
the Title and Description fields of the topic. (For German, French and English,
common instruction words such as “find”, “relevant” and “document” were auto-
matically removed before forming the query based on a word list created from
looking at some older topic sets; this step was skipped for Persian because we
did not have time to update our lists this year.)

The word matching was based on the stems of the terms. For German, French
and English, we used the lexicon-based inflectional stemming component of
SearchServer, which includes decompounding for German. For Persian, we used
a stemmer that was ported from Savoy’s [7].
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A stopword list of common words (e.g. “the”, “of”) was used for each language.
Our stopword list for Persian was derived from Savoy’s [7].

The ranking approach was as described in [9]. Briefly, it dampened the term
frequency and adjusted for document length in a manner similar to Okapi [6]
and dampened the inverse document frequency using an approximation of the
logarithm.

2.3 Sample Run

For each language, we created a sample run whose first 100 rows contained the
following rows of the base run for the language in the following order:

1, 2, 3, 4, 5, 6, 7, 8, 9, 10,
20, 30, 40, 50, 60, 70, 80, 90, 100,
200, 300, 400, 500, 600, 700, 800, 900, 1000,
2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000, 10000,
15, 25, ..., 95,
150, 250, ..., 950,
1500, 2500, ..., 9500,
125, 175, ..., 975,
1250, 1750, ..., 9750.

The remainder of the sample run was padded with the top-ranked remaining
rows from the base run until 1000 rows had been retrieved (i.e. rows 11, 12, 13,
14, 16, ..., 962 of the base run).

This ordering (e.g. the placement of the sample from depth 10000 before the
sample from depth 15) was chosen because of uncertainty of how deep the judging
would be. As long as the first 37 rows were judged for each topic, we would have
sampling to depth 10000 (this is because, in the above list, you can count that,
after 37 samples, depth 10000 is reached). The extra sample points, if judged,
would just improve the accuracy (because they are just additional sample points
from the top 10000, not deeper sample points).

Our sample run for each language was submitted to the CLEF organizers for
assessing in June 2009.

3 Results

When we received the relevance judgments and analyzed them in August 2009,
we checked the judging depth of our sample runs. We found that the first 60
rows were judged for each topic for each German, French and English, and the
first 80 rows were judged for each topic for Persian.

Tables 2, 3, 4 and 5 show the results of the sampling for each language. The
columns are as follows:

– “Depth Range”: The range of depths being sampled. The 11 depth ranges
cover from 1 to 10000.
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– “Samples”: The depths of the sample points from the depth range. The sam-
ples are always uniformly spaced. They always end at the last point of the
depth range. The total number of sample points (over the 11 rows of the ta-
ble) adds to 60 for German, French and English and adds to 80 for Persian.

– “# Rel”: The number of each type of item retrieved from the sample points
over the 50 topics. The item type codes are R (relevant), N (non-relevant)
and U (unjudged, of which there are always 0). An X is used when a sample
point was not submitted because fewer than 10000 rows were retrieved for
the topic (which just happened for a few topics). The sum of the item type
counts is always 50 times the number of sample points for the depth range
(because there are 50 topics for each language).

– “Precision”: Estimated precision of the depth range (R/(R+N+U+X)).
– “Wgt”: The weight of each sample point. The weight is equal to the differ-

ence in ranks between sample points, i.e. each sample point can be thought
of as representing this number of rows, which is itself plus the preceding
unsampled rows.

– “EstRel/Topic”: Estimated number of relevant items retrieved per topic for
this depth range. This is the Precision multiplied by the size of the depth
range. Or equivalently, it is (R * Wgt) / 50.

Table 2. Marginal Precision of German Base-TD Run at Various Depths

Depth Range Samples # Rel Precision Wgt EstRel/Topic

1-5 1, 2, ..., 5 106R, 144N, 0U 0.424 1 2.1
6-10 6, 7, ..., 10 76R, 174N, 0U 0.304 1 1.5
11-50 15, 20, ..., 50 72R, 328N, 0U 0.180 5 7.2
51-100 55, 60, ..., 100 44R, 456N, 0U 0.088 5 4.4
101-200 150, 200 5R, 95N, 0U 0.050 50 5.0
201-500 250, 300, ..., 500 5R, 295N, 0U 0.017 50 5.0
501-900 550, 600, ..., 900 5R, 395N, 0U 0.013 50 5.0
901-1000 950, 1000 0R, 100N, 0U 0.000 50 0.0
1001-3000 1500, 2000, ..., 3000 1R, 199N, 0U 0.005 500 10.0
3001-6000 3500, 4000, ..., 6000 1R, 295N, 4X 0.003 500 10.0
6001-10000 7000, 8000, ..., 10000 0R, 189N, 11X 0.000 1000 0.0

Because each sample point is at the deep end of the range of rows it repre-
sents, the sampling should tend to underestimate precision for each depth range
(assuming that precision tends to fall with depth, which appears to be the case
for all 4 languages).

Table 6 shows the sums of the estimated number of relevant items per topic
over all depth ranges in its first row (i.e. it is the sum of the EstRel/Topic entries
in the last column of the corresponding table from Tables 2-5). The official
number of relevant items per topic for each language is listed in the second row.
The final row of the table just divides the official number of relevant items by the
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Table 3. Marginal Precision of French Base-TD Run at Various Depths

Depth Range Samples # Rel Precision Wgt EstRel/Topic

1-5 1, 2, ..., 5 90R, 160N, 0U 0.360 1 1.8
6-10 6, 7, ..., 10 88R, 162N, 0U 0.352 1 1.8
11-50 15, 20, ..., 50 89R, 311N, 0U 0.223 5 8.9
51-100 55, 60, ..., 100 60R, 440N, 0U 0.120 5 6.0
101-200 150, 200 8R, 92N, 0U 0.080 50 8.0
201-500 250, 300, ..., 500 15R, 285N, 0U 0.050 50 15.0
501-900 550, 600, ..., 900 5R, 395N, 0U 0.013 50 5.0
901-1000 950, 1000 2R, 98N, 0U 0.020 50 2.0
1001-3000 1500, 2000, ..., 3000 3R, 196N, 1X 0.015 500 30.0
3001-6000 3500, 4000, ..., 6000 4R, 288N, 8X 0.013 500 40.0
6001-10000 7000, 8000, ..., 10000 1R, 189N, 10X 0.005 1000 20.0

Table 4. Marginal Precision of English Base-TD Run at Various Depths

Depth Range Samples # Rel Precision Wgt EstRel/Topic

1-5 1, 2, ..., 5 128R, 122N, 0U 0.512 1 2.6
6-10 6, 7, ..., 10 112R, 138N, 0U 0.448 1 2.2
11-50 15, 20, ..., 50 107R, 293N, 0U 0.268 5 10.7
51-100 55, 60, ..., 100 44R, 456N, 0U 0.088 5 4.4
101-200 150, 200 7R, 93N, 0U 0.070 50 7.0
201-500 250, 300, ..., 500 12R, 288N, 0U 0.040 50 12.0
501-900 550, 600, ..., 900 15R, 385N, 0U 0.037 50 15.0
901-1000 950, 1000 2R, 98N, 0U 0.020 50 2.0
1001-3000 1500, 2000, ..., 3000 4R, 196N, 0U 0.020 500 40.0
3001-6000 3500, 4000, ..., 6000 1R, 297N, 2X 0.003 500 10.0
6001-10000 7000, 8000, ..., 10000 2R, 194N, 4X 0.010 1000 40.0

Table 5. Marginal Precision of Persian Base-TD Run at Various Depths

Depth Range Samples # Rel Precision Wgt EstRel/Topic

1-5 1, 2, ..., 5 158R, 92N, 0U 0.632 1 3.2
6-10 6, 7, ..., 10 131R, 119N, 0U 0.524 1 2.6
11-50 15, 20, ..., 50 159R, 241N, 0U 0.398 5 15.9
51-100 55, 60, ..., 100 151R, 349N, 0U 0.302 5 15.1
101-200 125, 150, ..., 200 38R, 162N, 0U 0.190 25 19.0
201-500 225, 250, ..., 500 93R, 507N, 0U 0.155 25 46.5
501-900 525, 550, ..., 900 81R, 719N, 0U 0.101 25 40.5
901-1000 950, 1000 7R, 93N, 0U 0.070 50 7.0
1001-3000 1500, 2000, ..., 3000 7R, 193N, 0U 0.035 500 70.0
3001-6000 3500, 4000, ..., 6000 10R, 290N, 0U 0.033 500 100.0
6001-10000 6500, 7000, ..., 10000 9R, 388N, 3X 0.022 500 90.0
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Table 6. Estimated Percentage of Relevant Items that are Judged

DE FR EN FA

Estimated Rel@10000 50.2 138.5 145.9 409.8
Official Rel/Topic 31.2 37.1 50.5 89.3

Percentage Judged 62% 27% 35% 22%

estimated number in the first 10000 retrieved (e.g. for German, 31.2/50.2=62%).
This number should tend to be an overestimate of the percentage of all relevant
items that are judged (on average per topic) because there may be relevant items
that were not matched by the query in the first 10000 rows.

3.1 Remarks

These estimates of judging coverage for the CLEF 2009 collections are similar
to last year’s estimates [12] for two of the four languages (62% for German this
year, 55% last year; 22% for Persian this year, 25% last year). For the other two
languages, this year’s estimates are substantially lower than last year’s (27% for
French this year, 52% last year; 35% for English this year, 53% last year). We’ve
used similar methodology (though sometimes using different sampling depths)
for other past collections, such as the CLEF 2007 Ad Hoc collections (55%
for Czech, 69% for Bulgarian, 83% for Hungarian) [11], the NTCIR-7 ACLIA
IR4QA collections (65% for Simplified Chinese, 32% for Traditional Chinese,
41% for Japanese) [13], the NTCIR-6 CLIR collections (58% for Chinese, 78%
for Japanese, 100% for Korean) [14], and the TREC 2006 Legal and Terabyte
collections (18% for TREC Legal and 36% for TREC Terabyte) [10].

The incompleteness results for German are similar to what [15] found for
depth-100 pooling on the old TREC collections of approximately 500,000 doc-
uments. [15] reported that “it is likely that at best 50%-70% of the relevant
documents have been found; most of these unjudged relevant documents are for
the 10 or so queries that already have the most known answers.” Fortunately, [15]
also found for such test collections that “overall they do indeed lead to reliable
results.” [3] also considers the “levels of completeness” in some older TREC col-
lections to be “quite acceptable” even though additional judging found additional
relevant documents.

For English, French and Persian, the judging coverage appears to have been
relatively shallow (35%, 27% and 22% respectively based on the sampling ex-
periment). It may be advisable to conduct a “system omission” study on these
collections (like the one described in [15]) which may indicate whether or not the
collections are likely to give reliable results for systems that did not contribute
to the pooling.
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3.2 Error Analysis

We should note that our sampling was very coarse at the deeper ranks, e.g. for
French, 1 relevant item out of 200 samples in the 6001-10000 range led to an
estimate of 20 relevant items per topic in this range. If the sampling had turned
up 0 or 2 relevant items, a minor difference, the estimate would have been 0
or 40 relevant items per topic in this range, leading to a substantially different
sum (118.5 or 158.5 instead of 138.5). We leave the computation of confidence
intervals for our estimates, along with analysis of the variance across topics, as
future work.

4 Conclusions

We conducted an experiment to test the completeness of the relevance judgments
for the monolingual German, French, English and Persian information retrieval
tasks of the Ad Hoc Track of the Cross-Language Evaluation Forum (CLEF)
2009. For each language, we submitted a sample of the first 10000 retrieved items
to investigate the frequency of relevant items at deeper ranks than the official
judging depth of 60 for German, French and English and 80 for Persian. Based on
the results, we estimated that the percentage of relevant items assessed was less
than 62% for German, 27% for French, 35% for English and 22% for Persian. For
German, these levels of completeness are in line with the estimates that have been
made for some past test collections which are still considered useful and fair for
comparing retrieval methods. For English, French and Persian, the completeless
levels are lower than usual. For any test collection, it is prudent to conduct
a “system omission” study (like the one described in [15]) which may indicate
whether or not the collection is likely to give reliable results for systems that did
not contribute to the pooling. Such a study would be particularly advisable for
the English, French and Persian collections.
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A., Petras, V. (eds.) CLEF 2008. LNCS, vol. 5706, pp. 163–169. Springer, Heidel-
berg (2009)

13. Experiments in Finding Chinese and Japanese Answer Documents at NTCIR-7.
In: Proceedings of NTCIR-7 (2008)

14. Tomlinson, S.: Sampling Precision to Depth 9000: Evaluation Experiments at
NTCIR-6. In: Proceedings of NTCIR-6 (2007)

15. Zobel, J.: How Reliable are the Results of Large-Scale Information Retrieval Ex-
periments? In: SIGIR 1998, pp. 307–314 (1998)

http://trec.nist.gov/


Multilingual Query Expansion for CLEF
Adhoc-TEL

Ray R. Larson

School of Information

University of California, Berkeley, USA

ray@sims.berkeley.edu

Abstract. In this paper we will briefly describe the approaches taken

by the Cheshire (Berkeley) Group for the CLEF Adhoc-TEL 2009 tasks

(Mono and Bilingual retrieval). Recognizing that many potentially rel-

evant documents in each of the TEL sub-collections are in other lan-

guages, we tried to use multiple translations of the topics for searching

each subcollection, combined into a single query. Overall this strategy

performed very poorly compared to the the basic monolingual approach

used last year (and repeated for one run in each language this year).

Once again this year we used probabilistic text retrieval based on logis-

tic regression and incorporating blind relevance feedback for all of the

runs. All translation for bilingual tasks was performed using the LEC

Power Translator PC-based MT system. Our results this year, however,

were surprising poor compared to last year’s results. Additional analysis

has shown that, for some cases, unexpected hyphenations in the machine

translation and untranslated words were to blame.

1 Introduction

Each the collections used in the CLEF Adhoc TEL track are considered to be
“mainly” in a particular language (English for BL, French for BNF, and Ger-
man for ONB), according to the language codes of the records, only about half
of each collection was in that main language, with virtually all other languages
represented by one or more entries in one or another of the collections. German,
French, English, and Spanish records were available in all of collections. This
overlap of languages presents an interesting multilingual search (and evaluation)
problem, and we attempted to address it this year by using tranlations of top-
ics into each of the other languages and combining those translations with the
original topic in some of our submissions.

This short paper concentrates on the retrieval algorithms and evaluation re-
sults for Berkeley’s official submissions for the Adhoc-TEL 2009 track, and our
analysis of problems in the submitted runs. All of the submitted runs were auto-
matic without manual intervention in the queries (or translations). We submitted
nine Monolingual runs (three German, three English, and three French) and 12
Bilingual runs (four for each target language German, English and French, with
both expanded and unexpanded topics).

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 86–89, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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This short paper first describes the processing used for the submitted runs. We
then examine the results obtained for our official runs and examine the sources of
errors in those runs. Finally, we present some conclusions and future directions
for Adhoc-TEL participation.

2 Retrieval Algorithms and Indexing Approaches

Since this is not our main paper, we have forgone detailed discussion of the
algorithms used for this track, which are essentially the same Logistic Regression
algorithm with Blind Feedback as used in other CLEF Evaluations in previous
years and described in [2,1], or in the notebook paper for this year.

In the remainder of this section we describe the specific approaches taken
for our submitted runs for the Adhoc-TEL task. First we describe the indexing
and term extraction methods used, and then the search features we used for the
submitted runs.

2.1 Indexing and Term Extraction

The Cheshire II system uses the XML structure of the documents to extract
selected portions for indexing and retrieval. Any combination of tags can be
used to define the index contents.

Table 1. Cheshire II Indexes for Adhoc-TEL 2006

Name Description Content Tags Used

recid Document ID id no

names Author Names dc:creator, dc:contributor no

title Item Title dc:title, dcterms:alternate no

topic Content Words dc:title, dcterms:alternate yes

dc:subject, dc:description

anywhere Entire record record no

date Date of Pub. dcterms:issued no

lang Language dc:language no

subject Subject terms dc:subject no

Table 1 lists the indexes created by the Cheshire II system for the Adhoc-
TEL database and the document elements from which the contents of those
indexes were extracted. The “Used” column in Table 1 indicates whether or not
a particular index was used in the submitted Adhoc-TEL runs. As the table
shows we used only the topic index, which contains most of the content-bearing
parts of records, for all of our submitted runs. These tables and the indexes
extracted are identical to last year’s for Adhoc TEL.

For all indexing we used language-specific stoplists to exclude function words
and very common words from the indexing and searching. The German language
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Table 2. Submitted Adhoc-TEL Runs

Run Name Description Type MAP

MODET2FB Monolingual German TD auto 0.1478

MOENT2FB Monolingual English TD auto 0.3267

MOFRT2FB Monolingual French TD auto 0.2070

BIENDET2FB Bilingual English⇒German TD auto 0.1031

BIFRDET2FB Bilingual French⇒German TD auto 0.0991

BIDEENT2FB Bilingual German⇒English TD auto 0.2238

BIFRENT2FB Bilingual French⇒English TD auto 0.2478

BIDEFRT2FB Bilingual German⇒French TD auto 0.1652

BIENFRT2FB Bilingual English⇒French TD auto 0.1677

runs did not use decompounding in the indexing and querying processes to gen-
erate simple word forms from compounds. The Snowball stemmer was used by
Cheshire for language-specific stemming.

2.2 Search Processing and Results

Searching the Adhoc-TEL collection using the Cheshire II system involved us-
ing TCL scripts to parse the topics and submit the title and description from
the topics. For monolingual search tasks we used the topics in the appropri-
ate language (English, German, and French), for bilingual tasks the topics were
translated from the source language to the target language using the LEC Power
Translator PC-based machine translation system.

For query expansion in the monolingual tasks we took two approaches. The
first used the topic in the specific language as a basis for machine translation
to the other main languages (e.g. for English, the English topics were translated
to French and German) and the translations were added to the topic. The sec-
ond used the supplied monolingual topics in the other main languages (e.g., for
English, the monolingual French and German topics were added to the English).

Query expansion in the bilingual tasks added the source topics from the trans-
lation and an additional translation of the topics to the other main language
(e.g., for English topics translated to German, the original English was added to
the translated German and an English to French translation was also added). In
effect, the expanded monolingual and bilingual topics were actually multilingual
topic descriptions.

The scripts for each run submitted the topic elements as they appeared in the
topic or expanded topic to the system for TREC2 logistic regression searching
with blind feedback. Both the “title” and “description” topic elements were
combined into a single probabilistic query and searched using the “topic” index
as described in Table 1.

The summary results (as Mean Average Precision) for the submitted bilingual
and monolingual runs for English, German and French are shown in Table 2 for
only the unexpanded topics, all submitted runs and the Recall-Precision curves
for these runs are not shown, but may be found in the notebook paper.
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Both of the query expansion methods attempted proved to provide worse
results than the unexpanded queries.

Once again we obtained particularly poor performance in monolingual Ger-
man, due in part to our lack of support for decompounding (affecting many
topics this year).

3 Conclusions and Discussion

Our overall results this year compared poorly with others, which was a bit of a
surprise considering the how the same approach fared last year. We conducted
some analyses to try to determine the causes of variation between last year and
this and the causes of failure for various topics. One very obvious change was
that a new version of the MT software was used this year. We found that that
translations from German often had compound terms included in the translation
as hyphenated terms (e.g., “color-therapy” for “Farbentherapie”). To see what
effect this might have had in some runs we translated the hyphens in such cases
to spaces and reran some experiments. The results of this re-test showed that
for the German to English bilingual task we were able to obtain a MAP of
0.2613 compared to 0.2238 in our official results with this simple change. This,
however does not explain the relative failures in monolingual results. This turned
out to be an encoding mismatch in the German and French databases with the
version of the Snowball stemmer that we used. Effectively we had all of the
data encoded as UTF-8, but the stemmer parsing for ISO-8859-1. This meant
that stemming process was ineffective and identically inflected stems only were
matched in retrieval. This still doesn’t explain the reduction in MAP for our
Monolingual English runs when compared to last year. We can only conclude
that methods used by other groups this year are more effective in these databases.
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D. (eds.) CLEF 2007. LNCS, vol. 5152, pp. 811–814. Springer, Heidelberg (2008)

2. Larson, R.R.: Experiments in classification clustering and thesaurus expansion for

domain specific cross-language retrieval. In: Peters, C., Jijkoun, V., Mandl, T.,
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Abstract. We describe our participation in the TEL@CLEF task of the CLEF 
2009 ad-hoc track, where we measured the retrieval performance of LGTE, an 
index engine for Geo-Temporal collections which is mostly based on Lucene, 
together with extensions for query expansion and multinomial language 
modelling. We experiment an N-Gram stemming model to improve our last 
year experiments which consisted in combinations of query expansion, 
Lucene’s off-the-shelf ranking scheme and the ranking scheme based on 
multinomial language modeling. The N-Gram stemming model was based in a 
linear combination of N-Grams, with N between 2 and 5, using weight factors 
obtained by learning from last year topics and assessments. The Rocchio 
ranking function was also adapted to implement this N-Gram model. Results 
show that this stemming technique together with query expansion and 
multinomial language modeling both result in increased performance. 

1   Introduction 

One task of the ad-hoc track at the 2009 edition of the Cross Language Evaluation 
Forum (CLEF) addresses the problem of searching and retrieving relevant items from 
collections of bibliographic records from The European Library (TEL@CLEF). Three 
target collections were provided, each corresponding to a monolingual retrieval task 
where we participated: the TEL Catalogue records in English (Copyright British Li-
brary), the TEL Catalogue records in French (Copyright Bibliothèque Nationale de 
France) and finally the TEL Catalogue records in German (Copyright Austrian Na-
tional Library). The evaluation task aimed at investigating the best approaches for 
retrieval from library catalogues, where the information is frequently very sparse and 
often stored in unexpected languages. This paper describes the participation of the 
Technical University of Lisbon in the TEL@CLEF task. Our experiments aimed at 
measuring the retrieval performance of the LGTE1 tool [8] [4], the IR service of 
DIGMAP2, using stemming techniques to render the system language independent 
                                                           
1 http://code.google.com/p/digmap/wiki/LuceneGeoTemporal  
2 http://www.dgmap.eu  
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and robust with degraded texts resulting from OCR processes. If successful, the ulti-
mate goal of the project is to become fully integrated into The European Library 
which aims to index OCR texts in multiple languages.  

Like last year in CLEF, we experimented with combinations of query expansion, 
Lucene’s off-the-shelf ranking scheme and the ranking scheme based on multinomial 
language modeling. However, this year we also included an N-Gram model consisting 
in a linear combination of independent indexes, each containing stemmed tokens of 
different grams. The technique was proposed by Parapar in [9] and aims to improve 
retrieval in degraded collections. Our main objective was to have a language inde-
pendent model which also could be used with bibliographic metadata records, which 
of course are not degraded. This paper is structured as follow: first we review the 
related word in ranking schemes used in this experiment and the related work with the 
Rocchio’s algorithm. Second we describe our ranking scheme and the modifications 
purposed for the Rocchio’s algorithm in order to take benefit of our scheme. In third 
place we describe our experimental story and discuss the obtained results. Finally we 
present conclusions. 

2   Related Work 

The underlying IR system used in our submissions is based on Lucene3, together with 
a multinomial language modeling extension developed at the University of Amster-
dam, a linear combination of scores calculated in independent indexes of words 
stemmed with an N-Gram technique, and finally a query expansion extension devel-
oped by Neil Rubens. The following subsections detail these components.  

2.1   Lucene’s Off-the-Shelf Ranking Scheme 

We started with Lucene’s off-the-shelf retrieval model. For a collection D, document 
d and query q, the ranking score is given by terms of term frequency (tf), inverse 
document frequency (idf) and normalization factors (norm and coord): 
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The fields in formula 1 are detailed below by formula 2: 

(1) 

 

(2) 

Lucene has been extensively used in previous editions of the CLEF, NTCIR and 
TREC joint evaluation experiments. 

                                                           
3 http://lucene.apache.org  
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2.2   Lucene Extension Based on Multinomial Language Modeling 

We experimented with an extension to Lucene that implements a retrieval scheme 
based on estimating a language model (LM) for each document, using the formula 
described by Hiemstra [2]. This extension was developed at the Informatics Institute 
of the University of Amsterdam4. For any given query, it ranks the documents with 
respect to the likelihood that the document’s LM generated the query: 

∏
∈

⋅∝=
qt

dtPdPqdPqdranking )|()()|(),(
 

(3) 

In the formula, d is a document and t is a term in query q. The probabilities are re-
duced to rank-equivalent logs of probabilities. To account for data sparseness, the 
likelihood P(t|d) is interpolated using Jelinek-Mercer smoothing: 

P(d | q) = P(d) ⋅ ((1− λ) ⋅ P(t | D) + λ ⋅ P(t | d))
t ∈q

∏  
(4) 

In the formula, D is the collection and λ is a smoothing parameter (in our experiments 
it was set to the default value of 0.15). The model needs to estimate three probabili-
ties: the prior probability of the document, P(d); the probability P(t|d) of observing a 
term in a document, and the probability P(t|D) of observing the term in the collection. 
Assuming the query terms to be independent, and using a linear interpolation of a 
document model and a collection model to estimate the probability of a query term, 
the probabilities can be estimated using maximum likelihood estimates: 

 

(5) 

This language modeling approach has been used in past experiments within the 
CLEF, NTCIR and TREC joint evaluation campaigns – see for example [6]. 

2.3   Rocchio Query Expansion 

The fact that there are frequently occurring spelling variations and synonyms for any 
query term degrades the performance of standard techniques for ad-hoc retrieval. To 
overcome this problem, we experimented with the method for pseudo feedback query 
expansion proposed by Rocchio [3]. The Lucene extension from the LucQE project5 
implements this approach. On test data from the 2004 TREC Robust Retrieval Track, 
LucQE achieved a MAP score of 0.2433 using Rocchio query expansion. Assuming 
that the top D documents returned for an original query qi are relevant, a better query 
qi+1 can be given by the terms resulting from the formula below: 
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4 http://ilps.science.uva.nl/Resources/  
5 http://lucene-qe.sourceforge.net/  
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In the formula, α and β are tuning parameters. In our experiments, they were set to 
the default values of, respectively, 1.0 and 0.75. The system was trained through ex-
periments with the 2008 AdHoc topics and relevance judgments. We found an opti-
mal value of 64 expansion terms for English topics and 40 expansion terms for French 
and German topics. The terms were extracted from the highest ranked documents (i.e. 
the |D| parameter) from the original query qi. With the training we obtain optimal 
values using 7 documents for English and French and 8 documents for the German 
collection.  

2.4   Linear Combination of N-Grams 

The stemming technique based on N-Grams is very popular with texts produced from 
OCR (Optical Character Recognition) processes, because they often contain errors. 
This technique consists in tokenizing the words with a sliding window into tokens of 
size N, with N assuming several sizes. This process is applied both in documents and 
queries to increase retrieval performance. Recent experiments related in [9] by 
Parapar demonstrate that using independent N-Grams indexes, for example from 2 to 
5 grams, and combining the individual ranks in a linear combination, can improve the 
results when we find good parameter values to weight each independent score. The 
final score is illustrated by the formula 7, as introduced in [9]. 

)(2)(3)(4)(5)()( dgramsdgramsdgramsdgramsdstermds ⋅+⋅+⋅+⋅+⋅= εδγβα  (7) 

In this formula d is the document, s[N]term is the score of that term in the index of 
grams with size N. Parameters α, β, γ, δ and ε are the weights assigned to each inde-
pendent score. 

3   Ranking Scheme 

The following subsections detail how we adapted the ranking scheme based on the 
combination of N-Grams for bibliographic records and also the modifications in Roc-
chio query expansion algorithm in order to take benefit of our ranking scheme. 

3.1   N-Gram Ranking Scheme  

The original N-Grams stemming, which tokenizes the words with a sliding window, 
does not fit our problem very well because our records were not obtained from OCR 
processes (so we don’t have character errors). On other hand using this technique 
makes the stemming phase a language independent process, which was our main focus. 
For that reason, we used a simplistic approach for the N-Grams model which consists 
of suffix removal starting from character N+1. We used an “N-length stemming” 
where N is the size of the indexed prefix (e.g. stem-5(“retrieval”) = “retri”). We 
tokenized our terms in five different ways, each producing a different index file. We 
created four indexes, for the cases of 2-grams, 3-grams, 4-grams and 5-grams, and 
another with the original terms. As an example, let us consider a document with  
the word “retrieval”. That document will be indexed as follows: originalTerms: re-
trieval, 5-grams: retri, 4-grams: retr, 3-grams: ret, 2-grams: re. Referring to the weight 
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parameters presented in previous section our system was trained through experiments 
with CLEF 2008 AdHoc topics and relevance judgments to optimize the Mean Aver-
age Precision (MAP). Table 1 shows the optimal values for formula 7 factors in each 
collection. We found that bi-grams worsen the results so we set their weight to zero in 
the three evaluated collections. 

Table 1. Weight values found for each index using MAP in 2008 relevance judgments 

Lanuage α β γ δ 
English 0.45 0,27 0,25 0,03 
French 0.53 0,24 0,22 0,01 
German 0,55 0,23 0,21 0,01 

3.2   N-Grams and Rocchio Query Expansion  

In order to deal with N-Gram prefix stemming we had to adapt the Rocchio formula. 
Originally, the Rocchio algorithm calculates the ranking for the terms of the top 
documents with the formula (7) and selected, for the expanded query, the highest 
ranked terms boosting them in the final query with the obtained rank. Our problem 
was how to do that considering that we have five indexes instead of one. Three tech-
niques were experimented but only the third one improved the results. The first and 
second attempt can be found in the CLEF 2009 Working Notes version of this paper 
on the CLEF website. Our best approach consisted in the following steps. For each 
one of our top ranked documents D we proceeded as follows: First of all, using each 
one of the 5 independent indexes ({2,3,4,5}grams plus original terms index), the sys-
tem scored all the document terms t present in those indexes using the follow formula: 
 

)()(),(),(),,,( indextermweightposdecayDtermIDFdtermTFposDdtermscore →⋅⋅⋅=  (8)

 
In this formula D is the collection, decay(pos) is the decay factor related with docu-
ment d position in the retrieved list. The weight is the factor found for that term index 
(Table 1). Second, the scored terms from all the 5 indexes were sorted in one unique 
list, independently of the source index. Finally, we created the expanded query using 
the original terms of the query, boosted by 1, plus the top ranked terms in the sorted 
list boosted with the score of the term. This method weakened the tokens from less 
weighted indexes like 2-Grams and 3-Grams. The result was that tokens from weaker 
indexes could only be picked if they were very relevant in their own indexes. Ex-
panded queries were mainly composed by tokens of 4 or 5-grams and original terms, 
but all queries had tokens from all indexes, even the weakest ones. 

4   The Experimental Story and Obtained Results 

We aimed to experiment the performance of Porter stemming technique versus the 
linear combination of N-Grams, with and without query expansion, using two differ-
ent ranking schemes for text: the Vector Space Model and the Multinomial Language 
Model. Our objective was to optimize several parameters to maximize the MAP 



 Experiments with N-Gram Prefixes on a Multinomial Language Model 95 

 

measure using CLEF 2008 AdHoc topics and relevance judgments. For each collec-
tion (EN, FR, DE) we optimized the parameters of Rocchio technique and the weights 
assigned to each independent index of 3, 4, 5 grams tokens and the un-stemmed 
words index (original terms). The optimized values were already presented in the 
sections Related Work and Ranking Scheme. The optimized values were used to run 
the 2009 topics.  

Before the indexing, the documents (i.e. the bibliographic records) and the topics 
were passed through the following pre-processing operations. Field weighting of the 
bibliographic records was applied using the scheme proposed by Robertson et. al [5] to 
weight the different document fields according to their importance. The combination 
used in our experiments was based on repeating the title field three times, the subject 
field twice and keeping the other document fields unchanged. We also normalized the 
topics and collections reducing all characters to the lowercase unaccented equivalents 
(i.e. “Ö” reduced to “o” and “É” to “e” etc.). We also removed stopwords using lists 
from the Snowball package6. We stemmed the words of the documents using, in first 
experiment, the Porter [1] stemming algorithm from the Snowball6 package, specific to 
the language, and in the second experiment using tokens of length 3, 4 and 5 plus the 
original words in five independent indexes. The topic processing was fully automatic 
including twice the title, once the description and we didn’t use the narrative.  In the 
topics, the resulting words were also stemmed using the Porter technique or stemmed 
to tokens of length 3, 4 and 5 plus the original words. In the second case the queries 
were split into five parts, each boosted by the optimized values enumerated in Table 1 
(section 2.1). Take as an example the topic “Title: Adhoc; Description: information 
retrieval” for English collection, the resulting query is given by:  

 
“words:(adhoc adhoc information retrieval)^0.45 g5:(adhoc adhoc infor retri)^0.27 

g4:(adho adho info retr)^0.25 g3:(adh adh inf ret)^0.03.” 
 

In the query the labels words, g5, g4 g3 are indexes and ^x is a boost factor. The Lu-
cene-LM4 machine was adapted to calculate independently each part of the query in 
order to implement the linear combination of N-Grams detailed in previous sections.  

5   Results  

We now present the complete set of experiments for the three languages using the two 
text models, vector space and language model, and combining Rocchio query expan-
sion with the two stemming approaches. Table 2 shows the obtained results in terms 
of the mean average precision (MAP), precision at first five results (P@5) and preci-
sion at first 10 results (P@10). In the table, VS means Vector Space Model, LM 
means Language Model and QE means Query Expansion. 

The weighted model of N-Grams allied with the Rocchio query expansion outper-
forms almost all the other configurations in all languages. Using Rocchio the model 
performed better than the text models allied with Porter stemming technique, other-
wise the performance was similar. Statisticaly comparing the MAP of baselines (runs 
1 and 2) with runs 5 and 6 using grams gave less than 0,0005 for all collections except  
 

                                                           
6 http://snowball.tartarus.org/  
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Table 2. MAP vs. MAP 2008 optimization, P@5 and P@10 for all the combinations 

 English French German 

 
Model Stemming QE MAP 

MAP 
2008 P@5 P@10 MAP 

MAP 
2008 P@5 P@10 MAP 

MAP 
2008 P@5 P@10 

1 VS no no 0.3403 >0.3242 0.6360 0.5200 0.2030 <0.2352 0.4400 0.3380 0.1357 >0.1290 0.3080 0.2340 

2 LM no no 0.3496 >0.3228 0.6480 0.5260 0.2255 <0.2412 0.4680 0.4020 0.1480 <0.1523 0.3160 0.2680 

3 VS Porter no 0.3710 <0.3789 0.6320 0.5500 0.2338 <0.2561 0.4360 0.3640 0.2372 >0.2132 0.4920 0.3720 

4 LM Porter no 0.3829 <0.3914 0.6800 0.5480 0.2647 <0.2781 0.4760 0.3860 0.2473 >0.2326 0.5040 0.3880 

5 VS Grams no 0.3966 >0.3750 0.6760 0.5620 0.2508 <0.2967 0.4800 0.4000 0.2439 >0.2306 0.4800 0.3680 

6 LM Grams no 0.3902 >0.3775 0.6800 0.5500 0.2526 <0.2821 0.4960 0.4080 0.2524 >0.2266 0.4880 0.3880 

7 VS no Rocchio 0.3712 >0.3526 0.6240 0.5400 0.2015 <0.2640 0.4320 0.3420 0.1725 <0.1875 0.3320 0.2740 

8 LM no Rocchio 0.3778 >0.3695 0.6200 0.5420 0.2213 <0.2759 0.4280 0.3500 0.1921 >0.1913 0.3320 0.3060 

9 VS Porter Rocchio 0.4012 >0.3980 0.6640 0.5560 0.2186 <0.2517 0.4240 0.3380 0.2810 >0.2629 0.5400 0.4100 

10 LM Porter Rocchio 0.4143 <0.4306 0.6960 0.5920 0.2391 <0.2722 0.4240 0.3500 0.2891 >0.2586 0.5160 0.4400 

11 VS Grams Rocchio 
Grams 0.4393 >0.4088 0.6760 0.5720 0.2641 <0.3261 0.4760 0.3880 0.3005 >0.2813 0.5080 0.4240 

12 LM Grams Rocchio 
Grams 0.4240 >0.4140 0.6720 0.5680 0.2653 <0.3021 0.5120 0.4100 0.3049 >0.2600 0.5240 0.4160 

 
for French where the result was 0.019 which was also good. Using runs 7 and 8 
(Porter plus Rocchio) as baselines we tested the significance of using N-Grams plus 
Rocchio (runs 11 and 12) and the t-test shows significance in all results returning less 
than 0,015 except for Language Model in English (run 12) returning 0.2089.  

These results  encourage us to use this technique to build language independent re-
trieval systems. Comparing with the other participants of the AdHoc task this experi-
ment obtained the best MAP for British Library collection and the third best for the 
other two. In the English and German collections the MAP results outperform the 
optimized MAP for the 2008 topics which is impressive and prove that the model is 
very strong. The French collection is the only one where the results loose significantly 
(~5%) for the optimized ones. We need to perform more evaluations to check this 
result but we also found that the problem is general to all the other participations in 
AdHoc track.  

6   Conclusions 

The results obtained support the hypotheses that using Rocchio query expansion to-
gether with a weighted model of N-Grams and a ranking scheme can be beneficial to 
the CLEF ad-hoc task. Applying this technique to bibliographic records using the 
prefix stemming instead of a sliding window to tokenize words outperforms the Porter 
stemming technique in most scenarios, especially when the linguistic stemmers are 
not appropriate. This technique can be used with different retrieval models, vector 
space or language modeling, because terms are scored independently. Unlike last year 
where our experiments resulted in poor results for both the French and German col-
lections, this year we obtained very encouraging results. Like last year we realize that 
multinomial language model performs almost equivalently to vector space model in 
most of the situations. On other hand the multinomial language model has the advan-
tage that we could train it very easily just by tuning the language model parameters, 
which was not our objective in this experiment, so we believe that language model 
has potential to return even better results than the vector space model. 

The results obtained in this experiment support the future implementation of this 
model in the TEL (The European Library) search service with full text. In fact, the 
degraded texts resulting from the OCR of digitized works that will be provided by the 
TEL partners in different languages fit very well within the scope of this model. 
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At this time the major problem of the TEL system when using this technique is the 
size of the indexes that were created, reaching a total of 300 Gigabytes for 30 million 
pages. For future work we plan to evaluate and increase the system performance. 
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Abstract. Persian is a challenging language in the field of NLP. Right-

to-left orthography, complex morphology, complicated grammatical rules,

and different forms of letters make it an interesting language for NLP

research. In this paper we measure the effectiveness of a simple and ef-

ficient stemming algorithm, Perstem, on Persian information retrieval.

Our experiments on the Hamshahri corpus at CLEF2009 show that the

Perstem algorithm greatly improved both precision (+91% ) and recall

(+43% ).

1 Introduction and Motivation

Stemmers are programs that find morphological stems of words. Stemming is
a widely used method of word standardization, designed to allow the matching
of morphologically related terms. Using stemmed words instead of the original
words can increase overall performance of information retrieval systems. Persian
is a challenging language in this field of study. Bon was an early Persian stemmer,
proposed by Tashakori et al. [13]. Dolamic and Savoy [5] proposed using a stop
word list and a light stemmer, and evaluate them with different retrieval models.
Also [11], [9], [10] and [12] proposed other rule-based stemming algorithms.

Unfortunately most of the previous works evaluated using a limited subset of
words [11][4] or a limited corpus [13][12], while the effectiveness of a stemming
algorithm can be evaluated on a Persian IR system using standard and verified
measures (such as precision and recall). In this paper we evaluate Perstem [4],
a simple and efficient stemming algorithm for Persian.

2 Perstem

Perstem1 is a stemmer and light morphological analyzer for Persian written by
Jon Dehdari2 [4]. It is written in Perl and uses a series of regular expression
1 http://sourceforge.net/projects/perstem
2 http://ling.ohio-state.edu/~jonsafari
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substitutions to separate inflectional morphemes from the stem. Input may be
encoded in either UTF-8, Windows-1256, ISIRI 33423, HTML character enti-
ties, or romanized text. The input is then isomorphically mapped to an internal
romanization format, for performance and internal consistency.

Words are first looked-up in a small hash table, and if the word matches
a key, the associated value is output and no regular expression substitutions
occur. This preliminary step of using a hash table serves multiple purposes.
The primary purpose is to speed up treatment of the most commonly-occur-
ring words, allowing a cached version of the morphological analysis to be output
instead of subjecting a frequent word to the dozens of regular expression matches
and substitutions. An example of this type of entry in the hash table is found
in the first line of Table 1, dAdnd dādænd ‘they gave’.

Table 1. Example hash table entries

Key Value

dAdnd dAd +nd

ktb ktAb

dr

sAzmAn sAzmAn

Another purpose that the hash lookup serves is to help stem broken plural
forms of common words. Broken plurals in Persian are idiosyncratic forms of
plural nouns, which were borrowed from Arabic. There are no regular ways of
analyzing or stemming these words, so a lookup table is ideal for these forms.
Line two of Table 1 shows a broken plural form ktb kotob ‘books’, resolved to
the singular form ktAb ketāb.

A third purpose is to remove stopwords. These have an empty string as their
associated value in the hash table, as is shown in the third line of the table, with
dr dær ‘in’.

The final purpose of the hash table is to correct a few high-frequency words
that otherwise get stemmed incorrectly by the regular expressions. The fourth
line of Table 1 shows sAzmAn sāzmān ‘organization’, which would have been
analyzed by the regular expression substitutions as a stem sAzm with a plural
suffix An.

The vast majority of the input words do not match any key in the hash table4,
and instead are analyzed by a series of regular expression substitutions. These
substitutions identify inflectional prefixes and place a + between the prefix
and the stem, and likewise identify inflectional suffixes and place a + between
the stem and the suffix. For example, a word like nmi-xurdndC nemi-xordændeš
‘they were not eating it’ would first get analyzed as n+ mi-+ xur +d +nd +C.

3 http://www.isiri.org/std/3342.htm
4 More than 70% of tokens in running news text do not match. The hash table has

about 130 entries.

http://www.isiri.org/std/3342.htm
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Then stemming is simply a matter of deleting all prefixes (X + ) and all suffixes
( +Y ). So the previous example would get stemmed to xur xor ‘eat’.

Perstem currently has about 50 regular expression substitution rules. It has
shown very good levels of accuracy and speed in previous experiments, correctly
analyzing 97% of the words in the test set [4]. Most of the errors involve words
ending in the letter ye, which can be a derivational attributive suffix, an inflec-
tional specific indefinite suffix, or may simply be part of the stem. The stemmer
has a command-line argument --recall that enables a few extra regular ex-
pressions for highly-ambiguous analyses, such as words ending in the letter ye.
Enabling this argument will usually increase recall at the expense of precision.
The stemmer can process 15,000 words per second on a basic desktop computer.

3 Experiments

In order to investigate the effectiveness of Perstem, we perform two different
experiments using the same retrieval model. First, the original Hamshahri cor-
pus [3] is indexed and retrieved using the Indri search engine [8]; this experiment
is called “Baseline”. After that, Perstem [4] analyzes all documents and queries
in the Hamshahri corpus and creates a new stemmed corpus and queries. The
same indexing and retrieval method [8] is applied on this new stemmed collection.
This run is called “Perstem”. Table 3 compares the effectiveness of these exper-
iments5 at CLEF2009 [6]. Compared to the previous experiments [13][7][5][2]
that improved recall but sometimes hurt precision, our results are interesting in
that it greatly improves both recall and precision.

Table 2. Performance comparison for the monolingual Persian track at CLEF2009 [6].

“Baseline” is a retrieval experiment using the Indri retrieval engine [8] without stem-

ming. “Perstem” is a similar experiment on the stemmed corpus and queries.

Run Name Relevant-Retrieved Recall MAP P@5,10,15,20 NDCG R-PREC

Baseline 2670/4464 0.5981 0.1964 0.36,0.36,0.35,0.33 0.4649 0.2345

Perstem 3820/4464 0.8557 0.3762 0.58,0.56,0.55,0.53 0.7089 0.4033

+43% +43% +91% +60% +52% +72%

A query-by-query comparison confirms the findings discussed in section 2, that
while Perstem is effective for most words, using the --recall argument (which
we did) hurt precision when dealing with many nouns ending in the letter ye. For
example, in query 10.2452/649-AH, xātæmi (5th President of Iran) is stemmed to
xātæm (marquetry), which hurt the precision as much as 73%. Future work could
include further analyzing these types of errors—frequent, ambiguous words—and
selectively adding some to the hash table. We are also interested in performing
similar experiments without the --recall flag enabled.

5 DOI: 10.2415/AH-PERSIAN-MONO-FA-CLEF2009.QAZVINIAU.IAUPERFA3-4.
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Abstract. This paper describes our participation to the Persian ad hoc
search during the CLEF 2009 evaluation campaign. In this task, we

suggest using a light suffix-stripping algorithm for the Farsi (or Per-

sian) language. The evaluations based on different probabilistic mod-

els demonstrated that our stemming approach performs better than a

stemmer removing only the plural suffixes, or statistically better than

an approach ignoring the stemming stage (around +4.5%) or a n-gram

approach (around +4.7%). The use of a blind query expansion may sig-

nificantly improve the retrieval effectiveness (between +7% to +11%).

Combining different indexing and search strategies may further enhance

the MAP (around +4.4%).

1 Introduction

Our participation to the CLEF 2009 evaluation campaign was motivated by our
objective to design and evaluate indexing and search strategies for other lan-
guages than English studied since 1960. In fact, other natural languages may
reveal different linguistic constructions having an impact on the retrieval effec-
tiveness. For some languages (e.g., Chinese, Japanese [1]), word segmentation
is not an easy task, while for others (e.g., German), the use of different com-
pound constructions to express the same concept or idea may hurt the retrieval
quality [2]. The presence of numerous inflectional suffixes (e.g., Hungarian [3],
Finnish), even for names (e.g., Czech [4], Russian [5]) as well as numerous deriva-
tional suffixes must be taken into account for an effective retrieval.

In this context, the Persian language is member of the Indo-European family
written using Arabic letters. The underlying morphology [6] is slightly more
complex than the English one but we cannot qualify it as hard compared to
some languages such as Turkish or Finnish.

The rest of this paper is organized as follows. The next section describes
the main characteristics of the Persian morphology and presents an overview
of the test-collection. Section 3 exposes briefly the various IR models used in
our evaluation. The evaluation of the different indexing and search models are
described and analyzed in Section 4 follows by the description of our official
results. Our main findings are regrouped in the last section.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 102–109, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Farsi (Persian) Language and Test-Collection

The Persian language, belonging to the Indo-Aryan language family is written
using 28 Arabic letters, with additional 4 letters (� �� �� �� ) being added to
express sounds not present in classical Arabic. The morphology of this language
is based on various suffixes used to indicate the plural, the accusative or genitive
cases as well as other suffixes (or prefixes) are employed to derive new words.
The plurals in the Persian are formed by means of two suffixes, namely ��	
 for
animate (����, father, ��	����, fathers) and � for inanimate (��, flower, ���, flowers)
nouns, while the plural of Arabic nouns in this language is formed according
to Arabic grammar rules (e.g., ��	
or ����
for “sound” plurals). Moreover, even
though this language does not have the definite article in the strict sense, it can
be said that the relative suffix � ( �� ��� 

���, the book which) and suffix � ( ��� !�, the
son, informal writing) perform this function.

The suggested “light” stemmer1 removes the above mentioned suffixes with
addition of certain number of possessive and comparative suffixes. It is clearly
less aggressive than, for example, the Porter’s stemmer [7] used in the English
language. The second stemmer we proposed, denoted “plural”, detects and re-
moves only the plural suffixes from Persian nouns together with any suffix that
might follow them. This stemmer is similar to the English S-stemmer [8]. As a
stemming strategy we may also consider using a morphological analysis [9]. Re-
cent research demonstrates however that using a morphological analysis, a light
or a more aggressive stemming approaches tend to produce statistically similar
performance, at least for the English language [10].

To evaluate these various stemming approaches we will use the Persian test-
collection composed of newspaper articles extracted from Hamshahri (covering
years 1996 to 2002). This corpus is the same one made available during the
CLEF 2008 campaign containing 166,477 documents. In mean, we can find 202
terms per document (after stopword removal). The available documents do not
have any logical structure and are composed of a few paragraphs. During the
indexing process, we have found 324,028 distinct terms.

The collection contains 50 new topics (numbered from Topic #600 to Topic
#650) having total of 4,464 relevant items, with mean of 89.28 relevant items
per query (median 81.5, standard deviation 55.63). The Topic #610 (“Benefits
of Copyright Laws”) has the smallest number of relevant items (e.g., 8) while
the largest number of relevant items (e.g., 266) was found for the Topic #649
(“Khatami Government Oil Crisis”).

3 IR Models

In order to analyze the retrieval effectiveness under different conditions, we
adopted various retrieval models for weighting the terms included in queries
and documents. To be able to compare the different models and analyze their

1 Freely available at http://www.unine.ch/info/clef/

http://www.unine.ch/info/clef/
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relative merit, we first used a classical tf idf model. We would thus take into
account the occurrence frequency of the term tj in the document Di (or tfij)
as well as its inverse document frequency (idfj = ln( n

dfj
) with n the number of

documents in the corpus, and dfj the number of documents in which tj occurs).
Furthermore we normalized each indexing weight using the cosine normalization.

To define the similarity between a document surrogate and the query, we
compute the inner product as given by Equation 1.

score(Di, Q) =
∑
tj∈Q

wij · wQj (1)

where wij represents the weight assigned to the term tj in the document Di and
wQj the weight assigned to tj in the query Q.

As other IR model, we implemented several probabilistic approaches. As a first
probabilistic approach, we implemented the Okapi model (BM25) [11] evaluating
the document score by applying following formula:

score(Di, Q) =
∑
tj∈Q

qtfj · log
[
n − dfj

dfj

]
· (k1 + 1) · tfij

K + tfij
(2)

with K = k1 · ((1 − b) + b · li
avdl ) where qtfj denotes the frequency of term tj

in the query Q, and li the length of the document Di. The average document
length is given by avdl while b (=0.75) and k1 (=1.2) are constants.

As second probabilistic approach, we implemented several models issued from
the Divergence from Randomness (DFR) paradigm [12]. In this framework, two
information measures are combined to compute the weight wij attached to the
term tj in the document Di as shown in Equation 3.

wij = Inf1
ij · Inf2

ij = − log2(Prob1
ij(tfij)) · (1 − Prob2

ij(tfij)) (3)

As a first model, we implemented the DFR-PL2 scheme, defined by Equation 4
and 5.

Prob1
ij =

e−λj · λtfnij

j

tfnij !
(4)

Prob2
ij =

tfnij

tfnij + 1
(5)

with λj = tcj

n and tfnij = tfij · log2(1 + c·mean dl
li

) where tcj represents the
number of occurrences of term tj in the collection. The constants c and mean dl
(average document length) are fixed according to the underlying collection.

As second DFR model, we implemented the DFR-IneC2 model defined by
following equations, with ne = n · (1 − (n−1

n )tcj ).

Inf1
ij = tfnij · log2

[
n + 1

ne + 0.5

]
(6)

Prob2
ij = 1 − tcj + 1

dfj · (tfnij + 1)
(7)
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Finally we also used a non-parametric probabilistic model based on a statistical
language model. In this study we adopted a model proposed by Hiemstra [13]
combining an estimate based on document (P (tj |Di)) and on corpus (P (tj |C))
and defined by following equation:

P (Di|Q) = P (Di) ·
∏

tj∈Q

[λj · P (tj |Di) + (1 − λj) · P (tj |C)] (8)

with P (tj |Di) = tfij

li
and P (tj |C) = dfj

lc with lc =
∑

k dfk where λj is a smooth-
ing factor, and lc an estimate of the size of the corpus C. In our experiments λj

is constant (fixed at 0.35) for all indexing terms tj .

4 Evaluation

To measure retrieval performance we used the mean average precision (MAP)
obtained from 50 queries. The best performance obtained under a given condition
is shown in bold type in the following tables. In order to statistically determine
whether or not a given search strategy would be better than another, we applied
the bootstrap methodology [14] based on two-sided non-parametric test (α =
5%). In all experiments presented in this paper our stoplist2 for the Persian
language containing 884 terms has been used.

Table 1. MAP of Various Indexing Strategies and IR models (T query)

Query T Mean Average Precision (MAP)

Stemmer none plural light perstem 5-gram trunc-4

Okapi 0.3687† 0.3746† 0.3894† 0.3788† 0.3712† 0.3954†
DFR-PL2 0.3765 0.3838 0.3983 0.3879 0.3682† 0.4054
DFR-IneC2 0.3762 0.3830 0.3952 0.3886 0.3842 0.4016

LM 0.3403† 0.3464† 0.3559† 0.3471† 0.3404† 0.3546†
tf idf 0.2521† 0.2632† 0.2521† 0.2575† 0.2441† 0.2555†

Mean 0.3428 0.3502 0.3582 0.3520 0.3416 0.3625

% over “none” +2.17% +4.50% +2.69% -0.33% +5.76%

Table 1 shows the MAP achieved by five IR models as well as different index-
ing strategies with the short query formulation. The second column in Table 1
(marked “none”) depicts the performance obtained by the word-based indexing
strategy without stemming, followed by the MAP achieved by our two stem-
mers, namely “plural” and “light”. In the column marked “perstem” the results
obtained using publicly available stemmer and morphological analyzer for the
Persian language3 are given. This stemmer is based on numerous regular ex-
pressions to remove the corresponding suffixes. Finally the last two columns
2 Freely available at http://www.unine.ch/info/clef/
3 http://sourceforge.net/projects/perstem/

http://www.unine.ch/info/clef/
http://sourceforge.net/projects/perstem/
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depict the performance of two language independent indexing strategies, namely
5-gram and trunc-4 [15]. With the n-gram approach, each word is represented
with overlapping sequences of n characters (e.g., from “computer”, we obtain
“compu”, “omput”, “mpute”, and “puter”). With trunc-4, we retain only the
first n letter and, for example, the word “computer” will produce “comp”. The
values of 5 and 4 are selected to obtain the best possible performance.

It can be seen from this table that the best performing models for all index-
ing strategies are the models derived from the DFR paradigm (marked bold in
the table). To verify whether this retrieval performance is significantly better
than the other IR models, we have applied our statistical test. In Table 1, we
have added the symbol “†” after MAP values showing a statistically significant
differences with the best performance. Clearly the best IR model is always sig-
nificantly better than the classical tf idf vector-space model or than the LM
approach. If the Okapi model performs always at a lower performance level, the
differences are usually not statistically significant.

When analyzing the various stemming approaches, the best performing in-
dexing strategy seems to be the “light” stemming approach. An an exception
we can mention the tf idf IR model for which the best performance was ob-
tained by “plural” indexing approach (0.2632). From data shown in Table 1,
even if the “light” stemmer is the best approach, the performance differences are
usually significant only when compared to an approach ignoring the stemming
stage. Finally, the performance differences between both language-independent
approaches (n-gram and trunc-n) and our “light” stemming are never statisti-
cally significant.

We performed a query-by-query comparison to understand the effect of stem-
ming concentrating on DFR-PL2, the best performing IR model. Analyzing
Topic #630 (“Iranian Traditional Celebrations”) we come across almost full
range of reasons for better performance of the light stemming resulting in MAP
0.3808 compared to 0.1458 achieved by “none” or 0.2042 by trunc-4. While the
topic title contains the adjectives ���	��� 	
 (Iranian) and � �"��# (traditional), the rel-
evant documents contain also ��	��� 	
 (Iran), �$�%# (tradition), �& �'��# (traditions)
being conflated into the same respective indexing term by our “light” stemmer,
but not when ignoring the stemming stage. Topic contains also the plural form
of the noun �& �' �()� (the celebrations) while �� �()� (celebration) and & �' �()� (cele-
brations) are also found in the relevant documents. With the trunc-4 scheme,
the resulting indexing term is composed of three letters (the stem “celebration”)
and one letter of the suffix. Thus it is not possible to conflate the two forms
“celebration” (3 letters) and “celebrations” (5 letters) under the same entry.

Table 2 shows the MAP obtained using two different indexing strategies,
namely “none” and “light” over five IR models with three query formulations
(short or T, medium or TD and the longest form or TDN). It can be seen that
augmenting the query size improves the MAP over T query formulation by +8%
in average for TD queries and +15% for TDN queries. Moreover, the perfor-
mance difference that are statistically significant over the T query formulation
are shown with the symbol “‡”.
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Table 2. MAP of Various IR Models and Query Formulations

Mean Average Precision

Query T TD TDN T TD TDN

Stemmer none none none light light light

Okapi 0.3687 0.3960‡ 0.4233‡ 0.3894 0.4169‡ 0.4395‡
DFR-PL2 0.3765 0.4057‡ 0.4326‡ 0.3983 0.4247‡ 0.4521‡
DFR-IneC2 0.3762 0.4051‡ 0.4284‡ 0.4226 0.4226 0.4417‡
LM 0.3403 0.3727‡ 0.4078‡ 0.3559 0.3867‡ 0.4268‡
tf idf 0.2521 0.2721 0.2990 0.2521 0.2687 0.2928‡
mean 0.3428 0.3703 0.3982 0.3582 0.3839 0.4106

% over T +8.0% +16.2% +7.2% +14.6%

Upon inspection of obtained results, we have found that the pseudo-relevance
feedback can be useful to enhance retrieval effectiveness. Table 3 depicts MAP
obtained by using Rocchio’s approach (denoted “Roc”) [16] whereby the system
was allowed to add m terms (m varies from 20 to 150) extracted from the k best
ranked documents (for k = 5 to 10) from the original query results. The MAP
enhancement spans from +2.4% (light, Okapi, 0.4169 vs. 0.4267) to +11.1%
(light, DFR-PL2, 0.4247 vs. 0.4718). We have also applied another idf -based
query expansion model [17] in our official runs (see Table 4).

Table 3. MAP using Rocchio’s Blind-Query Expansion

Mean Average Precision

Query TD TD TD TD

Index light light 5-gram 5-gram

IR Model/MAP Okapi 0.4169 DFR-PL2 0.4247 Okapi 0.3968 DFR-PL2 0.3961

PRF Rocchio 5/20 0.4306 5/20 0.4621 5/50 0.4164 5/50 0.4164

k doc./m terms 5/70 0.4480 5/70 0.4620 5/150 0.4238 5/150 0.4238
10/20 0.4267 10/20 0.4718 10/50 0.4173 10/50 0.4173

10/70 0.4441 10/70 0.4700 10/150 0.4273 10/150 0.4169

5 Official Results

Table 4 gives description and results of the four official runs submitted to the
CLEF 2009 Persian ad hoc track. Each run is based on a data fusion scheme com-
bining several single runs using different IR models (DFR, Okapi, and language
model (LM)), indexing strategies (word with and without stemming or 5-gram),
query expansion strategies (Rocchio, idf -based or none) and query formulation
(T, TD, and TDN). The fusion was performed for all four runs using our Z-score
operator [18]. In all cases we can see that combining different models, indexing
and search strategies using Z-score approach improves clearly the retrieval ef-
fectiveness. For example, using the short query formulation (T), the best single
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IR model achieved a MAP value of 0.4197, while after applying our data fusion
operator, we obtained a MAP value of 0.4380, a relative improvement of +4.3%.
In these different combinations, we however did not use our “light” stemmer
showing a relatively hight retrieval effectiveness as depicted in Table 1.

Table 4. Description and MAP of Official Persian Runs

Run name Query Index Model Query exp. MAP Comb.MAP

T word PL2 none 0.3765

UniNEpe1 T 5-gram LM idf 10 docs/50 terms 0.3726 0.4380
T plural Okapi Roc 10 docs/70 terms 0.4197

TD 5-gram IneC2 none 0.4113

UniNEpe2 TD word PL2 none 0.4057 0.4593

TD plural Okapi Roc 5 docs/70 terms 0.4311

TD word PL2 idf 10 docs/50 terms 0.4466

TD word Okapi Roc 5 docs/50 terms 0.4228

UniNEpe3 TD plural Okapi Roc 5 docs/70 terms 0.4311 0.4663
TD perstem PB2 idf 10 docs/50 terms 0.4462

TDN word LM Roc 10 docs/50 terms 0.4709

UniNEpe4 TDN plural Okapi Roc 5 docs/70 terms 0.4432 0.4937
TDN perstem PL2 Roc 10 docs/20 terms 0.4769

6 Conclusion

From our past experiences in various evaluation campaigns, the results achieved
in this track confirm the retrieval effectiveness of the Divergence from Random-
ness probabilistic model family. In particular the DFR-PL2 or the DFR-IneC2
implementation tends to produce high MAP when facing different test-collections
written in different languages. We can also confirm that using our Z-score op-
erator to combine different indexing and search strategies tends to improve the
resulting retrieval effectiveness.

In this Persian ad hoc task, we notice three main differences between results
achieved last year and those obtained this year. First, using short (title-only or
T) query formulation, we achieved the best results in 2008. This is the contrary
this year with results based on TDN topic formulation depicting the best MAP
(see Table 2). Second, unlike last year, the use of our stemmers was effective this
year, and particularly the “light” stemming approach (see Table 1). As language-
independent approach, we can mention that the trunc-n indexing scheme is also
effective for the Persian language. Third, applying a pseudo-relevance feedback
enhance the retrieval effectiveness of the proposed ranked list (see Table 3). For
the moment, we do not have found a pertinent explanation to such difference
between the two years. However, during both evaluation campaigns we found
that a word-based indexing scheme using our “light” stemmer tends to perform
better than the n-gram scheme.



Ad Hoc Retrieval with the Persian Language 109

Acknowledgments. The authors would like to also thank the CLEF-2009 organiz-
ers for their efforts in developing this test-collection. This research was supported
in part by the Swiss National Science Foundation (Grant #200021-113273).

References

1. Savoy, J.: Comparative Study of Monolingual and Multilingual Search Models for

Use with Asian Languages. ACM Transactions on Asian Languages Information

Processing 4, 163–189 (2005)

2. Braschler, M., Ripplinger, B.: How Effective is Stemming and Decompounding for

German Text Retrieval? IR Journal 7, 291–316 (2004)

3. Savoy, J.: Searching Strategies for the Hungarian Language. Information Processing

& Management 44, 310–324 (2008)

4. Dolamic, L., Savoy, J.: Indexing and Stemming Approaches for the Czech Lan-

guage. Information Processing & Management 45, 714–720 (2009)

5. Dolamic, L., Savoy, J.: Indexing and Searching Strategies for the Russian Language.

Journal of the American Society for Information Sciences and Technology 60, 2540–

2547 (2009)

6. Elwell-Sutton, L.P.: Elementary Persian Grammar. Cambridge University Press,

Cambridge (1999)

7. Porter, M.F.: An Algorithm for Suffix Stripping. Program 14, 130–137 (1980)

8. Harman, D.K.: How Effective is Suffixing? Journal of the American Society for

Information Science 42, 7–15 (1991)

9. Miangah, T.M.: Automatic Lemmatization of Persian Words. Journal of Quanti-

tative Linguistics 13, 1–15 (2006)

10. Fautsch, C., Savoy, J.: Algorithmic Stemmers or Morphological Analysis: An Evalu-

ation. Journal of the American Society for Information Sciences and Technology 60,

1616–1624 (2009)

11. Robertson, S.E., Walker, S., Beaulieu, M.: Experimentation as a Way of Life: Okapi

at TREC. Information Processing & Management 36, 95–108 (2002)

12. Amati, G., van Rijsbergen, C.J.: Probabilistic Models of Information Retrieval

Based on Measuring the Divergence from Randomness. ACM Transactions on In-

formation Systems 20, 357–389 (2002)

13. Hiemstra, D.: Using Language Models for IR. Ph.D. Thesis (2000)

14. Savoy, J.: Statistical Inference in Retrieval Effectiveness Evaluation. Information

Processing & Management 33, 495–512 (1997)

15. McNamee, P., Nicholas, C., Mayfield, J.: Addressing Morphological Variation in

Alphabetic Languages. In: Proceedings ACM - SIGIR, 75–82 (2009)

16. Buckley, C., Singhal, A., Mitra, M., Salton, G.: New Retrieval Approaches Using

SMART. In: Proceedings TREC-4, Gaithersburg, pp. 25–48 (1996)

17. Abdou, S., Savoy, J.: Searching in Medline: Stemming, Query Expansion, and

Manual Indexing Evaluation. Information Processing & Management 44, 781–789

(2008)

18. Savoy, J.: Combining Multiple Strategies for Effective Monolingual and Cross-

Lingual Retrieval. IR Journal 7, 121–148 (2004)



 

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 110–119, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Ad Hoc Information Retrieval for Persian 

AmirHossein Habibian, Abolfazl AleAhmad, and Azadeh Shakery 

Database Research Group, School of Electrical and Computer Engineering 
University of Tehran 

{Habibian,AleAhmad,Shakery}@ut.ac.ir 

Abstract. In this paper we present an introduction to the Persian language and 
its morphology, and describe available resources for Persian text processing. 
We then propose and evaluate an information retrieval model, a variation of the 
vector space model which uses the relations existing between query terms. Our 
experiments on the Hamshahri collection show that the proposed model has bet-
ter precision for top ranked documents in comparison with some popular IR 
models.  

1   Introduction 

While information retrieval (IR) has been exhaustively explored for many languages, 
this is not the case for Persian. The Persian language has some common characteris-
tics with Arabic, namely, it is written from right to left and contains 32 letters, 26 of 
which are common to Arabic. However, the vocabulary and grammar of Persian is 
different. This implies that information retrieval for this language needs some special 
considerations.  

Previously, the lack of a standard Persian collection was a hindrance when study-
ing the language but, thanks to our collaboration with CLEF, at the Database Re-
search Group in the University of Tehran, we have been able to create a large text 
collection, known as Hamshahri, in order to investigate Persian IR. The collection 
contains more than 160,000 Persian text documents from the Hamshahri newspaper. 
As a result of using the collection in the CLEF 2008 and 2009 campaigns, 100 stan-
dard topics with their relevance judgment were created. However, a goal of our par-
ticipation in these two CLEF campaigns has not only been to build a standard text 
collection for Persian IR but also to develop much needed language processing algo-
rithms for Persian, such as stemmers, tokenizers, etc. 

Recently we further developed the collection, building Hamshahri2 with some new 
features. The new version is twice as large as the version that we used in CLEF. Table 
1 compares some characteristics of the two collections. In addition, Hamshahri2, 
includes more than148,000 images together with the news articles, for a further 1.9 
GB. Hamshahri2 is thus a useful resource for people studying algorithms for image 
retrieval1. 

                                                           
1 For more info about the Hamshahri collection, the reader is referred to [7] or the collection’s 

web site: http://ece.ut.ac.ir/DBRG/Hamshahri 
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Table 1. Comparison between old and new versions of the Hamshahri collection 

Attribute Hamshahri 1 Hamshahri2 
Collection size (Unicode) 611 MB 1.4 GB 
Documents format XML XML 
Documents date span 1996-2002 1996-2007 
No. of documents 166,000+ 318,000+ 
No. of main categories 9 9 
No. of Topics 100 (2 50) 50 

 
This paper is composed of two main parts: in Section 2, we briefly describe the 

Persian morphology, the special characteristics of the language that should be consid-
ered when designing an information retrieval system for Persian, and the resources 
and tools available for Persian text processing; in Section 3, we propose an IR model 
which is an extension of the vector-space model and tries to capture the relationship 
between query words. We report our experimental results with this model on the 
CLEF 2009 Persian test collections. Section 4 provides some concluding remarks. It 
should be noted that we were not able to submit our results at CLEF 2009, so the 
experiments reported in Section 3 are all post-campaign runs. 

2   The Persian Language and Morphology 

In this section, we present a brief description of Persian morphology. Our intention is 
not an exhaustive description but rather to give the reader a sense of the challenges 
he/she may encounter when dealing with Persian information retrieval. More details 
of Persian morphology can be found in [1, 7, 8, 9]. We will also introduce resources 
and tools available for Persian text processing. 

2.1   Persian Morphology 

Persian or Farsi, an Indo-European language, is the official language of Iran, Afghani-
stan and Tajikistan and is widely used as a second language in some other countries. 
As an Indo-European language, Persian has some common features with English. For 
example they both use prefixes and suffixes to form new words. But the writing sys-
tem is quite different. Persian is written from right to left and the script is an extended 
version of the Arabic script. 

There are some certain features in Persian which can be sources of ambiguities. 
Short vowels are usually not written in Farsi, giving rise to words with the same sur-
face form but quite different meanings. For instance, the word "مردم"  can either mean 
“mardom” (“people”) or “mordam” (“I died”) depending on the context. Even worse, 
the word "کرم"  can have several pronunciations and meanings: “kerm” (“worm”), 
“korom” (“chrome”), “karam” (“generosity”), “karam” (“I am deaf”) and “kerem” 
(“cream”). Another main source of ambiguity is discontinuity in the structure of 
words: some prefixes/suffixes are always bound, while others can appear with a space 
and be free. 

In Persian, many words are created from the imperative form of verbs and thus un-
derstanding the imperative form of words is very important. For example, the stem of 
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the word “خواننده” (“Reader” in English) is “خوان” (“Read” in English), which is ob-
tained by removing the suffix “نده” from the word. However, as Persian contains ir-
regular infinitives, obtaining the imperative forms is not an easy task. Regular infini-
tives end with the suffix “دن” and imperative forms can be obtained by eliminating the 
last 2 or 3 letters of words (e.g. “پرسيدن” (“to ask” in English) is a regular infinitive 
and “پرس” (“ask” in English) is the imperative form). But there is no special rule for 
obtaining imperatives from irregular infinitives.  For example “رفتن” (“to go”) is ob-
tained from “رو” (“go”) and “کردن” (“to do”) is obtained from “کن” (“do”). The 
imperative form of irregular infinitives is formed based on their usage and pronuncia-
tion.  The two prefix letters “ب” and “ن” are used to form positive and negative verb 
forms respectively. For example “برو” (“go”) and “نرو” (“do not go”) are the positive 
and negative forms of “رو” (“to go”) respectively.  

If we obtain the imperative form of a verb (that is a tense root), then we will be 
able to create different variations of the verb. For example, “خور” is the imperative 
form of the infinitive “خوردن”, then if we append the person suffix “م” to the end of 
the imperative and the tense prefix “می” to the beginning, we will have “ خورممی ” (“I 
eat” in English) which is the present simple tense of the verb. The past tense of verbs 
is obtained by eliminating “ن” from infinitives. For example consider the infinitive 
 which is the past form of the ,”خورد“ we have ”ن“ again, after eliminating ”خوردن“
verb, and if we add the person suffix “م” it becomes “خوردم”, which means “I ate” in 
English.  

A number of verbs in Farsi are light verbs which can be used to form other verbs. 
"کردن"  (“do, make”), "دادن" (“give”), "وردنخ" (“eat”) and "زدن" (“hit, strike”)  are 

examples of light verbs. These verbs, combined with a noun, an adjective or a 
preposition can formother verbs in which the original meaning of the light verb 
maybe completely lost. For example, the word "سرما"  (“cold weather”) combined with 

"خوردن" (“eat”) will result "سرما خوردن" (“to catch cold”). 
Persian has no gender distinctions and no agreement between noun and modifiers 

which makes it easier in some respects to many other languages. But on the other 
hand, it is very lenient when forming complex words. For example, many prefixes 
and suffixes can be combined with a stem, ending up in a word corresponding to a 
sentence in English. For example the word "کوچکترينهايشانند" , composed of a stem fol-
lowed by different suffixes, corresponds to the sentence “They are the smallest ones 
of them” in English.  

One difficult part of the Persian morphology is its plural forms. In order to create 
the plural form of Persian nouns, different suffixes could be added to the noun based 
on the noun itself. Some suffixes are “ ان“, ”ها ” and “ها“  ,”ات” is the most frequently 
used. For example, the plural form of the noun “کيف” (meaning “bag” or “enjoyment” 
based on its pronunciation) is “کيف ها” (“bags” or “enjoyments”), or “کيفها” if we 
remove the space between the word and the suffix which is common in Persian 
writing. The plural form of “مشکل” (a word imported from Arabic that means 
“problem”) on the other hand is either “مشکلات” or “مشکل ها” (“problems”) 
concatenating “ات” or “ها” to the word respectively. Note that we cannot use the suffix 
 is wrong. There are also plural forms that ”کيفات“ for the previous noun, namely ”ات“
are borrowed from Arabic, which do not follow the rule of concatenating suffixes. For 
example, the plural form of "کتاب" (“book”) is "کتب" (“books”). These forms usually do 
not undergo morphological analysis. 
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Persian also borrows some words from Arabic, as well as the Arabic rule-pattern 
system of morphology. For example the word "شعر"  (“poem”) is borrowed along with 
its plural and participial forms: "اشعار"  (“poems”), "شاعر"  (“poet”), "شعرا" (“poets”) 
and "مشاعره"  (“poetical contest”). These borrowed words are analyzed morphologi-
cally in some systems and are left without further analysis in others.  

As mentioned earlier, our discussion here is far from complete. The interested 
reader can find more details about Persian morphology in many books that are written 
on this subject. 

2.2   Resources and Tools 

In addition to the Hamshahri collection [6] which is used in this study, there are some 
other resources that are useful for Persian text processing and retrieval. The Bijankhan 
collection is a manually tagged corpus containing nearly 2.6 million words and a tag 
set of 550 POS tags [10]. FarsNet is another language resource for Persian that con-
tains lexical, syntactic and semantic knowledge for more than 15000 words [11]. A 
Persian spell checker and an English-Persian parallel corpus containing 612,000 bi-
lingual sentences have also been prepared at the NLP lab of the University of Tehran 
[12]. The Shiraz machine translation is an open source system created at the Univer-
sity of New Mexico [13]. A light Persian stemmer has been developed at the Univer-
sity of Neuchatel [14]. 

3   A Method for Considering Term Relations in Text Retrieval 

Sentences are composed of some terms assembled together using some language 
specific rules. A group of terms may represent a new concept which differs from 
concepts of its individual terms. For example the definition of “world cup”, an inter-
national football competition, differs from the definitions of “world” and “cup” sepa-
rately. We call this meaningful combination of terms, a phrase. In Persian, like other 
languages, phrases are commonly used in sentences and detecting them in documents 
can help retrieval models to avoid retrieving some non-relevant documents. 

In this section we propose a model that detects meaningful phrases in the query and 
retrieves relevant documents according to the detected phrases. To examine the effect 
of considering phrases in Persian text retrieval, we evaluate the model on the  Ham-
shahri test collection with the query sets of CLEF 2008 and 2009. We also compare 
the performance of this model with some more commonly used information retrieval 
models for Persian text retrieval. 

3.1   The Proposed Model 

In the vector space model, each document is considered as a vector of terms. Ele-
ments of this vector are weights which are calculated on the basis of document term 
frequency. These weights are calculated separately for each term and the information 
which exists between terms relations is ignored. The information provided by the 
relations between terms can completely change the meaning of the constituent terms. 

In our proposed model, we try to exploit the relations existing between query terms 
to make a vector of query phrases instead of terms. The main idea of the proposed 
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model is to search for the meaningful relations existing between query terms. This 
search is performed exhaustively in a set that contains the entire combinations of 
query terms. We introduce some criteria to measure how meaning changes when 
concatenating terms and thus detect important phrases. We use these criteria to weight 
the elements of the query phrase vector. Documents are then retrieved by an extension 
of the vector space model, which has been modified to handle query phrase vectors 
instead of query term vectors. Throughout this paper, we call our proposed model: 
Phrase Based Vector Space (PBVS). 

In the remaining parts of this section, we introduce the two main steps of our pro-
posed model: making query phrase vectors, and modifying the vector space model on 
the basis of phrase vectors. 

3.1.1   Making Query Phrase Vector 
Before describing our proposed model, we give a more precise definition of a query 
phrase. Consider each query as a set of query terms. After elimination of stop words, 
we name this set as “S” and each of 2n-1 non empty subsets of S as a “phrase”. In this 
article we use Pi to refer to the ith phrase. In our work, we deal with phrases just like 
terms and define document frequency and term frequency for them.  

Regarding the above definition, each phrase not only consists of some terms, but 
also preserve the relation that exists between them. We introduce some criteria to find 
the phrases which are more important and contain meaningful relations between their 
terms. 
 
Criterion 1: This criterion is used to determine the specificity of a phrase. For this 
purpose we use the following formula: 

 ) Criterion1 (Pi) =  + (1 – )    *(
 

As discussed in the next section, the document frequency of a phrase is defined as the 
number of documents which contain all the phrase terms. This formula measures the 
effect of concatenating terms of a phrase in causing the phrase to become more spe-
cific. We use idf to measure the specificity of the phrase and its terms. A higher ratio 
of phrase specificity to term specificity indicates that there may be some kind of rela-
tion between the phrase terms that make it specific and that the phrase can be more 
effective in document retrieval. This criterion is formulated as above to lie between ε 
and 1. 
 
Criterion 2: This criterion is used to measure the portion of the information need that 
the phrase contains. This measurement should be defined to be maximized for the 
phrase that contains all the terms of the query and it should not decrease as long as it 
contains important keywords of the query. We define this criterion as below: 

Criterion2 (Pi) =  

The query phrase vector for a query with “n” non-stop word terms will be a vector 
with 2n-1 non-zero elements. Each element of this vector is a phrase and we assign 
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some weighting to it based on the product of these criteria. It is clear that the phrase 
vector contains all of the query terms and can be presumed to be a superset of query 
terms vector. 

3.1.2   Phrase-Based Vector Space 
So far we have discussed how to make query phrase vector. We defined query phrase 
vectors as a vector in which the only elements that have non-zero weightings are 2n-1 
query phrases. Thus, in making document vectors, we assign weights only to the ele-
ments which have non-zero value in the query phrase vector and bypass the remain-
ing. To weight these elements, we use a weighting schema that very similar to ltu. 
The formula that we used for weighting the document vector elements is as follows: 

Wdi,j = 
 

Where N.U.T is the number of unique terms of di, Wdi,j is weight of Pj in di. As can be 
seen, the tf and idf that we defined above differ from ordinary definitions of tf and idf 
in the sense that they are calculated for phrases instead of terms. In other words, doc-
ument frequency of a phrase is the number of documents that contain all terms of the 
phrase. Term frequency of a phrase in a document is the number of occurrences of all 
terms of the phrase in the document. It can be considered as the minimum term fre-
quency of phrase terms in the document. Therefore, document frequency and term 
frequency of a phrase intrinsically contain co-occurrences of phrase terms. 

Our method works exactly like vector space model. We calculate the inner product 
of query phrase vectors with document vectors and rank the documents according to 
their similarity to query phrase vector. 

3.2   Experiments 

In some applications, such as Web search engines, effectiveness of information re-
trieval is tightly dependent on the precision of top ranked retrieved documents. For 
these applications, models with higher precision at top ranked documents and lower 
recalls are preferred. Thus, in our experiments we use precision at document cut-off 
measurement to compare the results.  

Since we introduced our proposed model as an extension to the vector space mod-
el, we compare its performance with a vector space with ltn.ltu weighting schema. As 
BM25 has been shown to perform well in Persian text retrieval, we also compare it to 
our proposed model. 

Our experiments for 50 queries of CLEF 2008, showed the higher precision of our 
proposed model at top ranked documents in comparison with both BM25 and Vector 
space. Similar results are observed for CLEF 2009. However, the improvement in 
precision for top ranked documents is more marked for the CLEF 2008 query set. 
Fig.1 shows the results of experiments for two sets of 50 queries. 

It can be seen in Fig.1 that the proposed model has the highest precision compared to 
other models at lower recalls for CLEF 2008 query set. The precision of PBVS decreases 
for higher recalls but its MAP is comparable with the other IR models mentioned. In 
Fig.2 the precision of document retrieval for different document cut-offs is shown. 
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Fig. 1. Interpolated Precision-Recall for BM25, ltn.ltu and PBVS for 100 queries  

 

Fig. 2. Precision of different IR models at different document cut–offs for 100 queries 

If we investigate the results of experiments query by query, we find that the per-
formance of PBVS is not the best for all the queries. The experiments show that its 
performance is the best for 32 of 50 queries for CLEF 2008 and 21 of 50 queries for 
CLEF 2009. These 53 queries are those in which the main part of the information 
need is in the relations between terms and considering their terms separately leads to 
loss of a part of the information need represented by the query. As described, PBVS 
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maintains the semantic relations that exist within the query terms and thus its per-
formance is better than the other models compared for these queries.  

For example the 1st query of the CLEF 2009 query set is “حمله آمريکا به ايران – 
United States attack to Iran”. This query contains 3 terms, حمله (Attack), آمريکا (United 
States) and ايران (Iran). All of these terms have a wide use in the Persian language. 
But when they are used together in the query they refer to a specific subject. So, in 
this query, the main information need is held in the query terms relations. Fig. 3 com-
pares the performance of PBVS with a vector space model with ltn.ltu weighting 
schema for this query. 

 

Fig. 3. Interpolated Precision-Recall for manually fused results of PBVS and vector space  

Table 1. P@Cut-off Comparison of PBVS and ltn.ltu vector space for 3 queries of CLEF2009 

Query 
 حمله آمريکا به ايران
U.S attack to Iran 

 حقوق کودک
Child’s rights 

 خريد خدمت سربازي
Military service selling 

Cut-off ltn.ltu PBVS ltn.ltu PBVS ltn.ltu PBVS 
5 0.2000 0.6000 1.0000 1.0000 0.8000 1.0000 

10 0.2000 0.6000 0.8000 1.0000 0.6000 0.9000 
15 0.1333 0.6000 0.8000 0.9333 0.6667 0.9333 
20 0.1500 0.5000 0.8000 0.9500 0.5000 0.8500 
30 0.1333 0.4333 0.8667 0.9333 0.5000 0.6000 

100 0.1700 0.3000 0.5900 0.6500 0.2300 0.2500 

 
Table 1 shows the precision of retrieval at top retrieved documents for some sig-

nificantly improved queries. For all of these queries some concatenation of query 
terms refers to a concept which differs from terms separately. 
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In Fig. 4, we fuse the results of the PBVS and vector space model manually. In this 
fusion, the results are drawn from PBVS for the queries which we already knew that it 
has better performance for them. For other queries results are drawn from the vector 
space model. As seen, the results have been improved for the CLEF09 query set.  

Our experiments show that results of PBVS are better than other models for 53% 
of the queries. In these queries, a significant portion of the information need is repre-
sented in the relation of terms. Without consideration of these relations and ignoring 
the phrases, performance will be degraded. For other queries, for which PBVS’s re-
sults were not good enough, consideration of query terms as phrases can bias the 
query term weightings in an incorrect manner and can thus decrease performance. 

 

Fig. 4. Precision at different document cut-off for 1st query of CLEF09 query set 

4   Conclusion 

In this paper, we have presented an introduction to the Persian language and some 
resources for Persian IR studies. We have also proposed an IR model, which is a vari-
ation of the vector space model exploiting the relations existing between query terms. 
We have compared the performance of this model with some commonly used re-
trieval models, using CLEF 2008 and 2009 query sets. The results shows that the 
proposed model performs better at lower recall and document cut-offs. We observed 
that the CLEF 2009 query set is harder to process for IR models with respect to the 
CLEF 2008 query set. 
 
Acknowledgments. The authors would like to thank the CLEF organization commit-
tee for their kind support. Also we would like to thank Iranian Telecommunication 
Research Center for supporting this research. 
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Abstract. The objective of our experiments in the monolingual robust
word sense disambiguation (WSD) track at CLEF 2009 is twofold. On the
one hand, we intend to increase the precision of WSD by a heuristic-based
combination of the annotations of the two WSD systems. For this, we
provide an extrinsic evaluation on different levels of word sense accuracy.
On the other hand, we aim at combining an often used probabilistic
model, namely the Divergence From Randomness BM25 model, with a
monolingual translation-based model. Our best performing system with
and without utilizing word senses ranked 1st overall in the monolingual
task. However, we could not observe any improvement by applying the
sense annotations compared to the retrieval settings based on tokens or
lemmas only.

1 Introduction

The CLEF robust WSD track 2009 follows the same design as in 2008, when runs
by different systems were submitted varying in the pre-processing steps, indexing
procedures, ranking functions, the application of query expansion methods, and
the integration of word senses. In 2008, the best performance could be achieved
by a combination of different probabilistic models (PMs) [7], namely the BM25
model, a Divergence From Randomness version of the BM25 model, and a sta-
tistical language model introduced by Hiemstra. In our experiments, we combine
an often used PM with a monolingual translation-based model (TM), which was
trained on definitions and glosses provided by different lexical semantic resources,
namely WordNet, Wiktionary, Wikipedia, and Simple Wikipedia. This TM was
successfully used for the task of answer finding by Bernhard and Gurevych [4].
Further, as all participants in 2008 took only one of the two systems for WSD
into account when selecting the word sense annotations, we intend to increase
the precision of WSD by an heuristic-based combination of the annotations of
� This work was done while the author was at the UKP Lab, Darmstadt, Germany.
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the two WSD systems. We provide an extrinsic evaluation on different levels of
word sense accuracy. The task description and detailed information about the
data collection can be found in the track overview paper [1].

2 Indexing and Retrieval Models

2.1 Indexing

We used Terrier (TERabyte RetrIEveR) [9], version 2.1 for indexing the docu-
ments. Each of the 169,000 documents is represented by its tokens. Each token
is assigned a lemma and multiple word senses. Two different word sense dis-
ambiguation systems were applied, namely the UBC-ALM [2] and NUS-PT [5]
system (abbreviated as UBC and NUS, respectively, in the remainder of the
paper). In total, the document collection consists of approximately 100 million
tokens including stop words. The NUS annotated corpus comes with around 199
million sense annotations including the sense probability scores, i.e. on average
2 senses per token. The UBC annotated corpus even consists of around 275
million sense annotations and probability scores, i.e. on average 2.75 senses per
token. The accuracy of word sense annotations can highly influence the retrieval
performance when utilizing word senses (see e.g. Sanderson [10]). Preliminary
experiments on the training topics have shown that restricting the incorporated
senses to the highest scored sense for each token increases the MAP of retrieval.

Further, we hypothesize that combining the NUS and UBC sense assignments
increases the precision of annotated word senses. Therefore, we created several
indices for our experiments. Each index consists of three fields, namely token,
lemma, and sense. The indexed senses vary in the way they are selected. Four
different indices were created: (i) an index with the highest scored UBC sense
for each token (UBCBest), (ii) an index with the highest scored NUS sense for
each token (NUSBest), (iii) an index with senses that were assigned by both
systems and have the greatest sum of scores (CombBest), and finally (iv) an
index with senses as in (iii), but where we chose the sense with the highest score
from the UBC or NUS corpus when the intersection of the set of senses that
were assigned by both systems is empty (CombBest+). The construction of
CombBest can be formally described by:

sense(t) = argmax
s∈S(t)

scoreUBC(s) + scoreNUS(s) (1)

with S(t) = SUBC(t) ∩ SNUS(t), where SUBC(t) is the set of senses of token
t obtained from the UBC system and SNUS(t) is the sense set accordingly ob-
tained from the NUS system. Thus, S(t) is the intersection of the senses of
token t annotated from the UBC and NUS systems. Further, scoreUBC(s) and
scoreNUS(s) is the probability score assigned to sense s from the UBC and NUS
system. If no probability score is assigned scoreUBC(s) and scoreNUS(s) returns
0, respectively. Accordingly, CombBest+ is defined as:

sense(t) =
{

argmaxs∈S(t) scoreUBC(s) + scoreNUS(s) if S(t) �= ∅
argmaxs∈S+(t) scoreUBC(s) + scoreNUS(s) otherwise (2)
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where S+(t) = SUBC(t)∪SNUS(t) is the union of the sense sets of token t from
the UBC and NUS systems.

Prior to indexing, we applied standard stopword removal. Without stopwords,
all indices consists of approximately 40.7 million tokens. As shown in the third
column of Table 1 the UBCBest index contains around 34.1 million senses, the
NUSBest index contains around 34.5 million senses, i.e. 6.6 million and 6.2 mil-
lion tokens are not annotated with any sense in the UBCBest and NUSBest in-
dex, respectively. The CombBest index contains only 31.7 million senses, while
the CombBest+ index consists of 35.1 million senses.

2.2 Retrieval Models

We carried out several retrieval experiments using the Divergence From Ran-
domness BM25 model (DFR_BM25). Often, such PMs have problems dealing
with synonymy. This problem, also called lexical gap, arises from alternative
ways of expressing a concept using different terms. Query expansion models try
to overcome the lexical gap problem by reformulating the original query to in-
crease the retrieval performance. We chose the the Kullback-Leibler (KL) query
expansion model [6], since it performed best on the training data. In our ex-
periments the original query is expanded by up to 10 most informative (highest
weighted) terms from the 3 top ranked documents.

A further solution to the lexical gap problem is the integration of monolingual
TMs first introduced by Berger and Lafferty [3]. These models encode statistical
word associations which are trained on parallel monolingual document collections
such as question-answer pairs. Recently, Bernhard and Gurevych [4] successfully
applied TMs for the task of answer finding. In order to automatically train the
TMs, they used the definitions and glosses provided for the same term by dif-
ferent lexical semantic resources, namely WordNet, Wiktionary, Wikipedia, and
Simple Wikipedia yielding domain-independent TMs. The authors have shown
that their models significantly perform better than baseline approaches for an-
swer finding. In our experiments we employed the model defined by Xue et al. [11]
and used by Bernhard and Gurevych [4]:

P (q|D) =
∏
w∈q

P (w|d) , (3)

where
P (w|d) = (1 − λ)Pmx(w|d) + λP (w|D) , (4)

Pmx(w|d) = (1 − β)Pml(w|d) + β
∑
t∈d

P (w|t)Pml(t|d) , (5)

q is the query, d the document, λ the smoothing parameter for the document
collection D and P (w|t) is the probability of translating a document term t to
the query term w. The parameter β was set to 0.8 and λ to 0.5.

We applied the TM trained for the answer finding task, though it was not
particularly trained for our task. As the TM was trained on tokens, we apply it
on the indexed token field exclusively.
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Table 1. Number of indexed word senses and MAP on retrieval (model: DFR_BM25
+ KL) for different index types

index type # senses MAP
UBCBest 34.1 million 0.2636
NUSBest 34.5 million 0.3473
CombBest 31.7 million 0.3313

CombBest+ 35.1 million 0.3551

2.3 Combination of Retrieval Models

Our hypothesis is that TMs retrieve different documents for some queries than
PMs. Therefore, we compute a combined relevance score to improve the retrieval
performance. First, we normalize the scores resulting from each model applying
standard normalization:

rnorm(i) =
rorig(i) − rmin

rmax − rmin
, (6)

where rorig(i) is the original score, rmin is the minimum, and rmax is the maxi-
mum occurring score for a query. Second, we combine the normalized relevance
scores computed for individual models into a final score using the CombSUM
method introduced by Fox and Shaw [8]. This method ranks the documents
based on the sum of the (normalized) similarity scores of individual runs. Each
run can be assigned a different weight.

3 Retrieval Results

3.1 Preliminary Experiments on Word Senses

As stated in Section 2.1 we created four indices which differ in the way word
senses assigned by the UBC and NUS systems are selected. Table 1 shows the
number of indexed word senses for the total number of 40.7 million tokens and the
MAP values of different retrieval experiments applying the DFR_BM25 ranking
model with KL query expansion. Retrieval on the UBCBest index shows a MAP
value of 0.2636. For retrieval based on the NUSBest index the MAP value in-
creases by 24.1%. According to this extrinsic evaluation, the NUS system clearly
outperforms the UBC system. While CombBest does not increase the retrieval
performance measured by MAP (0.3313), we were able to significantly1 increase
the MAP value using the CombBest+ index up to 0.3551. In the remainder of
this paper, we use the indices CombBest and CombBest+ as our intention was
to analyze the performance of the heuristic-based combination approach. The
runs that we officially submitted are based on the CombBest index only.

1 We used a two-tailed paired t-test (α < 0.05) to determine the statistical significance.
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Table 2. MAP values of the different retrieval models and index fields

retrieval model token lemma sense sense
CombBest CombBest+

TM 0.3616 - - -
DFR_BM25 0.3741 0.4054 0.2867 0.3096

DFR_BM25 + KL 0.4223 0.4451 0.3313 0.3551

3.2 Stand-Alone Retrieval Models

Table 2 shows the MAP of the different models. The TM is always restricted
to the indexed tokens; the PM can use all different fields. We did not perform
any fine-tuning on the parameters. The TM and the DFR_BM25 model without
any query expansion show similar MAP values. However, when applying query
expansion the DFR_BM25 approach outperforms the TM. The DFR_BM25
model with query expansion on tokens yields a MAP value of 0.4223 while we
get a MAP value of 0.4451 on lemmas, which is an improvement of 5.1%. Ex-
periments on senses achieve the lowest performance ranging from 0.2867 up
to 0.3551. Applying query expansion on the CombBest and CombBest+ index
outperforms the runs without query expansion. In the following, we focus on
experiments applying the DFR_BM25 model with query expansion (hereafter
referred to as PM) and the TM.

3.3 Combination of Retrieval Models

We extensively experimented on the training data with different combination
weights for the PM and TM using the CombSUM method described in Sec-
tion 2.3. The combination achieves best performance when the PMs based on
tokens and lemmas were assigned a higher weight (due to their higher MAP
values) than the model based on senses or the TM. Table 3 illustrates the re-
sults obtained on the test topics by different combinations, with and without
the integration of word senses. The presented weight combinations yielded best
performance on the training data.

Two combinational aspects are of particular interest. The combination of the
PMs based on tokens and lemmas yields no improvement (as no sense annota-
tions are used CombBest and CombBest+ yield equal performance). In contrast,
the combinations of the PM with the TM always leads to an improvement. Even
if the impact of the TM, i.e. its weight, is low (here: 0.2), the MAP values sig-
nificantly increase when compared to the results obtained by the PM alone, on
the token and lemma index fields. This fact corroborates our hypothesis that the
PM and the TM retrieve different sets of relevant documents for some queries
and that those different sets are effectively combined applying the CombSUM
approach.

The second interesting aspect concerns the integration of word sense infor-
mation. As listed in Table 1 retrieval based on senses from the CombBest index
yields a MAP of 0.3313, while retrieval based on senses of the CombBest+ index
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Table 3. MAP values and weights for the combination of different models, using the
CombBest and CombBest+ indices. The settings marked with a ‘∗’ were submitted.

model:field weights for combinations weights for combinations
without word sense annotations with word sense annotations

TM:token - 0.2 0.2 0.2 – – 0.1 0.1 0.1
PM:token 0.5 0.8 - 0.4 0.8 – 0.8 – 0.4
PM:lemma 0.5 - 0.8 0.4 – 0.8 – 0.8 0.4
PM:sense - - – – 0.2 0.2 0.1 0.1 0.1
index type MAP values MAP values
CombBest 0.4409 0.4316∗ 0.4509∗ 0.4500∗ 0.4303 0.4461∗ 0.4330∗ 0.4500∗ 0.4481∗

CombBest+ 0.4327 0.4473 0.4331 0.4507 0.4480

shows a MAP of 0.3551. We attribute the difference to the fact that CombBest
loses information about the documents due to the smaller amount of indexed
senses. However, all combinations either with the CombBest or the CombBest+
senses end up with a very similar performance. The reason could be that the
loss of information when using the CombBest index is compensated by querying
the tokens or lemmas as well.

In some combinational variations, the integration of word senses could achieve
a higher MAP value than retrieval settings without word senses. For example,
the MAP value corresponding to the retrieval based on tokens alone is 0.4223
(see Table 1), while the combination with senses obtains a MAP value of 0.4303
for the CombBest index and even 0.4327 for the CombBest+ index. However, for
the combination based on lemmas and senses, the difference is not significant.
Overall, the best performance is obtained by the combination of the TM and
the PM based on lemmas and senses, applying weights of 0.1, 0.8, and 0.1,
respectively.

3.4 Discussion

In the previous section, we described all our experiments carried out on the docu-
ment collection disambiguated with word senses. We submitted five runs without
the integration of word senses and five further runs utilizing the annotated word
senses. According to the MAP values our runs without word senses ended up in
the 1st place out of 10 participants. Our highest MAP value could be achieved
with the combination of the TM and the PM based on lemmas and the assigned
weights of 0.2 and 0.8, respectively. When utilizing word senses, the combination
of the TM and the PM based on both lemmas and senses obtains the 1st place
according to the MAP as well. We mistakingly submitted runs on the CombBest
index, even though we planned to focus on the CombBest+ index. However, we
have shown that the differences between the combinational approaches are min-
imal. Our best performing submitted retrieval setting achieved a MAP value of
0.4500, whereas the second top scoring system in the official challenge obtains a
MAP value of 0.4346.
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We increased the precision of WSD annotations through a heuristic-based
combination of the UBC and NUS annotated senses, which we evaluated extrin-
sically. This evaluation has shown that the accuracy of annotated word senses
highly influences the outcome of retrieval systems. However, we could not observe
any improvement by applying the sense annotations compared to the retrieval
settings based on tokens or lemmas only. This observation is consistent with the
conclusion of last years’ challenge.

Regarding the performance of the TM, the results on the combination are
promising given that we merely applied a TM built for a previous application
in the field of answer finding. The main drawback of the straightforward use is
the discrepancy in the tokenization scheme. The tokenization of the document
collection is not always compatible with the tokenization of the parallel corpora
used for training the TM. In addition, the TM we used contains only tokens and
thus cannot deal with indexed multiword expressions. For instance, the phrase
“public transport" is indexed as “public_transport". In the TM the two terms
“public" and “transport" appear, but not the phrase “public_transport". We
quickly analyzed the amount of multiword expressions in the test topic collection.
In fact, 61 queries out of the 160 test queries contain at least one multiword
expression. This analysis shows that the TM was not particularly trained for
this task and motivates further improvements. In addition, the TM could be
trained on lemmas and senses. The latter option, however, requires a word sense
disambiguated monolingual parallel corpus.

4 Conclusions

We have described a combinational approach to information retrieval on word
sense disambiguated data, which combines a PM and a monolingual TM. For
the PM we have used the DFR_BM25 model with the KL query expansion
method. For the TM we have applied a model which was already trained for an
answer finding task. Our aim was to assess the benefits of the combination of
both models. We have shown that the combinational approach always achieves
better performance than the stand-alone models.

Our second goal was to analyse different methods for selecting word senses
from annotated corpora in order to increase their accuracy. We have discovered
that our heuristic-based approach CombBest+ increases the retrieval perfor-
mance based on word senses by 2.2% when compared to NUSBest and even
25.8% when compared to UBCBest. The huge difference between NUSBest and
UBCBest demonstrates that WSD accuracy is essential for utilizing word sense
information. However, the experiments on the CombBest+ index have shown that
we could only increase the retrieval performance in one specific case: by combin-
ing the PM based on tokens with the same model based on senses. Nevertheless,
other combinations without word senses outperformed this setting easily.



Combining Probabilistic and Translation-Based Models 127

Acknowledgements

This work has been supported by the Emmy Noether Program of the German
Research Foundation (DFG) under the grant No. GU 798/3-1, and by the Volk-
swagen Foundation as part of the Lichtenberg-Professorship Program under the
grant No. I/82806.

References

1. Agirre, E., Di Nunzio, G.M., Mandl, T., Otegi, A.: CLEF 2009 Ad Hoc Track
Overview: Robust-WSD Task. In: Multilingual Information Access Evaluation Text
Retrieval Experiments. LNCS, vol. 1, Springer, Heidelberg (2010)

2. Agirre, E., Lopez de Lacalle, O.: UBC-ALM: Combining k-NN with SVD for WSD.
In: Proceedings of the Fourth International Workshop on Semantic Evaluations
(SemEval-2007), Prague, Czech Republic, pp. 342–345 (2007)

3. Berger, A., Lafferty, J.: Information Retrieval as Statistical Translation. In: Pro-
ceedings of the ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, pp. 222–229 (1999)

4. Bernhard, D., Gurevych, I.: Combining Lexical Semantic Resources with Question
& Answer Archives for Translation-Based Answer Finding. In: Proceedings of the
Joint Conference of the 47th Annual Meeting of the ACL and the 4th Interna-
tional Joint Conference on Natural Language Processing of the AFNLP, Suntec,
Singapore, pp. 728–736 (2009)

5. Chan, Y.S., Ng, H.T., Zhong, Z.: NUS-PT: Exploiting Parallel Texts for Word Sense
Disambiguation in the English All-Words Tasks. In: Proceedings of the Fourth
International Workshop on Semantic Evaluations (Sem Eval-2007), Prague, Czech
Republic, pp. 253–256 (2007)

6. Cover, T.M., Thomas, J.A.: Elements of Information Theory. Wiley-Interscience,
New York (1991)

7. Dolamic, L., Fautsch, C., Savoy, J.: UniNE at CLEF 2008: TEL, and Persian IR.
In: Peters, C., et al. (eds.) CLEF 2008. LNCS, vol. 5706, pp. 178–185. Springer,
Heidelberg (2009)

8. Fox, E.A., Shaw, J.A.: Combination of Multiple Searches. In: Proceedings of the
2nd Text REtrieval Conference (TREC-2), pp. 243–252 (1994)

9. Ounis, I., Amati, G., Plachouras, V., He, B., Macdonald, C., Lioma, C.: Terrier:
A High Performance and Scalable Information Retrieval Platform. In: Proceedings
of the ACM SIGIR Workshop on Open Source Information Retrieval (2006)

10. Sanderson, M.: Word Sense Disambiguation and Information Retrieval. In: Pro-
ceedings of the ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, New York, NY, USA, pp. 142–151 (1994)

11. Xue, X., Jeon, J., Croft, W.B.: Retrieval Models for Question and Answer Archives.
In: Proceedings of the ACM SIGIR Conference on Research and Development in
Information Retrieval, New York, NY, USA, pp. 475–482 (2008)



Indexing with WordNet Synonyms
May Improve Retrieval Results

Davide Buscaldi and Paolo Rosso

Natural Language Engineering Lab.,

ELiRF Research Group,
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Universidad Politécnica de Valencia, Spain

{dbuscaldi,prosso}@dsic.upv.es

Abstract. This paper describes a method developed for the Robust

- Word Sense Disambiguation task at CLEF 2009. In our approach, a

WordNet expanded index is generated from the disambiguated document

collection. This index contains synonyms, hypernyms and holonyms of

the disambiguated words contained in documents. Query words are in-

tegrated by terms extracted by means of a pseudo relevance feedback

technique. The set of terms made of query words and terms resulting

from pseudo relevance feedback are searched for in both the expanded

WordNet index and the default index. The results show that the use of

the extended index did not prove useful, obtaining 14−16% less in MAP

with respect to the base system. However, for some queries, expanding

index terms with synonyms resulted particularly useful.

1 Introduction

The use of WordNet senses to improve the precision of Information Retrieval (IR)
systems is probably one of the holy grails of modern research in IR. Since 1993,
starting with the work of Ellen Voorhees [8], many researchers attempted to use
effectively WordNet in IR, sometimes with good results [7], in other cases with-
out success [3]. The Robust-WSD task introduced in CLEF 2009 represents an
interesting attempt to foster further investigation in this field. In 2008, we partic-
ipated in the QA-WSD task using an index expansion method based on WordNet
hypernyms, synonyms and holonyms, which exploited the disambiguated collec-
tion [1]. The results did not show any relevant difference between the use of
disambiguation or not, although we observed that passages returned using the
disambiguated collection and our method tended to be shorter with respect to
the base system. We took the opportunity presented by the Robust WSD Task
at CLEF 2009 to test the same method in this task. A novelty for this partici-
pation was the introduction of a näıve Pseudo Relevance Feedback[5,9] method,
consisting in the expansion of the query with the top 5 terms (according to their
tf.idf weights) resulting from the unexpanded query.

In the following section, we describe the retrieval system. In section 3 we
describe the characteristics of our submissions and discuss the obtained results.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 128–134, 2010.
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2 Description of Retrieval System

The core of the system is a standard Lucene1 search engine (version 2.4.1).
During the indexing phase, we create two indices: the first one (text) containing
all the terms of the sentence; the second one (expanded index, or wn index)
containing all the synonyms of the disambiguated words (we consider the sense
with the highest score to be the “right” sense). In the case of nouns and verbs,
it contains also their hypernyms. For nouns, the holonyms (if available) are also
added to the index, in a similar way to the GeoWorSE system that participated in
the 2008 GeoCLEF track [2]. For instance, let us consider the following sentence
from document GH951115-000080:

Splitting the left from the Labour Party would weaken the battle for
progressive policies inside the Labour Party.

The underlined words are those that have been disambiguated in the col-
lection. For these words we can found their synonyms and related concepts in
WordNet, as listed in Table 1.

Table 1. Expansion of the index terms of the example sentence. NA : not available

(the relationship is not defined for the Part-Of-Speech of the related word).

lemma ass. sense synonyms hypernyms holonyms

split 4 separate

part

move NA

left 1 – position

place

–

Labour Party 2 labor party political party

party

–

weaken 1 – change

alter

NA

battle 1 conflict

fight

engagement

military action

action

war

warfare

progressive 2 reformist NA NA

policy 2 – argumentation

logical argument

line of reasoning

line

–

Therefore, the wn index will contain the following terms: separate, part, move,
position, place, labor party, political party, party, change, alter, conflict, fight,
engagement, war, warfare, military action, action, reformist, argumentation, log-
ical argument, line of reasoning, line.

1 http://lucene.apache.org

http://lucene.apache.org
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Previously to the search phase, in the default configuration, the original query
is expanded with a näıve Blind Relevance Feedback (BRF) method. The text
index is searched for question terms. The top 5 resulting documents are analysed
to extract up to 5 keywords that are used to expand the original query. The
keywords are selected according to their tf.idf weight (idf is calculated over the
entire document collection). The expanded query is then submitted to the search
engine to produce the final list of relevant documents.

In the WSD configuration, search is carried out in a similar way, with the
difference that all nouns and adjectives are also searched for in the wn index.

In Table 2 we show the expansion terms obtained for topic 147-AH : “Oil
accidents and birds”, using the two different configurations.

Table 2. Terms extracted for pseudo relevance feedback, topic 147-AH. Original query:

“Oil accidents birds”

mode term tf.idf weight

No-WSD

gero 52.07
pigeon 31.68

fli 29.21
spill 28.66

wildlife 24.24

WSD

spill 200.60
pipeline 174.10

river 64.05
arco 63.93
fish 61.82

3 Experiments

We submitted four runs with the WSD system, two using the NUS labeled collec-
tion and two with the UBC labeled collection. For each collection, we submitted
one run using only the topic title and another one using both the title and the
description. As baseline, we submitted two non-WSD runs, one in the configu-
ration “title only” and one in the configuration “title and description”.

In Table 3 we show the results obtained by the two non-WSD runs and the
four WSD runs.

The results show that the use of the disambiguated collection in general did
not prove useful, since the base system obtained a better average MAP in all
configurations. There are differences of ∼ 16% in MAP between the normal and
WSD runs in the title only configuration, and up to 14.21% between in TD
configuration. The difference (∼ 1% in TD configuration) between the use of the
NUS disambiguated collection and the UBC disambiguated collection is tiny,
demonstrating that the disambiguation method is not relevant.
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Table 3. Results obtained by our system at the CLEF 2009 Robust WSD track.

TD: Title and Description. TO: Title Only. NUS: NUS labelled collection. UBC: UBC

labelled collection. gm AP: Geometric Mean Average Precision.

run ID WSD type avg. MAP avg. R-Prec gm AP

NLEL0901 n TD 40.26% 38.72% 17.50%
NLEL0906 n TO 33.42% 32.98% 8.75%

NLEL0902 y TD NUS 27.14% 26.57% 6.87%
NLEL0904 y TD UBC 26.05% 25.59% 6.42%
NLEL0903 y TO NUS 17.48% 17.63% 1.14%
NLEL0905 y TO UBC 17.53% 18.67% 1.24%

We analyzed some of the queries in which the standard system performed con-
siderably better than the one which used the disambiguated collection. We find
that disambiguation errors were the reason of the bad results. For
instance, let us examine the results for topic AH− 141, “Letter Bomb for Kies-
bauer”: the base system obtained 100% MAP, placing the only relevant docu-
ment (GH950610− 000164) at the top of the list of retrieved documents, while
the WordNet-based system obtained 0.4%, placing the relevant document only
in the 255th position. The best matching document, according to the WordNet-
based system, was LA010894− 0146, titled “Viacom, Blockbuster to merge in
Paramount bid”. The reason of this result is that all references to “Blockbuster”
in the document were assigned to the first sense of “blockbuster” in WordNet:
“a large bomb used to demolish extensive areas”. The effect, given the indexing
method, was to add the hypernym “general purpose bomb” to the wn index, and
to obtain a high relevance for this document for any query containing “bomb”,
since “blockbuster” is very frequent in the document (and so its hypernym).

Although the overall results and the study of this cases demonstrate that,
in general, expanding the index with WordNet is more harmful than useful, we
observed that in 49 topics (30.6% of the total) the outcome of using WordNet
for indexing was to obtain better MAP than in the case of not using it. In Figure
1 we show the difference in MAP for those topics.

We focused on the topics for which the MAP increment was more important
- topic AH− 180 “Bankruptcy of Barings” and topic AH− 200 “Flooding in Hol-
land and Germany”. In the first case, in the WSD run, one of the extracted
expansion terms was “Leeson”, the surname of the person responsible for the
bankruptcy. This term is very specific to the topic and was key to obtain the
improvement for the WordNet-based system, since it appears in every relevant
document. Looking for terms in the wn index allowed to find this expansion term
that the base system could not find, mainly because of the term “bankruptcy”,
that did not appear in any of the relevant documents.

In topic AH− 200, Holland was not used in the relevant documents. One of its
synonyms, Netherlands, was used instead. Since this term is listed in WordNet
as one of the synonyms of “Holland”, the WordNet-based system was able to
found it in the expanded index.
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Fig. 1. Comparison of MAP values obtained for topics in which the use of the WordNet-

based indexing method allowed to obtain better results than the base system

In order to understand which improvements were due to the relevance feedback
method and which depended from the adopted WordNet-based expansion, we
carried out some experiments with a system that did not include the BRF phase.
The results of these experiments can be seen in Table 4.

Table 4. Results obtained by the system without blind relevance feedback

run ID WSD type avg. MAP avg. R-Prec gm AP

noBRF01 n TD 30.56% 30.71% 10.72%
noBRF02 y TD NUS 17.18% 18.15% 2.46%

These results shows a significant drop in precision with respect to the results
obtained using BRF. In Figure 2 we show the precision increments obtained over
the base system without relevance feedback (noBRF01 in Table 3) with the use
of the WordNet expansion method (noBRF02 run) and the use of BRF without
WordNet (this configuration corresponds to the NLEL0901 run).

As can be seen in Figure 2, in some topics the use of the WordNet-based
method allowed to obtain a great MAP increase (30 − 60%) over the base sys-
tem with no contribution from BRF. We examined the results obtained in such
topics in order to understand how they were produced. Topic AH-183, “Asian
dinosaur remains” resulted in a ∼ 55% increase over the baseline. The reason
was that some relevant documents contained references to China and Mongo-
lia, places where some dinosaur remains were found, but no reference to Asia.
Therefore, the expansion method allowed to retrieve and rank better these doc-
uments because “Asia” was added to the wn index, as an holonym of China and
Mongolia. The same reason is due to the increase obtained for topic AH-266,
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Fig. 2. MAP increases obtained with the WordNet-based indexing method and BRF,

for topics in which WordNet resulted in an improvement over the base system MAP

“Discrimination against European Gypsies”, where “Europe” was not included
in the relevant documents, but only in their expansion. In topics AH-255 (“Inter-
net Junkies”), AH-274 (“Unexploded World War II bombs”) and AH-277 (“Eu-
thanasia by medics”) the reason for the improvements was different, since the
topic included both a term and one of its synonym (one in the title and the other
in the description), but documents included only one of them. The synonyms
were “addict” for “junky” in AH-255, “Second World War” for “World War II”
in AH-274 and “mercy killing” for “euthanasia”.

4 Conclusions

The obtained results did not show any particular improvement depending on
disambiguation accuracy. Sanderson’s work [6] suggested that only high precision
(more than 90%) in the disambiguation process may produce an improvement
of the results in Information Retrieval. However, the collections used in the task
were disambiguated with methods that, although being ones of the best systems
available, were able to obtain ∼ 60% in precision for the all-words task at Semeval
2007 [4]. Disambiguation errors proved to cause drops in retrieval accuracy, such
in the case of topic AH− 141, and errors were also propagated by the retrieval
method selected: adding hypernyms and synonyms from errors introduced even
more errors.

However, the analysis of the results obtained for some topics showed that a
synonym of a non-ambiguous term was key to obtain an improvement, proving
that at least in some cases, when terms are not ambiguous, adding synonyms
to the index results useful. More research should be carried out on the cases in
which disambiguation proved useful, in order to discover how the information
extracted from WordNet affected the retrieval process. We should also check
whether adding information only for not ambiguous terms could be better than
expanding automatically disambiguated terms. Finally, we will need to determine
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the cases in which the improvement was indirectly derived from terms extracted
using the relevance feedback and those in which the use of WordNet related
information affected directly the results.
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Abstract. For UFRGS’s participation on CLEF’s Robust task, our aim was to
compare retrieval of plain documents to retrieval using information on word
senses. The experimental runs which used word- sense disambiguation (WSD)
consisted in indexing the synset codes of the senses which had scores higher than
a predefined threshold. Several thresholds were tested. Our results have shown
that the best WSD runs did not present a significant improvement in relation to
the baseline run in which plain documents were used. In addition, a comparison
between two alternative disambiguation systems has shown that one outperforms
the other in all experimental runs.

1 Introduction

This paper reports on experiments submitted to CLEF 2009 Robust track. The aim of
the task is to assess the validity of using word-sense disambiguated data for Information
Retrieval (IR). Intuitively, the presence of ambiguity in IR is a cause for poor precision.

The interest in evaluating the aid of word-sense disambiguation (WSD) for IR is not
recent. The first work [7] dates back to 1973 and was based on a set of rules. A compre-
hensive study by Krovetz & Croft [4] over the CACM and Time test collections found
that resolving lexical ambiguity had little impact over retrieval effectiveness. Sander-
son [5] experimented with the Reuters collection by synthetically adding ambiguity. He
concluded that IR systems are more sensitive to wrong disambiguation than to ambigu-
ity and that ambiguity only poses a problem for very short queries. Gonzalo et al. [3], on
the other hand, found that indexing by WordNet synsets achieved a 29% improvement
in relation to term indexing. This study used a corpus (SEMCOR) which was manually
disambiguated. Furthermore, the authors assessed the impact of disambiguation errors
and conclude that if the error rate surpasses 10%, retrieval effectiveness decreases. More
recently, Stokoe et al. [6] carried out tests on the TREC W10G collection comparing
term indexing to sense indexing and found a relative increase in precision of about 46%.

The goal of the experiments presented in this paper is to contribute data points to
the evaluation of the benefits of WSD for IR. We also compare the two word-sense dis-
ambiguation systems used (UBC [1] and NUS [2]) in terms of their impact on retrieval
effectiveness.

The remainder of this paper is organised as follows: Section 2 describes our experi-
mental runs; Section 3 discusses our results and Section 4 summarises the conclusions.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 135–141, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



136 T.B. Borges and V.P. Moreira

2 Description of Runs and Resources

We worked on the English news collections composed by LA Times 94 and Glasgow
Herald 95. Three versions of the collection were available: a “plain” version, and two
versions with WSD data.

Using the WSD documents (UBC and NUS versions), we created document collec-
tions composed by the synset codes of all WordNet senses which exceeded an arbitrary
threshold. WordNet is a lexical base, in which nouns, verbs, adjectives and adverbs are
grouped in sets called “synsets”. In our experiments, the threshold was systematically
varied from 0.1 to 0.9 with increments of 0.1. As a result, we created 18 datasets - nine
for NUS and nine for UBC.

Input Output 
<TERM ID="C041-27" LEMA="report" POS="VBP"> 
<WF>report</WF> 
<SYNSET SCORE="0.393362015980332" CODE="00655029-v"/> 
<SYNSET SCORE="0" CODE="00653609-v"/> 
<SYNSET SCORE="0" CODE="00653917-v"/> 
<SYNSET SCORE="0" CODE="00655324-v"/> 
<SYNSET SCORE="0.606637984019668" CODE="00653371-v"/> 
<SYNSET SCORE="0" CODE="00653772-v"/> 
</TERM> 

 
00655029 
00653371 

Fig. 1. Original term with WSD information and the output of pre-processing

Figure 1shows an example of an input word found in a document and the result of
the pre-processing that extracts the synset codes with scores higher than 0.3. If a term
did not have a synset code, or a sense scoring higher than the threshold, we kept the
original word form (i.e. the contents of the <WF> tag). The same approach used in the
documents was applied when building the queries from the topics.

The IR system we used was Zettair [8], which is a compact and fast search engine de-
veloped by RMIT University (Australia) distributed under a BSD-style license. Zettair
implements a series of IR metrics for comparing queries and documents. We used Okapi
BM25 as some preliminary tests performed on other data collections showed it achieved
the best results. Our experiments did not employ stemming or stop-word removal since
the document collections we generated contained mainly numbers. The time taken for
indexing each data collection was approximately 1.5 minutes.

We produced a baseline run in which the plain collection is indexed and 18 runs
using WSD-annotated documents. The WSD runs reported here are unofficial as they
were prepared after the workshop. The details of the runs are shown in Table 1.

Over these data collections, 160 queries were performed, 153 of those had at least
one relevant document in the collection. The time taken to run each set of 160 queries
was approximately 20 seconds.

Table 1 shows that, as expected, by increasing the threshold for the synset score, the
total number of terms decreases. The same happens with the average number of terms
per document. As for the number of index terms, the behaviour is not monotonic, since
we are keeping the original word forms for cases in which the term is not found in the
WordNet or none of its senses surpasses the threshold.
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Table 1. Details of the test collections

RunID Number of Total number Average number of
distinct terms of terms terms per document

Baseline 595,025 88,797,697 523
NUS-01 398,257 160,781,155 967
NUS-02 404,387 114,078,382 687
NUS-03 410,303 91,132,530 556
NUS-04 420,109 86,532,539 521
NUS-05 439,772 84,655,553 508
NUS-06 437,346 84,483,589 508
NUS-07 422,561 84,376,688 508
NUS-08 431,625 84,366,365 508
NUS-09 439,564 84,263,428 508
UBC-01 500,158 118,999,204 719
UBC-02 499,876 100,906,833 610
UBC-03 498,449 91,719,958 553
UBC-04 498,253 87,098,925 526
UBC-05 497,461 84,618,003 511
UBC-06 496,223 84,197,605 508
UBC-07 497,310 84,197,602 508
UBC-08 496,551 84,117,002 508
UBC-09 496,570 84,114,446 508

3 Results

Our results are summarised in Table 2. The results for the WSD run improve as the
thresholds for synset scores increase. This happens because higher thresholds have the
effect of keeping only the most probable sense of the words, working as a disambigua-
tor. This is also an indicator that both NUS and UBC accurately assign synset scores.

Looking at absolute MAP figures, the baseline run outperformed nearly all WSD
runs except from UBC-08 and UBC-09. UBC-09 was also slightly superior to the base-
line in terms of GMAP. Considering Pr@10, the baseline run performed better than
all WSD runs. The difference between the baseline and the best WSD runs is only
marginal. This was confirmed by doing a T-test which showed no significant difference
in terms of MAP, GMAP and Pr@10.

Table 2 also shows that UBC results are always better than their NUS counterparts.
The difference between the pairs (e.g. UBC-01 vs. NUS-01) is statistically significant
in all cases.

Figure 2 shows recall/precision curves for 6 of the 9 experimental runs (3 runs were
omitted for space reasons). The curves clearly show the superiority of UBC in relation
to NUS in this experimental setting. It is worth stressing that the aforementioned superi-
ority was found in this particular experimental setting and that we have not performed a
thorough intrinsic evaluation of the disambiguation systems that enable us to verify that
one system is indeed better than the other. Our interest was to assess their contribution
to improving retrieval effectiveness.
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Table 2. Summary of Results

Run MAP Pr@10 GMAP 
Baseline 0.3314 0.3582 0.1155 
NUS-01 0.1271 0.1824 0.0157 
NUS-02 0.1628 0.2248 0.0272 
NUS-03 0.2008 0.2582 0.0412 
NUS-04 0.2350 0.2889 0.0648 
NUS-05 0.2488 0.2941 0.0677 
NUS-06 0.2483 0.2922 0.0669 
NUS-07 0.2549 0.2935 0.0688 
NUS-08 0.2605 0.2974 0.0687 
NUS-09 0.2619 0.2980 0.0687 
UBC-01 0.2354 0.2725 0.0502 
UBC-02 0.2747 0.2908 0.0716 
UBC-03 0.3114 0.3553 0.1000 
UBC-04 0.3244 0.3392 0.1082 
UBC-05 0.3244 0.3399 0.1093 
UBC-06 0.3236 0.3399 0.1071 
UBC-07 0.3181 0.3131 0.1028 
UBC-08 0.3385 0.3373 0.1140 
UBC-09 0.3361 0.3477 0.1163 

It is also possible to observe in Figure 2 that UBC runs start to approach the baseline
as the threshold for the synset score is set to 0.4. When the score is set to 0.5, UBC runs
outperform the baseline at low recall levels. However, this difference is not significant.
Still it shows that WSD information enabled the IR to rank more relevant documents at
the top.

A correlation test between the best WSD run and the baseline resulted in 0.85. This
means that topics that do well in the plain run, also tend to do well in the WSD run.

We performed a topic-by-topic analysis considering the baseline run and the best
WSD run (UBC-08) in terms of MAP. The analysis consisted in evaluating how many
topics improved or worsened with WSD. If the difference in performance was less than
5% in MAP, we considered that there was a tie between the runs. The results of the
analysis have shown that 49 topics improved with WSD information, 79 worsened with
WSD and the remaining 30 had no substantial difference.

Table 3 shows the top ten topics which were helped by the addition of WSD infor-
mation and Table 4 shows the ten topics that were most harmed.

We attribute the gain in performance to the accurate disambiguation of terms such as
Oscar (topic 198), bank (topic 265), ETA (topic 306). More importantly, some multi-
word terms such as royal family (topic 194), human rights (topic 185), peace treaty
(topic 197), Mexico City (topic 327), and World War II (topic 274) were correctly iden-
tified and grouped into a single synset code. As a result, these multi- word terms were
indexed as single units, while in the plain run, they were indexed as separate entries
causing loss in semantics.
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Fig. 2. Recall-Precision curves

Table 3. Ten topics with the biggest increase in MAP with the addition of WSD information

Topics Baseline UBC-08 Diff

10.2452/194-AH 0.1667 1.0000 0.8333
10.2452/198-AH 0.2500 1.0000 0.7500
10.2452/185-AH 0.3333 1.0000 0.6667
10.2452/265-AH 0.0954 0.6960 0.6006
10.2452/165-AH 0.5000 1.0000 0.5000
10.2452/306-AH 0.5000 1.0000 0.5000
10.2452/197-AH 0.4470 0.8298 0.3828
10.2452/182-AH 0.0447 0.3079 0.2632
10.2452/327-AH 0.0000 0.2135 0.2135
10.2452/274-AH 0.2055 0.4114 0.2059

As a general tendency, biggest improvement was attained by topics which had few
relevant documents in the collection. These topics were helped by the correct disam-
biguation of polysemous terms and also by the correct treatment of multi-word terms
which helped identifying the few relevant documents.
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Table 4. Ten topics with the decrease increase in MAP with the addition of WSD information

Topics Baseline UBC-08 Diff

10.2452/264-AH 0.6152 0.3206 0.2946
10.2452/318-AH 0.3657 0.0859 0.2798
10.2452/340-AH 0.6393 0.3694 0.2699
10.2452/291-AH 0.4827 0.2356 0.2471
10.2452/175-AH 0.7473 0.5252 0.2221
10.2452/252-AH 0.2544 0.0454 0.209
10.2452/190-AH 0.3101 0.1085 0.2016
10.2452/349-AH 0.3872 0.1881 0.1991
10.2452/345-AH 0.2726 0.0762 0.1964
10.2452/350-AH 0.7287 0.5359 0.1928

We attribute the loss in performance in the WSD runs to the noise introduced by
our choice of word senses. Because we only kept codes whose scores surpassed the
threshold, and in some cases the correct sense was not the highest scoring, the procedure
ended up causing erroneous disambiguation.

4 Conclusions

This paper described the experiments performed by our group for CLEF 2009 Ad hoc
Robust task. We compared an experimental run in which we indexed the plain docu-
ments with 18 experimental runs in which we took WSD information into consideration.
For our WSD experiments we indexed the synsets of words which exceeded a thresh-
old which varied from 0.1 to 0.9. By using the synsets rather than the plain words, we
were hoping to have a better representation of the contents of the documents and thus
improve retrieval effectiveness.

The results of the experiments have shown that our best WSD runs marginally out-
performed the baseline. This results are in line with previous research [4,5] which found
no significant impact of WSD over retrieval effectiveness.

Our runs also compared the two disambiguation systems, NUS and UBC. We found
out that, for our experimental setting, UBC is significantly better than NUS. However,
it is worth pointing out that our aim was not to perform a thorough intrinsic evalua-
tion of the disambiguation systems, instead we only assessed their impact on retrieval
performance in a very particular experimental setting.
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Abstract. Integrating word sense disambiguation into an information

retrieval system could potentially improve its performance. This is the

major motivation for the Robust WSD tasks of the Ad-Hoc Track of

the CLEF 2009 campaign. For these tasks we have build a customizable

and flexible retrieval system. The best performing configuration of this

system is based on research in the area of axiomatic approaches to infor-

mation retrieval. Further, our experiments show that configurations that

incorporate word sense disambiguation (WSD) information into the re-

trieval process did outperform those without. For the monolingual task

the performance difference is more pronounced than for the bilingual

task. Finally, we are able to show that our query translation approach

does work effectively, even if applied in the monolingual task.

1 Introduction

The intuition that determining the correct sense of ambiguous words could im-
prove the performance of information retrieval systems has generated a lot of
research in the last couple of years. Results in the area of monolingual retrieval
could not life up to this expectations, see for example [1] and [2]. Short queries
and the skewed distribution of senses partially explain for the observed results.

Despite moderate improvements for monolingual retrieval tasks, capabilities
of systems using WSD information in other areas of information retrieval, like
for example Question Answering (QA) and Cross-language Information Retrieval
(CLIR), are still open questions. So for example in [3] the authors indicate that
word sense disambiguation could help in multilingual retrieval.

For the CLEF2009 challenge we customized our retrieval system which has
been developed for the CLEF2008 tasks, see [4]. This system has been modified
to integrate different types of retrieval and ranking functions. The system con-
tains multiple TFIDF weighting schemes, the BM25 [5] weighting function and
additionally a retrieval function utilizing an axiomatic retrieval approach [6].
In our experiments we evaluated these different retrieval functions and different
strategies to add the WSD information to the retrieval process.

Results show, that the best performing runs are based on the axiomatic re-
trieval approach. Further, runs incorporating WSD information did outperform
those without, whereas for the monolingual task the performance difference is

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 142–149, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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more pronounced than for the bilingual task. Finally, we are able to show that
our query translation approach does work effectively, even if applied in the mono-
lingual task.

The paper is structuered as follows: The next Section provides a detailed
description of our system. In Section 3 their results of the various evaluation
runs are presented and the main observations are discussed. Finally Section 4
concludes our findings.

2 Indexing and Retrieval System

Our information retrieval system consists of multiple separate components, firstly
the CLEF article index, secondly the multilingual index, and thirdly, a query
processing and document ranking unit.

2.1 CLEF Article Index

The document index is build using the collection of articles from the Los Angeles
Times (1994) and the Glasgow Herald (1995) supplied by the organizers of the
Robust WSD Task. These articles have already been tokenized and are anno-
tated with senses using WordNet synsets. These senses are computed using two
different word sense disambiguation systems - labeled UBC [7] and NUS [8]. We
will report our results for both WSD sets separately in the evaluation section.
For all terms that are annotated with multiple senses, we took the sense with the
highest score. This sense, which is represented within WordNet as a synset, is
added twice to the index. Once using its identifier and once using all synonyms
within this synset. The query expansion using these features are labeled Synset
IDs and Synonyms in the evaluation section. From the articles we only added
the article body to the index. The headline of the articles were not processed
as they did not appear to contribute to the relevance of the articles judging
by results of the experiments made with our CLEF2008 system. No stop word
removal was applied in the indexing stage.

Co-occurrence Term Statistics: By using WordNet and the annotated sense
of ambiguous terms it is possible to determine the synonyms for a specific sense.
The relation between synonymous words are one of many semantic relatedness re-
lationship types between words. Statistical methods provide unsupervised means
to detect word pairs with a high semantic relatedness without restriction to a
specific relationship type. One of these methods is based on the co-occurrence
statistics of words within a corpus. Many algorithms have been proposed to ac-
complish this task, using different weighting functions to measure the relation-
ship between words. The Pointwise Mutual Information (PMI) has been found
to provide good performance in this regard [9].

For our system, we implemented a query expansion technique based on the
findings in [10]. Co-occurrence statistics based on the CLEF2009 article corpus
were calculated by using a modified PMI measure for all words that occur at
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least 2 times and less than in 50% of all documents. The similarity between two
words wi and wj is defined as:

SCondPMI(wi, wj) =
log2

P(wi|wj)
P (wj)

log2( 1
P (wj) )

(1)

2.2 Multilingual Index

The multilingual index is used to translate individual terms from one language
to another. This index can be created using various multilingual resources. We
used two resources in our system, the Wikipedia and the Europarl corpus [11].
Both differ largely in their characteristics, such as domain and number of distinct
terms. Another difference between the two resources is the alignment granularity.
The Wikipedia multilingual index is aligned at the article level, whereas the
Europarl corpus is aligned at the sentence level by applying the Church and
Gale algorithm [12].

The goal of the multilingual index is to find the best matching terms in a
language that is different to the original language of an input term using infor-
mation retrieval techniques. The intuition behind our term translation approach
is similar to select terms for query expansion using the top ranked documents
in pseudo relevance feedback methods [13]. For each term, which can either be
a single word or a phrase, a query is build. This query is then used to search
for relevant documents in the query source language. From the top hits of the
results - Dtop - the aligned documents in the target language are retrieved. From
the terms contained in these document the term candidates for translation are
calculated.

We implemented three different scoring algorithms for estimating the best
translation for the input term. The first is based on the well known TFIDF
weighting scheme. For each term the weight wi is calculated using the score of
the most relevant documents Dtop (docFreq is the number of documents the
translation candidate is contained in, N is the total number of documents):

wTFIDF
i = log( N

docFreqi+1 + 1) ∗ ∑
d∈Dtop

score(d) (2)

The intuition behind the second scoring algorithm is to maximize the likelihood
that a term has caused the document to be relevant. To accomplish this the
same formula that is used to calculate the score of a document in the source
language is applied on all target language terms found in the most relevant hits.
The aggregated difference between the actual score and the reconstructed score
serves as base for the weight of a single term:

wreconstruction
i = 1∑

d∈Dtop
|tfi,d∗log( N

docF reqi+1+1)−score(d)|+1
(3)

The third scoring algorithm is based on the well-known cosine similarity. The
vector of scores for the top scoring documents vS in the result set is compared



Evaluation of Axiomatic Approaches to Crosslanguage Retrieval 145

with a vector vi, which contains the TFIDF weights calculated from the aligned
document.

wcosine
i =

∑
d∈Dtop

vS
d vi

d

‖vS‖‖vi‖ , where vi
d = tfi,d ∗ log( N

docFreqi+1 + 1) (4)

2.3 Query Processing and Document Ranking

The first step of the query processing is the selection of the topics parts used
for query construction. In all our experiments we used the title and description
part. The narrative section of the topics was not included in the query generation
process. All terms were stemmed using the Snowball stemmer.

If the language of the topic differs from the language of the articles, the
query terms are individually translated. The top n candidates according to the
weighting function were then added to the query as translation for a single
query term. Based on the training topics and relevance judgments we found that
using only the two highest scoring translation terms to offer the best overall
performance.

The result of the query generation is an unordered list of terms. In the next
step relevant documents are retrieved and ranked. The TFIDF [14] weighting
scheme and the BM25 [5] approach are textbook methods to this problem and
demonstrated robust and reliable performance in the past. A variant of the
TFIDF retrieval model did provide good, but not state-of-the-art performance
in the CLEF2008 Robust WSD task [4]. Many of the CLEF2008 participants
incorporated the BM25 approach into their retrieval systems with great success
(for example [15]). We therefore also report the performance of our system using
an implementation of the BM25 weighting scheme1. The two weights k1 and b
were estimated by experiments on the training topics.

For our main experiments we have chosen to apply findings in the area of
axiomatic approaches to information retrieval. Fang and Zhai present in [6] sev-
eral variations of weighting functions build using a set of axioms that constrain
the properties of a weighting function. The authors did recommend one of their
derived retrieval functions which has shown promising performance in their eval-
uation. We did adapt this function for our retrieval system. The score of a doc-
ument D out of N documents given a set of query terms Q is build using the
tuning parameter α and β:

SAxiomatic(Q, D) =
∑

t∈Q∩D ( N
docFreqt

)α × tft,D

tft,D+0.5+β
docLengthD

avgDocLength

(5)

Using the training topics we found the setting of 0.25 for α and 0.75 for β to
provide a satisfying performance.

3 Results and Discussion

The main motivation for the Robust WSD task is to measure the performance
impact of using word sense disambiguation as part of a information retrieval
1 http://nlp.uned.es/~jperezi/Lucene-BM25/

http://nlp.uned.es/~jperezi/Lucene-BM25/
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system. A first step to determine the influence of WSD information is the creation
of a state-of-the-art retrieval system that does not incorporate a disambiguation
process. We tried to build such a system and then use the WSD information
as an optional processing step using query expansion. The results of these two
system configurations should provide insights into the influence of word sense
disambiguation. To further increase the validity of the observed behavior we
also report the performance of our system using query expansion based on co-
occurrence term statistics.

3.1 Monolingual Performance

In Table 1 different retrieval functions are compared using the CLEF2009 test
collection without query expansion. Although this comparison gives no insights
into the question whether WSD information could improve the performance, it
demonstrates that the results of the axiomatic approach is indeed a valuable
contribution to the arsenal of information retrieval techniques. The according
GMAP measure is improved over the BM25 run, which indicates that especially
low performing topics did improve using the axiomatic approach.

For the comparison with the configurations that utilize the WSD information
we only report the performance figures achieved using the axiomatic retrieval
function. Table 2 lists the performance measures of the various query expansion
configurations. The best performing configuration combines the synonym, synset
and term co-occurrence information, labeled “all” in the table. The performance
figures do show that integrating the words sense disambiguation data into the
retrieval process of our system does improve performance. Not only does the
baseline configuration benefit from the sense annotations, but also the config-
uration that already uses a (successful) query expansion technique is improved
further. The difference between the two WSD data sets (NUS and UBC) and
between the Synonym and the Synset features are too small to allow any con-
clusions. We conducted two significance test to assess whether the improvement
over the baseline (the axiomatic configuration for the first five runs and the
query expansion using co-occurrence statistics for the last two runs) is statisti-
cally significant. These tests were the Wilcoxon signed rank test and randomized
tests, which according to [16] should be the preferred way to test for significance
in information retrieval applications.

Table 1. Performance of the monolingual system without query expansion

Retrieval Function MAP GMAP Notes

TFIDF1 0.3083 0.1182 Lucene Boolean Query
TFIDF2 0.3313 0.1331 Lucene Disjunction Max Query
BM25 0.3889 0.1566 Using k1 = 0.8 and b = 0.5
Axiomatic 0.4022 0.1805 Using α = 0.25 and β = 0.75
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Table 2. MAP and GMAP measures of the monolingual system using a combination

of features together with the p-values of two significance test. Both significance tests

agree that for most of the configurations the improvement is not achieved by chance.

Query Expansion MAP GMAP Wilcoxon Randomized

Synonyms (NUS) 0.4061 0.1849 0.0376 0.0517

Synonyms (UBC) 0.4036 0.1837 0.3286 0.2070

Synset IDs (NUS) 0.4047 0.1856 0.0303 0.0944

Synset IDs (UBC) 0.4070 0.1869 0.0119 0.0147

Co-occurrence Terms 0.4170 0.1864 0.0001 0.0196

All (NUS) 0.4222 0.1947 0.0174 0.0554

All (UBC) 0.4212 0.1942 0.1603 0.0730

3.2 Bilingual Performance

For the Spanish topics of the Robust WSD task we added the translation step
into the query processing as described in Section 2.2. This processing step is
executed prior to the query expansion step. When adding the WSD information
to the retrieval process the performance of the system is increased, see Table 3.
The gap between the best configuration and the baseline is just about 1%. The
difference between the configuration that incorporate the WSD information are
not statistically significant better than their respective baseline according to the
two significance tests.

Translation Impact: For our final evaluation runs we investigated the impact
of the query translation step. The motivation for this are the findings in [4] where
the authors state that the query translation did not cause serious performance
deterioration even if both the query and the documents are of the same language.
Figure 1 summarizes the performance of our system using different languages and
query translation functions. The results demonstrate that using our approach to
translate a query does not have a pronounced negative effect on the retrieval
performance when using the best performing translation strategy.

Table 3. Performance of the bilingual system using a combination of features. The

p-values of the significance tests are lower for the bilingual results, with the exception

of the co-occurrence query expansion.

Query Expansion MAP GMAP Wilcoxon Randomized

No Query Expansion 0.2885 0.0762

Synonyms (1st) 0.2923 0.0762 0.0910 0.0888

Synset IDs (1st) 0.2933 0.0773 0.2187 0.0056

Co-occurrence Terms 0.2917 0.0718 0.0090 0.0252

All (1st) 0.2982 0.0746 0.2859 0.0611
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Fig. 1. Performance of the different translation functions for the English queries (left)

and the Spanish queries (right). The optional translation step for the English queries

has no noticable impact on the performance, at least when using the TFIDF or Recon-
struction scoring method. For Spanish queries, which require a translation step, the

TFIDF scoring algorithm outperforms the other two approaches by a margin.

4 Conclusion

In order to investigate the influence of words sense disambiguation in the area of
cross language retrieval we built a system that can be operated in a number of
configurations. This system was designed in a way to also study the performance
of different retrieval functions. Additionally to the well known TFIDF weight-
ing scheme and the BM25 ranking function we adapted a retrieval function
that has been developed using an axiomatic approach to information retrieval.
This method did provide the best performance in our tests. For the bilingual re-
trieval task we developed a translation mechanism based on the freely available
Wikipedia and the Europarl corpus.

In our evaluation runs we have found that incorporating the word sense dis-
ambiguation information does indeed improve the performance of our system by
a small margin. This was the case for the monolingual and the bilingual task,
although for the bilingual task the improvements are not statistically significant.
Also when using the WSD information additionally to an existing query expan-
sion technique the performance was further improved. In none of our tests we
observed that the performance did decrease when applying the word sense dis-
ambiguation information. Just on a few queries there has been a negative impact.
The reason for this and possible means to detect and to avoid poor performing
queries are still open questions and require further research.
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Abstract. This paper presents the participation of the semantic N-

levels search engine SENSE at the CLEF 2009 Ad Hoc Robust-WSD

Task. Our aim is to demonstrate that the combination of the N-levels

model and WSD can improve the retrieval performance even when an

effective retrieval model is adopted. To reach this aim, we worked on

two different strategies. On one hand a model, based on Okapi BM25,

was adopted at each level. On the other hand, we integrated a local

relevance feedback technique, called Local Context Analysis, in both in-

dexing levels of the system (keyword and word meaning). The hypothesis

that Local Context Analysis can be effective even when it works on word

meanings coming from a WSD algorithm is supported by experimental

results. In monolingual task MAP increased of about 2% exploiting dis-

ambiguation, while GMAP increased from 4% to 9% when we used WSD

in both mono- and bi- lingual tasks.

1 Introduction

In this paper we present our participation at the CLEF 2009 Ad Hoc Robust-
WSD Task. Our retrieval system is based on SENSE [2], a semantic search
engine which implements the N-levels model. For the CLEF 2009 experiments,
the following levels were exploited:

Keyword level - the entry level in which a document is represented by the
words occurring in the text.

Word meaning level - at this level a document is represented through synsets
obtained by WordNet, a semantic lexicon for the English language. A synset
is a set of synonym words (with the same meaning).

SENSE is able to manage different models for each level. In CLEF 2008 campaign
we adopted the standard Vector Space Model implemented in Lucene for both the
keyword and the word meaning level. For CLEF 2009 our goal is to improve the
overall retrieval performance by adopting a more powerful model, called Okapi
BM25, and a pseudo-relevance feedback mechanism based on Local Context
Analysis.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 150–157, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The rest of the paper is structured as follows: the indexing step adopted in
SENSE is described in Section 2, while Section 3 presents the searching step with
details about Local Context Analysis strategy. The details of the system setup
for the CLEF competition are provided in Section 4. Finally, the experiments
are described in Section 5. Conclusions and future work close the paper.

2 Indexing

In CLEF Ad-Hoc WSD Robust track, documents and queries are provided in
XML format. In order to index the documents and read the queries we developed
an XML parser using the XMLBeans1 tool. As SENSE supports an indefinite
numbers of levels, we developed a flexible indexing mechanism. Hence, we pro-
duced an intermediate data format which contains all the data necessary to the
N-levels model. For each token this format provides a set of features needful to
build each level. In CLEF, for the keyword level the stemming of the word2 is
provided, for the meaning one we provided the list of all possible meanings with
the corresponding score. During the indexing we performed several text oper-
ations. One is stop words elimination. We built two different stop words lists,
one for documents and one for queries. In this way we removed irrelevant words
from queries. Moreover, before storing each token in a document, we replaced all
occurrences of not alphanumeric characters with a single underscore character
“ ”. This text normalization operation was also performed for queries during the
search process. With respect to the meaning level, we index for each token only
the WordNet synset with the highest score. For each document a bag of synsets
is built. Consequently, the vocabulary at this level is the set of distinct synsets
recognized in the collection by the WSD procedure.

3 Searching

The local similarity functions for both the meaning and the keyword levels are
computed using a modified version of the Lucene default document score, that
implements the Okapi BM25 [7]. In order to implement BM25 in SENSE we
exploited the technique described in [5]. In particular, we adopted the BM25-
based strategy which takes into account multi-field documents. Indeed, in our
collection each document is represented by two fields: HEADLINE and TEXT.
The multi-field representation reflects the XML structure of documents provided
by the organizers. Table 1 shows the BM25 parameters used in SENSE, where
avl is the average length for each field. b is a constant related to the field length,
similar to b constant in classical BM25 formula, k1 is a free parameter, while
boost is the boost factor applied to that field. All parameters were tuned on the
training data and are different for keyword and meaning level.

1 http://xmlbeans.apache.org/
2 Stemming is performed by the Snowball library.

http://xmlbeans.apache.org/


152 P. Basile, A. Caputo, and G. Semeraro

Table 1. BM25 parameters used in SENSE

Level Field k1 N avl b boost

Keyword
HEADLINE 3.25 166,726 7.96 0.70 2.00

TEXT 3.25 166,726 295.05 0.70 1.00

Word Meaning
HEADLINE 3.50 166,726 5.94 0.70 2.00

TEXT 3.50 166,726 230.54 0.70 1.00

For the meaning level, both query and document vectors contain synsets in-
stead of keywords.

In SENSE each level produces a list of documents ranked according to the
similarity function defined for that level (local similarity function). Since the
ultimate goal is to obtain a single list of documents ranked in decreasing order
of relevance, a global ranking function is needed to merge all the result lists that
come from each level. This function is independent of both the number of levels
and the specific local scoring and similarity functions because it takes as input n
ranked lists of documents and produces a unique merged list of the most relevant
documents.

The aggregation of lists in a single one requires two steps: the first one pro-
duces the n normalized lists and the second one merges the n lists in a single
one. The two steps are thoroughly described in [2]. In CLEF we adopt Z-Score
normalization and CombSUM [3,4] as score normalization and rank aggregation
function, respectively. Each level can be combined using a different weighting
factor in order to give different relevance to each level.

3.1 Query Expansion and Term Reweighting

We extended the SENSE architecture by integrating a query expansion module,
as well as a technique for term reweighting. We adopted the Local Context Anal-
ysis (LCA) [8], a strategy that proved its effectiveness on several test collections.
LCA is a local technique as it analyzes only the first top-ranked documents that
are assumed to be the relevant ones. LCA relies on the hypothesis that terms
frequently occurring in the top-ranked documents frequently co-occur with all
query terms in those documents too. We employed the LCA for both levels ex-
ploited in our experiments: keyword and word meaning. The underlying idea is
that the LCA hypothesis could also be applied to the word meaning level, in
which meanings are involved instead of terms. Therefore, we extended the origi-
nal measure of co-occurrence degree in order to weigh a generic feature (keyword
or word meaning) rather than just a term. According to the original formula, we
define the following function:

codegree(f, qi) =
log10(co(f, qi) + 1) ∗ idf(f)

log10(n)
(1)

codegree measures the degree of co-occurrence between the feature f and the
query feature qi (co(f, qi)), but it takes also into account the frequency of f in
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the whole collection (idf(f)) and normalizes this value with respect to n, the
number of documents in the top-ranked set.

co(f, qi) =
∑
d∈S

tf(f, d) ∗ tf(qi, d) (2)

idf(f) = min(1.0,
log10

N
Nf

5.0
) (3)

where tf(f, d) and tf(qi, d) are the frequency in d of f and qi respectively, S is
the set of top-ranked documents, N is the number of documents in the collection
and Nf is the number of documents containing the feature f . For each level, we
retrieve the n top-ranked documents for a query q by computing a function lca
for each feature in the results set, as follows:

lca(f, q) =
∏
qi∈q

(δ + codegree(f, qi))idf(qi) (4)

This formula is used to rank the list of features that occur in the top-ranked
documents; δ is a smoothing factor and the power is used to raise the impact
of rare features. A new query q′ is created by adding the k top ranked features
to the original query, where each feature is weighed using the lca value. Hence,
the new query is re-executed to obtain the final list of ranked documents for
each level. Differently from the original work, we applied LCA to the top ranked
documents rather than passages3. Moreover, no tuning is performed over the
collection to set the parameters. For the CLEF experiments, we decided to get
the first ten top-ranked documents and to expand the query using the first ten
ranked features. Finally, we set up the smoothing factor to 0.1 in order to boost
those concepts that co-occur with the highest number of query features.

4 System Setup

We exploited the SENSE framework to build our IR system for the CLEF evalua-
tion. We used two different levels: keyword (using word stems) and word meaning
(using WordNet synsets). All SENSE components involved in the experiments
are implemented in Java using the version 2.3.2 of Lucene API. Experiments
were run on an Intel Core 2 Quad processor at 2.6 GHz, operating in 64 bit
mode, running Linux (UBUNTU 9.04), with 4 GB of main memory.

Following CLEF guidelines, we performed two different tracks of experiments:
Ad Hoc Robust-WSD monolingual and bilingual. Each track required two dif-
ferent evaluations: with and without synsets. We exploited several combinations
between levels and the query relevance feedback method, especially for the mean-
ing level. All query building methods are automatic and do not require manual
operations. Moreover, we used different boosting factors for each topic field and
gave more importance to the terms in the fields TITLE and DESCRIPTION.
3 In the original work, passages are parts of document text of about 300 words.
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Table 2 shows all performed runs. In particular, the column N-Levels reports the
different weighting factors used to merge each result list. The columns WSD and
LCA denote in which runs the word meaning level and pseudo-relevance feedback
technique were involved. Details about boosting factors assigned to each query
field are reported in the Boost column (T=Title, D=Description, N=Narrative).
More details on the track are reported in the track overview paper [1]. For all
the runs we removed the stop words from both the index and the topics.

Table 2. Overview of experiments

RUN Mono Bi
N-levels

WSD LCA
Boost

Key Syn T D N

unibaKTD X - - - - - 8 1 -

unibaKTDN X - - - - - 8 2 1

unibaKRF X - - - - X 8 2 1

unibaWsdTD X - - - X - 8 1 -

unibaWsdTDN X - - - X - 8 2 1

unibaWsdNL0802 X - 0.8 0.2 X - 8 2 1

unibaWsdNL0901 X - 0.9 0.1 X - 8 2 1

unibaKeySynRF X - 0.8 0.2 X X 8 2 1

unibaCrossTD - X - - - - 8 1 -

unibaCrossTDN - X - - - - 8 2 1

unibaCrossKeyRF - X - - - X 8 2 1

unibaCrossWsdTD - X - - X - 8 1 -

unibaCrossWsdTDN - X - - X - 8 2 1

unibaCrossWsdNL0802 - X 0.8 0.2 X - 8 2 1

unibaCrossWsdNL0901 - X 0.9 0.1 X - 8 2 1

unibaCrossKeySynRF - X 0.8 0.2 X X 8 2 1

5 Experimental Session

The experiments were carried out on the CLEF Ad Hoc WSD-Robust dataset
derived from the English CLEF data, which comprises corpora from “Los Angeles
Times” and “Glasgow Herald”, amounting to 166, 726 documents and 160 topics
in English and Spanish. The relevance judgments were taken from CLEF. Our
evaluation has two main goals:

1. to prove that the combination of two levels outperforms a single level. Specif-
ically, we want to investigate whether the combination of keyword and mean-
ing levels turns out to be more effective than the keyword level alone, and
how the performance varies.

2. to prove that Local Context Analysis improves the system performance. We
exploit pseudo-relevance feedback techniques in both levels, keyword and
meaning. Our aim is to demonstrate the effectiveness of pseudo-relevance
feedback when it is applied not only to a keyword but to a word meaning
representation, too.
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To measure retrieval performance, we adopted the Mean-Average-Precision
(MAP) and the Geometric-Mean-Average-Precision(GMAP) calculated by CLEF
organizers using the DIRECT system on the basis of the first 1,000 retrieved items
per request. Table 2 summarizes the description of system setup for each run,
while Table 3 shows the results of five metrics (Mean-Average-Precision, Geomet-
ric-Mean-Average-Precision, R-precision, P@5 and P@10 are the precision after
5 and 10 documents retrieved respectively) for each run.

Table 3. Results of the performed experiments

Run MAP GMAP R-PREC P@5 P@10

unibaKTD .3962 .1684 .3940 .4563 .3888

unibaKTDN .4150 .1744 .4082 .4713 .4019

unibaKRF .4250 .1793 .4128 .4825 .4150

unibaWsdTD .2930 .1010 .2854 .3838 .3256

unibaWsdTDN .3238 .1234 .3077 .4038 .3544

unibaWsdNL0802 .4218 .1893 .4032 .4838 .4081

unibaWsdNL0901 .4222 .1864 .4019 .4750 .4088

unibaKeySynRF .4346 .1960 .4153 .4975 .4188

unibaCrossTD .3414 .1131 .3389 .4013 .3419

unibaCrossTDN .3731 .1281 .3700 .4363 .3713

unibaCrossKeyRF .3809 .1311 .3755 .4413 .3794

unibaCrossWsdTD .0925 .0024 .1029 .1188 .1081

unibaCrossWsdTDN .0960 .0050 .1029 .1425 .1188

unibaCrossWsdNL0802 .3675 .1349 .3655 .4455 .3750

unibaCrossWsdNL0901 .3731 .1339 .3635 .4475 .3769

unibaCrossKeySynRF .3753 .1382 .3709 .4513 .3850

Analyzing the mono-lingual task, the word meaning level used alone is not
enough to reach good performance (unibaWsdTD, unibaWsdTDN ). However,
an increase of 1,7% in MAP is obtained when word meanings are exploited in
the N-levels model (unibaWsdNL0901 ) with respect to the keyword level alone
(unibaKTDN ). Looking at the N-levels results, we can notice the impact of
word meanings on GMAP. In fact, as the weight of the word meaning level
raises the MAP decreases while the GMAP increases. In both runs, with or
without WSD, the adoption of pseudo-relevance feedback techniques increases
the MAP: 2.9% with WSD (unibaKeySynRF vs. unibaWsdNL0901 ) and 2.4%
without WSD (unibaKRF vs. unibaKTDN ). Finally, LCA combined to WSD
(unibaKeySynRF ) works better than LCA without WSD (unibaKRF ) with an
increment in all measures (+2.3% MAP, +9.3% GMAP, +0.6% R-prec, +3.1%
P@5, +0.9% P@10) and, in general, it shows the best results.

In the bilingual task, queries are disambiguated using the first sense heuristics.
This has an impact on the use of synsets in the query processing and pseudo-
relevance feedback steps. Word meaning level performance is very bad. Moreover,
runs without WSD generally outperform those with WSD, with an increment of
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1.5% in MAP (unibaCrossKeyRF vs. unibaCrossKeySynRF ). As LCA has shown
to be helpful, with or without WSD, a higher increment is obtained without
WSD: 2.09% in MAP (unibaCrossKeyRF vs. unibaCrossTDN ). Nevertheless,
also in the bilingual task WSD has improved the GMAP with an increment of
5.42% (unibaCrossKeySynRF vs. unibaCrossKeyRF ). The increment in GMAP
emphasizes the improvement for poorly performing (low precision) topics. This
suggests that WSD is especially useful for those topics with low scores in average
precision.

However, there are poorly performant queries (Average Precision<0.1). A
query-by-query analysis suggested the reasons of the system failures. Hard top-
ics can be split in two macro-categories. On one hand, there are complex topics
which require precise information similar to a question answering task. For ex-
ample, requests for game winners4, name of countries/cities, events in specific
periods of time (Topic 171, 172, 258, 310, 313, 345, 346). On the other hand,
there are topics which specify non-relevance constraints (Topics 160, 305, 3095,
322). Obviously, in the Bag-of-Word representation this kind of information is
lost.

We validate our experiments (with respect to MAP metric) using both the
parametric Student paired t-test and the non parametric Randomization test,
as suggested in [6] (α = 5 %). For the Randomization test we use a Perl script
supplied by the authors. Both tests give similar results: all improvements are
significant with only two exceptions. In both, mono/bi-lingual tasks without
WSD, the differences obtained using the NARRATIVE field of the query are
not significant. We achieve significant improvements in WSD task using the
NARRATIVE field: this field is helpful to recognize the proper word meanings
belonging to the query. In the monolingual task, the improvement obtained using
the combination of keyword and word meaning levels are generally significant,
except for unibaWsdNL0802.

6 Conclusion and Future Work

We have described and tested SENSE, a semantic N -levels IR system which
manages documents indexed at multiple separate levels: keywords and mean-
ings. The system is able to combine keyword search with semantic information
provided by the other indexing levels.

With respect to the last participation of SENSE to CLEF 2008, we introduce
in this edition new features in order to improve the overall retrieval performance.
In particular, we adopt the Okapi BM25 model for both keyword and word mean-
ing levels. Moreover, we propose a pseudo-relevance feedback strategy based on

4 Who won a tennis Grand Slam Tournament event in 1995?
5 What are the dangers to health of illegal hard drugs, such as heroin and cocaine, as

opposed to soft drugs? Relevant documents must provide information on the medical

risks involved in the illegal use of and dependence on hard drugs. Information on

problems resulting from the use of ”soft” drugs is not relevant.
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Local Context Analysis. This strategy is applied to keyword and word meaning
levels.

The results of the evaluation prove that the combination of keyword and
word meaning can improve the retrieval performance. Only in bilingual task the
combination of levels is outperformed by the only keyword level. Probably this
is due to WSD technique adopted for Spanish topics. In particular, no WSD
algorithms for Spanish are available and the organizers assign the first synset in
Spanish-WordNet to each keyword in a topic. Moreover, the results prove that
the pseudo-relevance feedback based on Local Context Analysis improves the IR
performance.
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Abstract. In this paper we explore the use of semantic classes in an ex-

isting information retrieval system in order to improve its results. Thus,

we use two different ontologies of semantic classes (WordNet domain and

Basic Level Concepts) in order to re-rank the retrieved documents and

obtain better recall and precision. Finally, we implement a new method

for weighting the expanded terms taking into account the weights of the

original query terms and their relations in WordNet with respect to the

new ones (which have demonstrated to improve the results). The eval-

uation of these approaches was carried out in the CLEF Robust-WSD

Task, obtaining an improvement of 1.8% in GMAP for the semantic

classes approach and 10% in MAP employing the WordNet term weight-

ing approach.

1 Introduction

The two main goals of the Robust-WSD task are to measure the robustness of the
retrieval systems (good stable performance over all queries) and test the benefits
of the use of Word Sense Disambiguation (WSD) on this kind of systems. We
decided to use an already implemented and evaluated system in last year’s edition
of CLEF as starting point for our approach. From all the available systems, we
have chosen the Universidad Complutense de Madrid system [11], because of its
good results, availability and the possibility of adapting the code easily to our
objectives. Our main goal consists on experimenting the benefits of the use of
semantic classes in Information Retrieval (IR) systems. However, we propose,
also, a new and flexible way of weighting terms for the query expansion based
on WordNet relations.

WSD, the task of assigning the correct sense to words depending on the con-
text in which they appear, is a hard task and still a long way from being useful in
other natural language processing applications, as shown in recent international
evaluations [16,13]. The word senses these systems use are taken from a par-
ticular lexical semantic resource (most commonly WordNet [4].) WordNet has
been widely criticized because of its too fine–grained sense distinctions, which
are not useful for higher level applications like machine translation or question
answering, and they are too subtle to be captured by automatic systems with the

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 158–165, 2010.
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current small volumes of word–sense annotated examples. This can be a reason
for the poor results of current WSD systems.

A possible solution is the use of semantic classes instead of word senses, be-
cause they group together senses of different words. This has several advantages:
the average polysemy of texts is decreased, they provide richer and more useful
information than word senses, and the amount of training data for each classifier
is increased. Izquierdo et al. empirically explored the performnace of different
levels of abstraction on the supervised WSD task [7]. These levels were pro-
vided by WordNet Domains (WND) [9], SUMO labels [10], Lexicographer Files
of WordNet [4] and Basic Level Concepts (BLC20) [6]. Izquierdo et al. [7] re-
ferred to this approach as class–based WSD since the classifiers were created at
a class level instead of at a sense level. As we have said, class–based WSD clus-
ters senses of different words into the same explicit and comprehensive grouping.
Only thoses cases belonging to the same semantic class are grouped to train the
classifier. For example, the coarser word grouping obtained by Snow et al. [15]
only has one remaining sense for “church”. Using a set of Base Level Concepts
[6], the three senses of “church” are still represented by faith.n#3, building.n#1
and religious ceremony.n#1.

We think that IR could take advantage with the use of word sense disambigua-
tion, but from a semantic class point of view instead of the traditional word sense
point of view. As to the data of the robust adhoc IR task has been processed
automatically by two WSD systems, and the information of word senses is avail-
able, we did not run any class–based WSD system over the data. The next section
describes the architecture of our system. In section 3 we discuss the results of
this system at the CLEF 2009 Robust-WSD Task. Finally, in section 4 we draw
conclusions and outline future works.

2 Description of the System

The system architecture is shown in Figure 1.
The user query is pre-parsed to obtain a set of terms without stopwords and

any special symbol. Next, a ranked list of relevant documents are retrieved us-
ing the Lucene search engine1. With the retrieved documents, the initial query,
the relations of the external resource WordNet and state-of-art query expan-
sions methods an expanded query is obtained. The terms of this new query are
weighted taking into account the weights of the original query terms, their rela-
tions in WordNet with respect to the new ones, the weight assigned by the WSD
system to each sense and the weight returned by the expansion method. Once
we have a new list of weighted terms, we perform another search but using the
expanded query instead of the original one in order to retrieved a new ranked list
of documents. Finally, we use the semantic class information from two different
semantic resources (WordNet Domains and Base Level Concepts) in order to
obtain a re-ranked document list as result.

In the following section we explain each of these processes in more detail.
1 http://lucene.apache.org

http://lucene.apache.org
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Fig. 1. Architecture of the system

2.1 Search Engine and Query Expansion

The search engine, which we are using, is the one provided by the Univer-
sidad Complutense de Madrid [11]. Their implementation is a modified ver-
sion of Lucene which uses the BM25 probabilistic model [14] for document re-
trieval. They have also implemented two state-of-art query expansion methods:
Kullback-Liebler Divergence [3] (an information-theoretic approach) and the Bo1
model [8,12] (based on Divergence From Randomness [2]). For our system we
have chosen the Bo1 model because it is the approach with the best results in
their evaluations. We also have decided to use the same constant values than they
used in the last CLEF Robust-WSD edition in order to compare the effectiveness
of our methods of semantic classes.

As we can see in Figure 1, we make two search processes. For the first retrieval
process, query terms are lemmatized and stemmed in order to increase the system
recall. The first Search module gets these terms as input and returns a list of
relevant documents using the BM25 probabilistic model. Next, in the Query
expansion module, we expand the original query obtaining new terms by means
of the Bo1 model.

Although [11] proposed a method for weighting the expanded query terms
based on WordNet, we have prefered to use our own method due to the fact
that they do not use all senses of each term but the one with the highest weight.
In our system we have decided to use all senses retrieved by the WSD system
in order to improve the recall. In this way, the system searches all expanded
terms in the relations of WordNet with respect to the synonyms, hyperonyms
and hyponyms until a certain distance. For example, if the distance was 2, we
search any expanded term among the hyperonym and hyponym synsets of the
original terms but, also, the hyperonyms of the hyperonyms and the hyponyms
of the hyponyms. The distance value sets the number of jumps to make in the
WordNet relations from the synsets of the query terms. As we have mentioned
above, we use all senses supplied for the WSD system for each query term but
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we take into account the score given by these systems to each sense in order
to calculate the weight of the expanded terms. Thefore, this distance factor is
calculated by the following equation:

weight(synseti,d) = weight(synseti,d−1) ∗ αd (1)

We defined synseti,1 as a given WordNet synset and synseti,d as another Word-
Net synset which is related to the synseti,1 of a distance of d jumps (taken into
acount only hyperonym and hyponym relations). Thus, weight(synseti,d) is the
weight of the synset i, d and weight(synseti,1) is the score given by the WSD
system to the synset i, d. α is a constant whose value is between 0 and 1 and d
the distance of synseti,d to the synseti,1.

Once we have calculated the previous synset weight, we combine this weight
with the weight assigned by the expanded method bo1 in order to calculate the
final term weight using the following equation:

weight(termt) =
weight(synseti,d) + weight0(termt)

2
(2)

Where weight(termt) is the weight of the expanded term t which is grouped in
the WordNet synset i, d, and weight0(termt) is the weight assigned by bo1 to
the term t.

With these equations, we give importance to those expanded terms which are
related to more likely the original query terms and, in addition, we include the
score given by the WSD system for each query term in the final term weight.
Thus, we include all senses of a term in the search but we give more importance
to those terms which are related to more likely senses and closer to the original
query terms.

2.2 Semantic Classes

Our approach consists in mapping the assigned word senses to semantic classes,
specifically to WordNet Domains labels and Basic Level Concepts.

WordNet Domains [9] is a hierarchy of 165 Domain Labels which have been
used to label all the WordNet synsets. Information brought by Domain Labels is
complementary to what is already in WordNet. First of all, a Domain Label can
include synsets of different syntactic categories: for instance medicine groups
together senses from nouns, such as doctor or hospital, and from verbs, such
as to operate. Second, a Domain Label may also contains senses from different
WordNet subhierarchies. For example, sport contains senses such as athlete,
deriving from life form, game equipment from physical object, sport from act
and playing field from location.

Basic Level Concepts [6] are a set of concepts that result from the compro-
mise between two conflicting principles of characterization: represent as many
concepts as possible and represent as many features as possible. As a result of
this, Basic Level Concepts typically occur in the middle of hierarchies and less
frequently than the maximum number of relations.
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The authors developed a method for the automatic selection of BLC from
WordNet. They use a very simple method for deriving a small set of appropriate
meanings using basic structural properties of WordNet. The approach considers:

– The total number of relations of every synset or just the hyponymy relations.
– Discard those BLCs that do not represent at least a number of synsets.
– Optionally, the frequency of the synsets (summing up the frequency of the

senses provided by WordNet).

The process of automatic selection of BLC follows a bottom-up approach using
the chain of hypernym relations. For each synset in WN, the process selects
as its Base Level Concept the first local maximum according to the relative
number of relations. For synsets having multiple hypernyms, the path having
the local maximum with higher number of relations is selected. Usually, this
process finishes having a number of false Base Level Concepts. That is, synsets
having no descendants (or with a very small number) but being the first local
maximum according to the number of relations considered. Thus, the process
finishes by checking if the number of concepts subsumed by the preliminary
list of BLC is higher than a certain threshold. For those BLC not representing
enough concepts according to a certain threshold, the process selects the next
local maximum following the hypernym hierarchy.

Thus, depending on the type of relations considered to be counted and the
threshold established, different sets of BLC can be easily obtained for each WN
version. For our work, we have selected the set of BLC built using all kind of
relations and a threshold of 20 as the minimum number of synsets that each
BLC must subsume.

We explain now the representation of documents or queries with se-
mantic classes of the words contained on them. In the task data, each ambigu-
ous word is annotated with its possible senses, each one with a certain proba-
bility. Starting from this information, we create a domain vector, for a query or
for a document, containing all the semantic classes information of the query or
document. The Domain vector consists of a vector where each element represents
a WordNet Domain or a Basic Level Concept and its associated weight. Note
that there are 165 Domain Labels in WordNet Domains and 558 Basic Level
Concepts for nouns. The way to build this vector is: each word has annotated
several senses, with the associated probability; each word sense is mapped to
its proper semantic class, and the element of the vector corresponding to this
Domain is increased with the probability associated with the word sense. When
all the words are processed, we obtain a domain vector representing the semantic
information of the document or query. Finally to compare two documents, or a
document and a query, and obtain their similarity in terms of their semantic
content, we use the value of the cosine defined by the two domain vectors.

2.3 Integration of Semantic Classes in Robust Ad Hoc

Once the final list of documents from the expanded query is retrieved, the Seman-
tic re-ranking module rearranges this list taking into account both the similarity
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returned by the BM25 probabilistic model and the similarity calculated by the
semantic class system. In order to do this, we have studied several equations
described in [5]. In this paper, the best results were the ones obtained with the
following equation:

semsim(i, j) =

⎧⎨
⎩

simmaxi + simij ∗ semij if semij > h

simij otherwise
(3)

Where semsim(i, j) is the final similarity between the query i and the document
j, simij is the similarity of the query i with respect to the document j returned
by the search engine, semij is the same similarity but returned by the semantic
class system, simmaxi is the greatest value of similarity returned by the search
engine for the query i and h is a constant which determines a semantic sim-
ilarity threshold defined empirically. This equation gives more relevance those
documents with high semantic similarity but takes into account the semantic
class score in the final similarity value.

3 Evaluation

In this section we report the results of each one of our proposals separately.
For the evaluation of the Expanded query terms weighter, we have to set the

value for two variables: α and d (distance). In order to get the best values for
these variables, we have experimented with several different values for them. In
table 1 we present two of the best results of those experiments. With α = 0.8
and d = 1 we improve the baseline GMAP in a 9.97%. With α = 0.92 and d = 6
we improve both the baseline MAP in a 0.02% and the baseline GMAP in a
8.19%.

For the evaluation of the Semantic re-ranking, the only variable is the thresh-
old h for the reranker. We have experimented with different values for this vari-
able in order to obtain the best results. In Table 2 we present the best results

Table 1. Evaluation of the Expanded query terms weighting module

MAP GMAP R-Prec P@5 P@10

BM25 + Bo1 (Baseline) .3737 .1294 .0.3585 .4475 .3825

BM25 + Bo1 + WD (α = 0.8, d = 1) .3706 .1423 .3624 .4500 .3750

BM25 + Bo1 + WD (α = 0.92, d = 6) .3738 .1400 .3655 .4513 .3775

Table 2. Evaluation of the Semantic re-ranking module

MAP GMAP R-Prec P@5 P@10

BM25 + Bo1 (Baseline) .3737 .1294 .3585 .4475 .3825

BM25 + Bo1 + WND + RR (h = 0.5) .3752 .1298 .3638 .4462 .3862

BM25 + Bo1 + BLC20 + RR (h = 0.8) .3776 .1317 .3609 .4437 .3806
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of those experiments for each semantic classes model. The integration of the se-
mantic classes to the search engine improves the baseline results. With WND we
improve both the baseline MAP in a 0.4% and the baseline GMAP in a 0.31%.
With BLC20 we improve both the baseline MAP in a 0.64% and the baseline
GMAP in a 1.77%.

4 Conclusions

The results of the experiments with our two proposals have shown improvements
to the initial information retrieval system.

In the first one, the Expanded query terms weighter module, we have exper-
imented with the weights of the terms in a probabilistic IR system. We have
applied a smoothing function based on the WordNet distance to the weights
given by the IR system. The experiments made have shown GMAP improve-
ments of nearly 10% but not significant MAP improvements.

As future work we propose to continue with the experiments on this module.
For the propagation function 2, the search of the best values for α and d can be
more exhaustive, finding better values for this variables. Moreover, new relations
can be explored in WordNet (not only hyponyms and hyperonyms), in order to
improve recall. Even new weight propagation functions can be proposed to better
exploit the concept of distance in WordNet.

In the second of our proposals, the Semantic re-ranking module, we have
integrated the semantic classes to a IR system. We have done this integration
recalculating the weight of the documents retrieved depending on the similarity
between the semantic class of each document and the semantic class of the query.
The results of the experiments made reveal that the semantic classes resources
can be effectively integrated to the IR systems.

This module can also be applied at new levels. We only have used five simple
integration functions for the search engine and the semantic classes weights.
More functions can be studied to find the best way to integrate the available
resources of semantic classes.
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Abstract. In this paper we report the experiments for the CLEF 2009

Robust-WSD task, both for the monolingual (English) and the bilingual

(Spanish to English) subtasks. Our main experimentation strategy con-

sisted of expanding and translating the documents, based on the related

concepts of the documents. For that purpose we applied a state-of-the

art semantic relatedness method based on WordNet. The relatedness

measure was used with and without WSD information. Even though we

obtained positive results in our training and development datasets, we

did not manage to improve over the baseline in the monolingual case. The

improvement over the baseline in the bilingual case is marginal. We plan

further work on this technique, which has attained positive results in the

passage retrieval for question answering task at CLEF (ResPubliQA).

1 Introduction

Our goal is to test whether Word Sense Disambiguation (WSD) information can
be beneficial for Cross Lingual Information Retrieval (CLIR) or monolingual In-
formation Retrieval (IR). WordNet has been previously used to expand the terms
in the query with some success [5] [6] [7] [9]. WordNet-based approaches need
to deal with ambiguity, which proves difficult given the little context available
to disambiguate the words in the query effectively. In our experience document
expansion works better than topic expansion (see our results for the previous
edition of CLEF in [8]). Bearing this in mind, in this edition we have mainly fo-
cused on documents, using a more elaborate expansion strategy. We have applied
a state-of-the-art semantic relatedness method based on WordNet [3] in order
to select the best terms to expand the documents. The relatedness method can
optionally use the WSD information provided by the organizers.

The remainder of this paper is organized as follows. Section 2 describes the
experiments carried out. Section 3 presents the results obtained and Section 4
analyzes the results. Finally, Section 5 draws conclusions and mentions future
work.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 166–173, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Experiments

Our main experimentation strategy consisted of expanding the documents, based
on the related concepts of the documents. The steps of our retrieval system are
the following. We first expand/translate the topics. In a second step we extract
the related concepts of the documents, and expand the documents with the
words linked to these concepts in WordNet. Then we index these new expanded
documents, and finally, we search for the queries in the indexes in various com-
binations. All steps are described sequentially.

2.1 Expansion and Translation Strategies of the Topics

WSD data provided to the participants was based on WordNet version 1.6. In the
topics each word sense has a WordNet synset assigned with a score. Using those
synset codes and the English and Spanish wordnets, we expanded the topics. In
this way, we generated different topic collections using different approaches of
expansion and translation, as follows:

– Full expansion of English topics: expansion to all synonyms of all senses.
– Best expansion of English topics: expansion to the synonyms of the sense

with highest WSD score for each word, using either UBC or NUS disam-
biguation data (as provided by organizers).

– Translation of Spanish topics: translation from Spanish to English of the
first sense for each word, taking the English variants from WordNet.

In both cases we used the Spanish and English wordnet versions provided by the
organizers.

2.2 Query Construction

We constructed queries using the title and description topic fields. Based on
the training topics, we excluded some words and phrases from the queries, such
as find, describing, discussing, document, report for English and encontrar, de-
scribir, documentos, noticias, ejemplos for Spanish.

After excluding those words and taking only nouns, adjectives, verbs and num-
bers, we constructed several queries for each topic using the different expansions
of the topics (see Section 2.1) as follows:

– Original words.
– Both original words and expansions for the best sense of each word.
– Both original words and all expansions for each word.
– Translated words, using translations for the best sense of each word. If a

word had no translation, the original word was included in the query.

The first three cases are for the monolingual runs, and the last one for the
bilingual run which translated the query.



168 E. Agirre, A. Otegi, and H. Zaragoza

2.3 Expansion and Translation Strategies of the Documents

Our document expansion strategy was based on semantic relatedness. For that
purpose we used UKB1, a collection of programs for performing graph-basedWord
Sense Disambiguation and lexical similarity/relatedness using a pre-existing
knowledge base, in this case WordNet 1.6.

Given a document, UKB returns a vector of scores for each concept in Word-
Net. The higher the score, the more related is the concept to the given document.
In our experiments we used different approaches to represent each document:

– using all the synsets of each word of the document.
– using only the synset with highest WSD score for each word, as given by the

UBC disambiguation data [2] (provided by the organizers).

In both cases, UKB was initialized using the WSD weights: each synset was
weighted with the score returned by the disambiguation system, that is, each
concept was weighted according to the WSD weight of the corresponding sense
of the target word.

Once UKB outputs the list of related concepts, we took the highest-scoring
100 or 500 concepts and expanded them to all variants (words in the concept)
as given by WordNet. For the bilingual run, we took the Spanish variants. In
both cases we used the Spanish and English wordnet versions provided by the
organizers.

The variants for those expanded concepts were included in two new fields of
the document representation; 100 concepts in the first field and 400 concepts in
the second field. This way, we were able to use the original words only, or also
the most related 100 concepts, or the original words and the most related 500
concepts. We will get back to this in Section 2.4 and Section 2.5.

Figure 2 shows a document expansion for the document in Figure 1. The
second column in Figure 2 is the vector of related concepts (synsets values)
returned by UKB for the mentioned document. The vector in the example is
sorted by the score for each concept (first column). So the concepts that are
shown on it are the most related concepts for that document. The words in the
third column are the variants for each concept taken from WordNet. We also
added these words to another index. The terms in bold in the example are the
words that appear in the document. And the terms in italic are the new terms
that we obtain by means of the expansion.

2.4 Indexing

We indexed the new expanded documents using the MG4J search-engine [4].
MG4J makes it possible to combine several indices over the same document
collection. We created one index for each field: one for the original words, one
for the expansion of the top 100 concepts, and another one for the expansion of
the following 400 concepts. The Porter stemmer was used with default settings.

1 The algorithm is publicly available at http://ixa2.si.ehu.es/ukb/

http://ixa2.si.ehu.es/ukb/
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HUNTINGTON BANK ROBBERY NETS $780

A man walked into a bank Friday, warned a teller that he had a gun and

made off with $780, police said.

Huntington Beach Police Sgt. Larry Miller said the teller at the World

Savings and Loan Assn., 6902 Warner Ave., did not see a weapon during

the robbery, which occurred at 4:35 p.m.

The robber escaped out the west door of the building. Police have no

suspects in the case.

Fig. 1. Document example

0.0071192807

0.007016694

0.00701617062

0.00700878272

0.0070066648

0.006932565

0.006929787

0.006903118

0.006898292

0.006894822

0.006892254

0.0068790509

0.0068660484

0.006831742

0.0068182234

0.00676897472

0.0058595173

0.0055009496

0.0053402969

0.005200375

...

06093563−n =⇒
02347413−n =⇒
07635368−n =⇒
06646591−n =⇒
00499726−n =⇒
00235191−v =⇒

03601056−n =⇒
01299603−v =⇒
02588950−n =⇒
02778084−n =⇒
09651550−n =⇒
06739108−n =⇒
10937709−n =⇒
10883362−n =⇒
07422992−n =⇒
07410610−n =⇒
00126393−n =⇒
00465486−v =⇒
00589833−v =⇒
07391044−n =⇒
...

constabulary, law, police, police force
building, edifice
teller, vote counter
huntington
robbery
come about, go on, hap, happen, occur,
pass, pass off, take place
arm, weapon, weapon system
walk
door
gun
loan
beach
p.m., pm, post meridiem
fri, friday
mugger, robber
miller
economy, saving
suspect
warn
adult male, man
...

Fig. 2. Example for an expansion

2.5 Retrieval

We carried out several retrieval experiments combining different kind of queries
with different kind of indices. We used the training data to perform extensive
experimentation, and chose the ones with best MAP results in order to produce
the test topic runs.

The different kind of queries that we had prepared are those explained in Sec-
tion 2.2. Our experiments showed that original words were getting good results,
so in the test runs we used only the queries with original words.

MG4J allows multi-index queries, where one can specify which of the indices
one wants to search in, and assign different weights to each index. We conducted
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different experiments, by using the original words alone (the index made of orig-
inal words) and also by using one or both indices with the expansion of concepts,
giving different weight to the original words and the expanded concepts. The best
weights were then used in the test set, as explained in the following Section.

We used the BM25 ranking function with the following parameters: 1.0 for k1
and 0.6 for b. We did not tune these parameters.

The submitted runs are described in Section 3.

3 Results

Table 1 summarizes the results of our submitted runs. The IR process is the
same for all the runs and the main differences between them is the expansion
strategy. The characteristics of each run are as follows:

– monolingual without WSD:
• EnEnNowsd: original terms in topics; original terms in documents.

– monolingual with WSD:
• EnEnAllSenses100Docs: original terms in topics; both original and

expanded terms of 100 concepts, using all senses for initializing the se-
mantic graph. The weight of the index that included the expanded terms:
0.25.

• EnEnBestSense100Docs: original terms in topics; both original and
expanded terms of 100 concepts, using best sense for initializing the
semantic graph. The weight of the index that included the expanded
terms: 0.25.

• EnEnBestSense500Docs: original terms in topics; both original and
expanded terms of 500 concepts, using best sense for initializing the
semantic graph. The weight of the index that included the expanded
terms: 0.25.

– bilingual without WSD:
• EsEnNowsd: translated terms in topics (from Spanish to English); orig-

inal terms in documents (in English).
– bilingual with WSD:

• EsEn1stTopsAllSenses100Docs: translated terms in topics (from
Spanish to English); both original and expanded terms of 100 concepts,
using all senses for initializing the semantic graph. The weight of the
index that included the expanded terms: 0.15.

• EsEn1stTopsBestSense500Docs: translated terms in topics (from
Spanish to English); both original and expanded terms of 100 concepts,
using best sense for initializing the semantic graph. The weight of the
index that included the expanded terms: 0.15.

• EsEnAllSenses100Docs: original terms in topics (in Spanish); both
original terms (in English) and translated terms (in Spanish) in docu-
ments, using all senses for initializing the semantic graph. The weight of
the index that included the expanded terms: 1.00.
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• EsEnBestSense500Docs: original terms in topics (in Spanish); both
original terms (in English) and translated terms (in Spanish) in docu-
ments, using best sense for initializing the semantic graph. The weight
of the index that included the expanded terms: 1.60.

The weight of the index which was created using the original terms of the doc-
uments was 1.00 for all the runs.

Table 1. Results for submitted runs

runId map gmap

monolingual no WSD EnEnNowsd 0.3826 0.1707

with WSD EnEnAllSenses100Docs 0.3654 0.1573

EnEnBestSense100Docs 0.3668 0.1589

EnEnBestSense500Docs 0.3805 0.1657

bilingual no WSD EsEnNowsd 0.1805 0.0190

with WSD EsEn1stTopsAllSenses100Docs 0.1827 0.0193

EsEn1stTopsBestSense500Docs 0.1838 0.0198

EsEnAllSenses100Docs 0.1402 0.0086

EsEnBestSense500Docs 0.1772 0.0132

Regarding monolingual results, we can see that using the best sense for repre-
senting the document when initializing the semantic graph achieves slightly higher
results with respect to using all senses. Besides, we obtained better results when
we expanded the documents using 500 concepts than using only 100 (compare the
results of the runs EnEnBestSense100Docs and EnEnBestSense500Docs). How-
ever, we did not achieve any improvement over the baseline with either WSD or
semantic relatedness information. We have to mention that we did achieve im-
provement in the training data, but the difference was not significant2.

With respect to the bilingual results, EsEn1stTopsBestSense500Docs obtains
the best result, although the difference with respect to the baseline run is not
statistically significant. This is different to the results obtained using the training
data, where the improvements using the semantic expansion were remarkable
(4.91% of improvement over MAP). It is not very clear whether translating the
topics from Spanish to English or translating the documents from English to
Spanish is better, since we got better results in the first case in the testing phase
(see runs called ...1stTops... in the Table 1), but not in the training phase.

In our experiments we did not make any effort to deal with hard topics, and we
only paid attention to improvements in Mean Average Precision (MAP) metric.
In fact, we applied the settings which proved best in training data according to
MAP. Another option could have been to optimize the parameters and settings
according to Geometric Mean Average Precision (GMAP) values.

2 We used paired Randomization Tests over MAPs with α=0.05.



172 E. Agirre, A. Otegi, and H. Zaragoza

4 Analysis

In this section we focus on comparison, on the one hand, between different
approaches of using WSD data for IR, and on the other hand, between different
collections used to test the document expansion strategies for IR.

The expansion strategy we used in the previous edition of the task consisted
of expanding documents with synonyms based on WSD data and it provided
consistent improvements over the baseline, both in monolingual and bilingual
tasks [8]. With the document expansion strategy presented in this paper we
achieve gains over the baseline in monolingual task using training data and in
bilingual task both in training and testing phases.

With respect to using different datasets, we found that using semantic re-
latedness to expand documents can be effective for the passage retrieval task
(ResPubliQA) [1]. The strategy used in it differs from the one explained here, as
the expansion is done using the variants of the synsets, rather than the synsets
themselves. After the competition, we applied this expansion strategy to the
dataset of the Robust task and the monolingual results raised up to 0.3875.

5 Conclusions and Future Work

We have described our experiments and the results obtained in both monolin-
gual and bilingual tasks at Robust-WSD Track at CLEF 2009. Our main exper-
imentation strategy consisted of expanding the documents based on a semantic
relatedness algorithm.

The objective of carrying out different expansion strategies was to study if
WSD information and semantic relatedness could be used in an effective way
in (CL)IR. After analyzing the results, we have found that those expansion
strategies were not very helpful, especially in the monolingual task.

For the future, we want to analyze expansion using variants of the related
concepts, as it attained remarkable improvements in the passage retrieval task
(ResPubliQA) [1].
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Abstract. This paper describes the first round of ResPubliQA, a Question An-
swering (QA) evaluation task over European legislation, proposed at the Cross 
Language Evaluation Forum (CLEF) 2009. The exercise consists of extracting a 
relevant paragraph of text that satisfies completely the information need  
expressed by a natural language question. The general goals of this exercise are 
(i) to study if the current QA technologies tuned for newswire collections and 
Wikipedia can be adapted to a new domain (law in this case); (ii) to move to a 
more realistic scenario, considering people close to law as users, and paragraphs 
as system output; (iii) to compare current QA technologies with pure Informa-
tion Retrieval (IR) approaches; and (iv) to introduce in QA systems the Answer 
Validation technologies developed in the past three years. The paper describes 
the task in more detail, presenting the different types of questions, the method-
ology for the creation of the test sets and the new evaluation measure, and  
analyzing the results obtained by systems and the more successful approaches. 
Eleven groups participated with 28 runs. In addition, we evaluated 16 baseline 
runs (2 per language) based only in pure IR approach, for comparison purposes. 
Considering accuracy, scores were generally higher than in previous QA  
campaigns. 
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1   Introduction 

This year, the Multilingual Question Answering Track proposed three separate and 
independent exercises: 

 
1. QAST: The aim of the third QAST exercise is to evaluate QA technology in a real 

multilingual speech scenario in which written and oral questions (factual and 
definitional) in different languages are formulated against a set of audio re-
cordings related to speech events in those languages. The scenario is the Euro-
pean Parliament sessions in English, Spanish and French. 

2. GikiCLEF: Following the previous GikiP pilot at GeoCLEF 2008, the task fo-
cuses on open list questions over Wikipedia that require geographic reasoning, 
complex information extraction, and cross-lingual processing, at least for Dutch, 
English, German, Norwegian, Portuguese and Romanian. 

3. ResPubliQA: Given a pool of 500 independent questions in natural language, 
systems must return the passage - not the exact answer - that answers each ques-
tion. The document collection is JRC-Acquis about EU documentation1. Both 
questions and documents are translated into and aligned for a subset of official 
European languages, i.e. Bulgarian, English, French, German, Italian, Portu-
guese, Romanian and Spanish. 

 
This overview is dedicated only to the ResPubliQA exercise. For more details about 
QAST and GikiCLEF see the respective overviews in this volume. 

The ResPubliQA 2009 exercise is aimed at retrieving answers to a set of 500 ques-
tions. The answer of a question is a paragraph of the test collection. The hypothetical 
user considered for this exercise is a person interested in making inquiries in the law 
domain, specifically on the European legislation. The ResPubliQA document collec-
tion is a subset of JRC-Acquis1, a corpus of European legislation that has parallel 
translations aligned at document level in many European languages. 

In the ResPubliQA 2009 exercise, participating systems could perform the task in 
any of the following languages: Basque (EU), Bulgarian (BG), English (EN), French 
(FR), German (DE), Italian (IT), Portuguese (PT), Romanian (RO) and Spanish (ES). 
All the monolingual and bilingual combinations of questions between the languages 
above were activated, including the monolingual English (EN) task – usually not 
proposed in the QA track at CLEF. Basque (EU) was included exclusively as a source 
language, as there is no Basque collection available - which means that no monolin-
gual EU-EU sub-task could be enacted.  

The paper is organized as follows: Section 2 gives an explanation of the task objec-
tives; Section 3 illustrates the document collection; Section 4 gives an overview of the 
different types of question developed; Section 5 addresses the various steps to create the 
ResPubliQA data set; Section 6 shows the format of the test set and of the submissions 
that systems have returned; Section 7 provides an explanation of the evaluation measure 
and of how systems have been evaluated; Section 8 gives some details about participa-
tion in this year evaluation campaign; Section 9 presents and discusses the results 
achieved by participating systems and across the different languages; Section 10 shows 

                                                           
1 http://wt.jrc.it/lt/Acquis/ 
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the methodologies and technique used by participating systems and Section 11 and 12 
draws some conclusions  highlighting the challenges which are still to be addressed. 

2   Task Objectives 

The general objectives of the exercise are: 
 
1. Moving towards a domain of potential users. While looking for a suitable 

context, improving the efficacy of legal searches in the real world seemed an ap-
proachable field of study. The retrieval of information from legal texts is an issue of 
increasing importance given the vast amount of data which has become available in 
electronic form over the last few years. 

Moreover, the legal community has showed much interest in IR technologies as it 
has increasingly faced the necessity of searching and retrieving more and more accu-
rate information from large heterogeneous electronic data collections with a minimum 
of wasted effort. 

In confirmation of the increasing importance of this issue, a Legal Track [14], 
aimed at advancing computer technologies for searching electronic legal records, was 
also introduced in 2006 as part of the yearly TREC conferences sponsored by the 
National Institute of Standards and Technology (NIST).2 The task of the Legal Track 
is to retrieve all the relevant documents for a specific query and to compare the per-
formances of systems operating in a setting which reflects the way lawyers carry out 
their inquiries. 

2. Studying if current QA technologies tuned for newswire collections and 
Wikipedia can be easily adapted to a new domain (law domain in this case). It is 
not clear if systems with good performance in newswire collections, after many years 
spent adapting the system to the same collections, perform well in a new domain. In 
this sense, the task is a new challenge for both, seniors and newcomers. 

3. Moving to an evaluation setting able to compare systems working in differ-
ent languages. Apart from the issue of domain, a shortcoming of previous QA cam-
paigns at CLEF was that each target language used a different document collection. 
This meant that the questions for each language had to be different and as a conse-
quence the performance of systems was not directly comparable unless they happened 
to work with the same target language. 

In the current campaign, this issue was addressed by adopting a document collec-
tion which is parallel at the document level in all the supported languages. This meant 
that for the first time, all participating systems were answering the same set of ques-
tions even though they might be using different languages. 

4. Comparing current QA technologies with pure Information Retrieval (IR) 
approaches. Returning a complete paragraph instead of an exact answer allows the 
comparison between pure IR approaches and current QA technologies. In this way, a 
nice benchmark for evaluating IR systems oriented to high precision, where only one 
paragraph is needed, has been also created. The documents are nicely divided into 

                                                           
2 It may be interesting to know that in 2008 the TREC QA Track moved to the Text Analysis 

Conference (TAC). In 2009 no QA Track has been proposed at any conferences sponsored by 
NIST. 
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xml paragraph marks solving the technical issues for paragraph retrieval. Further-
more, a paragraph is presumably a more realistic output for the users of the new col-
lection domain. 

5. Allowing more types of questions. Returning one paragraph allows new types 
of questions with the only restriction that they must be answered by a single  
paragraph. 

6. Introducing in QA systems the Answer Validation technologies developed in 
the past campaigns. During the last campaigns we wanted to stick to the easiest and 
most comprehensible evaluation of systems, that is, requesting only one answer per 
question and counting the proportion of questions correctly answered (namely accu-
racy). In this campaign, we wanted to introduce a more discriminative measure,  
allowing systems to leave some questions unanswered. Given two systems that an-
swer correctly the same proportion of questions, the one that returns less incorrect 
answers (leaving some questions unanswered) will score better. Thus, systems can 
add a final module to decide whether they found enough evidence or not to return 
their best answer. 

This is a classification problem that takes advantage of more sophisticated Answer 
Validation technologies developed during the last years [8,9,12].  

3   Document Collection 

The ResPubliQA collection is a subset of the JRC-ACQUIS Multilingual Parallel 
Corpus3. JRC-Acquis is a freely available parallel corpus containing the total body of 
European Union (EU) documents, mostly of legal nature. It comprises contents, prin-
ciples and political objectives of the EU treaties; the EU legislation; declarations and 
resolutions; international agreements; and acts and common objectives. Texts cover 
various subject domains, including economy, health, information technology, law, 
agriculture, food, politics and more. This collection of legislative documents currently 
includes selected texts written between 1950 and 2006 with parallel translations in 22 
languages. The corpus is encoded in XML, according to the TEI guidelines.  

The ResPubliQA collection in 8 of the languages involved in the track - Bulgarian, 
English, French, German, Italian, Portuguese, Romanian and Spanish - consists of 
roughly 10,700 parallel and aligned documents per language. The documents are 
grouped by language, and inside each language directory, documents are grouped by 
year. All documents have a numerical identifier called the CELEX code, which helps 
to find the same text in the various languages. Each document contains a header (giv-
ing for instance the download URL and the EUROVOC codes) and a text (which 
consists of a title and a series of paragraphs).  

4   Types of Questions 

The questions fall into the following categories: Factoid, Definition, Reason, Purpose, 
and Procedure. 
                                                           
3 Please note that it cannot be guaranteed that a document available on-line exactly reproduces 

an officially adopted text. Only European Union legislation published in paper editions of the 
Official Journal of the European Union is deemed authentic. 
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Factoid. Factoid questions are fact-based questions, asking for the name of a person, 
a location, the extent of something, the day on which something happened, etc. For 
example: 

Q: When must animals undergo ante mortem inspection? 
A: 9. Animals must undergo ante mortem inspection on the day of their arrival at 

the slaughterhouse. The inspection must be repeated immediately before slaughter if 
the animal has been in the lairage for more than twenty-four hours. 

 
Q: In how many languages is the Official Journal of the Community published? 
A: The Official Journal of the Community shall be published in the four official 

languages. 
 
Definition. Definition questions are questions such as "What/Who is X?", i.e. ques-
tions asking for the role/job/important information about someone, or questions  
asking for the mission/full name/important information about an organization. For 
example: 

Q: What is meant by "whole milk"? 
A: 3. For the purposes of this Regulation, 'whole milk' means the product which is 

obtained by milking one or more cows and whose composition has not been modified 
since milking.  

 
Q: What does IPP denote in the context of environmental policies? 
A: Since then, new policy approaches on sustainable goods and services have 

been developed. These endeavours undertaken at all political levels have culminated 
in the Green Paper on Integrated Product Policy (1) (IPP). This document proposes a 
new strategy to strengthen and refocus product-related environmental policies and 
develop the market for greener products, which will also be one of the key innovative 
elements of the sixth environmental action programme - Environment 2010: “Our 
future, our choice”. 

 
Reason. Reason questions ask for the reasons/motives/motivations for something 
happening. For example: 

Q: Why should the Regulation (EC) 1254 from 1999 be codified? 
A: (1) Commission Regulation (EC) No 562/2000 of 15 March 2000 laying down 

detailed rules for the application of Council Regulation (EC) No 1254/1999 as regards 
the buying-in of beef [3] has been substantially amended several times [4]. In the  
interests of clarity and rationality the said Regulation should be codified. 

 
Q: Why did a Commission expert conduct an inspection visit to Uruguay? 
A: A Commission expert has conducted an inspection visit to Uruguay to verify 

the conditions under which fishery products are produced, stored and dispatched to 
the Community. 

 
Purpose. Purpose questions ask for the aim/goal/objective of something. For  
example: 
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Q: What is the purpose of the Agreement of Luxembourg? 
A: RECALLING the object and purpose of the Agreement of Luxembourg to  

preserve the existing regime between the five Nordic States pursuant to the  
Convention on the Abolition of Passport Controls at Intra-Nordic borders signed in 
Copenhagen on 12 July 1957, establishing the Nordic Passport Union, once those of 
the Nordic States which are Members of the European Union take part in the regime 
on the abolition of checks on persons at internal borders set out in the Schengen 
agreements;" 

 
Q: What is the overall objective of the eco-label? 
A:  The overall objective of the eco-label is to promote products which have the 

potential to reduce negative environmental impacts, as compared with the other 
products in the same product group, thus contributing to the efficient use of resources 
and a high level of environmental protection. In doing so it contributes to making 
consumption more sustainable, and to the policy objectives set out in the  
Community's sustainable development strategy (for example in the fields of climate 
change, resource efficiency and eco-toxicity), the sixth environmental action  
programme and the forthcoming White Paper on Integrated Product Policy Strategy. 

 
Procedure. Procedure questions ask for a set of actions which is the official or ac-
cepted way of doing something. For example: 

Q: How are stable conditions in the natural rubber trade achieved? 
A: To achieve stable conditions in natural rubber trade through avoiding excessive 

natural rubber price fluctuations, which adversely affect the long-term interests of 
both producers and consumers, and stabilizing these prices without distorting long-
term market trends, in the interests of producers and consumers; 

Q:  What is the procedure for calling an extraordinary meeting? 
A: 2. Extraordinary meetings shall be convened by the Chairman if so requested 

by a delegation. 
 

Q: What is the common practice with shoots when packing them? 
A: (2) It is common practice in the sector to put white asparagus shoots into iced 

water before packing in order to avoid them becoming pink." 

5   Test Set Preparation 

Six hundred questions were initially formulated, manually verified against the docu-
ment collection, translated into English and collected in a common xml format using a 
web interface specifically designed for this purpose. To avoid a bias towards a lan-
guage, the 600 questions were developed by 6 different annotators originally in 6 
different languages (100 each). All questions had at least one answer in the target 
corpus of that language. 

In order to share them in a multilingual scenario, a second translation into all nine 
languages of the track was necessary. Native speakers from each language group with 
a good command of English were recruited and were asked to translate the questions 
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from English back into all the languages of the task. The final pool of 500 questions 
was selected by the track-coordinators out of the 600 produced, attempting to balance 
the question set according to the different question types (factoid, definition, reason, 
purpose and procedure). The need to select questions which had a supported answer 
in all the collections implied a great deal of extra work for the track coordinators, as a 
question collected in a language was not guaranteed to have an answer in all other 
collections.  

During the creation of the 100 questions in a source language and their “mapping 
to English” the question creator was supposed not only to translate the questions into 
English, but also to look for the corresponding answer at least in the English corpus. 
After the selection of the final 500 questions, during their translation from English 
into the other source language, checking the availability of answers for all the ques-
tions in all the languages of the parallel corpus ensured that there is no NIL question, 
as in the previous QA@CLEF editions. The most frequent problematic situations 
were due to the misalignments between documents at the paragraph level: 
 
- Entire paragraphs missing from one language, but existing in other(s); for exam-

ple jrc31982D0886-ro contains only 25 paragraphs, but the English document 
contains 162 paragraphs, with the text containing an EC Convention, absent from 
the Romanian version.  

- Different paragraph segmentation into different languages of the parallel corpus; 
for example the document jrc31985L0205-en contains one single paragraph 
(n="106") corresponding to 685 Romanian paragraphs (n="106_790"). From the 
point of view of our track, this means that one question having the answer in the 
(only one) English paragraph had to be removed, since the answer in Romanian is 
supposed to be found in exactly one paragraph. 

- Missing information (parts of the text) in one paragraph; for example a question 
like “What should be understood by "living plants"?” had answer in English 
document jrc31968R0234-en paragraph number 8 “Whereas the production of 
live trees and other plants, bulbs, roots and the like, cut flowers and ornamental 
foliage (hereinafter where appropriate called ‘live plants’)”. However, the corre-
sponding Romanian paragraph number 9 does not include the list of the live 
plants. 

- Contradictory information in corresponding paragraphs; for example the corre-
sponding paragraphs that answers  the question “How much does cotton increase 
in weight after treatment with formic acid?” indicate a loss of 3% in the Roma-
nian version, whereas in  English the loss is 4%. 

6   Format 

6.1   Test Set 

Test sets for each source language took the form of a UTF-8 xml file containing the 
following: 

 
source_lang    target_lang     q_id    q_string 
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where: 
• source_lang is the source language 
• target_lang is the target language 
• q_id is the question number (4 digits – 0001 to 0500) 
• q_string is the question (UTF-8 encoded) string 

 
Here are four questions in a hypothetical EN-EN set: 

 
<?xml version="1.0" encoding="UTF-8" ?> 
<input> 

<q q_id="0001" source_lang="EN" target_lang="EN"> What should 
the driver of a Croatian heavy goods vehicle carry with him 
or her?</q> 
<q q_id="0002" source_lang="EN" target_lang="EN"> What will 
the Commission create under Regulation (EC) No 2422/2001 cre-
ate? </q> 
<q q_id="0003" source_lang="EN" target_lang="EN"> What con-
vention was done at Brussels on 15 December 1950? </q> 
<q q_id="0004" source_lang="EN" target_lang="EN"> What is an-
other name for ‘rights of transit’?</q> 

</input> 

6.2   Submission Format 

A run submission file for the ResPubliQA task was also an xml file of the form: 
 
q_id run_id answered passage-string p_id docid 
 

where: 
- q_id is the question number as given in the test set (of the form 0001 to 0500) 

Passages must be returned in the same ascending (increasing) order in which 
questions appear in the test set;  

- run_id is the run ID an alphanumeric string which identifies the runs of each 
participant. It should be the concatenation of the following elements: the team ID 
(sequence of four lower case ASCII characters), the current year (09 stands for 
2009), the number of the run (1 for the first one, or 2 for the second one), the task 
identifier (including both source and target languages, as in the test set); 

- answered indicates if question has been answered or not. If the value for the 
attribute "answered" is NO, then the passage string will be ignored;  

- passage_string  is a text string; the entire paragraph which encloses the 
answer to the question; 

- p_id is the number of the paragraph from which the passage_string has been 
extracted; 

- docid is the ID of the document 
 

i.e. 
 

<?xml version="1.0" encoding="UTF-8" ?> 
<output> 
<a q_id="0001-0500" run_id="XXXX091XXXX" answered="YES|NO"> 
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<passage_string p_id="11" docid "jrc31960D051- 
en.xml">xyz</passage_string> 
</a> 
</output> 
 
As it can be seen, systems were not required to answer all questions. See later for 

further discussion. 

7   Evaluation 

7.1   Responses 

In this year’s evaluation campaign, participants could consider questions and target 
collections in any language. Participants were allowed to submit just one response per 
question and up to two runs per task. Each question had to receive one of the follow-
ing system responses: 

 
1. A paragraph with the candidate answer. Paragraphs are marked and identified 

in the documents by the corresponding XML marks. 
2. The string NOA to indicate that the system preferred not to answer the  

question. 
 
Optionally, systems that preferred to leave some questions unanswered, could decide 
to submit also the candidate paragraph. If so, systems were evaluated for the re-
sponses they returned also in the cases in which they opted not to answer. This second 
option was used to additionally evaluate the validation performance. 

One of the principles that inspired the evaluation exercise is that leaving a question 
unanswered has more value than giving a wrong answer. In this way, systems able to 
reduce the number of wrong answers, by deciding not to respond to some questions 
are rewarded by the evaluation measure. 

However, a system choosing to leave some questions unanswered, returning NOA 
as a response, must ensure that only the portion of wrong answers is reduced, main-
taining as high as possible the number of correct answers. Otherwise, the reduction in 
the number of correct answers is punished by the evaluation measure. 

7.2   Assessments 

Each run was manually judged by one human assessor for each language group, who 
considered if the paragraph was responsive or not. Answers were evaluated anony-
mously and simultaneously for the same question to ensure that the same criteria are 
being applied to all systems. This year, no second annotation was possible, so no data 
about the inter-annotator agreement are available.  

One of the following judgements was given to each question-answer by human as-
sessors during the evaluation: 

 
- R : the question is answered correctly 
- W: the question is answered incorrectly 
- U : the question is unanswered 
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The evaluators were guided by the initial “gold” paragraph, which contained the 
answers. This “gold” paragraph was only a hint, since there were many cases when: 

 
- correct answers did not exactly correspond to the “gold” paragraph, but the cor-

rect information was found in another paragraph of the same document as the 
“gold” one; 

- correct answers corresponded to the “gold” paragraph, but were found in another 
JRC document; 

- answers were evaluated as correct, even if the paragraphs returned contained 
more or less information than the “gold” paragraph; 

- answers from different runs were evaluated as correct, even if they contained 
different but correct information; for example the question 44 (Which country 
wishes to export gastropods to the Community?) had Jamaica as the “gold” an-
swer; but in the six runs evaluated, all the answers indicated Chile and Republic 
of Korea, which were also correct.  

7.3   Evaluation Measure 

The use of Machine Learning-based techniques able to decide if a candidate answer is 
finally acceptable or not was introduced by the Answer Validation Exercise4 during 
the past campaigns.  This is an important achievement, as an improvement in the 
accuracy of such decision-making process leads to more powerful QA architectures 
with new feedback loops. One of the goals of the ResPubliQA exercise is to effec-
tively introduce these techniques in current QA systems. 

For this reason, the unique measure considered in this evaluation campaign was the 
following: 
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where: 
 

nR: is the number of correctly answered questions  
nU: number of unanswered questions  
n: the total number of questions 
 

Notice that this measure is parallel to the traditional accuracy used in past editions. 
The interpretation of the measure is the following: 

 
1. A system that gives an answer to all the questions receives a score equal to the 

accuracy measure used in the previous QA@CLEF main task: in fact, since in  
this  case  nU = 0 then c@1 = nR/n; 

2. The unanswered questions add value to c@1 only if they do not reduce much the 
accuracy (i.e. nR/n) that the system would achieve responding to all questions. 
This can be thought as a hypothetical second chance in which the system would 

                                                           
4 http://nlp.uned.es/clef-qa/ave 
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be able to replace some NoA answers by the correct ones. How many, the same 
proportion showed before (i.e. nR/n). 

3. A system that does not respond any question (i.e. returns only NOA as answer) 
receives a score equal to 0, as nR=0 in both addends. 

7.4   Tools and Infrastructure 

This year, CELCT has developed a series of infrastructures to help the management 
of the ResPubliQA exercise. We had to deal with many processes and requirements: 

 
o First of all the need to develop a proper and coherent tool for the management of 

the data produced during the campaign, to store it and to make it re-usable, as 
well as to facilitate the analysis and comparison of the results.  

o Secondly, the necessity of assisting the different organizing groups in the various 
tasks of the data set creation and to facilitate the process of collection and transla-
tion of questions and their assessment. 

o Finally, the possibility for the participants to directly access the data, submit their 
own runs (this also implied some syntax checks of the format), and later, get the 
detailed viewing of the results and statistics. 

 
A series of automatic web interfaces were specifically designed for each of these 
purposes, with the aim of facilitating the data processing and, at the same time, show-
ing the users only what is important for the task they had to accomplish. So, the main 
characteristics of these interfaces are the flexibility of the system specifically centred 
on the user’s requirements.  

While designing the interfaces for question collection and translation one of the 
first issues which was to be dealt with, was the fact of having many assessors, a big 
amount of data, and a long process. So tools must ensure an efficient and consistent 
management of the data, allowing: 

 
1. Edition of the data already entered at any time. 
2. Revision of the data by the users themselves. 
3. Consistency propagation ensuring that modifications automatically re-model the 

output in which they are involved. For example, if a typo is corrected in the 
Translation Interface, the modification is automatically updated also in the Gold-
Standard files, in the Test Set files and so on. 

4. Statistics and evaluation measures are calculated and updated in real time.  

8   Participants 

11 groups participated with 28 runs. In addition, we evaluated 16 baseline runs (2 per 
language) based only in pure IR approach, for comparison purposes. All runs were 
monolingual except two runs Basque-English (EU-EN).  

The most chosen language appeared to be English with 12 submitted runs, fol-
lowed by Spanish with 6 submissions. No runs were submitted either in Bulgarian or 
Portuguese. Participants came above all from Europe, except two different groups 
from India. Table 1 shows the run distribution in the different languages. 
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Table 1. Tasks and corresponding numbers of submitted runs 

 Target languages (corpus and answer) 

 BG DE EN ES FR IT PT RO 
BG        
DE  2      
EN   10     
ES    6    
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The list of participating systems, teams and the reference to their reports are shown 

in Table 2. 

Table 2. Systems and teams with the reference to their reports 

System Team Reference 
elix ELHUYAR-IXA, SPAIN Agirre et al., [1] 
icia RACAI, ROMANIA Ion et al., [6] 
iiit Search & Info Extraction Lab, INDIA Bharadwaj et al., [2] 
iles LIMSI-CNRS-2, FRANCE Moriceau et al., [7] 
isik ISI-Kolkata, INDIA - 
loga U.Koblenz-Landau, GERMAN Gloeckner and Pelzer, [4] 
mira MIRACLE, SPAIN Vicente-Díez et al., [15] 
nlel U. Politecnica Valencia, SPAIN Correa et al., [3] 
syna Synapse Developpment, FRANCE - 
uaic AI.I.Cuza U. of IASI, ROMANIA Iftene et al., [5] 
uned UNED, SPAIN Rodrigo et al., [13] 

9   Results 

9.1   IR Baselines 

Since there were a parallel collection and one set of questions for all languages, the 
only variable that did not permit strict comparison between systems was the language 
itself. Running exactly the same IR system in all languages did not permit to fix  
this variable but at least we have some evidence about the starting difficulty in each 
language.  

Two baseline runs per language, based on pure Information Retrieval, were pre-
pared and assessed with two objectives: 
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1. to test how well can a pure Information Retrieval system perform on this task. 
2. to compare the performance of more sophisticated QA technologies against a 

simple IR approach. 
 
These baselines were produced in the following way: 
 
1. Indexing the document collection at the paragraph level. Stopwords were deleted 

in all cases and the difference between the two runs is the application or not of 
stemming techniques. 

2. Querying with the exact text of each question as a query. 
3. Returning the paragraph retrieved in the first position of the ranking as the an-

swer to the question. 
 

The selection of an adequate retrieval model that fits the specific characteristic of the 
supplied data was a core part of the task. Applying an inadequate retrieval function 
would return a subset of paragraphs where the answer could not appear, and thus the 
subsequent techniques applied in order to detect the answer within the subset of candi-
dates paragraphs would fail. For example, we found that simple models as the Vector 
Space Model or the default model of Lucene are not appropriate for this collection. For 
this reason, the baselines were produced using the Okapi-BM25 ranking function [11].  

Using Okapi-BM25 the selection of the appropriate values for its parameters is 
crucial for a good retrieval. The parameters were fixed to: 

 
1. b: 0.6. Those paragraphs with a length over the average obtain a slightly higher 

score. 
2. k1: 0.1. The effect of term frequency over final score is minimised. 

 
The same parameters in all runs for all languages were used. For more details about 
the preparation of these baselines see [10]. 

9.2   Results per Language 

Tables 3-8 show systems performance divided by language. The content of the col-
umns is as follows: 

 
• #R: Number of questions answered correctly. 
• #W: Number of questions answered wrongly. 
• #NoA: Number of questions unanswered. 
• #NoA R: Number of questions unanswered in which the candidate answer was 

Right. In this case, the system took the bad decision of leaving the question  
unanswered. 

• #NoA W: Number of questions unanswered in which the candidate answer was 
Wrong. In this case, the system took a good decision leaving the question  
unanswered. 

• #NoA empty: Number of questions unanswered in which no candidate answer 
was given. Since all questions had an answer, these cases were counted as if the 
candidate answer were wrong for accuracy calculation purpose. 
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• c@1: Official measure as it was explained in the previous section. 
• Accuracy: The proportion of correct answers considering also the candidate 

answers of unanswered questions. That is: 

N

RNoAR
accuracy

_+=  

where N is the number of questions (500). 
Besides systems, there are three additional rows in each table: 
 

• Combination: is the proportion of questions answered by at least one system or, 
in other words, the score of a hypothetical system doing the perfect combination 
of the runs. 

• Base091: IR baseline as explained above, without stemming. 
• Base092: IR baseline with stemming. 

Table 3. Results for German 

System c@1 Accuracy #R #W #NoA #NoA 
R 

#NoA 
W 

#NoA 
empty 

combination 0.56 0.56 278 222 0 0 0 0 
loga091dede 0.44 0.4 186 221 93 16 68 9 
loga092dede 0.44 0.4 187 230 83 12 62 9 
base092dede 0.38 0.38 189 311 0 0 0 0 
base091dede 0.35 0.35 174 326 0 0 0 0 

Table 4. Results for English 

System c@1 Accuracy #R #W #NoA #NoA 
R 

#NoA 
W 

#NoA 
empty 

combination 0.9 0.9 451 49 0 0 0 0 
uned092enen 0.61 0.61 288 184 28 15 12 1 
uned091enen 0.6 0.59 282 190 28 15 13 0 
nlel091enen 0.58 0.57 287 211 2 0 0 2 
uaic092enen 0.54 0.52 243 204 53 18 35 0 
base092enen 0.53 0.53 263 236 1 1 0 0 
base091enen 0.51 0.51 256 243 1 0 1 0 
elix092enen 0.48 0.48 240 260 0 0 0 0 
uaic091enen 0.44 0.42 200 253 47 11 36 0 
elix091enen 0.42 0.42 211 289 0 0 0 0 
syna091enen 0.28 0.28 141 359 0 0 0 0 
isik091enen 0.25 0.25 126 374 0 0 0 0 
iiit091enen 0.2 0.11 54 37 409 0 11 398 
elix092euen 0.18 0.18 91 409 0 0 0 0 
elix091euen 0.16 0.16 78 422 0 0 0 0 
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The system participating in the German task performed better than the baseline, 
showing a very good behaviour detecting the questions it could not answer. In 73% of 
unanswered questions (83% if we consider empty answers) the candidate answer was 
in fact incorrect. This shows the possibility of system improvement in a short time, 
adding further processing to the answering of questions predicted as unanswerable. 

The first noticeable result in English is that 90% of questions received a correct an-
swer by at least one system. However, this perfect combination is 50% higher than the 
best system result. This shows that the task is feasible but the systems still have room 
for improvement. Nevertheless, 0.6 of c@1 and accuracy is a result aligned with the 
best results obtained in other tasks of QA in the past campaigns of CLEF. 

English results are indicative of the difference between c@1 and Accuracy values. 
The system uaic092 answered correctly 20 questions less than the baselines. How-
ever, this system was able to reduce the number of incorrect answers in a significant 
way, returning 32 incorrect answers less than the baselines. This behaviour is re-
warded by c@1, producing a swap in the rankings (with respect to accuracy) between 
these two systems. 

Another example is given by systems uaic091 and elix091, where the reduction of 
incorrect answers by uaic091 is significant in the case of with respect to elix091. 

Something very interesting in the English runs is that the two best teams (see 
uned092enen, nlel091enen runs) produced paragraph rankings considering matching 
n-grams between question and paragraph [3]. This retrieval approach seems to be 
promising, since combined with paragraph validation filters it achieved the best score 
[13] in English. 

These two approaches obtained the best score also in Spanish (uned091eses, 
nlel091eses). Additionally, [3] performed a second experiment (nlel092eses) that 
achieved the best result considering the whole parallel collection to obtain a list of 
answers in different languages (Spanish, English, Italian and French). 

Table 5. Results for Spanish 

System c@1 Accuracy #R #W #NoA #NoA 
R 

#NoA 
W 

#NoA 
empty 

combination 0.71 0.71 355 145 0 0 0 0 
nlel092eses 0.47 0.44 218 248 34 0 0 34 
uned091eses 0.41 0.42 195 275 30 13 17 0 
uned092eses 0.41 0.41 195 277 28 12 16 0 
base092eses 0.4 0.4 199 301 0 0 0 0 
nlel091eses 0.35 0.35 173 322 5 0 0 5 
base091eses 0.33 0.33 166 334 0 0 0 0 
mira091eses 0.32 0.32 161 339 0 0 0 0 
mira092eses 0.29 0.29 147 352 1 0 0 1 

 
The experiment consisted in searching the questions in all languages, first selecting 

the paragraph with the highest similarity and then, returning the corresponding para-
graph aligned in Spanish. This experiment obtained the best score in Spanish, opening 
the door to exploit the multilingual and parallel condition of the document collection. 
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In the case of French, baseline runs obtained the best results. Unexpectedly, Syn-
apse (syna091frfr) usually obtaining the best scores in the news domain, did not per-
form well in this exercise. This proves that there are difficulties in moving from one 
domain into another. 

Table 6. Results for French 

System c@1 Accuracy #R #W #NoA #NoA 
R 

#NoA 
W 

#NoA 
empty 

combination 0.69 0.69 343 157 0 0 0 0 
base092frfr 0.45 0.45 223 277 0 0 0 0 
base091frfr 0.39 0.39 196 302 2 2 0 0 
nlel091frfr 0.35 0.35 173 316 11 0 0 11 
iles091frfr 0.28 0.28 138 362 0 0 0 0 
syna091frfr 0.23 0.23 114 385 1 0 0 1 

Table 7. Results for Italian 

System c@1 Accuracy #R #W #NoA #NoA 
R 

#NoA 
W 

#NoA 
empty 

combination 0.61 0.61 307 193 0 0 0 0 
nlel091itit 0.52 0.51 256 237 7 0 5 2 
base092itit 0.42 0.42 212 288 0 0 0 0 
base091itit 0.39 0.39 195 305 0 0 0 0 

 
With respect to Italian (Table 7), the only participant obtained better results than 

the baselines. 

Table 8. Results for Romanian 

System c@1 Accuracy #R #W #NoA #NoA 
R 

#NoA 
W 

#NoA 
empty 

combination 0.76 0.76 381 119 0 0 0 0 
icia092roro 0.68 0.52 260 84 156 0 0 156 
icia091roro 0.58 0.47 237 156 107 0 0 107 

UAIC092roro 0.47 0.47 236 264 0 0 0 0 
UAIC091roro 0.45 0.45 227 273 0 0 0 0 
base092roro 0.44 0.44 220 280 0 0 0 0 
base091roro 0.37 0.37 185 315 0 0 0 0 

 
The best system in Romanian [6] showed a very good performance compared to 

the rest of runs, as Table 8 shows. This is a system that uses a sophisticated similarity 
based model for paragraph ranking, question analysis, classification and regeneration 
of the question, classification of paragraphs and consideration of the EUROVOC 
terms associated to each document. 
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9.3   Comparison of Results Across Languages  

Strict comparison between systems across languages is not possible without ignoring 
the language variable. However, this is the first time that systems working in different 
languages were evaluated with the same questions over the same document collection 
manually translated into different languages. So, extracting information about which 
approaches are more promising should be possible. 

For this purpose, we considered both the systems participating in more than one 
language and the baseline IR runs for all languages. 

Furthermore, the organization did not impose special restrictions to make use of a 
specific language or a combination of more languages. At the end, it can be said that 
the system that gave more correct answers and less incorrect ones is the best one, 
regardless of the language. However, the purpose is to compare approaches and fol-
low the more promising one. Tables 9 and 10 mix all systems in all languages and 
rank them together in two dimensions, the value of c@1, and the target language.  

Table 9. c@1 in participating systems according to the language 

System BG DE EN ES FR IT PT RO 
icia092        0.68 
nlel092    0.47     
uned092   0.61 0.41     
uned091   0.6 0.41     
icia091        0.58 
nlel091   0.58 0.35 0.35 0.52   
uaic092   0.54     0.47 
loga091  0.44       
loga092  0.44       
base092 0.38 0.38 0.53 0.4 0.45 0.42 0.49 0.44 
base091 0.38 0.35 0.51 0.33 0.39 0.39 0.46 0.37 
elix092   0.48      
uaic091   0.44     0.45 
elix091   0.42      
mira091    0.32     
mira092    0.29     
iles091     0.28    
syna091   0.28  0.23    
isik091   0.25      
iiit091   0.2      

elix092euen   0.18      
elix091euen   0.16      
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In the first table (Table 9) systems are ordered by c@1 values. Reading column by 
column, systems are correctly ordered in each language, except some swaps with 
respect to the baseline IR suns. Systems icia092, uned and nlel seem to have the more 
powerful approaches. 

Table 10. C@1/Best IR baseline 

System DE EN ES FR IT RO
icia092      1.55
icia091      1.32
nlel092   1.18    
loga091 1.16      
loga092 1.16      
uned092  1.15 1.03    
uned091  1.13 1.03    
nlel091  1.09 0.88 0.78 1.24  
uaic092  1.02    1.07
elix092  0.91     
uaic091  0.83    1.02
mira091   0.80    
elix091  0.79     
mira092   0.73    
iles091    0.62   
syna091  0.53  0.51   
isik091  0.47     
iiit091  0.38     

elix092euen  0.34     
elix091euen  0.30     

Table 11. Number of questions answered by systems in different languages 

Number of
Languages 

Questions 
Answered 

0 6 
1 20 
2 45 
3 52 
4 55 
5 76 
6 76 
7 96 
8 74 

 



192 A. Peñas et al. 

In the next table (Table 10) we tried to partially fix the language variable, dividing 
c@1 values by the score of the best IR baseline system. Values over 1 indicate better 
performance than the baseline, and values under 1 indicate worse performance than 
the baseline. 

Table 12. Methods used by participating systems 

Question Analyses Retrieval 
Model 

Linguistic 
Unit which 
is indexed 

System 
name 

N
o 

Q
ue

st
io

n 
A

na
ly

si
s 

M
an

ua
lly

 
do

ne
 P

at
te

rn
s 

O
th

er
 

 W
or

ds
 

L
em

m
as

 

St
em

s 

SYNA  x  question category  x  

ICIA   

MaxEnt question 
classification, automatic 
query generation using 
POS tagging and 
chunking Boolean search engine x x  

ISIK x   DFR x   

NLEL x   
Clustered Keywords Posi-
tional Distance model    

UAIC  x   x x  
MIRA  x  Vector   x 
ILES  x    x  
IIIT  x statistical method Boolean model x  x 
UNED  x Question classification Okapi BM25   x 
ELIX   Basque lemmatizer Okapi BM25   x 

LOGA  x 
classification rules 
applied to question parse 

Lucene, sentence 
segmentation. Also indexes 
contained answer types of a 
sentence  x  

 
In Table 10, the ranking of systems change, showing that also system loga pro-

poses a promising approach, whereas nlel091 system appears more aligned with the 
baselines than loga. Of course, this evidence is affected by another variable that must 
be taken into account before making strong claims, i.e. the baseline itself, which per-
haps is not the best approach for all languages (especially agglutinative languages 
such as German). 

Table 11 shows the number of questions that have been correctly answered in only 
a certain number of languages. That is, for example 20 questions have been correctly 
answered in only one language (some of them in only a certain language, some of the 
rest in only another language, etc). This Table shows that the majority of questions 
have been answered by systems in many different languages. For example, 74 ques-
tions have been answered in all languages, whereas only 6 questions remained unan-
swered considering all languages. Notice that 99% of questions have been answered 
by at least one system in at least one language. 
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10   System Descriptions 

Tables 12 and 13 summarise the characteristics of the participant systems. As can be 
seen, some systems did not analyse the questions at all. Among those that did, the 
most popular technique was the use of manually created query patterns (e.g. “Where 
is...” could indicate a location question). As regards retrieval models, two systems 
used Boolean methods while the rest mainly used Okapi or a VSM-type model. 

Table 13 shows the type of processing techniques which were used on document 
fragments returned by the information retrieval components. As would be expected, 
Named Entity recognition and Numerical Expression recognition were widely used 
approaches. 

Table 13. Methods used by systems for extracting answers 

Answer Extraction – Further processing 
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SYNA   x x x x x  x x   
ICIA   x x    
ISIK      x 
NLEL      x 
UAIC   x x x    
MIRA   x x x    
ILES x  x x x x x   
IIIT x  x x    
UNED  x x x x    
ELIX       
LOGA    x x  x x x x  

 
Table 14 shows the types of technique used for the answer validation component. 

Some systems did not have such a component, but for those that did, lexical similarity 
and syntactic similarity were the most widely used approaches. 

11   Open Issues 

Whereas in previous years, almost all responses were double-blind evaluated to check 
inter-evaluator agreement, this year it was not possible. A measure of the  
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inter-annotator agreement would have provided us an idea of the complexity and 
ambiguity of both questions and their supporting passages. 

Moreover, this was the first year of using the JRC-Acquis collection which claims 
to be parallel in all languages. The supposed advantage of this was that all systems 
answer the same questions against the same document collections. Only the language 
of the questions and documents vary as otherwise the text is supposed to mean exactly 
the same. However, we found that in fact the texts are not parallel, being many pas-
sages left out or translated in a completely different way. The result was that many 
questions were not supported in all languages and could not therefore be used. This 
problem resulted in a huge amount of extra work for the organisers. Furthermore, the 
character of the document collection necessitated changes to the type of the questions. 
In most cases the questions became more verbose in order to deal with the vagueness 
and ambiguity of texts.  

The idea of introducing new question types Reason, Purpose and Procedure was 
good in principle, but it did not seem to work as expected. Reason and Purpose ques-
tions resulted to be understood as more or less the same and the way in which these 
reasons and purposes are stated in the documents sometimes is meaningless. A typical 
type of reason is “to ensure smooth running of the EU” and a typical purpose is “to 
implement such and such a law”. With respect to procedures there were also some 
non informative responses similar to the idea “the procedure to apply the law is to put 
it into practice”. 

Table 14. Technique used for the Answer Validation component 

Answer Validation 
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SYNA    x    
ICIA  x x  x x x  
ISIK x       

NLEL x      
UAIC     x x  
MIRA x       
ILES    x x x  
IIIT     x x  

UNED        
ELIX x       
LOGA  x x x x  x 
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Finally, the user model is still unclear, even after checking the kind of questions 
and answers that were feasible with the current setting: neither lawyers or ordinary 
people would not ask the kind of questions proposed in the exercise. Once more, the 
problem is to find the trade-off between research and a user centred development.  

12   Conclusions 

494 questions (99%) were answered by at least one system in at least one language; 
nevertheless the systems that gave more correct answers only answered 288. This 
shows that the task is feasible and systems still have room to improve and solve it in a 
short time. 

One of the main issues is the retrieval model. Many systems must pay more atten-
tion to it since they performed worse than the baselines based on just IR. From this 
perspective, paragraph ranking approaches based on n-grams seems promising.  

Some systems are able to reduce the number of incorrect answers maintaining a 
similar level in the number of correct answers, just leaving some questions unan-
swered. We expect this to be a first step towards the improvement of systems. This 
ability has been rewarded by the c@1 measure. Finally, moving to a new domain has 
raised new questions and challenges for both organizers and participants. 

Acknowledgments 

This work has been partially supported by the TrebleCLEF Coordination Action, 
within FP7 of the European Commission, Theme ICT-1-4-1 Digital Libraries and 
Technology Enhanced Learning (Contract 215231), the Education Council of the 
Regional Government of Madrid and the European Social Fund. 

Special thanks are due to: Luís Costa, Luís Cabral, Diana Santos and two German 
students (Anna Kampchen and Julia Kramme) for taking care of the translations of 
the questions and the evaluation of the submitted runs for the Portuguese and German 
languages respectively.  

Special thanks are also due to Cosmina Croitoru, a bright Romanian student whose 
help in the answers evaluation permitted to detect about 5 evaluation errors and some 
unevaluated answers in the RO-RO runs. 

Our appreciation also to the advisory board: Donna Harman (NIST, USA), 
Maarten de Rijke (University of Amsterdam, The Netherlands), Dominique Laurent 
(Synapse Développement, France) 

References 

1. Agirre, E., Ansa, O., Arregi, X., de Lacalle, M.L., Otegi, A., Saralegi, X., Zaragoza, H.: 
Elhuyar-IXA: Semantic Relatedness and Cross-lingual Passage Retrieval. In: Working 
Notes for the CLEF 2009 Workshop, Corfu, Greece.A, September 30 -October 2 (2009) 

2. Bharadwaj, R., Ganesh, S., Varma, V.: A Naïve Approach for Monolingual Question An-
swering. In: Working Notes for the CLEF 2009, Workshop, Corfu, Greece, September 30 - 
October 2, (2009) 



196 A. Peñas et al. 

3. Correa, S., Buscaldi, D., Rosso, P.: NLEL-MAAT at CLEF-ResPubliQA. In: Working 
Notes for the CLEF 2009 Workshop, Corfu, Greece, September 30 -October 2 (2009) 

4. Gloeckner, I., Pelzer, B.: The LogAnswer Project at CLEF. In: Working Notes for the 
CLEF 2009, Workshop, Corfu, Greece, September 30 - October 2 (2009) 

5. Iftene, A., Trandabăţ1, D., Pistol, I., Moruz1, A.-M., Husarciuc1, M., Sterpu, M., Turliuc, 
C.: Question Answering on English and Romanian Languages. In: Working Notes for the 
CLEF 2009 Workshop, Corfu, Greece, September 30 - October 2 (2009) 

6. Ion, R., Ştefănescu, D., Ceauşu, A., Tufiş, D., Irimia, E., Barbu-Mititelu, V.: A Trainable 
Multi-factored QA System. In: Working Notes for the CLEF 2009 Workshop, Corfu, 
Greece, September 30 - October 2 (2009) 

7. Moriceau, V., Tannier, X.: FIDJI in ResPubliQA 2009. In: Working Notes for the CLEF 
2009 Workshop, Corfu, Greece, September 30 - October 2 (2009) 

8. Peñas, A., Rodrigo, Á., Verdejo, F.: Overview of the Answer Validation Exercise 2007. In: 
Peters, C., Jijkoun, V., Mandl, T., Müller, H., Oard, D.W., Peñas, A., Petras, V., Santos, D. 
(eds.) CLEF 2007. LNCS, vol. 5152, pp. 237–248. Springer, Heidelberg (2008) 

9. Peñas, A., Rodrigo, Á., Sama, V., Verdejo, F.: Overview of the Answer Validation Exer-
cise 2006. In: Peters, C., Clough, P., Gey, F.C., Karlgren, J., Magnini, B., Oard, D.W., de 
Rijke, M., Stempfhuber, M. (eds.) CLEF 2006. LNCS, vol. 4730, pp. 257–264. Springer, 
Heidelberg (2007) 

10. Pérez, J., Garrido, G., Rodrigo, Á., Araujo, L., Peñas, A.: Information Retrieval Baselines 
for the ResPubliQA Task. In: Working Notes for the CLEF 2009 Workshop, Corfu, 
Greece, September 30 - October 2 (2009) 

11. Robertson, S.E., Walker, S.: Some simple effective approximations to the 2-Poisson model 
for probabilistic weighted retrieval. In: SIGIR 1994: Proceedings of the 17th annual inter-
national ACM SIGIR conference on Research and development in information retrieval, 
pp. 232–241 (1994) 

12. Rodrigo, Á., Peñas, A., Verdejo, F.: Overview of the Answer Validation Exercise 2008. In: 
Peters, C., Deselaers, T., Ferro, N., Gonzalo, J., Jones, G.J.F., Kurimo, M., Mandl, T., 
Peñas, A., Petras, V. (eds.) CLEF 2008. LNCS, vol. 5706, pp. 296–313. Springer, Heidel-
berg (2009) 

13. Rodrigo, Á., Pérez, J., Peñas, A., Garrido, G., Araujo, L.: Approaching Question Answer-
ing by means of Paragraph Validation. In: Working Notes for the CLEF 2009 Workshop, 
Corfu, Greece, September 30 - October 2 (2009) 

14. Tomlinson, S., Oard, D.W., Baron, J.R., Thompson, P.: Overview of the TREC 2007 Legal 
Track. In: Proceedings of The Sixteenth Text REtrieval Conference, TREC 2007, Gaithers-
burg, Maryland, USA, November 5-9 (2007) 

15. Vicente-Díez, M.T., de Pablo-Sánchez, C., Martínez, P., Schneider, J.M., Salazar, M.G.: 
Are Passages Enough? The MIRACLE Team Participation at QA@CLEF2009. In: Work-
ing Notes for the CLEF 2009 Workshop, Corfu, Greece, September 30 - October 2 (2009) 



Overview of QAST 2009

Jordi Turmo1, Pere R. Comas1, Sophie Rosset2, Olivier Galibert2,
Nicolas Moreau3, Djamel Mostefa3, Paolo Rosso4 and Davide Buscaldi4

1 TALP Research Centre (UPC). Barcelona. Spain

turmo@lsi.upc.edu, pcomas@lsi.upc.edu
2 LIMSI. Paris. France

rosset@limsi.fr, olivier.galibert@limsi.fr
3 ELDA/ELRA. Paris. France

moreau@elda.org, mostefa@elda.org
4 NLE Lab. - ELiRF Research Group (UPV). Spain

prosso@dsic.upv.es, dbuscaldi@dsic.upv.es

Abstract. This paper describes the experience of QAST 2009, the third

time a pilot track of CLEF has been held aiming to evaluate the task of

Question Answering in Speech Transcripts. Four sites submitted results

for at least one of the three scenarios (European Parliament debates in

English and Spanish and broadcast news in French). In order to assess

the impact of potential errors of automatic speech recognition (ASR),

for each task manual transcripts and three different ASR outputs were

provided. In addition an original method of question creation was tried

in order to get spontaneous oral questions resulting in two sets of ques-

tions (spoken and written). Each participant who had chosen a task was

asked to submit a run for each condition. The QAST 2009 evaluation

framework is described, along with descriptions of the three scenarios

and their associated data, the system submissions for this pilot track

and the official evaluation results.

1 Introduction

Question Answering (QA) technology aims at providing answers to natural lan-
guage questions. Current QA technology is focused mainly on the mining of
written text sources for extracting the answer to written questions from both
open-domain and restricted-domain document collections [7,3]. However, most
human interaction occurs through speech, e.g. meetings, seminars, lectures, or
telephone conversations. All these scenarios provide large amounts of informa-
tion that could be mined by QA systems. As a consequence, the exploitation of
speech sources brings QA a step closer to many real world applications in which
spontaneous oral questions or written questions can be involved. The QAST 2009
track aims at investigating the problem of answering spontaneous oral questions
and written questions using audio documents.

Current text-based QA systems tend to use technologies that require text
written in accordance with standard norms for written grammar. The syntax
of speech is quite different than that of written language, with more local but

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 197–211, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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less constrained relations between phrases, and punctuation, which gives bound-
ary cues in written language, is typically absent. Speech also contains disfluen-
cies, repetitions, restarts and corrections. Moreover, any practical application
of search in speech requires the transcriptions to be produced automatically,
and the Automatic Speech Recognizers (ASR) introduce a number of errors.
Therefore current techniques for text-based QA need substantial adaptation in
order to access the information contained in audio documents, and probably to
analyse oral questions. Preliminary research on QA in speech transcriptions was
addressed in QAST 2007 and QAST 2008, pilot evaluation tracks at CLEF in
which systems attempted to provide answers to written factual and definitional
written questions by mining speech transcripts of different scenarios [5,6].

This paper provides an overview of the third QAST pilot evaluation. Section
2 describes the principles of this evaluation track. Sections 3 and 4 present the
evaluation framework and the systems that participated, respectively. Section
5 reports and discusses the achieved results, followed by some conclusions in
Section 6.

2 The QAST 2009 Task

The aim of this third year of QAST is to provide a framework in which QA sys-
tems can be evaluated in a real scenario, where the answers of both spontaneous
oral questions and written questions have to be extracted from speech transcrip-
tions, these transcriptions being manually and automatically generated. There
are five main objectives to this evaluation:

– Motivating and driving the design of novel and robust QA architectures for
speech transcripts;

– Measuring the loss due to the inaccuracies in state-of-the-art ASR
technology;

– Measuring this loss at different ASR performance levels given by the ASR
word error rate;

– Measuring the loss when dealing with spontaneous oral questions;
– Motivating the development of monolingual QA systems for languages other

than English.

In the 2009 evaluation, as in the 2008 evaluation, an answer is structured as a
simple [answer string, document id] pair where the answer string contains nothing
more than the full and exact answer, and the document id is the unique identi-
fier of the document supporting the answer. For the tasks on automatic speech
transcripts, the answer string consisted of the <start-time> and the <end-time>
giving the position of the answer in the signal.

Figure 1 illustrates this point. Given the manually transcribed spontaneous
oral question When did the bombing of Fallujah eee took take place? correspond-
ing to the written question When did the bombing of Fallujah take place?, the
figure compares the expected answer in a manual transcript (the text a week ago)
and in an automatic transcript (the time segment 1081.588 1082.178). Note that
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Fallujah was wrongly recognized as for the Chair by the ASR. A system can pro-
vide up to 5 ranked answers per question.

Spontaneous oral question: When did the bombing of Fallujah eee took take
place?

Written question: When did the bombing of Fallujah take place?

Manual transcript: (%hesitation) a week ago President the American (%hesita-
tion) occupation forces (%hesitation) m() m() m() marched into Fallujah and they
(%hesitation) bombarded (%hesitation) m() murdered and have been persecuting
everyone in the city .

Answer: a week ago

Extracted portion of an automatic transcript (CTM file format):
(...)

20041115 1705 1735 EN SAT 1 1081.588 0.050 a 0.9595

20041115 1705 1735 EN SAT 1 1081.638 0.190 week 0.9744

20041115 1705 1735 EN SAT 1 1081.828 0.350 ago 0.9743

20041115 1705 1735 EN SAT 1 1082.338 0.630 President 0.9576

20041115 1705 1735 EN SAT 1 1083.648 0.310 the 0.9732

20041115 1705 1735 EN SAT 1 1084.008 0.710 American 0.9739

20041115 1705 1735 EN SAT 1 1085.078 0.450 occupation 0.9739

20041115 1705 1735 EN SAT 1 1085.528 0.640 forces 0.9741

20041115 1705 1735 EN SAT 1 1086.858 1.730 and 0.9742

20041115 1705 1735 EN SAT 1 1089.098 0.170 we 0.6274

20041115 1705 1735 EN SAT 1 1089.308 0.480 must 0.9571

20041115 1705 1735 EN SAT 1 1089.948 0.300 into 0.9284

20041115 1705 1735 EN SAT 1 1090.368 0.130 for 0.3609

20041115 1705 1735 EN SAT 1 1090.498 0.130 the 0.3609

20041115 1705 1735 EN SAT 1 1090.698 0.240 Chair 0.2233

20041115 1705 1735 EN SAT 1 1091.678 0.600 and 0.9755

20041115 1705 1735 EN SAT 1 1092.798 0.400 they 0.9686

20041115 1705 1735 EN SAT 1 1093.598 0.530 bombarded 0.8314

(...)

Answer: 1081.588 1081.828

Fig. 1. Example query and response from manual (top) and automatic (bottom)

transcripts

A total of six tasks were defined for this third edition of QAST covering three
scenarios: English questions related to European Parliament sessions in English
(T1a and T1b), Spanish questions related to European Parliament sessions in
Spanish (T2a and T2b) and French questions related to French Broadcast News
(T3a and T3b). The complete set of tasks is:

– T1a: QA of English written questions in the manual and automatic transcrip-
tions of European Parliament Plenary sessions in English (EPPS English
corpus).
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– T1b: QA of manual transcriptions of English spontaneous oral questions in
the manual and automatic transcriptions of European Parliament Plenary
sessions in English (EPPS English corpus).

– T2a: QA of Spanish written questions in the manual and automatic tran-
scriptions of European Parliament Plenary sessions in Spanish (EPPS Span-
ish corpus).

– T2b: QA of manual transcriptions of Spanish spontaneous oral questions in
the manual and automatic transcriptions of European Parliament Plenary
sessions in Spanish (EPPS Spanish corpus).

– T3a: QA of French written questions in manual and automatic transcriptions
of broadcast news for French (ESTER corpus).

– T3b: QA of manual transcriptions of French spontaneous oral questions in
manual and automatic transcriptions of broadcast news for French (ESTER
corpus)

3 Evaluation Protocol

3.1 Data Collections

The QAST 2009 data is derived from three different resources, each one corre-
sponding to a different language (English, Spanish and French):

– English parliament (EPPS EN): The TC-STAR05 EPPS English cor-
pus [4] contains 3 hours of recordings in English corresponding to 6 sessions
of the European Parliament. The data was used to evaluated speech rec-
ognizers in the TC-STAR project. There are 3 different automatic speech
recognition outputs with different word error rates (10.6%, 14% and 24.1%).
The manual transcriptions were done by ELDA.

– Spanish parliament (EPPS ES): The TC-STAR05 EPPS Spanish cor-
pus [4] is comprised of three hours of recordings in Spanish corresponding
to 6 sessions of the European Parliament. The data was used to evaluate
Spanish ASR systems developed in the TC-STAR project. There are 3 dif-
ferent automatic speech recognition outputs with different word error rates
(11.5%, 12.7% and 13.7%). The manual transcriptions were done by ELDA.

– French broadcast news (French BN): The test portion of the ESTER cor-
pus [2] contains 10 hours of broadcast news recordings in French, comprising
18 shows from different sources (France Inter, Radio France International,
Radio Classique, France Culture, Radio Television du Maroc). There are
3 different automatic speech recognition outputs with different error rates
(11.0%, 23.9% and 35.4%). The manual transcriptions were produced by
ELDA.

These three collections are the same than the ones used last year for the QAST
2008 evaluation campaign.

European Parliament and Broadcast News data are usually referred to as
prepared speech. Although they typically have few interruptions and turn-taking
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problems when compared to actual spontaneous speech, many of the characteris-
tics of spoken language are still present (hesitations, breath noises, speech errors,
false starts, mispronunciations and corrections).

3.2 Questions and Answer Types

For each of the three languages, two sets of manually transcribed spontaneous
oral questions and their respective written questions have been created and pro-
vided to the participants, the first for development purposes and the second for
the evaluation:

– Development sets (released on the 25th of March 2009):
• EPPS EN: 50 transcribed questions and their respective written

questions.
• EPPS ES: 50 transcribed questions and their respective written

questions.
• French BN: 50 transcribed questions and their respective written

questions.
– Evaluation sets (released on the 1st of June 2009):

• EPPS EN: 100 transcribed questions and their respective written
questions.

• EPPS ES: 100 transcribed questions and their respective written
questions.

• French BN: 100 transcribed questions and their respective written
questions.

For each language, both the development and evaluation sets were created from
the whole document collection (i.e. the 6 European Parliament sessions for En-
glish and Spanish, and the 18 Broadcast News shows for French). In other words,
there was no collection split between a development data set and an evaluation
data set as was done last year.

As for last year, two types of questions were considered: factual questions
and definitional ones. The expected answer to a factual question is a named
entity. There were 6 types of factual question this year, each corresponding to a
particular category of named entities1:

– Person: names of humans, real and fictional, fictional or real non-human
individuals.
Examples: Mirjam Killer, John, Jesus, etc.

– Organisation: names of business, multinational organizations, political par-
ties, religious groups, etc.
Ex: CIA, IBM, but also named entities like Washington when they display
the characteristics of an organisation.

1 Although neither measures not time expressions are real named entities, they are

usually considered as so in the state of the art.
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– Location: geographical, political or astronomical entities.
Ex: California, South of California, Earth, etc.

– Time: a date or a specific moment in time, absolute and relative time ex-
pressions.
Ex: March 28th, last week, at four o’clock in the morning, etc. Deictic expres-
sions have been considered given that they are commonly used as references
for temporal values.

– Measure: measures of length, width or weight, etc. Generally, a quantity
and a unit of measurement.
Ex: five kilometers, 20 Hertz, etc. But also ages, period of time, etc.

This is less than the 10 categories used for the 2007 and 2008 evaluations. Some
categories have not been considered this year because no occurence were found
in the collected set of sponteaneous questions (Color, Shape, Language, System,
Material).

The definition questions are questions such as What is the CDU? and the
answer can be anything. In this example, the answer would be political group.
This year, the definition questions are subdivided into three types:

– Person: question about someone.
Q: Who is George Bush?
R: The President of the United States of America.

– Organisation: question about an organisation.
Q: What is Cortes?
R: Parliament of Spain.

– Other: questions about technology, natural phenomena, etc.
Q: What is the name of the system created by AT&T?
R: The How can I help you system.

For each language a number of ’NIL’ questions (i.e., questions having no answer
in the document collection) have been selected. The distribution of the different
types of questions across the three collections is shown in Table 3.2.

Table 1. Distribution of question types per task: T1 (EPPS EN), T2 (EPPS ES), T3

(French BN)

Type Factual Definition NIL

T1 (English) 75% 25% 18%

T2 (Spanish) 55% 45% 23%

T3 (French) 68% 32% 21%

The question sets are formatted as plain text files, with one question per line
(see the QAST 2008 Guidelines2). The procedure to generate the questions is
described in the following section.
2 http://www.lsi.upc.edu/~qast:News

http://www.lsi.upc.edu/~qast: News
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Question generation. A novel feature in QAST 2009 was the introduction
of spontaneous oral questions. The main issue in the generation of this kind of
questions was how to obtain spontaneity. The solution adopted was to set up
the following procedure for question generation:

1. Passage generation: a set of passages was randomly extracted from the doc-
ument collection. A single passage was composed by the complete sentences
included in a text window of 720 characters.

2. Question generation: human question generators were randomly assigned a
number of passages (varying from 2 to 4). They had to read each passage
and then to formulate one or more questions based on the passage they just
read about information not present in it.

3. Question transcription: precise transcriptions of the oral spontaneous ques-
tions were made, including hesitations, etc.
Ex: (%hesitation) What (%hesitation) house is the pres() the president elect
being elected to?

4. Question filtering: some questions were filtered out from the set of generated
questions because their answer types were not allowed (causal and manner
questions) or because they did not have answer in the document collection.
The resulting questions were usable questions.

5. Written question generation: the usable questions were re-written by remov-
ing speech disfluencies, correcting the syntax and simplifying the sentence
when necessary.
Ex: What house does the president run?

6. Question selection: the final set of development questions and test questions
were selected by ELDA from the usable questions.

The allowed question types were the following:

– definition: person, organisation, object and other.
– factoid : person, location, organisation, time (includes date), measure and

language.

However, the types “language” for factual questions and “object” for definition
questions did not occur among the generated questions.

A preliminary evaluation of the generated questions was carried out in order to
determine how many usable questions could be produced by a human reader. The
results of this evaluation show that the percentage of usable questions produced
by the questions generator was between 47% and 58% of the total questions
produced, depending on the speakers knowledge of the task guidelines. These
figures show that the produced questions were more than the number of questions
actually presented to participants in QAST 2009. Most unusable questions were
due to the fact that human question generators forgot the guidelines many times
while asking their questions. Table 2 shows the number of questions recorded,
the resulting usable questions and the average of the length in words per question
for each language.
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Table 2. Details of the questions generated for each language

#speaker #questions recorded #usable questions avg. #words

English 12 1096 616 9.1

French 7 485 335 7.7

Spanish 11 403 313 7.1

3.3 Human Judgment

As in 2008, the answer files submitted by participants have been manually judged
by native speaking assessors, who considered the correctness and exactness of
the returned answers. They also checked that the document labeled with the
returned document ID supports the given answer. One assessor evaluated the
results, and another assessor manually checked each judgment of the first one.
Any doubts about an answer was solved through various discussions. The asses-
sors used the QASTLE3 evaluation tool developed in Perl (at ELDA) to evaluate
the systems’ results. A simple window-based interface permits easy, simultane-
ous access to the question, the answer and the document associated with the
answer.

After each judgment the submission files were modified by the interface,
adding a new element in the first column: the answer’s evaluation (or judg-
ment). The four possible judgments (also used at TREC [7]) correspond to a
number ranging between 0 and 3:

– 0 correct: the answer-string consists of the relevant information (exact an-
swer), and the answer is supported by the returned document.

– 1 incorrect: the answer-string does not contain a correct answer.
– 2 inexact: the answer-string contains a correct answer and the docid supports

it, but the string has bits of the answer missing or contains additional texts
(longer than it should be).

– 3 unsupported: the answer-string contains a correct answer, but is not sup-
ported by the docid.

3.4 Measures

The two following metrics (also used in CLEF) were used in the QAST
evaluation:

1. Mean Reciprocal Rank (MRR): This measures how well the right answer is
ranked in the list of 5 possible answers.

2. Accuracy: The fraction of correct answers ranked in the first position in the
list of 5 possible answers.

3 http://www.elda.org/qastle/

http://www.elda.org/qastle/


Overview of QAST 2009 205

4 Submitted Runs

A total of four groups from four different countries submitted results for one
or more of the proposed QAST 2009 tasks. Due to various reasons (technical,
financial, etc.), eight other groups registered, but were not be able to submit any
results.

The four participating groups were:

– INAOE, Instituto Nacional de Astrof́ısica, Optica y Electŕıca, Mexico;
– LIMSI,Laboratoired’Informatique etdeMécaniquedesSciences de l’Ingénieur,

France;
– TOK, Tokyo Institute of Technology, Japan;
– UPC, Universitat Politècnica de Catalunya, Spain.

All groups participated to task T1 (EPPS EN), UPC and LIMSI participated
to task T2 (EPPS ES) and only LIMSI dealt with task T3 (French BN). Each
participant could submit up to 48 submissions (2 runs per task and transcrip-
tion). In order to allow comparisons on the performance of the systems when
using different WER levels in the transcriptions, it was mandatory for each task
to submit results for all the data: the manual transcriptions and the three ASR
outputs (automatic transcriptions).

Table 3 shows the number of submitted runs per participant and task. The
number of submissions ranged from 8 to 32. The characteristics of the systems
used in the submissions are summarized in Table 5. More detailed information
on the systems can be found in QAST 2009 working notes (http://www.clef-
campaign.org/2009/working notes/CLEF2009WN-Contents.html). A total of 86
submissions were evaluated with the distribution across tasks shown in the bot-
tom row of the table.

Table 3. Submitted runs per participant and task

Participant T1a T1b T2a T2b T3a T3b

INAOE 8 8 - - - -

LIMSI 5 5 5 5 5 5

TOK 4 4 - - - -

UPC 8 8 8 8 - -

Total 25 25 13 13 5 5

5 Results

The results for the three tasks in manual transcribed data are presented in Tables 5
to 7, according to the question types (factual, definitional and all questions).

The results for the three tasks in automatically transcribed data are presented
in Tables 8 to 10, according to the question types (factual, definitional and all
questions).
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Table 4. Characteristics of the systems that participated in QAST 2009

System Enrichment Question Doc./Passage Factual Answer Def. Answer NERC

classification Retrieval Extraction Extraction

INAOE1 words passage

and NEs hand-crafted Indri selection - regular

INAOE2 same plus rules based on NEs of expressions

phonetics the question type

LIMSI1 words, lemmas, passage ranking based on

morphologic ranking distance and specific hand-crafted

derivations, hand-crafted based on redundancy index rules with

LIMSI2 synonymic rules search ranking based on for known statistical

relations and descriptors bayesian acronyms POS

extended NEs modelling

TOK1 words and sentence ranking based on

word classes ranking analogy between

derived from - based on input question - -

training data - statistical and question in

question-answer models the training data

pairs

UPC1 words, NEs passage ranking ranking based on hand-crafted

lemmas and through iterative keyword distance rules,

POS perceptrons query relaxation and density - gazeetters

UPC2 same plus addition of approximated and

phonetics phonetic matching perceptrons

Table 5. Results for task T1, English EPPS, manual transcripts (75 factual questions

and 25 definitional ones)

System Questions Factual Definitional All

#Correct MRR Acc #Correct MRR Acc MRR Acc

INAOE1 Written 44 0.38 26.7% 10 0.31 28.0% 0.36 27%

Spoken 28 0.27 21.3% 7 0.26 24.0% 0.27 22%

INAOE2 Written 42 0.38 28.0% 9 0.30 28.0% 0.36 28%
Spoken 38 0.35 25.3% 9 0.30 28.0% 0.34 26%

LIMSI1 Written 42 0.39 29.3% 11 0.28 20.0% 0.36 27%

Spoken 39 0.36 25.3% 10 0.24 16% 0.33 23%

LIMSI2 Written 32 0.31 22.7% 13 0.36 24.0% 0.32 23%

Spoken 30 0.26 18.7% 11 0.30 20.0% 0.27 19%

TOK1 Written 11 0.10 6.7% 3 0.03 0.0% 0.08 5%

Spoken 11 0.08 4.0% 3 0.03 0.0% 0.06 3%

UPC1 Written 32 0.27 18.7% 8 0.29 28.0% 0.28 21%

Spoken 19 0.15 9.3% 2 0.05 4.0% 0.12 8%

UPC2 Written 35 0.31 22.7% 8 0.29 28.0% 0.31 24%

Spoken 18 0.15 9.3% 2 0.05 4.0% 0.12 8%



Overview of QAST 2009 207

Table 6. Results for task T2, Spanish EPPS, manual transcripts (44 factual questions

and 56 definitional ones)

System Questions Factual Definitional All

#Correct MRR Acc #Correct MRR Acc MRR Acc

LIMSI1 Written 32 0.56 45.5% 29 0.36 28.6% 0.45 36.0%
Spoken 32 0.56 45.5% 30 0.37 28.6% 0.45 36.0%

LIMSI2 Written 26 0.41 29.5% 23 0.28 19.6% 0.34 24.0%

Spoken 26 0.41 29.5% 23 0.28 19.6% 0.34 24.0%

UPC1 Written 16 0.24 15.9% 10 0.16 14.3% 0.20 15.0%

Spoken 20 0.34 27.3% 9 0.13 10.7% 0.22 18.0%

UPC2 Written 20 0.29 18.2% 10 0.14 10.7% 0.20 14.0%

Spoken 20 0.33 27.3% 9 0.13 8.9% 0.22 17.0%

Table 7. Results for task T3, French Broadcast News, manual transcripts (68 factual

questions and 32 definitional ones)

System Questions Factual Definitional All

#Correct MRR Acc #Correct MRR Acc MRR Acc

LIMSI1 Written 38 0.35 23.5% 22 0.47 37.5% 0.39 28.0%
Spoken 39 0.36 23.5% 20 0.46 37.5% 0.39 28.0%

LIMSI2 Written 38 0.34 22.1% 22 0.47 37.5% 0.38 27.0%

Spoken 39 0.36 23.5% 20 0.46 37.5% 0.39 28.0%

7 systems participated in the T1 (English) task on manual transcripts and 6
on automatic transcripts.

On manual transcripts, the accuracy ranged from 28% to 5% (for written
questions) and from 26% to 3% (for spoken questions).

For five of the systems, we observe a relatively small difference between written
and spoken questions (from 2% to 5% loss going from written questions to spoken
questions). The other two systems encountered a significant loss (13% and 16%
of difference between written and spoken questions).

There were three approaches for QA on automatic speech transcripts used
by the systems. The LIMSI and UPC on all ASRs and INAOE on ASR A
and ASR B took the ASR output at the only available information. INAOE on
ASR C used information extracted from all the ASR outputs, keeping ASR C
as primary. This approach could represent an application where multiple ASR
outputs from different systems are available. Combining outputs from varied
systems is a standard method in speech recognition to obtain a lower word er-
ror rate [1], it is interesting to see if the same kind of method can be used
at a more semantic level. The TOK system on the other hand used sentence
segmentation information from the manual transcripts and applied it to the au-
tomatic transcripts. While such a segmentation information is not available in
the transcriptions given, ASR systems do generate an acoustically motivated
segmentation as a step of their processing. The TOK approach could then be
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Table 8. Results for task T1, English EPPS, automatic transcripts (75 factual ques-

tions and 25 definitional ones)

ASR System Questions Factual Definitional All

#Correct MRR Acc #Correct MRR Acc MRR Acc

INAOE1 Written 35 0.32 24.0% 6 0.21 20.0% 0.30 23.0%

Spoken 34 0.33 25.3% 6 0.21 20.0% 0.30 24.0%

INAOE2 Written 35 0.32 22.7% 7 0.22 20.0% 0.29 22.0%

Spoken 34 0.32 24.0% 7 0.22 20.0% 0.29 23.0%

ASR A LIMSI1 Written 32 0.34 28.0% 10 0.25 20.0% 0.31 26.0%
Spoken 30 0.31 25.3% 11 0.29 24.0% 0.30 25.0%

10.6% TOK1 Written 13 0.08 4.0% 3 0.04 0.0% 0.07 3.0%

Spoken 12 0.07 2.7% 4 0.08 4.0% 0.07 3.0%

UPC1 Written 29 0.27 18.7% 7 0.26 24.0% 0.27 20.0%

Spoken 11 0.08 5.3% 2 0.06 4.0% 0.08 5.0%

UPC2 Written 30 0.26 18.7% 6 0.24 24.0% 0.26 20.0%

Spoken 12 0.09 5.3% 1 0.04 4.0% 0.08 5.0%

INAOE1 Written 23 0.22 16.0% 6 0.21 20.0% 0.22 17.0%

Spoken 23 0.21 13.3% 7 0.25 24.0% 0.22 16.0%

INAOE2 Written 24 0.22 16.0% 6 0.21 20.0% 0.22 17.0%

Spoken 24 0.21 13.3% 7 0.25 24.0% 0.22 16.0%

ASR B LIMSI1 Written 24 0.27 22.7% 8 0.20 16.0% 0.25 21.0%
Spoken 24 0.26 21.3% 9 0.24 20.0% 0.25 21.0%

14.0% TOK1 Written 9 0.06 4.0% 3 0.03 0.0% 0.06 3.0%

Spoken 10 0.06 2.7% 3 0.06 4.0% 0.06 3.0%

UPC1 Written 26 0.24 17.3% 7 0.26 24.0% 0.24 19.0%

Spoken 11 0.08 4.0% 2 0.06 4.0% 0.08 4.0%

UPC2 Written 29 0.26 20.0% 7 0.25 24.0% 0.26 21.0%

Spoken 12 0.08 4.0% 2 0.05 4.0% 0.07 4.0%

INAOE1 Written 29 0.31 26.7% 5 0.20 20.0% 0.28 25.0%
Spoken 28 0.30 26.7% 5 0.20 20.0% 0.28 25.0%

INAOE2 Written 29 0.30 25.3% 6 0.21 20.0% 0.28 24.0%

Spoken 28 0.29 24.0% 6 0.21 20.0% 0.27 23.0%

ASR C LIMSI1 Written 23 0.26 24.0% 8 0.19 12.0% 0.24 21.0%

Spoken 24 0.24 21.3% 9 0.23 16.0% 0.24 20.0%

24.1% TOK1 Written 17 0.12 5.3% 5 0.08 4.0% 0.11 5.0%

Spoken 19 0.11 4.0% 5 0.12 8.0% 0.11 5.0%

UPC1 Written 22 0.21 16.0% 6 0.24 24.0% 0.22 18.0%

Spoken 10 0.08 5.3% 1 0.04 4.0% 0.07 5.0%

UPC2 Written 26 0.24 17.3% 6 0.24 24.0% 0.24 19.0%

Spoken 11 0.08 4.0% 1 0.04 4.0% 0.07 4.0%

considered as using an optimistic approximation of this automatically generated
segmentation information. In any case, comparing systems and estimating the
impact of WER can only be done on ”pure” systems (LIMSI and UPC on all
ASRs and INAOE on ASR A and ASR B).

On the ASR transcripts for the pure systems, the accuracy ranged for the best
ASR (10.6% of WER) from 26% (written questions) to 5% (spoken questions).
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Table 9. Results for task T2, Spanish EPPS, automatic transcripts (44 factual ques-

tions and 56 definitional ones)

ASR System Questions Factual Definitional All

#Correct MRR Acc #Correct MRR Acc MRR Acc

LIMSI1 Written 20 0.37 31.8% 22 0.29 23.2% 0.32 27.0%
ASR A Spoken 20 0.37 31.8% 21 0.27 21.4% 0.31 26.0%

11.5% UPC1 Written 8 0.15 13.6% 2 0.01 0.0% 0.07 6.0%

Spoken 6 0.14 13.6% 2 0.01 0.0% 0.07 6.0%

UPC2 Written 12 0.20 18.2% 3 0.02 0.0% 0.10 8.0%

Spoken 12 0.24 22.7% 3 0.03 1.8% 0.12 11.0%

LIMSI1 Written 18 0.32 27.3% 19 0.26 23.2% 0.29 25.0%
ASR B Spoken 18 0.32 27.3% 19 0.26 23.2% 0.29 25.0%

12.7% UPC1 Written 12 0.18 13.6% 2 0.04 3.6% 0.10 8.0%

Spoken 12 0.20 15.9% 1 0.02 1.8% 0.10 8.0%

UPC2 Written 13 0.20 15.9% 3 0.02 0.0% 0.10 7.0%

Spoken 12 0.20 15.9% 1 0.01 0.0% 0.09 7.0%

LIMSI1 Written 18 0.33 29.5% 19 0.24 17.9% 0.28 23.0%

ASR C Spoken 18 0.33 29.5% 19 0.25 19.6% 0.28 24.0%
13.7% UPC1 Written 12 0.22 20.5% 4 0.05 3.6% 0.13 11.0%

Spoken 8 0.13 11.4% 2 0.03 1.8% 0.07 6.0%

UPC2 Written 11 0.20 18.2% 4 0.03 1.8% 0.11 9.0%

Spoken 10 0.21 20.5% 3 0.02 0.0% 0.10 9.0%

Table 10. Results for task T3, French Broadcast News, manual transcripts (68 factual

questions and 32 definitional ones)

ASR System Questions Factual Definitional All

#Correct MRR Acc #Correct MRR Acc MRR Acc

ASR A LIMSI1 Written 33 0.33 25.0% 19 0.47 37.5% 0.37 29.0%

11.0% Spoken 32 0.33 25.0% 18 0.45 37.5% 0.37 29.0%

ASR B LIMSI1 Written 25 0.29 25.0% 15 0.38 31.3% 0.32 27.0%

23.9% Spoken 25 0.27 22.1% 13 0.35 31.3% 0.30 25.0%

ASR C LIMSI1 Written 25 0.26 20.6% 13 0.33 28.1% 0.28 23.0%

35.4% Spoken 24 0.25 19.1% 11 0.31 28.1% 0.27 22.0%

Accuracy goes down with increased word error rate giving a roughly 5% loss
for ASR B and ASR C compared to ASR A. It is interesting to note that the
differences between ASR B (WER 14%) and ASR C (WER 24%) are negligible.
The INAOE multi-ASR approach paid off by giving an overall result better than
what was obtained by the same system on the best ASR only.

We notice that the impact of written vs spoken questions is similar than for
manual transcriptions, with two systems taking an heavy loss and the others not
showing a significant difference.
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Four systems (2 from LIMSI and 2 from UPC) participated in the T2 (Span-
ish) task on manual transcripts and 3 systems (1 from LIMSI and 2 from UPC)
on automatic transcripts.

On manual transcripts, the accuracy ranged from 36% (written questions and
spoken questions) to 14% (written questions) and 17% (spoken questions). The
differences between written questions and spoken questions is very low (from 0%
to 3%). The same kind of behaviour is observed on the automatic transcripts
tasks, with a loss due to the speech recognition errors and no significant difference
between written and spoken questions.

Only 2 systems (both from LIMSI) participated in the T3 (French) task on
manual transcripts and one (from LIMSI) on automatic transcripts.

On manual transcripts, the accuracy ranged from from 28% (both written and
spoken questions) to 27% (written questions). There is no significant differences
between spoken and written questions (0% to 1% loss). The results for automatic
transcriptions show very little loss compared to the manual transcriptions except
for the worst ASR.

The overall absolute results were worse this year compared to last year which
points to a globally harder task. The question development method produces
requests which qualitatively seem to be more different to what is found in the
documents compared to questions built after reading the documents. In our
opinion that method, while giving an harder problem, puts us closer to a real,
usable application.

6 Conclusions

In this paper, the QAST 2009 evaluation has been described. Four groups par-
ticipated in this track with a total of 86 submitted runs across 3 main tasks that
included dealing with different languages (English, Spanish and French), different
word error rates for automatic transcriptions (from 10.5% to 35.4%) and differ-
ent question types (written and spoken questions). A novel question creation
method has been tried succesfully to generate spontaneous spoken questions.
Qualitatively, the questions were harder and more different to the formulations
found in the documents compared to those produced by the traditional method
of consulting the documents first. The method used this year gives an harder
problem but we think that it is a more realistic one, putting us closer to a real,
usable application.
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Abstract. This overview paper is devoted to a critical assessment of GikiCLEF
2009, an evaluation contest specifically designed to expose and investigate cul-
tural and linguistic issues in Wikipedia search, with eight participant systems and
17 runs. After providing a maximally short but self contained overview of the
GikiCLEF task and participation, we present the open source SIGA system, and
discuss, for each of the main guiding ideas, the resulting successes or shortcom-
ings, concluding with further work and still unanswered questions.

1 Motivation

One of the reasons to propose and organize GikiCLEF (and the previous GikiP pilot [1])
was our concern that CLEF did not in general propose realistic enough tasks, especially
in matters dealing with crosslingual and multilingual issues, both in topic/question cre-
ation and in the setups provided. In other words, while sophisticated from many points
of view, CLEF setup was deficient in the attention paid to language differences (see e.g.
[2,3]) or to the task definition [4,1].

While we all know in IR evaluation that laboratory testing has to be different from
real life, and that a few topics or choices are not possible to validate a priori, but have to
be studied after enough runs have been submitted and with respect to the pools and sys-
tems that were gathered1, we wanted nevertheless to go some steps further, attempting
to satisfy the following desiderata. GikiCLEF thus should:

1. provide a marriage of information needs and information source with real-life an-
choring: and it is true that the man in the street does go to Wikipedia in many
languages to satisfy his information needs;

2. tackle questions difficult both for a human being and for a machine: basically, we
wanted a task with real usefulness, and not a task which would challenge systems
to do what people don’t want them to do. On the other hand, we wanted of course
tasks that were possible to assess by (and satisfy) people, and not tasks that only
computers could evaluate;

3. implement a context where different languages should contribute different answers,
so that it would pay to look in many languages in parallel;

4. present a task that fostered the deployment of multilingual (and monolingual) sys-
tems that made use of comparable corpora.

1 In fact, although this has been done for TREC – see [5,6] – it still remains to be done for CLIR
or MLIA, although GridCLEF [7] is a significant step in this direction.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 212–222, 2010.
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We also note that GikiCLEF was organized after a successful GikiP pilot which had
already been meant as first step in these directions: GikiP, run in 2008, offered fifteen
list questions to be solved in three language Wikipedias (Portuguese, German, and En-
glish), but had only three participants. As expounded in [8], we hoped that a larger
contest could be organized that would foster research in useful tasks that required cul-
tural awareness and were not based or centered around English alone.

Given that GikiCLEF 2009’s setup and results have already been described in detail
in the pre-workshop working notes [9], as well as being documented in its website,2 we
devote the current text to two main subjects: a presentation of SIGA as a reusable tool
for new and related campaigns; and a discussion of whether GikiCLEF really managed
to address and evaluate the task of “asking culturally challenging list questions to a set
of ten different Wikipedias”, presenting the achievements and shortcomings of what
was in our opinion accomplished. We start in any case by offering a short description
of the GikiCLEF task in order that this article be self-contained.

2 Very Brief Description of the Task

Systems participating in GikiCLEF were supposed to find, in several languages,3 an-
swers to questions that required or expected reasoning of some sort (often geographical,
but also temporal and other).

In order to be considered as a correct answer, systems had to present it and a set
of (Wikipedia) pages that justified it, in the eyes of a human being. Systems were thus
invited to provide justification chains, in all the cases where the process of getting an
answer involved visiting and understanding more than one Wikipedia page (see Giki-
CLEF’s website for the exact submission format).

From the point of view of the assessment, this meant that, in order for the GikiCLEF
setup to mirror a useful task, human assessors had to decide whether a given answer
was (i) correct (by reading the pages or because they knew it) and (ii) justified (and, in
that case, prior knowledge would not suffice).

Additionally, even if they knew better, assessors were required to “believe” Wikipedia,
in the sense that even a wrong answer should be accepted as correct – according to the
source, of course.

The extremely simple evaluation measures should only obey two constraints: One,
the more languages the participant systems were able to provide answers in, the better.
Two, systems should not be penalized if there were no answers in a particular language
(Wikipedia). GikiCLEF scores were thus computed as the sum, for each language, of

2 http://www.linguateca.pt/GikiCLEF/
3 The GikiCLEF 2009 languages were: Bulgarian, Dutch, English, German, Italian, Norwe-

gian – both Bokmål and Nynorsk –, Portuguese, Romanian and Spanish. A remark is in order
concerning Norwegian: since it has two written standards, and Norwegians keep Wikipedia
in two “parallel” versions, GikiCLEF covers nine languages but ten collections. Since both
written standards of Norwegian were dealt equally in GikiCLEF, we will talk loosely of ten
languages in what follows.

http://www.linguateca.pt/GikiCLEF/
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precision times the number of correct answers. For each language, the score was C*C/N
(so that one had a score for de, pt, etc, as Cde ∗ Cde/Nde, Cpt ∗ Cpt/Npt, etc.).4

In order to avoid machine translation problems – or even the lack of MT systems for
any of the language (pairs) – the 50 questions were provided in all languages, for them
to be on an equal footing. This was possibly the only unrealistic bit of the GikiCLEF
setup, but let us stress that even for human beings the translation was not an easy task
(again, see the website and the working notes paper for details). If we had relied on the
participating systems having to invoke on their own MT for the topics (which had to be
provided in different languages), we believe this would introduce a lot of uninteresting
noise in the system.

Due to this choice, anyway, GikiCLEF can also be conceived as ten different evalu-
ation contests (each asking questions in ONE language to a set of ten collections). So,
the GikiCLEF evaluation has also provided results per language.

3 The SIGA System

SIGA5 follows a similar structure as other systems such as DIRECT [10] or the one
used in INEX [11], encompassing multiple user roles for different tasks. Different
choices and privileges are thus in action for e.g. topic creation, run submission and
validation, document pool generation, (cooperative) assessment, and computation and
display of results. As new capabilities of SIGA we should mention the support for
assessment overlap and subsequent conflict resolution process, both within the same
language/collection, and across languages/collections.

To give a flavour of SIGA, we picked the assessment and the result computation
facets. SIGA’s assessment interface has three methods of navigation : (i) move to next/
previous; (ii) move to next/previous in my list of assessments; (iii) move to next/previous
item waiting to be assessed in my list of assessments.

As many important tasks were dependent on JavaScript (AJAX), the interface was
made compatible with the most common browsers (IE and Mozilla). An example: when
assessing an answer, and to minimize waiting time for the assessors, AJAX requests
were used to preview documents answers and justifications, while assessing correctness
and/or the justified property (which are two different actions in the interface).

Another feature of SIGA is that it allows inspection of the (individual and aggre-
gated) results in several tables and graphics, based on the evaluation measures adopted
by GikiCLEF, as can be seen in Figure 1. (We plan to allow for the customization of
these measures in future versions.)

SIGA was released with the GNU GPL open source license and we aimed at easy
installation. However, given that the system was primarily built to support GikiCLEF
requirements, considerable work remains to be done in the following domains: support

4 C stands for number of correct and justified answers provided by the system in that language,
N for the total number of answers that the system came up with.

5 SIGA stands for SIstema de Gestão e Avaliação do GIKICLEF, Portuguese for “Management
and Evaluation System of GikiCLEF”. The word siga means “Go on!” (imperative of verb
seguir, “continue”).
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Fig. 1. SIGA in result mode: on the left, a graphic with language score; on the right, the assess-
ment of each answer

for internationalization, easy addition of more metrics and plot solutions, and dealing
with collections other than Wikipedia.

We have recently added a new functionality to SIGA, namely the possibility to try
out new runs and provide corresponding additions to the pool for post-campaign exper-
iments. This is extremely relevant for participants to do fine-grained error analysis and
also to allow cooperative improvement of GikiCLEF resources.

In any case, it should be stressed that it is hard to do a system that remains useful
for a long time when it deals with a dynamic resource such as Wikipedia. It is well
known that Wikipedia has a steady growth, which may be accompanied by changes
in format or structure. For example, differences in that respect were even noticeable
among GikiCLEF languages. So, while SIGA currently allows to inspect answers (that
is, Wikipedia pages, stripped of images and other links) in HTML, in XML6 as well as
in the current online version (last tested November 2009), changes in Wikipedia format
and directives may occur so that future adaptation of SIGA may be required, as was
incidentally the case when adapting WikiXML to GikiCLEF purposes.

Table 1. Sizes of different Wikipedia collections: For GikiCLEF, in addition to count the number
of pages whose name starts by Category we provide also the number provided by the WikiXML
conversion

INEX Collection GikiP collection GikiCLEF collection
Language No. docs No. cats No. docs No. cats No. docs No. cats No. cats in Wikimedia
en 659,388 113,483 2,975,316 189,281 5,255,077 365,210 390,113
de 305,099 27,981 820,672 34,557 1,324,321 53,840 53,610
pt – – 286,296 22,493 830,759 51,001 48,761
nl 125,004 13,847 344,418 22,110 644,178 38,703 37,544
es 79,236 12,462 – – 641,852 65,139 60,556

To provide some quantitative data on collection size, we show in Table 1 a compar-
ison with two previous Wikipedia-based collections for evaluation, namely the ones

6 Converted with the WikiXML tool created by the University of Amsterdam, available from
http://ilps.science.uva.nl/WikiXML/

http://ilps.science.uva.nl/WikiXML/
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used in GikiP (from November 2006) and in the INEX collection [12], from Jan-
uary/February 2006. From INEX to GikiCLEF, it can be seen that Wikipedia grew up
to ca. 800% for Spanish and English, as far as the number of documents is concerned.
The number of categories has also grown considerably, up to almost 500% for Spanish.

4 Addressing the Crosslingual and Crosscultural Issue

Amassing Information Needs. In GikiP, most answers had been found in the three
languages, therefore reducing the value of having a multilingual collection. So we de-
cided to take the bull by the horns and heavily turn to culturally-laden questions, that
is, questions about which one would expect a particular language or culture to display
far more information than others.

In order to do that, we gathered a large organization committee with people from
eight different countries/languages: there were Bulgarian, Dutch, German, Italian, Nor-
wegian, Portuguese, Romanian and Spanish native speakers in the topic group, and we
expressly requested that they came up with GikiCLEF topics that were not too global.

However, we had not foreseen that, by requiring people to choose topics of interest
for their own language and culture, they would often choose those that their compatriots
had carefully stored in the English Wikipedia as well, so that in fact the topic set became
a sort of star with English as pivot. Table 2, borrowed and slightly modified from [13],
displays the (current known) extent of the topics in the several GikiCLEF languages, by
language/culture bias. One can see that most topics, no matter their cultural origin, had
most hits in the English Wikipedia.

Table 2. Best languages per topic bias: in gray are the languages with the largest number of hits
per topic. The rows describe the cultural topic bias as analysed by Nuno Cardoso, none meaning
that no particular GikiCLEF language should a priori be best in it.

total bg de en es it nl nn, no pt ro
none 3 3 3 3 3 3 3 3 2 3
europe 6 1 4 5 1 2 2 1 2 1
bg 3 3 0 3 0 0 0 0 0 0
de 14 0 10 6 0 1 0 0 0 0
en 2 0 0 1 0 1 0 0 0 0
es 4 0 2 2 1 1 1 0 1 0
it 11 2 6 6 4 7 3 3 4 2
nl 6 1 1 2 0 0 2 0 0 0
nn, no 3 0 0 1 1 0 0 1 0 0
pt 2 0 2 1 0 0 0 0 1 0
ro 5 0 0 5 1 0 0 0 0 2

Guaranteeing Difficult, Non-trivial Questions. On the issue of finding user needs that
required complex navigation and browsing in Wikipedia, therefore in need of automated
help – that as far as we know is still not available for querying Wikipedia –, there was
no doubt we succeeded.
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The trouble might have been that the questions or topics were too difficult for systems
as well, and thus GikiCLEF has been described as well ahead in the future. For more
information on the topics and how they matched the collections, see again [13,9]. There
were nine topics for which no correct answer was returned.

The Added Value of Crosslinguality and Multilinguality Another issue was whether
multilingual systems could get some value by using or reusing a comparable and paral-
lel resource such as Wikipedia.

In one aspect, it is undeniably true that a bunch of participant systems were able, with
this setup, to provide answers in languages they did not cover in any detail. This is ad-
vantageous because it shows that with a minimum work one can significantly widen the
range of users one can satisfy, so we believe this should count as a GikiCLEF success.

Let us note this is not only a matter of following blindly language links from different
language versions of Wikipedia (as it was almost always the case in GikiP): in fact, we
were careful to provide a mechanism of crosslingual justification, in the sense that an
answer was considered correct if it had a sibling which was justified. This was one could
answer questions in Portuguese whose justification was only in Romanian or Bulgarian.
This is obviously an added value of using other languages, even only in a monolingual
setup.7

However, the value of processing different languages instead of English was not at
all ascertained, as already described in subsection 4 and as we will show further in the
next section.

Table 3. Participants in GikiCLEF 2009: Langs. stands for languages of participation, NL stands
for native language of the system, if not all equally treated.

Name Institution System name Langs. NL
Ray Larson University of California, Berkeley cheshire all en
Sven Hartrumpf & FernUniversität in Hagen & GIRSA-WP all de
& Johannes Leveling & Dublin City University
Iustin Dornescu University of Wolverhampton EQUAL all en
TALP Research Center Universitat Politécnica de Catalunya GikiTALP en,es en,es
Gosse Bouma & Sergio Duarte Information Science, JoostER du,es du,es
&Sergio Duarte University of Groningen
Nuno Cardoso et al. GREASE/XLDB, Univ. Lisbon GreP all pt
Adrian Iftene et al. Alexandru Ioan Cuza University UAICGIKI09 all all
Richard Flemmings et al. Birkbeck College (UK) & bbk-ufrgs pt pt

UFRGS (Brazil)

Actual Participation and Subsequent Answer Pool. In fact, GikiCLEF 2009 was
not able to provide a setup where seriously processing languages other than English
provided a considerable advantage. The particular group of participants in GikiCLEF

7 A pedantic user could wish to know in each language was it actually justified, but most users
asking for list questions would be satisfied knowing that the system had justified the answer
some way.
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(see Table 3) should also in a way be held responsible for this conclusion, as we proceed
to explain.

In fact, an unexpected detail in GikiCLEF that also conspired against our initial goals
was that there were very few participating groups from non-English languages, which
meant that the pool (the results we actually got) are much better in English. This is
hardly surprising if the bulk of the processing was made in English. Figure 4 shows this
clearly.

Let us stress this here: Our pool does not necessarily mean that the answers to the
questions were better answered by the English Wikipedia, no matter its larger size. It is
also equally a consequence of the particular group of participant systems.

More concretely, we emphasize that there were no pure Bulgarian, Italian, Norwe-
gian or Romanian participants, which means that most answers got in those languages
came from following links from other languages.8 Likewise, there was only one Dutch
and one German participant, while Spanish and Portuguese, although having more de-
voted participants, were not able to significantly gather more answers because of that,
given that some of these dedicated systems had hardly any correct answer to contribute
to the pool.

This means that, in fact and although expected otherwise, what GikiCLEF 2009
amounted to was to ascertain how well systems can answer multilingual/multicultural
questions by simply processing English and following the Wikipedia links (although
some systems tried the reverse as well). This is a relevant and interesting issue in itself,
but it must be emphasized that it is very far from the research question we had in the
first place.

5 Was GikiCLEF in Vain?

The final balance we do is therefore mixed. Although the initial purpose was not achieved,
several resources were gathered and deserve further study. We have also laid the founda-
tions for organizing future venues which are similar in spirit, as well as offered a system
that allows easy gathering of further empirical data.

The first and obvious lesson learned was that generalization or extension from a
pilot is not free from danger. While we may have correctly diagnosed that GikiP was
not interesting enough because one could get the very same data by processing only
one language, the suggested fix had the opposite effect, by effectively electing English
as the best language to win at GikiCLEF.

But note: we came to realise as well that GikiCLEF was very far from a realistic sit-
uation. Quite the opposite, it will strike anyone who gives it some thought that the topic
collection is very far from representing any single individual or the usual needs or inter-
ests of one particular community: it is a mix of a set of ten or more individuals – each of

8 This is a truth with modifications, since the UAICGIKI09 system actually processed all lan-
guages in parallel. However, its contribution to the pool was rather poor. Note also that we
are not interested in the country of origin of the researchers but simply whether their systems
treated in a special and knowledgeable way a particular language. When systems participated
in a partially interactive run, it is even more difficult to decide what languages really were
independently natively processed.
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Table 4. Results in GikiCLEF 2009: The last row indicates how many participants per language,
and the last column the number of languages tried in that run. Eight runs opted for all (10)
languages, four tried solely 2 languages, and five one only.

System bg de en es it nl nn no pt ro Score L
EQUAL 9.757 25.357 34.500 16.695 17.391 21.657 9.308 17.254 15.515 14.500 181.933 10
GreP 6.722 12.007 13.657 11.115 8.533 8.258 9.557 11.560 7.877 6.720 96.007 10
Cheshire 1.091 9.000 22.561 4.923 11.200 9.132 3.368 7.043 4.891 7.714 80.925 10
GIRSA 1 1.333 3.125 1.800 3.000 2.250 2.250 2.000 3.000 3.000 3.000 24.758 10
GIRSA 3 3.030 3.661 1.390 2.000 1.988 1.798 3.064 2.526 2.250 1.684 23.392 10
GIRSA 2 2.065 1.540 0.938 1.306 1.429 1.299 1.841 1.723 1.350 1.029 14.519 10
JoostER 1 —– —– 1.441 —– —– 0.964 —– —– —– —– 2.405 2
GTALP 3 —– —– 1.635 0.267 —– —– —– —– —– —– 1.902 2
GTALP 2 —– —– 1.356 —– —– —– —– —– —– —– 1.356 1
GTALP 1 —– —– 0.668 0.028 —– —– —– —– —– —– 0.696 2
bbkufrgs 1 —- —– —– —– —– —– —– —– 0.088 —– 0.088 1
UAICG 2 0.000 0.002 0.002 0.006 0.002 0.002 0.000 0.002 0.002 0.000 0.016 10
bbkufrgs 2 —– —– —– —– —– —– —– —– 0.012 —– 0.012 1
UAICG 1 —– —– —– 0.006 —– —– —– —– —– 0.000 0.006 2
UAICG 3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 10
bbkuf 3 —– —– —– —– —– —– —– —– 0.000 —– 0.000 1
JoostER 2 —– —– —– 0.000 —– —– —– —– —– —– 0.000 1
Runs 8 8 12 12 8 9 8 8 11 9

whom has probably tried to come up with diverse questions, and not even his or her own
real interests.

So, in hindsight, we may say that the GikiCLEF topic set was fairly unrealistic and
that we had better concentrate on a specific area or kind of user to really test systems
for a particular application. Of course, this is often something that is hard to do in
the context of a general evaluation: if one wants to evaluate tasks and have a broad
participation, one cannot concentrate in a too narrow (but realistic) set of users: those
interested in Romanian literature, for example.

Rephrasing the problem: we had too few questions of each kind of subject / language,
together with the fact that a miriad of other factors also played a non-despicable role.
If we had 50 topics each of interest for one given language/culture/community, then we
might be able to smooth the role of individual differences. But – just to give a striking
example – there was only one question that was specifically related to a Portuguese-
speaking culture (about Brazilian coastal states). So, a system working only or primarily
in Portuguese would have (probably) advantage for that topic only, while for 25 topics it
would have had absolutely no answer in Portuguese (according to [14]). In other words,
such a system in GikiCLEF had the possibilities of getting a good score halved from the
start. And the same unprivileged situation applied to Bulgarian or Dutch, even if they
had 3 or 4 biased topics in the total 50.

As already noted in e.g. [15], as far as we know there has never been an investigation
on the role/weight of language/culture in previous CLEF contests. Adhoc tracks were
often designed to have answers in most languages, but it was hardly discussed whether
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these answers9 were similar or distinct, in the sense of representing the “same” infor-
mation (but just discussed or presented in a different way). So, we have no idea whether
multilingual search was beneficial in those tracks, neither how contrived and/or general
the topics had to be in order to be chosen, and it may well be that the conclusions and
failures reported for GikiCLEF apply to these other setups as well.

As reported in [9], organizing GikiCLEF in 2009 allowed us to amass a significant
number of resources as far as judgements are concerned, of which the most important
were possibly the 1,009 correct and justified answers for 50 topics in 10 Wikipedias
(1,621 if we count only correct, not necessarily justified). But we know that a lot of
work still remains to be done to have a good evaluation resource.

All resources have been joined in the GIRA package, available from
http://www.linguateca.pt/GikiCLEF/GIRA/, which we expect to improve
in the future by delivering further versions.

In fact, we think it is important and worth while to enhance this data with actual
work done by users genuinely interested in the particular topics and with native or good
competence in the several languages, in order to get a better overview of the knowledge
that is included in Wikipedia(s) and the upper limit that systems could get at.

Another course of action relatively easy to implement would be to provide recall
measures based on the improved pool, as suggested for example by Iustin Dornescu [16].

Also, one should be able to gather a better overview of the relative difficulty of the
different questions, if we were able to get this job done by human volunteers, as Ray R.
Larson [17] one of the participants started to do. For example, the pool is uneven even
due to the fact that the cheshire system, for lack of time, only delivered answers to the
first 22 topics.

Note that there are two difficulties with the two suggestions just made, though: (i)
GikiCLEF topics were most often than not meant to be discovery topics, that is, the topic
owner did not know all answers beforehand, so we may never be sure about absolute
recall; and (ii) many questions may require huge human labour to be answered.

Incidently, although the main target of GikiCLEF was open list questions, some
closed questions were inadvertently included, and also even some with only one an-
swer. This second issue, however, in our opinio only makes GikiCLEF more realistic,
in the sense that an ordinary questioner might not know that there was a unique an-
swer.10

A final issue which in our opinion deserves further study, is to consider more care-
fully how far the “same” answer can be said to be given/present in different languages.
In addition to the already mentioned fact mismatches reported e.g. in [1,8], other more
subtle problems concern categories: we enforced category type checking – which was

9 Which were documents and not strings, that is, not precise answers.
10 Only to reject would be those questions where that was presupposed in the question formu-

lation, such as “Who is the unique...”, which we declared as uninteresting fro GikiCLEF. But
we are aware that this was just an evaluation contest limitation, obviously similar (and not
list) questions involving some kind of ranking are often equally interesting and important to
answer, such as who was the first, which is highest, and so on, and should not be harder or
different to anwer by GikiCLEF systems, were it nor for the fact that often these properties are
also mentioned in the text on an entry, and have this easy shortcuts.

http://www.linguateca.pt/GikiCLEF/GIRA/
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often a problem for assessors as reported in [9] – but in some cases categories were
not alignable across languages. For example, in some languages the category “ski re-
sorts” was not available, even if all information was duly described in the corresponding
village or mountain pages.11 Also, cases where lexicalization was different – and thus
lexical gaps exist – provide obvious problems for language linking. So, a study of the
misalignability of the different Wikipedias is relevant in itself, not only for GikiCLEF-
like systems, but also for the large number of other NLP systems out there who rely on
Wikipedia as a multilingual or translation resource.

In a nutshell, we have made the obvious discovery that, if one wants to go beyond a
quite basic simplicity level, one has to deal with all philosophical and intriguing ques-
tions that natural language understanding poses.
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Abstract. This report presents the work carried out at NLE Lab for

the QA@CLEF-2009 competition. We used the JIRS passage retrieval

system, which is based on redundancy, with the assumption that it is

possible to find the response to a question in a large enough document

collection. The retrieved passages are ranked depending on the num-

ber, length and position of the question n-gram structures found in the

passages. The best results were obtained in monolingual English, while

the worst results were obtained for French. We suppose the difference is

due to the question style that varies considerably from one language to

another.

1 Introduction

An open-domain Question Answering (QA) system can be viewed as a specific
Information Retrieval (IR) system, in which the amount of information retrieved
is the minimum amount of information required to satisfy a user information
need expressed as a specific question, e.g.: “Where is the Europol Drugs Unit?”.
Many QA systems are based on Passage Retrieval (PR) [6,4]. A PR system is
an IR system that returns parts of documents (passages) instead of complete
documents. Their utility in the QA task is based on the fact that in many cases
the information needed to answer a question is usually contained in a small
portion of the text [3].

In the 2009 edition of CLEF, the competition ResPubliQA1 has been orga-
nized, a narrow domain QA task, centered on the legal domain, given that the
data is constituted by the body of European Union (EU ) law. Our participation
in this competition has been based on the JIRS 2 open source PR system, which
has proved to be able to obtain better results than classical IR search engines in
the previous open-domain CLEF QA tasks [1]. In this way we desired to eval-
uate the effectiveness of this PR system in this specific domain and to check
our hypothesis that most answers usually are formulated similarly to questions,
in the sense that they contain mostly the same sequences of words. In the next
section, we describe the characteristics of the task; furthermore, Sect. 3 and 4
1 For more information about the competition ResPubliQA@CLEF-2009, refer to

page: http://celct.isti.cnr.it/ResPubliQA/
2 http://sourceforge.net/projects/jirs/

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 223–228, 2010.
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explain the main concepts of JIRS (Java Information Retrieval System) system
and we discuss how it has been applied in solving the problem; in Sect. 5 we
present the results and finally in Sect. 6 we draw some conclusions.

2 Multiple Language Question Answering Task

In this task, the system receives as input natural language questions about Eu-
ropean law, and the system should return a paragraph containing the response
from the document collection. This constitutes an important difference with
respect to previous QA tasks where an exact answer had to be extracted or gen-
erated by the system. For this reason we employed just the JIRS system instead
of the complete QUASAR QA system we developed for previous QA@CLEF
participations [2].

The document collection is a subset of the JRC-Acquis corpus 3 , containing
the complete EU legislation, including texts between the years 1950 to 2006
(in total 10,700 documents); these documents have been aligned in parallel and
were made available to the participants in the following languages: Bulgarian,
Dutch, English, French, German, Italian, Portuguese, Romanian and Spanish.
The corpus is encoded in XML format according to the TEI guidelines4 . Each
document has a title and is subdivided into paragraphs, each one marked with
the “<p>” tag. The test set is composed of 500 questions that must be analyzed
by the systems to return a paragraph that contains the answer to the formulated
question.

3 The Passage Retrieval Engine JIRS

Many passage retrieval systems are not targeted to the specific problem of finding
answers, due to the fact that they only take into account the keywords of the
question to find the relevant passages. The information retrieval system JIRS is
based on n-grams (an n-gram is a sequence of n adjacent words extracted from
a sentence or a question) instead of keywords. JIRS is based on the premise that
in a large collection of documents, an n-gram associated with a question must
be found in the collection at least once.

JIRS starts searching the candidate passage with a standard keyword search
that retrieves an initial set of passages. These passages are ranked later de-
pending on the number, position and length of the question n-grams that are
found in the passages. For example: suppose you have a newspaper archive, us-
ing the JIRS system and based on these documents you will find the answer to
the question: “Who is the president of Colombia?”. The system could retrieve
the following two passages: “... Álvaro Uribe is the president of Colombia ...”
and “...Giorgio Napolitano is the president of Italy...”. Of course, the first pas-
sage should have more relevance as it contains the 5-gram “is the president of
3 http://wt.jrc.it/lt/Acquis/
4 http://www.tei-c.org/Guidelines/

http://wt.jrc.it/lt/Acquis/
http://www.tei-c.org/Guidelines/
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Colombia”, while the second passage contains only the 4-gram “is the president
of”. To calculate the n-gram weight of each passage, first of all we need to iden-
tify the most relevant n-gram and assign to it a weight equal to the sum of the
weights of its terms. The weight of each term is set to:

wk = 1 − log(nk)
1 + log(N)

(1)

Where nk is the number of passages in which the term appears and N is the
total number of passages in the system.

The similarity between a passage d and a question q is determined by:

Sim(d, q) =

∑n
j=1

∑
x∈Q h(x, Dj)∑n

j=1

∑
x∈Q h(x, Qj)

(2)

Where h(x, Dj) returns a weight for the j-gram x with respect to the set of
j-grams (Dj) in the passage:

h(x, Dj) =
{∑j

k=1 wk if x ∈ Dj

0 otherwise
(3)

A more detailed description of the system JIRS can be found in [2].

4 Adaptation of JIRS to the Task

The data had to be preprocessed, due to the format of the collection employed
in ResPubliQA competition, a subset of the JRC-ACQUIS Multilingual Par-
allel corpus, this corpus containing the total body of European Union (EU )
documents, of mostly legal nature. In particular, the subset is constituted by
documents of 9 out of 22 languages. It consists of approximately 10,700 parallel
and aligned documents per language. The documents cover various subject do-
mains: law, politics, economy, health, information technology, agriculture, food
and more.

To be able to use the JIRS system in this task, the documents were analyzed
and transformed for proper indexing. Since JIRS uses passages as basic index-
ing unit, it was necessary to extract passages from the documents. We consider
any paragraph included between <p> tags as a passage. Therefore, each para-
graph was labeled with the name of the containing document and its paragraph
number.

Once the collection was indexed by JIRS, the system was ready to proceed
with the search for the answers to the test questions. For each question, the
system returned a list with the passages that most likely contained the answer
to the question, according to the JIRS weighting scheme. The architecture of
the monolingual JIRS -based system is illustrated in Fig. 1. In an additional
experiment, we used the parallel collection to obtain a list of answers in different
languages (Spanish, English, Italian and French). The idea of this approach is
based on the implementation of 4 monolingual JIRS -based systems, one for each
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language, which will have as input the set of questions in the respective language.
For this purpose we used a tool (Google Translator5) to translate the entire set
of questions into the same language. Later choosing as the best answer the
one that obtained the best score by the system and subsequently taking the
identifier of each paragraph (answer) for retrieving the aligned paragraph in
the target language. The architecture of the multilingual JIRS -based system is
illustrated in Fig. 2.

Fig. 1. Architecture of NLEL-MAAT monolingual system

Fig. 2. Architecture of NLEL-MAAT multilingual system

5 Results

We submitted four “pure” monolingual runs for the following languages: English,
French, Italian and Spanish, and in an additional experiment we exploited the
parallel corpus to produce a monolingual Spanish run. This experiment consisted
in searching the question in all languages, and selecting the passage with the
highest similarity; finally, the returned passage was the Spanish alignment of
this best passage. In Table 1 we show the official results for the submitted runs
[5].
5 http://www.google.com/language_tools?hl=en

http://www.google.com/language_tools?hl=en
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Table 1. Results for submitted runs to ResPubliQA, Ans.: Answered, Unans.: Unan-

swered, A.R.: Answered Right, A.W.: Answered Wrong, U.R.: Unanswered Right,

U.W.: Unanswered Wrong, U.E.: Unanswered Empty, Accuracy: Accuracy measure,

c@1

Task Ans. Unans. A.R. A.W. U.R. U.W. U.E. Accuracy c@1

en-en 498 2 287 211 0 0 2 0.57 0.58

fr-fr 489 11 173 316 0 0 11 0.35 0.35

es-es 495 5 173 322 0 0 5 0.35 0.35

it-it 493 7 256 237 0 5 2 0.51 0.52

es-es2 466 34 218 248 0 0 34 0.44 0.47

From Fig. 3 we can see that the result obtained in English were particularly
good, while in French and Spanish the percentage of wrong answers is very
high. We did not expect this behavior for Spanish, since JIRS was developed
specifically for the Spanish QA task. Maybe the poor behavior was due to the
peculiarity of the JRC Acquis corpus, containing, for instance, many anaphoras.
On the other hand, we expected the French to be the language in which the
system obtained the worst results because of the results of the system at previ-
ous QA competitions. The Spanish-multilingual approach allowed to reduce the
wrong answers by 23% (from 322 to 248) and increase the number of right ones
by 26% (from 173 to 218).

Fig. 3. Comparative graph for all the sumitted runs

6 Conclusions

The difference between the best results (for English) and the worst ones (for
French) is 22 percent points in accuracy. This may reflect the different way
of formulating questions in each language. In a comparison with other teams’
results, we obtained excellent results, proof of this is the best rating in three
of the four tasks we participated in. The only task in which the NLEL-MAAT
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system was not ranked first is the monolingual task en-en. However, the system
ranked second with just a difference of 0.03 in the c@1 measure and 0.04 in
the Accuracy measure. Moreover it is also important to note that due to the
language independence of JIRS we have participated and obtained very good
results in all the tasks. Due to the improvement obtained using the parallel data
set (es-es2 task) with respect to the Spanish monolingual task (es-es), we plan
to employ this approach also for the other languages.
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Abstract. 2009 marked UAIC1’s fourth consecutive participation at the 
QA@CLEF competition, with continually improving results. This paper de-
scribes UAIC’s QA systems participating in the Ro-Ro and En-En tasks. Both 
systems adhered to the classical QA architecture, with an emphasis on simplic-
ity and real time answers: only shallow parsing was used for question process-
ing, the indexes used by the retrieval module were at coarse-grained paragraph 
and document levels, and the answer extraction component used simple pattern-
based rules and lexical similarity metrics for candidate answer ranking. The re-
sults obtained for this year’s participation were greatly improved from those of 
our team’s previous participations, with an accuracy of 54% on the EN-EN task 
and 47% on the RO-RO task.  

1   Introduction 

In 2009, the QA@CLEF track was called ResPubliQA2. The structure and the aims of 
the task remain almost the same as in previous years: given a pool of 500 independent 
questions in natural language, participating systems must return an answer for each 
question. The main difference from past editions comes from the fact that the docu-
ment collection for 2009 was the JRC-Acquis corpus. Other changes influencing the 
development of this year’s systems are the facts that the question types have changed, 
and that the answers were no longer expected be exact answer, but paragraphs ex-
tracted from the JRC Acquis corpus containing the correct answers.  

Preparing the 2009 competition, we continued to improve our system built for the 
2008 QA@CLEF edition [2], focusing on reducing the running time and increasing 
the performances. We indexed the new corpus at both paragraph and document level, 
and when looking for potential candidate answers, we kept both types of returned 
snippets: if the search for the answer in paragraph snippets was unsuccessful, we tried 
to identify the answer using the snippets returned by the document level index.  

The best system in participating in this year’s challenge for the Romanian language 
[4] showed a very good performance compared to the rest of the runs. This is a system 

                                                           
1 University “Al. I. Cuza” of Iasi, Romania. 
2 ResPubliQA: http://celct.isti.cnr.it/ResPubliQA/ 
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that uses a sophisticated similarity based model for paragraph ranking, question 
analysis, classification and regeneration of the question, classification of paragraphs 
and consideration of the EUROVOC terms associated to each document. For English, 
the best runs produced paragraph rankings considering matching n-grams between 
question and paragraphs [1]. This retrieval approach seems to be promising, since 
combined with paragraph validation filters it achieved the best score [6] in English. 

The general system architecture is described in Section 2, while Section 3 is con-
cerned with presentation of the results. The last Section discusses the conclusions and 
further work envisaged after our participation in QA@CLEF 2009. 

Lucene 
queries 

Lucene 
Index 
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- Tokenization & lemmatization 
- Focus, keywords and names 
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- Question classification 
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Initial 
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Fig. 1. UAIC system used in ResPubliQA 

2   Architecture of the QA System 

The architecture of the system we used in the ResPubliQA [5] track is presented in 
Figure 1. Similarly to last year’s system, we eliminated many pre-processing modules 
in order to obtain a real-time system. Another feature that we used from last year’s 
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system is a Romanian grammar for identifying different definition types [3], but with 
major improvements and adaptation for the juridical domain. The main differences 
from last year’s participation are detailed in the following sections. 

2.1   Corpus Pre-processing 

The JRC-Acquis corpus is a collection of juridical documents in XML format, with 
each paragraph numbered. Because of the official nature of the documents, the corpus 
was in a very well organized structure, making unnecessary any additional cleaning. 

2.2   Question Analysis 

This step is mainly concerned with the identification of the semantic type of the an-
swer (expected answer type). A specialized module identifies the question focus, the 
question type and a set of relevant keywords. The question analyzer performs the 
following steps: 

i. NP-chunking and Named Entity extraction; 
ii. Question focus identification (the most important word in the question, the 

clue for determining the answer type); 
iii. Answer type identification; 
iv. Question type inferring; 
v. Identification of the keywords in the sentence that, together with the NPs and 

named entities, are to be used by the query generator. 

The question analysis was performed using the module we already developed for the 
previous competitions, the major change being the question type identification. This 
year, seen the semantic nature of the new corpus and the possible interrogations over 
it, a new partitioning of question types was considered: factoid, definition, purpose, 
reason and procedure. Thus, the development questions provided by the organizers 
were used to learn how to identify among the new question types.  

2.3   Index Creation and Information Retrieval 

The purpose of this module is to retrieve the relevant snippets of text for every ques-
tion. For this task we used the Lucene3 indexing and search tools. A brief description 
of the module is given below: 
 
i) Query creation 
Queries are formed based on the question analysis. They are made up of the  
sequences of keywords we previously identified, which are modified using some 
Lucene operators, such as score boosting (the “^” operator, followed by a positive 
integer), fuzzy matching (the “~” operator, followed by a value between 0 and 1) and 
the “exclusive or” operator (symbolized by words between parentheses). As a rule of 
thumb, triggered by empirical observations, the score for the question keyword is 
boosted by a factor of 2 (^2), the score for the named entities in the query is boosted 
by a factor of 3 (^3), and, in the case of words that are not in a lemma form, we use 
                                                           
3 Lucene: http://lucene.apache.org/ 
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the “exclusive or” operator between the surface and the lemma forms (the inflected 
form being emphasized by boosting it by a factor of 2).  

As Romanian is a heavily inflected language, in order to avoid using all of the in-
flected forms of a given word, and also to avoid lemmatizing the entire corpus, we 
have used the fuzzy match operator, which searches for words that are similar, up to a 
given degree, to the query word. Based on test performed over the training set, we 
have found that the value which gives the best results is a similarity score of 0.7. For 
example, in the case of the question “La ce se referă rezoluţia Consiliului despre 
educaţia copiilor lucrătorilor care se mută?” (En: “What is the scope of the Council 
resolution with regard to the children of moving workers?”), the query is: 

RO:(referă^2 referi) rezoluţia~0.7 Consiliului^3 
educaţia~0.7 copiilor~0.7 lucrătorilor~0.7 (mută^2 muta) 
EN:(refer^2 refers) resolution~0.7 Council^3 education~0.7 
children~0.7 workers~0.7 (move^2 moving moves) 

ii) Index creation 
The index was created using the XML files in the JRC-Aquis corpus. We have created 
two indexes, one at paragraph level and one at document level. The paragraph index 
is more precise in terms of relevant text, and is preferred for snippet extraction. If, 
however, the answer is not found in the paragraph index, the query is applied to the 
document index instead. 
 
iii) Relevant snippet extraction 
Using the queries and the indexes we used the Lucene search engine to extract a 
ranked list of snippets for every question as possible answer candidates. 

2.4   Answer Extraction 

In the 2009 year’s track, we used the FACTOID question answer extraction module 
of the last year system, which was refined by including sub-types (person, organiza-
tion, count, measure, temporal, etc.). We have built special modules to extract an-
swers for questions of type DEFINITION and REASON. Simple pattern matching 
methods using rules learned from the training data were used for the other question 
types (PURPOSE and PROCEDURE). 

Our algorithm for answer extraction is based on several heuristics that try to find 
the best answer from available candidates. Examples of the heuristics used are:  

• the paragraph contains the question focus; 
• the paragraph contains (at least) some of the named entities (directly propor-

tional to the number of these name entities); 
• if the question answer type is Person, Organization, Date, Measure, we try to 

identify these types of named entities in the extracted paragraphs (and increase 
the Lucene score in accordance with the number of identified named entities); 

• if the question type is Definition, then answers having the definition form, as 
identified by our grammar [2] are preferred; 

• the length of the sentence and the distance (in number of words) between the 
focus, the named entities and the keywords counts to a certain extend. 
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Lucene scores are also considered when these heuristics are not able to differentiate 
between candidate answers. After applying these criteria, all paragraphs are awarded a 
score and the paragraph with the biggest score is chosen as containing the correct 
answer. Example of applying a rule on several answer candidates is given below, 
when the name entities appear in the answer list: 
 
Question: At what age did Albert Einstein publish his famous Theory of Relativity? 
Answer 1: Theory of Relativity, a theory that... 
Answer 2: Suppose Einstein would rather... 
Answer 3: ... Albert Einstein, which, at only 22 years old,... 
 
Not only does Answer 3 has two named entities (while Answer 2 has only one), but it 
also has a numeric piece of data (22), which is automatically found by our number 
searcher and, since the answer type is a numerical data, its score is boosted. 

3   Results 

For the 2009 ResPubliQA track, our team submitted runs for two language pairs: 
English-English and Romanian-Romanian. The best runs results are shown in Table 1. 

Table 1. Results of UAIC’s best runs  

 RO-RO EN-EN 
answered right 236 243 

answered wrong 264 204 
total answered 500 447 

unanswered right 0 18 
unanswered wrong 0 35 
unanswered empty 0 0 
total unanswered 0 53 

c@1 measure 0.47 0.54 
 

Each answer was evaluated as being right or wrong, and the unanswered questions 
were also allowed to be empty. The evaluation method and the track requirements 
were significantly different from those of past years, so a direct comparison between 
our previous results and this edition scores is difficult. However, the simplification of 
the answer extraction step, by requesting paragraphs as answers and not exact an-
swers, did have a major impact in the improvement of our scores as, according to our 
estimates, this step accounted for about 24.8% of our previous errors.  

For the two languages we sent runs, we tried two different decision approaches: for 
the En-En task, we considered a confidence level below which answers were marked 
unanswered. Choosing to ignore this unanswered feature for Romanian had a negative 
impact on our score (the results were 0.07 better for the En-En run).  

The evaluation of the performance of our question-answering systems participating 
in the ResPubliQA competition concentrated on detecting the module that performed 
worst. Thus, we started by observing the question analysis module. Only the question 
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type identification was significantly modified as compared to edition from 20084 (see 
Section 2.2). The observations concerning the question type recognition module per-
formance are presented in table 2. 

Table 2. Evaluation of the question identification module 

Gold /UAIC-Run Factoid Procedure Purpose Reason Definition 
Factoid 82.73% 12.95% 0.72% 0.72% 2.88% 
Procedure 12.66% 87.34% 0.00% 0.00% 0.00% 
Purpose 12.77% 1.06% 37.23% 17.02% 31.91% 
Reason 3.23% 1.08% 1.08% 93.55% 1.08% 
Definition 2.11% 2.11% 1.05% 0.00% 94.74% 

 
Table 2 represents a confusion table for the five question types: the columns are the 

gold question types, and the rows correspond to the question types identified by our 
system. For instance, the first cell on the first raw corresponds to the percentage of 
Factoid questions that were identified as Factoid by our system (82.73%). The next 
cell on the same raw represents the percentage of Factoid questions that were consid-
ered Procedure by our system (12.95%), etc. The bold cells represent the percentage 
of correct identification for each type. The system identifies, with a good rate of suc-
cess, most of the question types, except for the Purpose ones, which are identified, for 
the most part, with Definition questions. 

It was straightforward to believe that an accepted answer to a question depends 
very much on correctly identifying the question type, it is not mandatory. Table 3 
shows the number of questions correctly/incorrectly answered as compared to their 
type identification (the first two columns are questions correctly identified by the 
system, which have a correct, respectively an incorrect answer, and the last two col-
umns correspond to the number questions incorrectly identified by the system). 

Table 3. UAIC’s best run for the RO-RO track 

Question Type  Right identified Type (396) Wrong Identified Type (104) 

Evaluation 
Correctly 
Answered 

Incorrectly 
Answered 

Correctly 
Answered 

Incorrectly 
Answered 

Factoid 62 53 11 13
Definition 41 49 4 1
Reason 49 38 3 3
Procedure 24 45 4 6
Purpose 15 20 23 36
  

 

The results show that the system answered correctly for 38.2% of the correctly 
identified question types, indicating that the main weakness of our system should be 
looked elsewhere. 
                                                           
4 Thus, we will only present the error rates of the question type identification module, directing 

the reader towards [1] for a detailed analysis of the other sub-modules of our question analy-
sis module. 
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In order to determine the performance of the answer extraction procedure, we 
evaluated the number of questions that could be correctly answered, (the answer for 
which could be found in the returned snippets but was not selected). The results show 
that, out of the 264 questions with incorrect answers, only 35 had the correct answer 
in the ranked list returned by the retrieval module. For the rest of them, the correct 
paragraph was not in the candidate list. This huge difference (86.74% of incorrect 
answers are due to the lock of the good paragraph in the candidate list) indicates that 
the biggest problem of our system this year was the retrieval module. Since we have 
used Lucene for both indexing and retrieval, we determined that the flaw appeared at 
the query generation phase. For questions of type Definition and Reason, the queries 
were built using as much information as possible from the questions, but also some 
heuristics inspired by analysing the development set. 

The answer extraction module was refined for the Definition type questions, using 
the Romanian grammar presented in [2], but also for Reason questions. The question 
type for which the module performed worst was the Purpose type, mainly due to the 
fact that the patterns extracted from the development questions were too sparse.  

It is important to mention that the gold result file provided by the organizers has a 
small drawback when used to assess the system performance, because the 500 ques-
tions provided were built on the basis of the Acquis collections in different languages 
and for uniformity purposes, the gold file only contains the gold answer (document 
and paragraph id) in the original language and in English. For instance, the sentence 
“¿Qué son los "bancos centrales nacionales?” has as gold answer the document id 
and paragraph in Spanish (the original language of the question) and in English, with 
the translation of the answer together with the document and paragraph id of the Eng-
lish correspondence. When evaluating the performance of the Ro-Ro system, an 
alignment of the English documents and paragraphs indexes to Romanian was 
needed. We used the JRC-Acquis alignment available on the JRC site, created using 
the Vanilla5 aligner. The problem was that, out of the 500 answer paragraphs, only 
243 were found aligned to the Romanian version of the Acquis using the English-
Romanian alignment; therefore, for more than half of the questions, we missed the 
“official” gold Romanian paragraphs in order to search for the candidate answer list 
for a precise evaluation of the retrieval module’s accuracy. To overcome this draw-
back, we used the baseline file for the Ro-Ro task to compensate, in case we did not 
find the official alignment. For the cases in which we did not find an answer, we 
evaluated by checking on both documents (English and Romanian) and choosing the 
correct alignment.  

4   Conclusions 

This paper presents the Romanian Question Answering system which took part in the 
QA@CLEF 2009 competition. The evaluation shows an overall accuracy of 47% on 
RO-RO and 54% on EN-EN, which are still our best results from 2006 till now. 

Two major improvements were made this year: first we continued to eliminate the 
most time-consuming modules from the pre-processing steps. Secondly, important 

                                                           
5 Vanilla aligner: http://nl.ijs.si/telri/Vanilla/ 



236 A. Iftene et al. 

 

improvements were made regarding the information retrieval module, where Lucene 
queries were built in a specific way for Definition and Reason questions. Also, we 
used a Romanian grammar in order to extract answers for definition questions. 

Another reason for the good results obtained in this edition is the elimination of 
two important error sources. Firstly, the corpus used to extract the answers was the 
JRC-Acquis corpus in XML format which required no additional pre-processing (in 
the previous edition 10% of the errors were due to a wrong pre-processing of the 
corpus). Secondly, we didn’t need to extract the exact answer from candidate para-
graphs (last year, in 24.8% of the cases, we selected the incorrect answer from the 
correctly extracted paragraph). 

We consider that the results of our question answering system can still be im-
proved by making use of semantic information in the retrieval phase, as well as by 
improving the question type and answer extraction procedures in the case of Purpose 
and Procedure questions. 
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Abstract. FIDJI is an open-domain question-answering system for French.
The main goal is to validate answers by checking that all the informa-
tion given in the question is retrieved in the supporting texts. This paper
presents FIDJI’s results at ResPubliQA 2009, as well as additional exper-
iments bringing to light the role of linguistic modules in this particular
campaign.

1 Introduction

This paper presents FIDJI’s results in ResPubliQA 2009 [1] for French. In this
task, systems receive 500 independent questions in natural language as input,
and return one paragraph containing the answer from the document collection.
FIDJI1 (Finding In Documents Justifications and Inferences) is an open-domain
question-answering system for French, which uses syntactic information, espe-
cially dependency relations. The goal is to match the dependency relations de-
rived from the question and those of a passage and to validate the type of the
potential answer in this passage or in another document.

Many QA systems use syntactic information, especially dependency relations,
mainly for answer extraction. A basic approach consists in looking for an exact
matching between the dependency relations of the question and those of the pas-
sage [2]. In [3], the dependency parse tree and the semantic structure of the ques-
tion are used for answer extraction after a syntactic and semantic parsing. Some
research is also dedicated to question decomposition for QA. In [4], a strategy
for decomposing questions at a syntactic and semantic level is proposed: when
the QA system START cannot find answers to a question, it tries to answer each
sub-question. The system uses a number of parameterized annotations and se-
mantic templates applied to the whole collection of documents in order to relate
questions to information in one or several documents. FERRET [5], an interac-
tive QA system, performs a syntactic and semantic decomposition of complex
questions which aims at splitting a complex question into a set of semantically
simpler questions that the system can answer easily. Finally, six decomposition
classes (temporal, meronymy, etc.) are presented in [6] and are employed for
annotating German questions and triggering different decomposition methods.

1 This work has been partially financed by OSEO under the Quaero program.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 237–244, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Almost all recent researches are based on a syntactic and semantic analysis and
often imply a pre-processing of the whole document collection. Our aim is to
extract and validate answers by going beyond the exact syntactic matching be-
tween questions and answers, without using any semantic resources and with as
less pre-processing as possible.

After a brief overview of the system, this paper presents the results obtained
at the campaign ResPubliQA 2009, as well as some experiments bringing to light
the role of linguistic modules in this particular campaign. We show notably that
syntactic analysis, that proved useful in other campaigns, decreases results in
this particular case.

2 FIDJI

When a piece of information is being searched, it can be formulated in differ-
ent ways and some knowledge bases or inferences may be useful to identify it.
But, even if lexical databases containing term variations exist (e.g. synonyms),
conceptual databases for French are not available and, consequently, a seman-
tic approach is not possible. Therefore, our approach consists in extracting and
validating answers by using syntactic information, in particular syntactic depen-
dency relations. The main goal is to validate answers by checking that all the
features identified by the question analysis (see Section 2.1) are retrieved in the
supporting texts.

Our answer validation approach assumes that the different entities of the ques-
tion can be retrieved, properly connected, either in a sentence, in a passage or
in multiple documents. We designed the system so that no particular linguistic-
oriented pre-processing is needed. The document collection (JRC-Acquis about
EU documentation) is indexed by the search engine Lucene2 [7]. First, FIDJI
submits the keywords of the question to Lucene: the first 100 documents are
then processed (syntactic analysis and named entity tagging). Among these doc-
uments, the system looks for sentences containing the most syntactic relations
of the question. Finally, answers are extracted from these sentences and the an-
swer type, when specified in the question, is validated. Figure 1 presents the
architecture of FIDJI and more details can be found in [8,9].

Next sections summarize the way FIDJI extracts answers and focus on Res-
PubliQA specificities.

2.1 Syntactic Analysis

FIDJI has to detect syntactic implications between questions and passages con-
taining the answers. Our system relies on syntactic analysis provided by XIP,
which is used to parse both the questions and the documents from which answers
are extracted. XIP [10] is a robust parser for French and English which provides
dependency relations and named entity recognition; some rules and features have
also been added [9].
2 http://lucene.apache.org/java/docs/index.html

http://lucene.apache.org/java/docs/index.html
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Fig. 1. Architecture of FIDJI

Question analysis consists in identifying:

– The syntactic dependencies given by XIP;
– The keywords submitted to Lucene (words tagged as noun, verb adjective

or adverb by XIP);
– The question type:

• Factoid (concerning a fact, typically who, when, where questions),
• Definition (What is...),
• Boolean (expecting a yes/no answer),
• List (expecting an answer composed of a list of items),
• Complex questions (why and how questions): reason and purpose ques-

tions in ResPubliQA are identified as why questions by FIDJI while
procedure questions are identified as how questions.

– The expected type(s): NE type and/or (specific) answer type.

The answer to be extracted is represented by a variable (ANSWER) introduced
in the dependency relations. The slot noted ‘ANSWER’ is expected to be in-
stantiated by a word, argument of some dependencies in the parsed sentences.
This word represents the answer to the question (see Section 2.2). The question
type is mainly determined on the basis of the dependency relations given by the
parser. Examples are given in the following sections.

2.2 Extracting Candidate Paragraphs

In ResPubliQA, answers are not focused, short parts of texts, but full para-
graphs that must contain the answer. Passages are not indefinite parts of texts
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of limited length, but predefined paragraphs identified in the corpus by XML
tags <p>. FIDJI usually works at sentence level. For the aim of ResPubliQA
specific rules, we chose to work at paragraph level. This consisted in specifying
that sentence separators were <p> XML tags in the collection, rather than usual
end-of-sentence markers.

Although answers to submit to the campaign are full paragraphs, our system
is designed to hunt down short answers. For most questions, typically factoid
questions, it is still relevant to find short answers, and then to return a paragraph
containing the best answer. This is not the case of ‘how’ or ‘why’ questions, where
no short answer may be retrieved.

Once documents are selected by the search engine and analyzed by the parser,
FIDJI compares the document paragraphs with question analysis, in order to
1/ extract candidate answers or select a relevant paragraph, and 2/ give a score
to each answer, so that final answers can be ranked.

Factoid Questions. Within selected documents, candidate paragraphs are
those containing the most dependencies from the question. Once these para-
graphs are selected, two cases can occur:

1. Question dependencies with an ‘ANSWER’ slot are found in the sentence.
In this case, the lemma instantiating this slot is the head of the answer. The
full answer is composed of the head and its basic modifiers. The eventual
NE type and answer type of this answer are checked. Answer type can be
validated by different syntactic relations in the text: definition ("The French
Prime minister, Pierre Bérégovoy"), attributNN ("Pierre Bérégovoy is the
French Prime minister"), etc.

2. The ‘ANSWER’ does not unify with any word of the passage. In this case,
the elements having an appropriate NE type and/or answer type are selected.

If no possible short answer is found, the paragraph is still considered as a candi-
date answer. But in any case, a paragraph containing an extracted short answer
will be prefered if it exists. For example:
187 - Quel pays hors de l’Union peut exprimer son intention de participer à
des opérations militaires ? (Which country outside the Union may express its
intention of taking part in military operations?)

– Syntactic dependencies and NE tagging:
DEEPSUBJ(pouvoir, ANSWER) PREPOBJ(participer, à)
DEEPSUBJ(exprimer, ANSWER) VMOD(participer, opération)
DEEPOBJ(pouvoir, exprimer) ATTRIBUTADJ(opération, militaire)
DEEPOBJ(exprimer, intention) LOCATION[COUNTRY](ANSWER)

– Question type: factoid
– Expected type: location (country)

The following passage is selected because it contains these dependencies:
(3) Si l’Union européenne décide d’entreprendre une opération militaire de ges-
tion de crise en ayant recours aux moyens et capacités de l’OTAN, la République
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de Turquie peut exprimer son intention de principe de participer à l’opération.
( (3) If the European Union decides to undertake a military crisis management
operation with recourse to NATO assets and capabilities, the Republic of Turkey
may express its intention in principle of taking part in the operation.)

DEEPSUBJ(décider, union européen) CONNECT(décider, si)
DEEPSUBJ(entreprendre, union européen)
PREPOBJ(entreprendre, de) DEEPOBJ(entreprendre, opération)
ATTRIBUTADJ(opération, militaire) ATTRIBUT_DE(opération, gestion)
... ...
DEEPSUBJ(pouvoir, république de turquie)
DEEPSUBJ(exprimer, république de turquie)
DEEPOBJ(pouvoir, exprimer) DEEPOBJ(exprimer, intention)
ATTRIBUT_DE(intention, principe) PREPOBJ(participer, de)
VMOD(participer, opération) PREPOBJ(participer, à)
ORG(otan) ORG(union européen)
LOCATION[COUNTRY](république de turquie)

The slot ‘ANSWER’ is instantiated by République de Turquie. Finally, the ex-
pected answer type is validated as the selected answer is tagged as a country.

Complex Questions. Complex questions (‘how’, ‘why’, etc.) do not expect any
short answer. On these kinds of questions, the system behaves more as a passage
retrieval system. The paragraphs containing the more syntactic dependencies in
common with the question are selected. Among them, the best-ranked is the one
that is returned first by Lucene.

2.3 Scoring

FIDJI’s scores are not composed of a single value, but of a list of different values
and flags. The criteria are listed below, in decreasing order of importance:

– A paragraph containing an extracted short answer will be prefered if it exists.
– NE value (appropriate NE value or not – only for factoid questions).
– Keyword rate (between 0 and 1, the rate of question major keywords present

in the passage: proper names, answer type and numbers).
– Answer type value (appropriate answer type or not – only for factoid

questions).
– Frequency weighting (number of extracted occurrences of this answer – only

for factoid questions).
– Document ranking (best rank of a document containing the answer, as re-

turned by the search engine. If this case, the lower the better).

3 Results

Table 1 presents FIDJI’s results at ResPubliQA by types of questions (note
that we found 26 questions that were ill-formed or with misspellings). Only
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one answer per question was allowed, so the values correspond to the rate of
correct answers for each question type. With an overall accuracy of 0.3, FIDJI
ranked 2nd out of 3 participants for French but only 15th out of 20 for all
languages. Unfortunately, details concerning the best ranked system have not
been published so far. The 3rd-ranked system uses similar techniques as FIDJI,
but also semantic parsing [1].

Results are lower than former campaigns’ scores, especially concerning factoid
and definition questions. All participants for French had also lower results than
those of the “pure information retrieval” baseline [1] which consisted in querying
the indexed collection with the exact text of the question and returning the
paragraph retrieved in the first position.

In a former study [11], we showed that modules using syntactic analysis (mod-
ules ➀ and ➁ in Figure 1) improved significantly the results in comparison with
a traditional keyword search. These experiments had been conducted on former
CLEF collections (newspapers Le Monde and ATS ) as well as Quaero web cor-
pus. We ran our system on ResPubliQA collection with both modules switched
off (see Table 2). Passage extraction is then performed by a classical selection of
sentences containing a maximum of question significant keywords, and answer
extraction is achieved without slot instantiation within dependencies.

This unofficial run leads to 191 correct answers and 35 “NOA” (c@1 = 0.42).
This is surprisingly much higher than our official run (c@1 = 0.30), but confirms
the comparable results obtained by the baselines (c@1 = 0.45), as well as lower
results obtained by the 3rd-ranked system (c@1 = 0.23), that uses also syntactic
analysis. As we can see in Tables 1 and 2, the identification of question type by
FIDJI is good and results are better for every type of questions when syntactic
modules are switched off. So, neither the performance of the question analysis
modules nor the question types can explain the lower results. This interesting
issue deserves a specific analysis. Our linguistic processing is useful in general
(CLEF, Quaero) but harmful in ResPubliQA, with the following specificities:

– Specific guidelines: the final answer is an entire paragraph instead of a fo-
cused short answer. The answer extraction module becomes then naturally
less useful.

– Specific domain and questions: different register of language, more con-
strained vocabulary and very frozen and unusual way to express ideas. This

Table 1. FIDJI results by question types

Question type Number Correct identification Correct answer
of questions of question type

Factoid 116 88.8% 36.2 %
Definition 101 91% 15.8 %
List 37 91.9% 16.2 %
Procedure 76 86% 22.4 %
Reason/Purpose 170 97% 40 %
TOTAL 500 93.6% 30.4 %
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Table 2. Comparison of results with and without syntactic modules

Factoid Definition List Procedure Reason TOTAL
With syntactic modules 36.2% 15.8% 16.2% 22.4% 40% 30.4%

Without syntactic modules 41.4% 9.5% 34.3% 40.5% 50.8% 38.2%

is particularly true for definitions, quite easy to detect in newspaper corpora,
that have been poorly recognized for this evaluation (see example 2 below).

– Specific documents: texts in the document collection have a very particular
structure, with an introduction followed by long sentences extending on sev-
eral paragraphs and having all the same skeleton (e.g. Having regard to. . . ,
Whereas . . . For the purpose of this Directive. . . ).

Looking carefully at the results shows that, in these particular documents, using
syntactic dependencies as the main clue to choose paragraph candidates is not
always a good way to find out a relevant passage. This is especially true for com-
plex questions, but not only. Indeed, the selection of the paragraph containing
the most question dependencies often leads to the introduction of the document
or to a very general paragraph containing poor information.

Example 1: 0006 - What is the scope of the council directive on the trading of
fodder seeds? is answered by:
COUNCIL DIRECTIVE of 14 June 1966 on the marketing of fodder plant seed
(66/401/EEC)
containing many dependencies but answering nothing, while a good result was
later in the same document, but with an anaphora:
This Directive shall apply to fodder plant seed marketed within the Community,
irrespective of the use for which the seed as grown is intended.
Dependency relations are still useful to find a good document, but often fails to
point out to the correct paragraph.

Example 2: 0068 - What is the definition of the term "Operation TIR"? is not
answered correctly. In English, the answer provided by the gold standard is:
For the purposes of this Convention: (a) the term “TIR operation” shall mean
the transport of goods
In the French collection, this paragraph is split:

<p>Aux fins de la présente convention , on entend :</p>
<p>a) par “opération TIR”, le transport de marchandises ... </p>

that can be translated into:
<p>For the purposes of this Convention, we mean:</p>
<p>a) by “operation TIR”, transport of goods ... </p>

First, this is a quite unusual way to introduce a definition. Second, in the French
document, the sentence is split into two paragraphs. In addition to the difficulty
of identifying a definition pattern over several paragraphs and extracting the
answer in this case, this raises the problem of cross-language comparison of
systems, since corpora are not exactly parallel.
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4 Conclusion

We presented in this paper our participation to the campaign ResPubliQA 2009
in French. The aim of this campaign was to study "if current QA technologies
tuned for newswire collections can be easily adapted to a new domain (law do-
main in this case)". In our particular case, we adapted our syntactic-based QA
system FIDJI in order to produce a single long answer in the form of JRC-
Acquis tagged paragraphs. The system got much lower results than usual, and
this variation can be explained by many particularities of this campaign: new
domain, different register of language, different structure of documents and dif-
ferent guidelines.

Different experiments on the collection confirmed that the use of syntactic
analysis decreased results, whereas it proved to help when used in other cam-
paigns. This shows that syntactic analysis should be used in different manners
according to the type of tasks and documents.
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Guillermo Garrido, and Lourdes Araujo

NLP & IR Group, UNED, Madrid
{alvarory,joaquin.perez,anselmo,ggarrido,lurdes}@lsi.uned.es

Abstract. In this paper we describe the QA system developed for taking part
in Res-PubliQA 2009. Our system was composed by an IR phase focused on
improving QA results, a validation step for removing paragraphs that are not
promising and a module based on ngrams overlapping for selecting the final an-
swer. Furthermore, a selection module that uses lexical entailment in combination
with ngrams overlapping was developed in English. The IR module achieved very
promising results that were improved by the ngram ranking. Moreover, the rank-
ing was slightly improved when lexical entailment was used.

1 Introduction

The first participation of UNED at QA@CLEF (called this year ResPubliQA) is based
on our experience as participants and organizers of the Answer Validation Exercise1

(AVE) [4,5,8,9]. Our motivation for using Answer Validation (AV) in this task comes
from the conclusions obtained in AVE, where it was shown that AV systems could
contribute towards the improvement of results in Question Answering (QA).

Besides, the evaluation in this edition gives a higher reward for not giving an answer
than for returning an incorrect one, what suggests the use of AV. Thus, if our QA system
considers that there is no correct answer among the candidate ones to a question, then
no answer is returned to that question.

In this paper we describe the main features of our QA system and the results obtained
in monolingual English and Spanish. The rest of this paper is structured as follows:
In Section 2 we describe the main components of the system. The description of the
submitted runs is given in Section 3, while the results and their analysis are shown in
Section 4. Finally, some conclusions and future work are given in Section 5.

2 System Overview

The main steps performed by our system are described in detail in the following sub-
sections.

1 http://nlp.uned.es/clef-qa/ave
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246 Á. Rodrigo et al.

2.1 Retrieval Phase

A first selection of paragraphs that are considered relevant for the proposed questions
is performed in this phase. The goal is to obtain a first set of paragraphs (no more than
100 per question) ordered according to their relevance to the question. We used BM25
[7], which can be adapted to fit the specific characteristics of the data in use. More
information about the selected retrieval model can be found in [6], where the retrieval
model and its successful results are described in more detail.

2.2 Pre-processing

Each question and each paragraph returned by the retrieval phase is pre-processed in
this step with the purpose of obtaining the following data:

– Named Entities (NEs): the FreeLing NE recognizer [1] is applied in order to tag
proper nouns, numeric expressions and temporal expressions of each question and
each candidate paragraph. Besides, information about the type of the proper noun
is included. That is, for proper nouns we have types PERSON, ORGANIZATION
and LOCATION2.

– Lemmatization: the FreeLing PoS tagger in Spanish and TreeTagger3 in English
are used for obtaining the lemmas of both paragraphs and questions.

2.3 Paragraph Validation

The objective of this step is to remove paragraphs that do not satisfy a set of constraints
imposed by a question since, in that case, it is not likely to find a correct answer for
that question in these paragraphs. A set of modules for checking constraints have been
implemented (3 in this edition) and they are applied in a pipeline processing. That is,
only paragraphs able to satisfy a certain constraint are checked against the following
constraint. In fact, it is possible to obtain no paragraph as output, what means that no
paragraph is a candidate for containing a correct answer. The constraints implemented
in this edition are explained in the following subsections.

Expected Answer Type Matching. Only paragraphs that contain elements of the ex-
pected answer type are validated in this module. Firstly, the expected answer type is
detected for each question. We based our taxonomy on the one used in the last editions
of QA@CLEF. Thus, we considered the following answer types: count, time, location,
organization, person, definition and other.

For performing the matching process we took advantage of the fact that all the types
in our taxonomy (except definition and other) match the possible NE types tagged in
the pre-processing step. That is, count questions must be answered by numeric expres-
sions, time questions must be answered by temporal expressions, etc. Then, the module
validates paragraphs that contain at least a NE of the expected answer type and rejects

2 This information is given by Freeling only for Spanish texts. A generic proper noun type is
used in English texts.

3 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/

http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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the other paragraphs. In case of the expected answer type is definition or other, all the
input paragraphs are validated because the system does not have enough evidences for
rejecting them.

Our system can perform two kinds of expected answer type matching: the coarse
grained matching and the fine grained matching. In the fine grained matching all the
possible expected answer types and all the possible NE types are used, while in the
coarse grained matching some types are grouped. Due to space restrictions, more details
about this module can be found in [10].

NE Entailment. The validation process performed by this module follows the intuition
that the NEs of a question are such important pieces of information that they must
appear in a correct answer [8].

This module receives as input the NEs of a question and their candidate paragraphs.
Then, only paragraphs that contain all the NEs of the question are validated. If a ques-
tion does not have any NE, all the paragraphs are validated because there are no evi-
dences for rejecting them.

Acronym Checking. This module works only over questions that ask about the mean-
ing of a certain acronym, as for example What is NATO? or What does NATO stand for?
The objective is to validate only paragraphs that could contain an explanation for these
acronyms. If the restriction cannot be applied, all the input paragraphs are validated.

Firstly, the module checks whether the question is of definition type and whether it
is asking about a word that only contains capitalized letters, which we called acronym.
If the question satisfies these constraints, the acronym is extracted.

Secondly, only paragraphs that can contain a possible definition for the extracted
acronym are validated. In the current implementation it is considered that if a paragraph
contains the acronym inside a pair of brackets, then it might contain a definition of the
acronym and the paragraph is validated.

2.4 Paragraph Selection

After some experiments performed at the development period, we based the decision of
which paragraph to select on the overlapping between questions and answer paragraphs.
The paragraph selection module works only when the validation process returns more
than one candidate paragraph. If there is only one candidate paragraph, then it is the
one selected. If there is no candidate paragraph, that means that no candidate paragraph
was suitable for containing a correct answer. In these cases the system does not answer
the question and the paragraph that was chosen by the IR engine at the first position is
the one returned as the hypothetical answer.

We have two modules for selecting the final answer: one based only on lemmas
overlapping and another one based on lemmas overlapping and Lexical Entailment.
Both modules are described below.

Setting 1. We discarded stop words and measured overlapping using lemmas as a way
of avoiding different formulations of similar expressions. Thus, the selection process
works as follows:
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1. Overlapping using 1-grams (lemmas) is measured. If the maximum overlapping
with the question is achieved for only one paragraph, then that paragraph is se-
lected. If the maximum overlapping is achieved for more than one paragraph, the
next step is performed.

2. The overlapping using 2-grams (lemmas) is measured over the paragraphs with
the maximum overlapping using 1-grams. If the maximum overlapping with the
question is achieved for only one paragraph, then that paragraph is selected. If
the maximum overlapping is achieved for more than one paragraph, the process is
repeated with 3-grams, 4-grams and 5-grams stopping when there is still more than
one paragraph with the maximum overlapping using 5-grams (lemmas) to perform
the next step.

3. If there is more than one paragraph with the maximum overlapping using 5-grams
(lemmas), then the one which obtained the higher ranking in the IR process is se-
lected.

Setting 2. We developed in English another version for the selection process that is
based on Lexical Entailment. For this purpose we took advantage of a module, which
works only in English, based on WordNet relations and paths for checking the entail-
ment between lexical units [2]. The same process performed in setting 1 is applied, but
there can be overlapping between a word in a paragraph and a word in a question if the
two words are the same or the word in the paragraph entails (according to the entailment
module based on WordNet) the word in the question.

3 Runs Submitted

We took part in two monolingual tasks (English and Spanish), sending two runs for
each of these tasks. All the runs applied the same IR process and the main differences
are found in the validation and selection steps. The characteristics of each run were as
follows:

– Monolingual English runs: both runs applied for the validation process the coarse
grained expected answer type matching (because the NE recognizer allowed us
to use only this kind of matching), the NE entailment module and the acronym
checking module. The differences come in the paragraph selection process:
• Run 1: paragraph selection was performed by the module based on lemmas

overlapping (setting 1) described in Section 2.4.
• Run 2: paragraph selection was performed by the module based on lemmas

overlapping and Lexical Entailment (setting 2) described in Section 2.4. The
motivation for using this selection module was to study the effect of Lexical
Entailment for ranking answer paragraphs.

– Monolingual Spanish runs: in both runs the selection process was based on lem-
mas overlapping (setting 1 described in Section 2.4). Both runs applied the vali-
dation step in the same way for both the NE entailment module and the acronym
checking module. The differences come in the use of the expected answer type
matching module:
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• Run 1: the fine grained expected answer type matching was applied.
• Run 2: it was applied the coarse grained expected answer type matching. The

objective was to study the influence of using a fine grained or a coarse grained
matching. It may be thought that the best option is the fine grained matching.
However, possible errors in the classification given by the NE recognizer could
contribute to obtain better results using the coarse grained option.

4 Analysis of the Results

The runs submitted to ResPubliQA 2009 were evaluated by human assessors who
tagged each answer as correct (R) or incorrect (W). In order to evaluate the perfor-
mance of systems validating answers, the task allowed to return an hypothetical candi-
date answer when it was chosen not to answer a question. These answers were evaluated
as unanswered with a correct candidate answer (UR), or unanswered with an incorrect
candidate answer (UI). The main measure used for evaluation was c@1, while accuracy
was used as a secondary measure4.

The results obtained for the runs described in Section 3 are shown in Table 1 for
English and Table 2 for Spanish. The results of a baseline system based only on the IR
process described in Section 2.1 appear also in each Table. The answer given to each
question in this baseline was the first one according to the IR ranking.

Table 1. Results for English runs

Run #R #W #UR #UI accuracy c@1
run 2 288 184 15 13 0.61 0.61
run 1 282 190 15 13 0.59 0.6

baseline 263 236 0 1 0.53 0.53

Table 2. Results for Spanish runs

Run #R #W #UR #UI accuracy c@1
run 1 195 275 13 17 0.42 0.41
run 2 195 277 12 16 0.41 0.41

baseline 199 301 0 0 0.4 0.4

4.1 Results in English

Regarding English results, run 2 achieves a slightly higher amount of correct answers
than run 1 that is not significant. Since the only difference between both runs was the
fact that run 2 used Lexical Entailment for ranking the candidate answers, the improve-
ment was a consequence of using entailment. Although this is not a significant result
for showing the utility of using entailment for ranking results in QA, it encourages us
to explore more complex ways of using entailment for ranking paragraphs.

4 The formulation of both measures can be seen in [3].
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Comparing English runs with the English baseline it can be seen how the results of
the submitted runs are about 10% better according to the given evaluation measures. A
preliminary study showed us that most of this variation in the results was a consequence
of the different ways for ranking paragraphs and not of the inclusion of the validation
step. Then, the lemmas overlapping ranking used for the selection of paragraphs has
shown to be more appropriate for this task than the one based only on IR ranking when
the QA system is working in English. Therefore, results suggest that it is useful to
include information based on lemmas when ranking the candidate paragraphs.

4.2 Results in Spanish

The results of the Spanish runs are quite similar as it can be seen in Table 2. Actually,
the differences are not significant. Since the only difference between both runs was
the expected answer type matching performed, results suggest that there are no big
differences between the option of using one or another expected answer type matching.
We detected that some of the errors obtained when the fine grained expected answer
type matching was applied were caused by errors in the NE classification given by
the NE recognizer. The possibility of having these errors was one of the motivations
for using also coarse grained matching. However, when there was this kind of errors
with the fine grained matching, the coarse grained matching did not help to find a right
answer. Then, the analysis of the results shows that the fine grained matching could
contribute towards improving results, but it depends too much on the classification given
by the NE recognizer.

On the other hand, if we compare both runs with the baseline run, we can see that
the results according to the two evaluation measures are quite similar. This is different
to the results obtained in English, where the submitted runs performed better than the
baseline. This means that the lemmas overlapping used for the selection process worked
better in English than in Spanish.

4.3 Analysis of Validation

Given that one of our objectives for taking part at ResPubliQA was to study the impact
of validation, we have analyzed the contribution of the validation modules in our QA
system. Despite the fact that the basic ideas of the modules where the same in both lan-
guages and the question set was also the same (the same questions but translated to each
language), the number of questions where each of the validation modules was applied
differ between languages. This was a consequence of different question formulations
for each language and little variations in the implementation of modules for different
languages (due to the particularities of each language). However, the number of ques-
tions that were left unanswered was almost the same in both languages as it can be seen
in Tables 1 and 2.

Since the candidate answers given to unanswered questions were also evaluated, the
precision of systems validating answers (proportion of unanswered questions where
the hypothetical answer was incorrect) can be measured. Table 3 shows the validation
precision of the submitted runs for English and Spanish. In each language, the validation
precision obtained was the same for both runs.
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Table 3. Validation precision of the submitted runs in English and Spanish

Language Val. precision
English 0.46
Spanish 0.57

As it can be seen in Table 3, the validation precision is close to 50% (slightly higher
in Spanish and slightly lower in English). Therefore, the validation process applied by
our QA system has not behaved very well.

We studied the errors produced by the validation process and we found that most of
the errors were produced by the NE entailment module. On one hand, the constraint
of having all the NEs of the question into the answer paragraph seemed to be very
restrictive because a paragraph sometimes can omit some NEs that have been referred
before in the document. Therefore, in the future we would like to study a way of relaxing
this constraint in order to improve results.

On the other hand, we found in Spanish some errors due to incorrect translations of
the questions from English. For example, the NE EEC (which means European Eco-
nomic Community) in question 175 was kept as EEC in Spanish, but the correct trans-
lation is CEE (which means Comunidad Económica Europea). This kind of errors in
the translations caused that our system denied paragraphs that could contain correct
answers.

Regarding the acronym checking, we found that its behaviour was quite good in
Spanish but not in English. In fact, some questions were left unanswered in English
because the acronym module was incorrectly applied. Therefore, we have to improve
this module in English.

Finally, the expected answer type matching was applied in a low amount of questions
for both languages and we did not observe too many problems in its performance. Now,
we want to focus in improving its coverage so that it can be applied to a higher amount
of questions.

5 Conclusions and Future Work

In this paper we have described our QA system and the results obtained for both English
and Spanish monolingual tasks at ResPubliQA. The main steps of our system were an
IR phase focused on improving QA results, a validation step for rejecting no promising
paragraphs and a selection of the final answer based on ngrams overlapping.

The IR ranking has provided a good performance obtaining better results in English
than in Spanish, while the validation process was not very helpful. On the other hand,
the ranking based on ngrams was able to improve results of the IR module in English,
while it maintains the performance in Spanish. Besides, Lexical Entailment has shown
to be informative for creating the ranking of answers in English.

Future work is focused on solving the errors detected in each module, as well as
developing validation modules for a broader range of questions. Furthermore, we want

5 Why is it necessary to provide for information about certain foodstuffs in addition to those in
Directive 79/112/EEC?



252 Á. Rodrigo et al.

to perform a deeper study about the ranking of answers using ngrams in combination
with Lexical Entailment and the information given by the modules used in the paragraph
validation step.
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Santos, D. (eds.) CLEF 2007. LNCS, vol. 5152, pp. 483–489. Springer, Heidelberg (2008)
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Abstract. The baselines proposed for the ResPubliQA 2009 task are

described in this paper. The main aim for designing these baselines was

to test the performance of a pure Information Retrieval approach on this

task. Two baselines were run for each of the eight languages of the task.

Both baselines used the Okapi-BM25 ranking function, with and without

a stemming. In this paper we extend the previous baselines comparing

the BM25 model with Vector Space Model performance on this task. The

results prove that BM25 outperforms VSM for all cases.

1 Overview

This year’s ResPubliQA proposed the challenge of returning a right passage,
containing a correct answer to a question, from a collection of more than a million
paragraphs per language. The supplied collection was based on JRC-Acquis1, a
collection of EU documents. Both questions and documents are translated into
different EU languages.

Our aim is twofold: to check what results can be obtained with a system based
on pure IR techniques, and to establish a starting point for other participants
in the task.

Passage retrieval has a well founded tradition that spans decades (see, for in-
stance [5,1]). Different techniques can be found in the previous works specifically
focused on applying a typical retrieval model to the selection of paragraphs or
snippets within a document. In general, the techniques are adapted to the data
characteristics beyond the straight use of the model.

A baseline like the ones proposed here can be considered a first phase within a
typical pipeline architecture for Question Answering (QA). That is, a set of para-
graphs considered relevant for the question are selected. The precision in terms
� This work has been partially supported by the Spanish Ministry of Science and

Innovation within the project QEAVis-Catiex (TIN2007-67581-C02-01), the Treble-

CLEF Coordination Action, within FP7 of the European Commission, Theme ICT-

1-4-1 Digital Libraries and Technology Enhanced Learning (Contract 215231), the

Regional Government of Madrid under the Research Network MAVIR (S-0505/TIC-

0267), the Education Council of the Regional Government of Madrid and the Euro-

pean Social Fund.
1 http://langtech.jrc.it/JRC-Acquis.html
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of retrieving the correct answer for the question within the top k paragraphs
delimits in some manner the overall quality of the full QA system. In order to
retrieve the most relevant paragraphs, the full collection has been indexed by
paragraphs, removing a list of stopwords, and applying simple stemming algo-
rithms for each language.

2 Retrieval Model

The selection of an adequate retrieval model is a key part of the task. By applying
an inadequate retrieval function, a subset of candidate paragraphs where the
answer cannot appear would be returned, and thus any subsequent technique
applied to detect the answer within this subset will fail. In order to check the
ability to retrieve the right paragraph by a pure information retrieval approach,
two baselines were proposed. Both baselines are based on the Okapi-BM25 [4]
ranking function, one with stemming as a pre-processing step and the other one
without it.

In general, retrieval models are built around three basic statistics from the
data: frequency of terms in a document; frequency of a term in the collection,
where document frequency (DF) or collection frequency (CF) can be used; and
document length. The ideal ranking function for this task should be adaptable
enough to fit the specific characteristics of the data. For the ResPubliQA task,
documents are actually paragraphs with an average length of ten terms, and
the frequency of question terms within a paragraph hardly exceeds one. A good
candidate paragraph for containing the answer of a question is one that has
the maximum number of question terms (excluding stopwords) and has a length
similar to the average (to avoid giving too much importance to term frequency
within the paragraph).

The use of the classic Vector Space Model (VSM) [6] is not an adequate option
for this task because this model typically normalises the weight assigned to a
document with the document length. This causes that those paragraphs that
contain at least one question term and have the lowest length will obtain the
highest score. Moreover, the typical saturation of terms frequency used in this
model, applying logarithm or root square, gives too much relevance to the term’s
frequency.

A more adequate ranking function for this task is BM25 [4]. In this ranking
function, the effect of term frequency and document length on the final score of
a document can be specified by setting up two parameters: b and k1. We explain
further the effect of these parameters over the ResPubliQA data in the following.
The normalisation factor B which depends on the parameter b is computed as:

B = (1 − b) + b(
dl

avdl
)

where dl is the document length, avdl is the average document length and b ∈
[0, 1]. Assigning 0 to b is equivalent to avoiding the process of normalisation and
therefore, the document length will not affect the final score (B = 1). If b is 1,
we are carrying out a full normalisation B = dl

avdl .
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Once the normalisation factor has been calculated, it is applied to term fre-
quency. Final score is computed applying a term frequency saturation that uses
the parameter k1 allowing us to control the effect of frequency in the final score:

tf =
freqt,d

B
; idft =

N − dft + 0.5
dft + 0.5

; R(q, d) =
tf

tf + k1
· idft

where: ∞ > k1 > 0; N is the total number of documents in the collection;
freqt,d is the frequency of t in d and dft is the document frequency of t. An
implementation of the BM25 ranking function for Lucene was developed for this
work2. The details of this implementation can be seen in [3]. The final expression
for BM25 ranking function can be expresed as next:

R(q,d) =
∑

t en q

freqt,d

k1((1 − b) + b · dl
avdl ) + freqt,d

· idft

3 Results and Conclusions

In order to test the precision of our retrieval system we proposed the execution
of two baselines for each language. The paragraph selected in order to answer
the question is the one ranked first in the retrieval phase. For the first baseline,
a stemming process was applied3, except for Bulgarian where no stemmer was
available. The second baseline was built identically, except that no stemming was
done. The parameter k1 was fixed to a value of 0.1, after a training phase with
the gold standard for the English development set supplied by the organisation.
Its effect is reducing the influence of term frequency over the final score. We
experimented with various settings for the b parameter.

The results of the baselines run were shown in [2], with a comparison over
the different languages, this information is not showed here because of the lack
of space. Here we will focus on one language, English, and compare with more
detail the different performances when using VSM or BM25.

We compared the quality of the results for different values of the parameter
b. The best results were obtained for b = 0.4, and the worst for b = 1 (as it can
be expected). The average results for different values of b have been included
in Table 1. The Table contains also information about whether a correct answer
was found in the 5, 10 or 100 first retrieved paragraphs. For all cases, BM25
outperforms VSM, and the results obtained for different values of b are quite
steady.

Some preliminary conclusions can be drawn from the results obtained, where
BM25 outperforms VSM. Even the worst selection of the b parameter, both with
and without stemming, yields better results than the VSM run. The obtained
results with BM25 show a strong stability, since these results are only slightly
affected by the b parameter. There is still a window for improvement optimising

2 http://nlp.uned.es/~jperezi/Lucene-BM25/
3 We used the Snowball implementation: http://snowball.tartarus.org/

http://nlp.uned.es/~jperezi/Lucene-BM25/
http://snowball.tartarus.org/
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Table 1. Comparison of BM25 against VSM. At the top, the results with stemming

are shown. At the bottom, the results without stemming. We show the performance of

BM25 for the best (0.4) and worst (1) selections of b, and the average from 0 to 1 using

0.1 as step. found@k means whether a correct answer paragraph was found in the k
first paragraphs returned by the IR ranking. Note that P@1 = found@1. In brackets

the number of right paragraphs found.

Stemming

P@1 found@5 found@10 found@100

BM25(b=0.4) .56 (278) .69 (347) .74 (369) .82 (412)

BM25(b=1) .49 (246) .67 (334) .72 (358) .82 (409)

BM25(average) .53 (265.3) .68 (342.7) .73 (366.6) .82 (411.6)

VSM .42 (212) .64 (321) .70 (351) .81 (406)

No Stemming

P@1 found@5 found@10 found@100

BM25(b=0.4) .55 (273) .71 (356) .75 (375) .82 (408)

BM25(b=1) .49 (246) .67 (336) .72 (358) .81 (406)

BM25(average) .53 (265.6) .7 (348.7) .74 (369.2) .82 (407.6)

VSM .43 (213) .65 (323) .71 (354) .81 (403)

the k1 parameter simultaneously with b. In relation with the stemming step,
a clear similarity between runs with or without stemming can be observed. If
we compare the average results of the BM25 runs with and without stemming
process, we will see that no stemming outperforms stemming when precision is
preferred over recall (for P@1, found@5, found@10), and it starts to be worse
in situations where recall is preferable (found@100).
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Abstract. This paper reports on the construction and testing of a new Question 
Answering (QA) system, implemented as an workflow which builds on several 
web services developed at the Research Institute for Artificial Intelligence 
(RACAI).The evaluation of the system has been independently done by the or-
ganizers of the Romanian-Romanian task of the ResPubliQA 2009 exercise and 
has been rated the best performing system with the highest improvement due to 
the NLP technology over a baseline state-of-the-art IR system. We describe a 
principled way of combining different relevance measures for obtaining a gen-
eral relevance (to the user’s question) score that will serve as the sort key for 
the returned paragraphs. The system was trained on a specific corpus, but its 
functionality is independent on the linguistic register of the training data. The 
trained QA system that participated in the ResPubliQA shared task is available 
as a web application at http://www2.racai.ro/sir-resdec/.  

1   Introduction 

Looking back the at the QA track of the Text Analysis Conference in 2008 
(http://www.nist.gov/tac/) we see that although the QA systems are still very compli-
cated (being basically complex architectures of IR and NLP modules), there are ef-
forts of reducing this complexity in the favor of developing trainable and principled 
QA systems. In this respect, the statistical component of both document scoring and 
answer extraction is back in business as in IBM’s statistical QA systems in TREC-9 
[4] and onwards. For instance, Heie et al. [1] use a language model based approach to 
sentence retrieval for QA in which every sentence is scored according to the probabil-
ity P(Q|S) of generating a specific query Q (a set of terms) for the respective answer 
sentence S (also a set of terms). 

Following the principle of trainability and extensibility, we have devised a QA sys-
tem that combines a set of snippet relevance scores in a principled way. We were 
inspired by the Minimum Error Rate Training (MERT) optimization from [5] where a 
set of weights are trained for a set of features that are supposed to characterize the 
translation task. In our case, we considered training a set of weights for a set of snip-
pet features that express the relevance of that snippet to the user’s question. It also is 
the case that using a linear combination of different relevance measures (probabilities 
or simply scores) to provide a unique relevance measure of the sentence or paragraph 
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is the de facto choice in recent QA systems [1, eq. 3; 9, eq. 2]. The only impediment 
in using MERT is that when trying to optimize the response of the QA system on a 
test set of N questions, for each question having M snippets returned that are to be 
globally scored with m parameters with a 10  precision, there are exactly · ·10 110 1  summations of the type equation 1 below shows. In this case, in order 

to determine the value of the parameters and keeping the time complexity in reasona-
ble limits, one should implement a hill climbing algorithm, setting initial values for 
the parameters with p = 1 and then increase the value of p until the peak of the hill is 
reached.  

In what follows, we will present our ResPubliQA QA system that has been devel-
oped according to the principles described above. We will describe the training  
procedure and the QA algorithm and we will evaluate its performances within the 
ResPubliQA environment.  

2   The QA System 

The corpus to be indexed is a subset of the JRC-Acquis comprising of 10714 docu-
ments conforming to the TEI format specifications1. We only took the body of the 
document into consideration when extracting the text to be indexed. This text has 
been preprocessed by TTL and LexPar [8] to obtain POS tagging, lemmatization, 
chunking and dependency linking. 

The body part of one JRC-Acquis document is divided into paragraphs, the unit of 
text required by the ResPubliQA task to be returned as the answer to the user’s ques-
tion. The specifications of this task define five possible types of questions: “factoid”, 
“definition”, “procedure”, “reason” and “purpose”. The classes “reason” and “pur-
pose” were merged into a port-manteau class “reason-purpose” because we found that 
our classifier made an unreliable distinction between the two initial classes. By labe-
ling the paragraphs with the type of the expected answer we reduced the complexity 
of the IR problem: given a query, if its type is correctly identified, the answer is 
searched through only a portion of the full corpus. We used maximum entropy for 
paragraph classification. For feature selection we differentiated between clue words, 
morpho-syntactical, punctuation, orthographical and sentence length related features. 
The classifier was trained on 800 manually labeled paragraphs from the JRC-Acquis 
and performs with approximately 94%.  

The JRC-Acquis documents are manually classified using the EUROVOC thesau-
rus2 that has more than 6000 terms hierarchically organized. Considering the fact that 
the technical terms occurring in the JRC-Acquis were supposed to be translated using 
the EUROVOC terms, the term list of our tokenizer was extended so that these terms 
would be later recognized. If a term is identified, it counts as a single lexical token as 
in “adunare parlamentară” (“parliamentary assembly”). 

                                                           
1 http://www.tei-c.org/Guidelines/ 
2 http://europa.eu/eurovoc/ 
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The RACAI’s QA system is practically a workflow built on top of our NLP web 
services. It’s a trainable system that uses a linear combination of relevance features 
scores  to obtain a global relevance (to the question) measure  which will be 
used as the sort key: 

, 1 (1)

where  is one of the following feature scores ( , ): 

1. an indicator function that is 1 if the guessed class of the question is identical to that 
of the candidate paragraph or 0 otherwise (let’s call this score ); 

2. a lexical chains based score computed between lemmas of the candidate paragraph 
and lemmas of the question ( ); 

3. a BLEU-like [6] score that will give more weight to paragraphs that contain key-
words from the question  in the same order as they appear in the question 
( ); 

4. the paragraph and document scores as returned by the search engine3 (  and ). 

When the QA system receives an input question, it first calls the TTL web service4 to 
obtain POS tagging, lemmatization and chunking. Then, it calls the question classifi-
er5 to learn the question class after which two types of queries are computed6. Both 
queries may contain the question class as a search term to be matched with the class 
of candidate paragraphs. The search engine7 will return two lists  and  of at most 
50 paragraphs that will be sorted according to the eq. 1. The answer is a paragraph  
from both  and  for which argmin rank rank , rank , , 50 (2)

where rank  is the rank of paragraph p in . Experimenting with different values 
for K on an in-house developed 200 questions test set (see below), we determined that 
the best value for K is 3. When such a common paragraph does not exist, the system 
returns the no answer (NOA) string. 

Our QA system is trainable in the sense that the weights ( ) that we use to com-
bine our relevance features scores are obtained through a MERT-like optimization 
technique.  

Since the development question set comprised of only 20 questions, we proceeded 
to the enlargement of this test set (having the 20 questions as examples). We produced 
another 180 questions to obtain a new development set of 200 questions simply by 
randomly selecting documents from the JRC-Acquis corpus and reading them. For 
each question we provided the ID of the paragraph that contained the right answer and 
the question class. The training procedure consisted of: 

                                                           
3 We used the Lucene search engine (http://lucene.apache.org). 
4 http://ws.racai.ro/ttlws.wsdl 
5 http://shadow.racai.ro/JRCACQCWebService/Service.asmx?WSDL 
6 One of the query computation algorithms is also implemented as a web service and it is avail-

able at http://shadow.racai.ro/QADWebService/Service.asmx?WSDL 
7 http://www.racai.ro/webservices/search.asmx?WSDL 
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1. running the QA system on these 200 questions and retaining the first 50 paragraphs 
for each question according to the paragraph score given by the search engine ( ); 

2. obtaining for each paragraph the set of 5 relevance scores, … ; 
3. for each combination of  parameters with ∑ 1 and increment step of 10 , compute the Mean Reciprocal Rank (MRR) of the 200 question test set by 

sorting the list of returned paragraphs for each question according to eq. 1; 
4. retaining the set of  parameters for which we obtain the maximum MRR value. 

The two QA systems (each one corresponding to specific algorithm of query 
generation) were individually optimized with no regard to NOA strings and we added 
the combination function (eq. 2) in order to estimate the confidence in the chosen 
answer (an optional requirement of the ResPubliQA task). 

The first algorithm of query generation (the TFIDF query algorithm) considers 
all the content words of the question (nouns, verbs, adjectives and adverbs) out of 
which it constructs a disjunction of terms (which are lemmas of the content words) 
with the condition that the TFIDF of the given term  is above a certain threshold: TFIDF 1 ln ln  (3)

in which ‘ln’ is the natural logarithm,  is the term frequency in the entire corpus,  
is the number of documents in which the term appears and  is the number of docu-
ments in our corpus, namely 10714 (if  is 0,  is also 0 and the whole measure is 0 
by definition). The rationale behind this decision is that there are certain terms that are 
very frequent and also very uninformative. 

The second algorithm of query generation (the chunk-based query algorithm) al-
so uses the TTL preprocessing of the question. As in the previous version [2], the 
algorithm takes into account the noun phrase (NP) chunks and the main verbs of the 
question. For each NP chunk, two (instead of one) query terms are constructed: (i) 
one term is a query expression obtained by concatenating the lemmas of the words in 
the chunk and having a boost equal to the number of those words, and (ii) the other 
one is a Boolean query in which all the different lemmas of the words in the chunk are 
joined by the conjunction operator. For example an “a b c” chunk generates the fol-
lowing two queries: “l(a) l(b) l(c)”^3 and (l(a) AND l(b) AND l(c)) 
where l(w) is the lemma for the w word. For each chunk of length , we generate all 
the sub-chunks of length 1, 2 (i.e. “a b” and “b c”) and apply the same steps. 

As already stated, the QA system uses a linear combination of relevance features 
scores (eq. 1) to score a given candidate paragraph as to the possibility of containing 
the answer to the question. The BLUE-like similarity measure ( ) between the ques-
tion and one candidate paragraph stems from the fact that there are questions that are 
formulated using a high percentage of words in the order that they appear in the an-
swer containing paragraph. BLEU [6] is a measure that counts n-grams from one 
candidate translation in one or more reference translations. We use the same principle 
and count n-grams from the question in the candidate paragraph but here is where the 
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similarity to BLEU ends. Our n-gram processing counts only content word n-grams 
(content words are not necessarily adjacent). Actually, an n-gram is a sliding window 
of question content word lemmas of a maximum length equal to the length of the 
question (measured in content words) and a minimum length of 2. 

Due to the lack of space, we cannot go into further details regarding the lexical 
chains paragraph relevance score or question classification but for a detailed descrip-
tion of the entire QA system, we refer the reader to [3]. 

3   Evaluations 

Each query produces a different set of paragraphs when posed to the search engine 
thus allowing us to speak of two different QA systems. We applied the training pro-
cedure described in the previous section on our 200 questions test set with each sys-
tem and ended up with the following values for the  parameters: 

Table 1. Parameters for paragraph score weighting 

 λ1 λ 2 λ 3 λ 4 λ 5 
The TFIDF query algorithm 0.22 0.1 0.1 0.19 0.39 
The chunk query algorithm 0.32 0.14 0.17 0.25 0.12 

With these parameters, each system was presented with the official ResPubliQA 
500 questions test set. For each question, each system returned 50 paragraphs that 
were sorted according to eq. 1 using parameters from Table 1. Table 2 contains the 
official evaluations [9] of our two runs, ICIA091RORO and ICIA092RORO. The first 
run, officially rated with the fourth c@1 score, corresponds to running the two QA 
systems with queries exactly as described. The second run, officially rated with the 
best c@1 score, was based on queries that contained the class of the question. When 
we constructed the index of paragraphs we added a field that kept the paragraph class. 
This tweak brought about a significant improvement in both accuracy and c@1 meas-
ure as Table 2 shows.  

A basic assumption made by organizers when using the c@1 evaluation score ap-
parently was that the accuracy of detecting questions with wrong answers, for which 
the QA systems should refrain from providing a misleading reply but output a NOA, 
was more or less the same with the accuracy of effectively answered questions. We 
checked this assumption for our systems and found that this was a reasonable hypo-
thesis, although, in our case the precision of detection the answers with a likely wrong 
answer (ICIA091RORO=70%, ICIA092RORO=86%) was much higher than the 
precision in providing correct answers: ICIA091RORO = 47%, ICIA092RORO = 
52%). Therefore the c@1 measure is a rather conservative/pessimistic measure. If we 
had decided to answer all the questions the accuracy would have been better (7% for 
the first run and 4% for second run) but the c@1 score would have decreased. 
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A very interesting evaluation performed by the organizers was to estimate the ac-
curacy improvement of the NLP QA systems as compared to language-specific base-
line IR systems ([7]). According to this new evaluation both ICIA runs received the 
highest scores out of 20 evaluated runs. 

In order to estimate how many correct answers would have been returned instead 
of the NOA strings, we ran our QA systems on the 500 questions test set with the 
exact same settings as per Table 1 obtaining runs ICIA091RORO-NO-NOA and 
ICIA092RORO-NO-NOA that were combinations resulting from setting K to the 
maximum allowed value of 50 in eq. 2 (this way, eq. 2 always returned a paragraph 
thus eliminating the presence of the NOA string). Then, for the two pairs of runs 
(ICIA091RORO, ICIA091RORO-NO-NOA) and (ICIA092RORO, ICIA092RORO-
NO-NOA) we checked the status of every NOA string by seeing if the corresponding 
answer was correct or not (using the official Gold Standard of Answers of the Roma-
nian-Romanian ResPubliQA task that we got from the organizers). These results are 
also displayed by Table 2. 

Table 2. RACAI official results and the reevaluated results when NOA strings have been re-
placed by actual answers 

 ICIA091RORO ICIA092RORO 
ANSWERED  393 344 
UNANSWERED  107 156 
ANSWERED with RIGHT candidate  237 260 
ANSWERED with WRONG candidate  156 84 
c@1 measure 0.58 0.68 
Overall accuracy 0.47 0.52 
UNANSWERED with RIGHT candidate 32 21 
UNANSWERED with WRONG candidate 75 135 
UNANSWERED with EMPTY candidate 0 0 
Predicted wrong ans./Actual wrong ans. in 
the initial NOA questions 50/75 81/135 

Reevaluated overall accuracy 0.54 0.56 

Table 2 lists the results of our QA system that used a single set of  parameters for 
every question class. We hypothesized that training different sets of  parameters for 
each QA system and for each question class would yield improved results. We expe-
rimented with our 200 questions test set and trained different sets of parameters (with 
the increment step of 0.05 to reduce the time complexity) for each question class. 
Table 3 presents the trained values for the parameters.  

Running our QA systems over the 500 questions test set, sorting the returned para-
graphs for each question using the set of parameters trained on the question’s class 
and combining the results with K = 50 to remove the NOA strings, we obtained an 
overall accuracy of 0.5774. This confirmed our hypothesis that class-trained parame-
ters would improve the performance of the system. 
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Table 3. Different parameters trained for different classes 

  λ1 λ 2 λ 3 λ 4 λ 5 

The TFIDF query 
algorithm 

Factoid 0.1 0 0.2 0.4 0.3 
Definition 0.2 0.15 0.05 0.15 0.45 
Reason 0.1 0 0.15 0.3 0.45 
Procedure 0.1 0 0.15 0.15 0.6 

The chunk query 
algorithm 

Factoid 0.15 0 0.3 0.3 0.25 
Definition 0.05 0.5 0.15 0.1 0.2 
Reason 0.2 0 0.4 0.2 0.2 
Procedure 0.15  0.1 0.25 0.2 0.3 

4   Conclusions 

The CLEF campaign has gone long way into the realm of Information Retrieval and 
Extraction. Each year, the evaluation exercise showed its participants how to test and 
then, how to improve their systems. The competitive framework has motivated sys-
tems designers to adopt daring solutions and to experiment in order to obtain the best 
result. However, we should not forget that we are building these IR and QA systems 
primarily to help people to search for the information they need. In this regard, it 
would be very helpful that future shared tracks would require that the QA systems be 
available on the Internet. Another dimension in which we can extend the usefulness of 
the evaluation is the scoring formulas. The requirement that only the first answer is to 
be evaluated is a little harsh given the willingness of the average user to inspect, say 
at least 5 top returned results. 

We want to extend the present QA system so that it can cross-lingually answer 
question from English or Romanian in either English or Romanian. We have already 
processed the English side of the JRC-Acquis and, given that we have several func-
tional Example-Based and Statistical Machine Translation Systems, we may begin by 
automatically translating either the natural language question or the generated query. 
Then the combination method expressed by eq. 2 would probably yield better results 
if applied on English and Romanian paragraph lists since a common paragraph means 
the same information found via two different languages. This estimation is strengthen 
by the analysis made by the ResPubliQA organizers, according to which 99% of ques-
tions have been correctly answered by at least one system in at least one language. 

The principal advantage of this approach to QA is that one has an easily extensible 
and trainable QA system. If there is another way to assess the relevance of a para-
graph to a given question, simply add another parameter that will account for the 
importance of that measure and retrain. We believe that in the interest of usability, 
understandability, adaptability to other languages and, ultimately progress, such prin-
cipled methods are to be preferred over the probably more accurate but otherwise 
almost impossible to reproduce methods. 
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Abstract. LogAnswer is a question answering (QA) system for Ger-

man that uses machine learning for integrating logic-based and shallow

(lexical) validation features. For ResPubliQA 2009, LogAnswer was ad-

justed to specifics of administrative texts, as found in the JRC Acquis

corpus. Moreover, support for a broader class of questions relevant to the

domain was added, including questions that ask for a purpose, reason,

or procedure. Results confirm the success of these measures to prepare

LogAnswer for ResPubliQA, and of the general consolidation of the sys-

tem. According to the C@1/Best IR baseline metric that tries to abstract

from the language factor, LogAnswer was the third best of eleven sys-

tems participating in ResPubliQA. The system was especially successful

at detecting wrong answers, with 73% correct rejections.

1 Introduction

LogAnswer is a question answering system that uses logical reasoning for vali-
dating possible answer passages and for extracting answer phrases.1 It was first
evaluated in QA@CLEF 2008 [1]. The ResPubliQA task [2] posed some new
challenges for LogAnswer:

– The JRC Acquis2 corpus contains administrative texts that are hard to parse.
Since logical processing in LogAnswer requires syntactic-semantic analyses,
the parser had to be adjusted to JRC Acquis, and a graceful degradation of
results had to be ensured when parsing fails.

– LogAnswer had to be extended to detect the new PURPOSE, PROCEDURE
and REASON questions of ResPubliQA and to find matching answers.

– While LogAnswer used to work strictly sentence-oriented, ResPubliQA now
expects a whole paragraph to be found that best answers a question.

1 Funding by the DFG (Deutsche Forschungsgemeinschaft), FU 263/12-1, HE 2847/10-

1 (LogAnswer) is gratefully acknowledged. Thanks to Tim vor der Brück for his

n-gram recognizer, and to Sven Hartrumpf for adapting the WOCADI parser.
2 See http://langtech.jrc.it/JRC-Acquis.html
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c© Springer-Verlag Berlin Heidelberg 2010

http://langtech.jrc.it/JRC-Acquis.html
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– The main evaluation metric of ResPubliQA, the c@1 score, rewards QA
systems that prefer not answering over giving wrong answers. LogAnswer
computes a quality score that includes a logical validation. A threshold for
cutting off poor answers had to be determined that optimizes the c@1 metric.

The overall goal of our participation in QA@CLEF was that of evaluating the
various improvements of the system; this includes the refinements of LogAnswer
based on lessons from QA@CLEF 2008 and the extensions for ResPubliQA.

In the paper, we first introduce the LogAnswer system. Since many aspects
of LogAnswer are already described elsewhere [1,4,5], we focus on novel develop-
ments added for ResPubliQA. We then detail the results of LogAnswer and show
the effectiveness of the measures taken to prepare LogAnswer for ResPubliQA.

2 Preparing LogAnswer for the ResPubliQA Task

2.1 Overview of the LogAnswer System

LogAnwer uses the WOCADI parser [6] for a deep linguistic analysis of texts and
questions. After retrieving 100 candidate snippets, the system tries to prove the
logical question representation from that of each candidate passage to be vali-
dated and from its background knowledge [5]. For better robustness to knowledge
gaps, the prover is embedded in a relaxation loop that skips non-provable literals
until a proof of the reduced query succeeds. Adding ‘shallow’ criteria (e.g. lexical
overlap) also improves robustness. A machine learning (ML) approach computes
a quality score for the text passage from this data. If several passages support
an answer, then their quality scores are combined into the final answer score [7].

2.2 Improvements of Document Analysis and Indexing

Optimization of the WOCADI Parser for Administrative Language. WOCADI
finds a full parse for more than half of the sentences in the German Wikipedia,
but this number was only 26.2% for JRC Acquis (partial parse rate: 54%). In
order to find more parsing results, a technique for reconstructing German char-
acters ä, ö, ü and ß from ae, oe etc. was added, and the case sensitivity of the
parser was switched off for sentences with many fully capitalized words. Another
problem are the complex references to (sections of) regulations etc. in adminis-
trative texts, e.g. “(EWG) Nr. 1408/71 [3]”. We trained an n-gram recognizer
using the current token and up to three previous tokens. The probability that a
token belongs to a complex document reference is estimated by a log-linear model
based on the probabilities for unigrams, bigrams, trigrams and four-grams. The
representation of the complex name is then filled into the parsing result.

The changes to WOCADI achieved a relative gain of 12.6% in the rate of full
parses, and of 5.6% for partial parses. Still, only 29.5% of the sentences in JRC
Acquis are assigned a full parse. So, the extension of LogAnswer by techniques
for handling non-parseable sentences had to be enforced for ResPubliQA.

Interestingly, the questions in the ResPubliQA test set were much easier to
parse than the texts in the corpus: For the ResPubliQA questions, WOCADI
had a full parse rate of 90% and partial parse rate (with chunk parses) of 96.4%.
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Indexing Sentences with a Failed Parse. In the first LogAnswer prototype, only
sentences with a full parse were indexed. But JRC Acquis is hard to parse, so
we have now included sentences with a failed or incomplete parse as well. Since
LogAnswer also indexes the possible answer types found in the sentences [1], the
existing solution for extracting answer types had to be extended to recognize
expressions of these types in arbitrary sentences.

We also complemented the special treatment of regulation names described
above by a method that helps for non-parseable sentences. The tokenization of
the WOCADI parser was enriched by two other tokenizers: the GermanAnalyzer
of Lucene, and a special tokenizer for recognizing email addresses and URLs. New
tokens found by these special tokenizers were also added to the index.

Support for New Question Categories. Trigger words (and more complex pat-
terns applied to the morpho-lexical analysis of sentences) were added for recog-
nizing sentences that describe methods, procedures, reasons, purposes, or goals.
By indexing these types, LogAnswer can focus retrieval to matching sentences.

Beyond Indexing Individual Sentences. One novel aspect of ResPubliQA was the
requirement to submit answers in the form of full paragraphs. This suggests the
use of paragraph retrieval or of other means for finding answers when the relevant
information is scattered over several sentences. In addition to its sentence index,
LogAnswer now offers a paragraph-level and a document-level index. Moreover
a special treatment for anaphoric pronouns based on the CORUDIS coreference
resolver [6] was added. Whenever CORUDIS finds an antecedent for a pronoun,
the antecedent is used for enriching the description of the considered sentence in
the index. So, if the pronoun ‘es’ in a sentence refers to ‘Spanien’ (Spain), then
‘Spanien’ is also added to the index.

2.3 Improvements of Question Processing

Syntactic-Semantic Parsing of the Question. The linguistic analysis of ques-
tions also profits from the adjustments of WOCADI to administrative texts.
References to (sections of) legal documents in a question are treated in a way
consistent with the treatment of these constructions in answer paragraphs. Sim-
ilarly, the additional tokenizers used for segmenting the texts are also applied to
the question in order to generate a matching retrieval query.

Refinement of Question Classification. LogAnswer uses a rule-based question
classification for recognizing question categories. Its system of 165 classification
rules now also covers the new categories PROCEDURE, REASON, PURPOSE
of ResPubliQA. The new classification rules have two effects: (a) the question
category is identified, so that retrieval can focus on suitable text passages; and
(b) expressions like ‘What is the reason’ or ‘Do you know’ can be deleted from
the descriptive core of the question used for retrieval and reasoning.
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Querying the Enriched Index. The retrieval step profits from all improvements
described in Sect. 2.2. Since many validation features of LogAnswer are still
sentence-based, the sentence-level index was queried for each question in order
to fetch the logical representation of 100 candidate sentences. For experiments
on the effect of paragraph-level and document-level indexing, the 200 best para-
graphs and the 200 best documents for each question were also retrieved.

Features for Candidate Quality. The validation features described in [5] (e.g.
lexical overlap, answer type check. . . ) were used for assessing the quality of
retrieved passages. The definition of these features was extended to sentences
with a failed parse in order to improve validation results in this case.

Estimation of Validation Scores. One of our lessons from QA@CLEF08 was
the inadequacy of the first ML approach of LogAnswer for computing quality
scores for the retrieved passages. We thus developed a new solution using rank-
optimizing decision trees [5]. The result was a 50% accuracy gain of LogAnswer
on the QA@CLEF 2008 test set [1]. The new models were also used for Res-
PubliQA. The obtained scores for individual sentences are then aggregated [7].

Optimization of the c@1 Score. The threshold θ for accepting the best answer (or
refusing to answer) was chosen such as to optimize the c@1 score of LogAnswer on
the ResPubliQA development set: The questions were translated into German,
and LogAnswer was run on the translations. θ = 0.08 was then identified as the
optimum threshold, achieving a c@1 score of 0.58 on the training set. Once a
retrieved sentence with top rank is evaluated better than θ, the paragraph that
contains the sentence becomes the final LogAnswer result for the given question.

3 Results on the ResPubliQA 2009 Test Set for German

The results of LogAnswer in ResPubliQA 2009 and the two official baseline
results [2] are shown in Table 1. The loga091dede run was obtained from the
standard configuration of LogAnswer with full logic-based processing, while
loga092dede was generated with the prover switched off. It simulates the case
that all retrieved passages have a failed parse. Considering the number of ques-
tions with a correct paragraph at top rank, the logic-based run loga091dede per-
formed best, closely followed by the shallow LogAnswer run and then the baseline
runs base092dede and base091dede. LogAnswer clearly outperforms both base-
lines with respect to the c@1 score that includes validation quality. It was also
good at detecting wrong answers: The decision to reject answers with a low
validation was correct in 73% of the cases.

3.1 Strengths and Weaknesses of LogAnswer

A breakdown of results by question category is shown in Table 2. LogAnswer was
best for FACTOID and REASON questions. PROCEDURE and DEFINITION
results were poor in both LogAnswer runs.
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Table 1. Results of LogAnswer in ResPubliQA. #right cand. is the number of correct

paragraphs at top rank before applying θ, and accuracy = #right cand./#questions

run description #right cand. accuracy c@1 score

loga091dede complete system 202 0.40 0.44

loga092dede system w/o prover 199 0.40 0.44

base091dede official baseline 1 174 0.35 0.35

base092dede official baseline 2 189 0.38 0.38

Table 2. Accuracy by question category

Run DEFINITION FACTOID PROCEDURE PURPOSE REASON

(95) (139) (79) (94) (93)

loga091dede 0.168 0.547 0.291 0.362 0.570

loga092dede 0.137 0.554 0.291 0.362 0.559

As to definition questions, the training set for learning the validation model
(using QA@CLEF 2007/2008 questions) included too few examples for successful
application of our ML technique. Thus the model for factoids (also used for
REASON etc.) is much better than the model for definition questions.

Another factor is the treatment of references to definitions, e.g.

“Permanent pasture” shall mean “permanent pasture” within the mean-
ing of Article 2 point (2) of Commission Regulation (EC) No 795/2004.

It was not clear to us that such definitions by reference would not be accepted.
But the main problem was the form of many definitions in JRC Acquis, e.g.

Hop powder: the product obtained by milling the hops, containing all the
natural elements thereof.

Since the retrieval queries for definition questions were built such that only sen-
tences known to contain a definition were returned, many definitions of interest
were skipped only because this domain-specific way of expressing definitions was
not known to LogAnswer. The solution is making the requirement that retrieved
sentences contain a recognized definition an optional part of the retrieval query.

The PROCEDURE result reflects the difficulty of recognizing sentences de-
scribing procedures, as needed for guiding retrieval to relevant sentences.

A breakdown of FACTOID results is shown in Table 3. Questions for countries
were classified LOCATION or ORG(ANIZATION), depending on the question.
OTHER and OBJECT questions were lumped together since LogAnswer does
not discern these types. In both LogAnswer runs, LOCATION, ORGANIZA-
TION and PERSON questions clearly worked well.
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Table 3. Accuracy by expected answer types for the FACTOID category

Run COUNT LOCATION MEASURE ORG OTHER PERSON TIME

(3) (8) (16) (14) (80) (3) (16)

loga091dede 0.33 0.75 0.56 0.71 0.51 1.00 0.44

loga092dede 0.33 1.00 0.56 0.71 0.50 1.00 0.44

Table 4. Success rate of question classification (class-all is the classification rate for

arbitrary questions and class-fp the classification rate for questions with a full parse)

Category #questions class-all #full parse class-fp

DEFINITION 95 85.3% 93 87.1%

REASON 93 73.3% 82 85.4%

FACTOID 139 70.5% 117 76.9%

PURPOSE 94 67.0% 86 72.1%

PROCEDURE 79 20.3% 72 22.2%

(total) 500 65.6% 450 70.9%

3.2 Effectiveness of Individual Improvements

Recognition of References to Legal Documents. The ResPubliQA test set con-
tains 15 questions with names of legal documents that our n-gram recognizer
should find; the recognition rate was 87%. The benefit of a found reference is
that the parser has a better chance of analyzing the question, in which case the
interpretation of the reference is filled into the semantic representation. Since
the recognized entities are indexed, retrieval also profits in this case.

Use of Additional Tokenizers. The special treatment of references to legal docu-
ments is only effective for parseable sentences. However, some of these references
are also covered by the extra tokenizers that were added to LogAnswer. On the
ResPubliQA 2009 test set, this happened for 21 questions. The benefit of analyz-
ing regulation names like 821/68 as one token is, again, the increased precision
of retrieval compared to using a conjunction of two descriptors 821 and 68.

Effectiveness of Changes to the Retrieval Module. For ResPubliQA, sentences
with a failed or incomplete parse were added to the index. Considering the 202
correct answer paragraphs in the loga091dede run, only 49 of these answers were
based on the retrieval of a sentence of the paragraph with a full parse, while 106
stem from a sentence with a chunk parse, and 47 from a sentence with a failed
parse (similar for loga092dede). Thus, extending the index beyond sentences
with a full parse was essential for the success of LogAnswer in ResPubliQA.

Success Rate of Question Classification. Results on the success rate of question
classification in LogAnswer are shown in Table 4. The recognition rules apply
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to the parse of a question, so the results for questions with a full parse are most
informative. The classification was best for DEFINITION, REASON and FAC-
TOID questions. The low recognition rates for PURPOSE and PROCEDURE
are due to missing trigger words that signal questions of these types: ‘Zielvorstel-
lung’ (objective) was not a known PURPOSE trigger, and ‘Verfahren’ (process)
was not listed for PROCEDURE. Compounds of triggers were also not recog-
nized, e.g. Arbeitsverfahren (working procedure), or Hauptaufgabe (main task).
The problem can be fixed by adding these trigger words, and by treating com-
pounds of trigger words also as triggers for a question type.

Effect of Question Classification. Since ResPubliQA does not require exact an-
swer phrases, we wondered if recognizing the question category and expected
answer type is still needed. We checked loga091dede and found that for all ques-
tion categories except DEFINITION, results were more accurate for questions
classified correctly. For definition questions, however, the accuracy for the 14
misclassified questions was 0.36, while for the 81 correctly recognized questions,
the accuracy was only 0.14. The two cases differ in the retrieval query: if a
definition question is identified, then an obligatory condition is added to the
query that cuts off all sentences not known to contain a definition. If a definition
question is not recognized, this requirement is missing. This suggests that the
obligatory condition should be made an optional part of the retrieval query.

Selection of Acceptance Threshold. In the ResPubliQA runs, a threshold of
θ = 0.08 was used for cutting off wrong answers. The optimum for loga091dede
would have been θ = 0.11 (c@1 score 0.45 instead of 0.44). For loga092dede, the
optimum would have been θ = 0.09, but it hardly changes the c@1 score. Thus,
the method for finding θ (by choosing the threshold that maximizes c@1 on the
development set) was effective – it resulted in close-to-optimal c@1 scores.

3.3 Experiments with Paragraph-Level and Document Indexing

One of the features used for determining validation scores is the original retrieval
score of the Lucene-based retrieval module of LogAnswer. In order to assess the
potential benefit of paragraph-level and document-level indexing, we have ex-
perimented with the irScore feature. Consider a retrieved candidate sentence
c. Then the following variants have been tried: irScores(c) (original retrieval
score on sentence level), irScorep(c) (retrieval score of the paragraph containing
c), irScored(c) (retrieval score of the document containing c), and also the fol-
lowing combinations: irScoreps(c) = 1

2 (irScorep(c) + irScores(c)), irScoreds(c) =
1
2 (irScored(c) + irScores(c)), irScoredp(c) = 1

2 (irScored(c) + irScorep(c)), and fi-
nally irScoredps(c) = 1

3 (irScored(c)+irScorep(c)+irScores(c)). See Table 5 for re-
sults; the irScores configuration corresponds to loga091dede. The document-only
result (irScored) shows that either sentence-level or paragraph-level information
is needed for selecting correct answers.
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Table 5. Experimental Results using Paragraph-Level and Document-Level Indexing

run #right cand. accuracy

irScoreps 205 0.41

irScores 202 0.40

irScoredps 198 0.40

irScorep 196 0.40

run #right cand. accuracy

irScoredp 191 0.39

irScoreds 190 0.38

irScored 136 0.28

4 Conclusion

We have presented the LogAnswer QA system. Results confirm that the measures
taken to prepare LogAnswer for ResPubliQA were effective. Due to the low parse
rate for JRC Acquis, the use of logical reasoning in the first LogAnswer run meant
only a slight benefit. On the other hand, the results in the shallow-only run show
that the proposed robustness enhancements work. In general, the ResPubliQA
results suggest that shallow linguistic processing or even plain passage retrieval
can often identify the correct answer, but this may simply reflect that many
ResPubliQA questions use the exact wording found in the answer paragraph.
LogAnswer is online at www.loganswer.de, and in this configuration, it shows
the five best answers. We found that for loga091dede, 60% of the questions are
answered by one of the top-five paragraphs shown to the user. This number will
further improve once the identified bugs are fixed, and we then expect LogAnswer
to become a very useful tool for searching information in administrative texts.

References
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Abstract. This article describes the participation of the joint Elhuyar-IXA 
group in the ResPubliQA exercise at QA&CLEF. In particular, we participated 
in the English–English monolingual task and in the Basque–English cross-
lingual one. Our focus has been threefold: (1) to check to what extent informa-
tion retrieval (IR) can achieve good results in passage retrieval without question 
analysis and answer validation, (2) to check Machine Readable Dictionary 
(MRD) techniques for the Basque to English retrieval when faced with the lack 
of parallel corpora for Basque in this domain, and (3) to check the contribution 
of semantic relatedness based on WordNet to expand the passages to related 
words. Our results show that IR provides good results in the monolingual task, 
that our crosslingual system performs lower than the monolingual runs, and that 
semantic relatedness improves the results in both tasks (by 6 and 2 points, re-
spectively). 

1   Introduction 

The joint team was formed by two different groups, on the one hand the Elhuyar 
Foundation, and on the other hand the IXA NLP group. This collaboration allowed us 
to tackle the English–English monolingual task and the Basque–English cross-lingual 
one in the ResPubliQA track. 

With respect to the Basque-English task, we met the challenge of retrieving Eng-
lish passages for Basque questions. We tackled this problem by translating the lexical 
units of the questions into English. The main setback is that no parallel corpus was 
available for this pair of languages, given that there is no Basque version of the JRC-
Acquis collection. So we have explored an approach which does not use parallel cor-
pora when translating queries, which could also be interesting for other less resourced 
languages. In our opinion, bearing in mind the idiosyncrasy of the European Union, it 
is worthwhile dealing with the search of passages that answer questions formulated in 
unofficial languages. 
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Question answering systems typically rely on a passage retrieval system. Given 
that passages are shorter than documents, vocabulary mismatch problems are more 
important than in full document retrieval. Most of the previous work on expansion 
techniques has focused on pseudo-relevance feedback and other query expansion 
techniques. In particular, WordNet has been used previously to expand the terms in 
the query with little success [2, 3, 4]. The main problem is ambiguity, and the limited 
context available to disambiguate the word in the query effectively. As an alternative, 
we felt that passages would provide sufficient context to disambiguate and expand the 
terms in the passage. In fact, we do not do explicit word sense disambiguation, but 
rather apply a state-of-the-art semantic relatedness method [5] in order to select the 
best terms to expand the documents.  

2   System Overview 

2.1   Question Pre-processing 

We analysed the Basque questions by re-using the linguistic processors of the 
Ihardetsi question-answering system [1]. This module uses two general linguistic 
processors: the lemmatizer/tagger named Morfeus [6], and the Named Entity Recogni-
tion and Classification (NERC) processor called Eihera [7]. The use of the lemma-
tizer/tagger is particularly suited to Basque, as it is an agglutinative language. It  
returns only one lemma and one part of speech for each lexical unit, which includes 
single word terms and multiword terms (MWTs) (those included in the Machine 
Readable Dictionary (MRD) introduced in the next subsection). The NERC processor, 
Eihera, captures entities such as person, organization and location. The numerical 
and temporal expressions are captured by the lemmatizer/tagger. The questions thus 
analyzed are passed to the translation module. 

English queries were tokenized without further analysis. 

2.2   Translation of the Query Terms (Basque-English Runs) 

Once the questions had been linguistically processed, we translated them into English. 
Due to the scarcity of parallel corpora for a small language or even for big languages 
in certain domains, we have explored a MRD-based method. These approaches have 
inherent problems, such as the presence of ambiguous translations and also out-of-
vocabulary (OOV) words. To tackle these problems, some techniques have been  
proposed such as structured query-based techniques [8, 9] and concurrences-based 
techniques [10, 11]. These approaches have been compared for Basque by obtaining 
best MAP (Mean Average Precision) results with structured queries [12]. However, 
structured queries were not supported in the retrieval algorithm used (see Section 2.3), 
so we adopted a concurrences-based translation selection strategy. 

The translation process designed comprises two steps and takes the keywords 
(Name Entities, MWTs and single words tagged as noun, adjective or verb) of the 
question as source words. 
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In the first step the translation candidates of each source word are obtained. The 
translation candidates for the lemmas of the source words are taken from a bilingual 
eu-en MRD composed from the Basque-English Morris dictionary1, and the Euskal-
term terminology bank2 which includes 38,184 MWTs. After that, OOV words and 
ambiguous translations are dealt with. The number of OOV words quantified out of a 
total of 421 keywords for the 77 questions of the development set was 42 (10%). 
Nevertheless, it must be said that many of these OOV words were wrongly tagged 
lemmas and entities. We deal with OOV words by searching for their cognates in the 
target collection. The cognate detection is done in two phases. Firstly, we apply sev-
eral transliteration rules to the source word. Then we calculate the Longest Common 
Subsequence Ratio (LCSR) among words with a similar length (+-10%) from the 
target collection (see Figure 1). The ones which reach a previously established thresh-
old (0.9) are selected as translation candidates. The MWTs that are not found in the 
dictionary are translated word by word, as we realized that most of the MWTs could 
be translated correctly in that way, exactly 91% of the total MWTs identified by hand 
in the 77 development questions. 

err-  ---> r-    erradioterapeutiko=radioterapeutiko 

k ---> c      radioterapeutiko=radioterapeutico 

LCSR(radioterapeutico, radioterapeutic) = 0.9375 
 

Fig. 1. Example of cognate detection 

In the second step, we select the best translation of each source keyword according 
to an algorithm based on target collection concurrences. This algorithm sets out to 
obtain the translation candidate combination that maximizes their global association 
degree. We take the algorithm proposed by Monz and Dorr [11]. 

Initially, all the translation candidates are equally likely. Assuming that t  is a 
translation candidate of the set of all candidates ( )istr  for a query term is  given by 
the MRD, then: 

Initialization step: 

( ) ( )| |i
iT str

=s|tw
10

 (1)

In the iteration step, each translation candidate is iteratively updated using the weights 
of the rest of the candidates and the weight of the link connecting them. 

Iteration step: 

( ) ( )
( )

( ) ( )i
n
T

tinlinkt'
Li

1n
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n
T s|t'·wt't,w+s|tw=s|tw 1−

∈

− ∑  (2)

                                                           
1 English/Basque dictionary including 67,000 entries and 120,000 senses. 
2 Terminological dictionary including 100,000 terms in Basque with equivalences in Spanish, 

French, English and Latin. 
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where ( )tinlink is the set of translation candidates that are linked to t, and ( )t't,wL  is 
the association degree between t and t' on the target passages measured by Log-
likelihood ratio. These concurrences were calculated by taking the target passages as 
window. 

After re-computing each term weight they are normalized. 
Normalization step: 

( ) ( )
( )| |

( )imi,
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s|tw
=s|tw

∑
1

 
(3)

The iteration stops when the variations of the term weights become smaller than a 
predefined threshold. 

We have modified the iteration step by adding a factor ( )t't,wF  to increase the as-
sociation degree ( )t't,wL  between translation candidates t and t' whose corresponding 
source words ( ) ( )t'so,tso  are close to each other (distance dis in words is low) in the 
source query Q, or even belong to the same Multi-Word Unit  ( ( ) 1)'(),( =tsotsosmw ). 
As the global association degree between translation candidates is estimated from the 
association degree of pairs of candidates, we score positively these two characteristics 
when the association degree for a pair of candidates is calculated. Thus, the modified 
association degree ( )t't,w'L  between t and t' will be calculated in this way: 

( ) ( ) ( )t't,·wt't,w=t't,w' FLL  (4)

( )
( )

( ) ( )( )
( ))(),(, 2 t'sotsosmw

ji
Qsjsi

F ·
t'so,tsodis

s,sdismax
=t't,w ∈  (5)

( ) { }
⎩
⎨
⎧ ∈⊆

=
0

where'1
',

MWUZZss,
sssmw  (6)

2.3   Passage Retrieval 

The purpose of the passage retrieval module is to retrieve passages from the document 
collection which are likely to contain an answer. The main feature of this module is 
that the passages are expanded based on their related concepts, as explained in the 
following sections. 

2.3.1   Document Preprocessing and Application of Semantic Relatedness 
Given that the system needs to return paragraphs, we first split the document collec-
tion into paragraphs. Then we lemmatized and part-of-speech (POS) tagged those 
passages using the OpenNLP open source software3. 

                                                           
3 http://opennlp.sourceforge.net/ 
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After preprocessing the documents, we expanded the passages based on semantic 
relatedness. To this end, we used UKB4, a collection of programs for performing 
graph-based Word Sense Disambiguation and lexical similarity/relatedness using a 
pre-existing knowledge base [5], in this case WordNet 3.0. 

Given a passage (represented using the lemmas of all nouns, verbs, adjectives and 
adverbs), UKB returns a vector of scores for concepts in WordNet. Each of these 
concepts has a score, and the higher the score, the more related the concept is to the 
given passage. Given the list of related concepts, we took the highest-scoring 100 
concepts and expanded them to all variants (words that lexicalize the concepts) in 
WordNet. An example of a document expansion is shown in Figure 2. 

We applied the expansion strategy only to passages which had more than 10 words 
(half of the passages), for two reasons: the first one is that most of these passages 
were found not to contain relevant information for the task (e.g. “Article 2”, “Having 
regard to the proposal from the Commission” or “HAS ADOPTED THIS REGULA-
TION”), and the second is that we thus saved some computation time. 

2.3.2   Indexing 
We indexed the new expanded documents using the MG4J search-engine [13]. MG4J 
makes it possible to combine several indices over the same document collection. We 
created one index for the original words and another one with the variants for the 
most related 100 concepts. This way, we were able to use the original words only, or 
alternatively, to also include the expanded words during the retrieval. Porter stemmer 
was used.  

2.3.3   Retrieval 
We used the BM25 ranking function with the following parameters: 1.0 for k1 and 0.6 
for b. We did not tune these parameters. MG4J allows multi-index queries, where one 
can specify which of the indices one wants to search in, and assign different weights 
to each index. We conducted different experiments, by using only the index made of 
original words and also by using the index with the expansion of concepts, giving 
different weights to the original words and the expanded concepts. The weight of the 
index which was created using the original words from the passages was 1.00 for all 
the runs. 1.00 was also the weight of the index that included the expanded words for 
the monolingual run, but it was 1.78 for the bilingual run. These weights were fixed 
following a training phase with the English development questions provided by the 
organization, and after the Basque questions had been translated by hand (as no de-
velopment Basque data was released).The submitted runs are described in the next 
section.   

3    Description of Runs 

We participated in the English-English monolingual task and the Basque-English 
cross-lingual task. We did not analyze the English queries for the monolingual run, 
                                                           
4 The algorithm is publicly available at http://ixa2.si.ehu.es/ukb/ 
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and we just removed the stopwords. For the bilingual runs, we first analyzed the ques-
tions (see Section 2.1), then we translated the question terms from Basque to English 
(see Section 2.2), and, finally, we retrieved the relevant passages for the translated 
query terms (see Section 2.3).  

As we were interested in the performance of passage retrieval on its own, we did 
not carry out any answer validation, and we just chose the first passage returned by 
the passage retrieval module as the response. We did not leave any question unan-
swered. 

For both tasks, the only difference between the submitted two runs is the use (or 
not) of the expansion in the passage retrieval module. That is, in the first run (“run 1” 
in Table 1), during the retrieval we only used the original words that were in the pas-
sage. In the second run (“run 2” in Table 1), apart from the original words, we also 
used the expanded words. 

4    Results 

Table 1 summarizes the results of our submitted runs, explained in Section 3. 

Table 1. Results for submitted runs 

submitted runs #answered correctly #answered incorrectly c@1 

run 1 211 289 0.42 
English - 
English 

run 2 240 260 0.48 

run 1 78 422 0.16 
Basque - 
English 

run 2 91 409 0.18 

 
The results show that the use of the expanded words (run 2) was effective for both 

tasks, improving the final result by 6 % in the monolingual task. 
Figure 2 shows an example of a document expansion which was effective for an-

swering the English question number 32: “Into which plant may genes be introduced 
and not raise any doubts about unfavourable consequences for people's health?” 

In the second part of the example we can see some words that we obtained after 
applying the expansion process explained in Section 2.3.1 to the original passage 
showed in the example too. As we can see, there are some new words among the 
expanded words that are not in the original passage, such as unfavourable or conse-
quence. Those two words were in the question we mentioned before (number 32). 
That could be why we answered that question correctly when using the expanded 
words (in run 2), but not when using the original words only. 
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original passage: Whereas the Commission, having examined each of the objections raised in 
the light of Directive 90/220/EEC, the information submitted in the dossier and the opinion of 
the Scientific Committee on Plants, has reached the conclusion that there is no reason to 
believe that there will be any adverse effects on human health or the environment from the 
introduction into maize of the gene coding for phosphinotricine-acetyl-transferase and the 
truncated gene coding for beta-lactamase; 

some expanded words: cistron factor gene coding cryptography secret_writing ... acetyl 
acetyl_group acetyl_radical ethanoyl_group ethanoyl_radical  beta_lactamase penicillinase ... 
ec eec eu europe european_community european_economic_community european_union ... 
directive directing directional guiding citizens_committee committee  environment environs 
surround surroundings corn ... maize zea_mays health wellness  health adverse contrary homo 
human human_being man adverse inauspicious untoward gamboge ... unfavorable 
unfavourable ... set_up expostulation objection remonstrance remonstration dissent protest 
believe light lightly  belief feeling impression notion opinion ... reason reason_out argue 
jurisprudence law consequence effect event issue outcome result upshot ... 

 

Fig. 2. Example of a document expansion (doc_id: jrc31998D0293-en.xml, p_id: 17) 

As expected, the best results were obtained in the monolingual task. With the in-
tention of finding reasons to explain the significant performance drop in the bilingual 
run, we analyzed manually 100 query translations obtained in the query translation 
process of the 500 test queries, and detected several types of errors arising from both 
the question analysis process and from the query translation process. In the question 
analysis process, some lemmas were not correctly identified by the lemmatizer/tagger, 
and in other cases some entities were not returned by the lemmatizer/tagger causing 
us to lose important information for the subsequent translation and retrieval processes. 
In the query translation process, leaving aside the incorrect translation selections, the 
words appearing in the source questions were not exactly the ones that figured in 
many queries that had been correctly translated. In most cases this happened because 
the English source query word was not a translation candidate in the MRD. If we 
assume that the answers contain words that appear in the questions and therefore in 
the passage that we must return, this will negatively affect the final retrieval process. 

5   Conclusions 

The joint Elhuyar-Ixa team has presented a system which works on passage retrieval 
alone, without any question analysis and answer validation steps. Our English-English 
results show that good results can be achieved by means of this simple strategy. We 
experimented with applying semantic relatedness in order to expand passages prior to 
indexing, and the results are highly positive, especially for English-English. The per-
formance drop in the Basque-English bilingual runs is significant, and is caused by 
the accumulation of errors in the analysis and translation of the query mentioned. 

Acknowledgments 

This work has been supported by KNOW (TIN2006-15049-C03-01), imFUTOURnet 
(IE08-233) and KYOTO (ICT-2007-211423). Arantxa Otegi's work is funded by a 



280 E. Agirre et al. 

 

PhD grant from the Basque Government. Part of this work was done while Arantxa 
Otegi was visiting Yahoo! Research Barcelona. 

References 

1. Ansa, O., Arregi, X., Otegi, A., Soraluze, A.: Ihardetsi: A Basque Question Answering 
System at QA@CLEF 2008. In: Peters, C., Deselaers, T., Ferro, N., Gonzalo, J., Jones, 
G.J.F., Kurimo, M., Mandl, T., Peñas, A., Petras, V. (eds.) Evaluating Systems for Multi-
lingual and Multimodal Information Access. LNCS, vol. 5706, pp. 369–376. Springer, 
Heidelberg (2009) ISSN 0302-9743 ISBN 978-3-642-04446 

2. Kim, S., Seo, H., Rim, H.: Information retrieval using word senses: Root sense tagging ap-
proach. In: Proceedings of SIGIR (2004) 

3. Liu, S., Yu, C., Meng, W.: Word Sense Disambiguation in Queries. In: Proceedings of the 
14th ACM Conference on Information and Knowledge Management, CIKM (2005) 

4. Pérez-Agüera, J.R., Zaragoza, H.: Query Clauses and Term Independence. In: Evaluating 
Systems for Multilingual and Multimodal Information Access, 9th Workshop of the Cross-
Language Evaluation Forum. LNCS, pp. 369–376. Springer, Heidelberg (2009) ISSN 
0302-9743 ISBN 978-3-642-04446 

5. Agirre, E., Soroa, A., Alfonseca, E., Hall, K., Kravalova, J., Pasca, M.: A study on similar-
ity and relatedness using distributional and WordNet-based approaches. In: Proceedings of 
the Annual Meeting of the North American Chapter of the Association of Computational 
Linguistics (NAACL), Boulder, USA (2009) 

6. Ezeiza, N., Aduriz, I., Alegria, I., Arriola, J.M., Urizar, R.: Combining Stochastic and 
Rule-Based Methods for Disambiguation in Agglutinative Languages. In: COLING-ACL, 
pp.380–384 (1998) 

7. Alegria, I., Arregi, O., Balza, I., Ezeiza, N., Fernandez, I., Urizar, R.: Development of a 
Named Entity Recognizer for an Agglutinative Language. In: IJCNLP (2004) 

8. Darwish, K., Oard, D.W.: Probabilistic structured Query Methods. In: Proceedings of the 
26th Annual International ACM SIGIR Conference on Research and Development in In-
formation Retrieval, pp. 338–344 (2003) 

9. Pirkola, A.: The effects of query structure and dictionary setups in dictionary-based cross-
language information retrieval. In: Proceedings of the 21st Annual International ACM 
SIGIR Conference on Research and Development in Information Retrieval, pp. 55–63 
(1998) 

10. Ballesteros, L., Bruce Croft, W.: Resolving Ambiguity for Cross-language Retrieval. In: 
Proceedings of the 21st Annual International ACM SIGIR Conference on Research and 
Development in Information Retrieval, pp. 64–71 (1998) 

11. Monz, C., Dorr, B.J.: Iterative translation disambiguation for cross-language Information 
Retrieval. In: Proceedings of the 28th Annual International ACM SIGIR Conference on 
Research and Development in Information Retrieval, pp. 520–527 (2005) 

12. Saralegi, X., López de Lacalle, M.: Comparing different approaches to treat Translation 
Ambiguity in CLIR: Structured Queries v. Target Co-occurrence Based Selection. In: 6th 
TIR Workshop (2009) 

13. Boldi, P., Vigna, S.: MG4J at TREC 2005. In: Voorhees, E.M., Buckland, L.P. (eds.) The 
Fourteenth Text REtrieval Conference (TREC 2005) Proceedings, Number SP 500-266 in 
Special Publications. NIST (2005), http://mg4j.dsi.unimi.it/ 



 

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 281–288, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

Are Passages Enough? The MIRACLE Team 
Participation in QA@CLEF2009 

María Teresa Vicente-Díez, César de Pablo-Sánchez, Paloma Martínez,  
Julián Moreno Schneider, and Marta Garrote Salazar 

Universidad Carlos III de Madrid, Avda. Universidad, 30, 
28911 Leganés, Madrid, Spain 

{tvicente,cdepablo,pmf,jmschnei,mgarrote}@inf.uc3m.es 

Abstract. This paper summarizes the participation of the MIRACLE team in 
the Multilingual Question Answering Track at CLEF 2009. In this campaign, 
we took part in the monolingual Spanish task at ResPubliQA and submitted two 
runs. We have adapted our QA system to the new JRC-Acquis collection and 
the legal domain. We tested the use of answer filtering and ranking techniques 
against a baseline system using passage retrieval with no success. The run using 
question analysis and passage retrieval obtained a global accuracy of 0.33, 
while the addition of an answer filtering resulted in 0.29. We provide an analy-
sis of the results for different questions types to investigate why it is difficult to 
leverage previous QA techniques. Another task of our work has been the appli-
cation of temporal management to QA. Finally we include some discussion of 
the problems found with the new collection and the complexities of the domain. 

1   Introduction 

We describe the MIRACLE team participation in the ResPubliQA exercise in the 
Multilingual Question Answering Track at CLEF 2009. The MIRACLE team is a 
consortium formed by three universities from Madrid, (Universidad Politécnica de 
Madrid, Universidad Autónoma de Madrid and Universidad Carlos III de Madrid) and 
DAEDALUS, a small and medium size enterprise (SME). We submitted two runs for 
the Spanish monolingual subtask which summarize our attempts to adapt our QA 
system to the new requirements of the task.  

The change in the application domain has been triggered by the use of the JRC-
Acquis document collection [1], which is formed by European legislation translated in 
several EU languages. This fact raises the problem of dealing with legal language, 
which includes technical terminology and shows a more complex syntactic structure 
than news or academic language used in EFE and Wikipedia collections. Moreover, 
new information needs require the inclusion of questions asking for objectives, moti-
vations, procedures, etc. in addition to the traditional factual and definition questions. 
The new types of questions often required longer answers and, therefore, the response 
of the system has been fixed again at the paragraph level. Nevertheless, it should be 
possible to take advantage of answer selection techniques developed in previous cam-
paigns. This has been in fact one of the hypothesis we wanted to test. Unfortunately, 
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our experiments in this line have not been successful and we have not found configu-
rations that performed substantially better than our baseline. Another aspect of our 
work has focused on the use of temporal information in the process of QA. We report 
the results for different indexing configurations. Finally, a global objective was to 
enhance the capabilities of the QA system and advance towards an architecture that 
allows domain adaptation and multilingual processing.  

The paper is structured as follows: section 2 describes the system architecture with 
special attention paid to the novelties introduced this year; section 3 presents the sub-
mitted runs and the analysis of the results. Finally, conclusions and future work are 
shown in section 4. 

2   System Description 

The system architecture is based on the approach taken by the MIRACLE QA system 
participating in CLEF 2008 [2] and consists in a pipeline which analyzes questions, 
retrieves documents and performs answer extraction based on linguistic and semantic 
information. A rule engine has been used in the Question Classification, Answer Fil-
ter, Timex Analyzer and Topic Detection modules. The left part of the rules are pat-
terns that can refer to lexical, syntactic and/or semantic elements, whereas the right 
part are actions that add annotations like question types, entity classes or time nor-
malizations. Figure 1 shows the architectural schema. 
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Fig. 1. MIRACLE 2009 system architecture 
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Some new modules have been included to carry out new experiments while others 
have been modified, extended or reorganized. The main changes are the following: 

• Adding parsers for the new collections and supporting the indexing of passages. 
• The evaluation procedure was modified to work with passages and a fallback 

strategy for passages was also included.  
• New rules have been developed for Question Analysis and Answer Selection for 

the legal domain using the development set. 
• Query Generation has been adapted to the domain, removing old heuristics. 
• Temporal Management was added and integrated into indexing routines. 
• New functionality for mining acronyms and adding them to Query Generation.  
• The Ranking module was redesigned for modularity. 

2.1   Indexes 

Due to the change in the document collection, all IR indexes have been newly created 
using Lucene [3]. To accomplish the task of storing the relevant information as ap-
propriately as needed, we have designed two different indexing units: Document, 
where all the information related to title, note and the text of the file is stored; and 
Paragraph, which stores each paragraph, title and the notes in a different unit. Lucene 
uses a length document normalization term in the retrieval score which was arguably 
of no help in the case of paragraph scoring because paragraphs are expected to have 
more uniform lengths. Both types of indexes, with and without length normalization, 
were tested. 

In all our experiments the paragraph or passage index worked better than the 
document index. Besides, we also created different index types regarding the analysis, 
characterized by the linguistic analyzer used in each case: Simple Index, where the 
text analyzer used is a simple analyzer adapted for Spanish. It makes grammar based 
parsing, stems words using a snowball-generated stemmer, removes stop words, re-
places accented characters and converts text into lower case. Temporal Index, which 
adds recognition and normalization of time expressions. These time expressions are 
normalized and included in the index. 

2.2   Temporal Management 

Some authors have defined the temporal question answering (TQA) as the specializa-
tion of the QA task in which questions denote temporality [4], as well as a means for 
providing short and focused answers to temporal information needs [5]. Previous 
work has already faced up to this problem [6], [7]. Temporal questions can be classi-
fied into 2 main categories according to the role of temporality in their resolution: 
Temporally Restricted (TR) questions are those containing some time restriction: 
“What resolution was adopted by the Council on 10 October 1994?”; and Questions 
with a Timex Answer (TA) are those whose target is a temporal expression or a date: 
“When does the marketing year for cereals begin?” 

In this campaign, temporal management preserves the approach taken by our pre-
vious system [2]. This decision is based on later complementary work that was made 
in order to evaluate the QA system performance versus a baseline system without 
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temporal management capabilities [8]. The experiments showed that additional tem-
poral information management can benefit the results.  

Several adjustments were made in the temporal expressions recognition, resolution 
and normalization components to enhance their coverage on the new collections. The 
date of creation of each document is adopted as the reference date, needed to resolve 
the relative expressions that the collection could contain (for instance: “yesterday”, or 
“last week”). This type of expressions need another point in time to be properly re-
solved, that is, to deduce their semantics. This point of reference could be a date taken 
from the context of the document but a simpler approach is to consider the date in 
which contents were created. In JRC-Acquis documents this information is provided 
by the “date.created” attribute. During question analysis process, queries, including 
those with temporal features, are classified, distinguishing between TR and TA que-
ries. If a TA query is detected, it determines the granularity of the expected answer 
(complete date, only year, month, etc.). The answer selector is involved in two direc-
tions: in the case of TA queries, the module must favour a temporal answer, whereas 
if it manages TR queries, it applies extraction rules based on the temporal inference 
mechanism and demotes the candidates not fulfilling the temporal restrictions. 

As a novelty, this year we have created more sophisticated indexes according to the 
paragraph retrieval approach of the competition. In some configurations, the normal-
ized resolution of temporal expressions is included in the index instead of the expres-
sion itself [9]. The main objective is to assess the behavior of the QA system using 
different index configurations, focusing on the temporal queries. 

2.3   Acronym Mining 

Due to the nature of the collection, a large number of questions were expected to be 
expansion of acronyms, especially about organizations. On the other hand, the recall 
of the information retrieval step could be improved by including the acronym and 
their expansion in the query.  

We implemented a simple offline procedure to mine acronyms by scanning the col-
lection and searching for a pattern which introduces a new entity and provides their 
acronym between parentheses. Then, results are filtered in order to increase their 
precision. First, only those associations that occur at least twice in the corpus are 
considered. As parentheses often convey other relations like persons and their country 
of origin, another filter removed countries (Spain) and their acronyms (ES) from the 
list. Finally, some few frequent mistakes were manually removed and acronyms with 
more than one expansion were also checked. We indexed the acronyms and their 
expansions separately to be able to search by acronym or by expansion.  

The acronym index is used in two different places in the QA system: during Query 
Generation, where it analyzes the question and adds search terms to the query; and in 
Answer Filtering, where it analyzes the text extracted from the paragraph to determine 
if that paragraph contains the acronym (or the expansion) and if so, identifies the 
paragraph as correct answer. 
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2.4   Answer Filter and Passage Fallback Strategy 

This module, previously called Answer Extractor, processes the result list from the 
information retrieval module and selected chunks to form a possible candidate an-
swer. In this campaign, the answer must be the complete text of a paragraph and, 
therefore, this year the module works as a filter which removes passages with no 
answers. The system has been adapted and new rules to detect acronyms, definitions, 
as expressed in the new corpora, and temporal questions have been developed.  

The possibility of getting no answer from the Answer Filter led to the development 
of a module that simply creates answers from the retrieved documents. This module is 
called Passage Fallback Strategy. It takes the documents returned by the information 
retrieval module and generates an answer from every document.  

2.5   Evaluation Module  

Evaluation is a paramount part of the development process of the QA system. In order 
to develop and test the system, the English development test provided by CLEF  
organizers was translated to Spanish and a small gold-standard with answers was 
developed. Mean Reciprocal Rank (MRR) and Confidence Weighted Score (CWS) 
were consistently used to compare the output of the different configurations with the 
development gold standard. The output of different executions were manually in-
spected to complete the gold standard and to detect integration problems. 

3   Experiments and Results 

We submitted two runs for the monolingual Spanish task. They correspond to the 
configurations of the system that yielded best results during our development using 
the translated question set.  

The first configuration consisted on a version of the system that includes modules 
for Question Analysis and Information Retrieval together with a number of Offline 
Operations that perform the linguistic analysis of the collection and originate the 
indexes. Moreover the management of time expressions (Timex Analysis) was elimi-
nated both in the collection and in the query processing looking for avoiding ambigu-
ity in the semantics of numerical expressions. The second configuration was based on 
the addition of an Answer Selection strategy to the first design (Figure 1).  

We called this runs mira091eses and mira092eses, each one corresponding to one 
of the previous configurations as follows: 

• Baseline (BL): mira091eses. The system is based on passage retrieval using the 
Simple Index. Question Analysis is performed to generate queries and the 
acronym expansion is used.  

• Baseline + Answer Filter (BL+AF): mira092eses. The Answer Filter and the 
Passage Fallback Strategy modules are added after the previous passage retrieval. 

 
A number of additional configurations were also tested, but no improvements over the 
baseline were found. In fact, most of the additions seemed to produce worse results. 
We considered different functions for answer and passage ranking. Different passage 
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length normalization strategies were also applied to the indexes. Finally, a great deal 
of effort was devoted to the management of temporal expressions; more detailed  
experiments are presented below. 

Evaluation figures are detailed in Table 1. Answer accuracy (Acc) has been calcu-
lated as the ratio of questions correctly answered (Right) to the total number of ques-
tions. Only the first candidate answer is considered, rejecting the rest of possibilities. 

Table 1. Results for submitted runs 

Name Rigth Wrong Unansw. 
Right 

Candidate 

Unansw. 
Wrong 

Candidate 

Unansw. 
Empty 

Candidate

Acc. Correctly 
discarded 

c@1 
measure 

mira091eses 161 339 0 0 0 0.32 0 0.32 

mira092eses 147 352 0 0 1 0.29 0 0.29 

 
The results on the CLEF09 test set show similar conclusions to those obtained dur-

ing our development process: the baseline system using passage retrieval is hard to 
beat; our second run provides lower accuracy. As in the case of our development 
experiments, there are changes for individual answers of certain questions, but the 
overall effect is not positive.  

We have decided to carry a class based analysis in order to understand the causes 
behind our unfruitful efforts. We have manually annotated the test set and grouped 
questions into 6 main types (see Table 2). Contrary to our expectations, the perform-
ance of the second submitted run is also worse for the factual and definition questions. 
As we had considered these questions types in previous evaluations, we expected to 
have better coverage. Similar behavior has been observed across answer types for 
factual questions, being the class of temporal questions the only where a more com-
plex configuration really improves. 

Our analysis of the errors show that further work is needed to be able to cope with 
the complexities of the domain. For example, questions are in general more complex 
and include domain specific terminology that our question analysis rules do not han-
dle correctly. The process of finding the focus of the question, which is crucial for 
question classification, is specially error prone. Answer Selection needs also further 
adaptation to the domain for factual questions as the typology of Named Entities (NE) 
and generalized NE has not wide coverage. On the other hand, being the first time that 
the legal domain was used, there was not any previous knowledge about how good 
would be the performance using existing rules of the system in a new context, without 
a gold standard to suggest some tuning actions. 

Problems with definitions are rooted more deeply and probably require the use of 
different specialized retrieval strategies. This year evidence along with previous ex-
periments seems to support that definitions depend deeply on the stylistics of the 
domain. Finally, new question types would require further study of techniques that 
help to improve the classification of passages as bearing procedures, objectives, etc. 
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Table 2. An analysis of runs by question type 

Question Type 

TOTAL 
(test set) 

mira091eses  
Right  

mira091eses  
Acc  

mira092eses 
Right  

mira092eses  
Acc  

FACTUAL  123  54  0.44  48  0.39  
PROCEDURE  76  22  0.28  15  0.20  
CAUSE  102  43  0.42  44  0.43  
REQUIREMENT  16  5  0.31  5  0.31  
DEFINITION  106  16  0.16  12  0.11  
OBJECTIVE  77  21  0.27  23  0.30  
ALL  500  161  0.32  147  0.29  

Evaluation of Temporal Questions 
We extracted the temporal questions from the whole corpus: 46 out of 500 queries 
denote temporal information, which means a 9.20% over the total. 24 of them are TR 
questions, whereas TA queries are 22 (4.80% and 4.40% out of the total, respec-
tively). This subset has been studied, evaluating the correctness of the answers by two 
different configurations of the system. The results are presented in Table 3. 

Table 3. Results for temporal questions in the submitted runs and additional configurations 

Name Temporal 
Questions (TR + TA)

Temporally  
Restricted (TR)

Timex 
Answer (TA) 

BL (mira091eses) 0.43 0.42 0.45 
BL-AF (mira092eses) 0.48 0.37 0.59 
DA-BL (non-submitted configuration 1) 0.28 0.21 0.36 
DA-BL-AF (non-submitted configuration 2) 0.37 0.21 0.54 

 
Better figures are obtained by the set of TQ in both runs. There is no significant 

difference between TA and TR queries in the first run, while in the second one they 
achieve a difference of 22%. In our opinion, the second configuration enhances preci-
sion for TA queries, whereas for TR queries, temporal restrictions introduce noise that 
the system is not able to solve. 

Non-submitted runs present similar configurations to the submitted ones, but 
adopting a different index generation and question analysis strategies. The approach 
consisted of the inclusion of normalized temporal expressions into the index, as well 
as into the question analysis process, aiming to increase recall. We tested the per-
formance over the total corpus, but worse results were achieved even if the study is 
restricted to temporal questions. Results show no improvement regarding the submit-
ted runs. Performance difference between TA and TR queries remains stable, since 
the system has a better response to questions without temporal restrictions. Once the 
results were analyzed, we consider incorrect our initial assumption of extracting the 
reference date from the “date.created” attribute of the documents. This hypothesis 
could be partially the cause of erroneously resolving almost all relative dates. This is 
due to the fact that we assumed that this attribute was the date of creation of the 
document, whereas actually it refers to the date of publication of the collection, with-
out providing any significant context information. Besides, lost of accuracy can be 
due to the lack of a more sophisticated inference mechanism at the time of retrieval, 
capable of reasoning with different granularities of normalized dates. 
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4   Conclusion and Future Work 

From our point of view, the new ResPubliQA exercise is a challenge for QA systems 
in two main senses: linguistic domain adaptation and multilingualism. This year our 
efforts have focused on the first problem, adapting the previous system to the new 
collection. However, our experiments show that a system mainly based on passage 
retrieval performs quite well. Baseline passage retrieval results provided by the organ-
izers [10] also support this argument. We are carrying out further experiments to find 
how answer selection could help for ResPubliQA questions, as well as the differences 
between passage retrieval alternatives. Regarding our task on temporal reasoning 
applied to QA, we will explore how question temporal constraints can be integrated at 
other steps in the process. We expect to compare the effectiveness of temporal reason-
ing as constraints for filtering answers and for the purpose of re-ranking. Finally, 
further work in the general architecture of the QA system is planned regarding three 
areas: separation of domain knowledge from general techniques, adding different 
languages to the system and effective evaluation. 
 
Acknowledgements. This work has been partially supported by the Research  
Network MAVIR (S-0505/TIC/000267) and by the project BRAVO (TIN2007-
67407-C3-01). 
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Abstract. We present in this paper the three LIMSI question-answering
systems on speech transcripts which participated to the QAst 2009 eval-
uation. These systems are based on a complete and multi-level analysis
of both queries and documents. These systems use an automatically gen-
erated research descriptor. A score based on those descriptors is used to
select documents and snippets. Three different methods are tried to ex-
tract and score candidate answers, and we present in particular a tree
transformation based ranking method. We participated to all the tasks
and submitted 30 runs (for 24 sub-tasks). The evaluation results for man-
ual transcripts range from 27% to 36% for accuracy depending on the
task and from 20% to 29% for automatic transcripts.

1 Introduction

The Question Answering on Speech Transcripts track of the QA@CLEF task
provides an opportunity to evaluate the specificity of speech transcriptions. In
this paper, we present the work carried out on the QA system developed at
LIMSI for the QAst evaluation. We especially describe an answer re-ranking
method used in this system.

For the QAst 2009 evaluation [8], 3 main tasks are defined:

– T1, QA in English European Parliament Plenary sessions
– T2, QA in Spanish European Parliament Plenary sessions
– T3, QA in French Broadcast News

For each of the tasks, four versions of the data collection were provided, con-
sisting of one manual transcriptions and three different automatic transcription.
Two different sets of questions were provided, one consisting of written questions
and the other of manually transcribed semi-spontaneous oral questions [8]. In
total a minimum of 8 runs were expected per task, for a total of 24. LIMSI par-
ticipated to the three tasks. Three systems were tested. Their main architecture
is identical and they differ only in the answer scoring method:

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 289–296, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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– Distance-based answer scoring (primary method)
– Answer scoring through bayesian modeling
– Tree transformation-based answer re-ranking

The first method is used on all three tasks, the second one is used on the T1
and T2 tasks and the third one on the T3 task.

The section 2 presents the common architecture and the three answer scoring
methods. The section 3 is split into two parts: the description of the training
and development data (section 3.1), and the results of the three systems on
the development and test data (section 3.2). We compare these results to those
obtained in the QAst 2008 evaluation.

2 The LIMSI QA Systems

The common architecture is identical to the systems used in the previous eval-
uations and is fully described in [6].

The same complete and multilevel analysis is carried out on both queries and
documents. To do so, the query and the documents (which may come from differ-
ent modalities – text, manual transcripts, automatic transcripts) are transformed
into a common representation. This normalization process converts raw texts to
a form where words and numbers are unambiguously delimited, punctuation is
separated from words, and the text is split into sentence-like segments. Case
and punctuation are reconstructed using a fully cased, punctuated four-gram
language model [3] applied to a word graph covering all the possible variants (all
possible punctuations permitted between words, all possible word cases). The
general objective of this analysis is to find the bits of information that may be
of use for search and extraction, called pertinent information chunks. These can
be of different categories: named entities, linguistic entities (e.g., verbs, prepo-
sitions), or specific entities (e.g., scores). All words that do not fall into such
chunks are automatically grouped into chunks via a longest-match strategy. The
full analysis comprises some 100 steps and takes roughly 4 ms on a typical user
or document sentence. The analysis identifies about 300 different types of enti-
ties. The analysis is hierarchical, resulting in a set of trees. Both answers and
important elements of the questions are supposed to be annotated as one of these
entities.

The first step of QA system itself is to build a search descriptor (SD) that
contains the important elements of the question, and the possible answer types
with associated weights. Some elements are marked as critical, which makes them
mandatory in future steps, while others are secondary. The element extraction
and weighting is based on an empirical classification of the element types in im-
portance levels. Answer types are predicted through rules based on combinations
of elements of the question.

Documents are selected using this SD. Each element of the document is scored
with the geometric mean of the number of occurrences of all the SD elements
that appear in it, and sorted by score, keeping the n-best. Snippets are extracted
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from the document using fixed-size windows and scored using the geometrical
mean of the number of occurrences of all the SD elements that appear in the
snippet, smoothed by the document score.

2.1 Distance-Based Answer Scoring

In each snippet, all the elements whose type is one of the predicted possible
answer types are candidate answers. A score S(r) is associated to each candidate
answer r.

This score is the sum of the the distances between itself and the elements
of the SD, each elevated to the power −α, ponderated by the element weights.
That score is smoothed with the snippet score through a δ-ponderated geometric
mean. All the scores for the different instances of the same element are added
together, and in order to compensate for the differencing natural frequencies of
the entities in the documents the final score is divided by the occurence count in
all the documents and in all the examined snippets, each elevated to the power
β and γ respectively. The entities with the best scores then win.

2.2 Answer Scoring through Bayesian Modeling

We tried a preliminary method of answer scoring built upon a bayesian modeling
of the process of estimating the quality of an answer candidate. This approach
relies on multiple elementary models including element co-occurrence probabili-
ties, question element appearance probability in the context of a correct answer
and out of context answer probability. The models parameters are either esti-
mated on the documents or are set empirically. This is a very preliminary work.

2.3 Tree Transformation-Based Answer Re-ranking

Our second approach for the T3 task is built upon the results of the primary
system. We stated that the method for finding and extracting the best answer to
a given question in 2.1 is based on redundancy and distances between candidate
answers and elements of the question. While this approach gives good results, it
also has some limitations. Mainly, it does not take into account the structure of
the snippet and the relations between the different critical elements detected.

Relations between the elements of the text fragments are needed to represent
the information stated in the documents and the questions. However, most of the
systems use complex syntactic representations which are not adapted to handle
oral fragments [4]. Some systems [7,5] also show that it is possible to identify
local syntactic and semantic relations by using a segmentation of the documents
into segments (chunks) and then detecting the relations between these segments.

From these conclusions, we defined a re-ranking method which computes a
score for each of the answers to a question. That method takes as input the
question tagged by the analysis module, the answers found by the answer ex-
traction module, and the best snippets associated to each answer. The analysis
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trees of the question and the snippets are segmented into chunks, and relations
are added between these chunks.

For each evaluated answer, the method compares the structure of the question
with the snippet of the answer. The system tries to match the structure of
the question by moving the chunks of the snippets with similar elements. The
relations are used in these moves to compute the final score of the answer.

The relations are built in two steps. First the text is segmented in syntactically-
motivated chunks with five possible types : verbal chunks (VC), temporal chunks
(TC), spatial/geographical chunks (SC), question markers (QMC), and finally
general chunks (GC) covering everything else. That annotation is done using a
standard CRF approach based on words and POS annotations, using separate
models for documents and for questions. Once the text is segmented the local
relations are then established, belonging to four simple types: noun-modifier re-
lations, verb-member relations, temporal modifier relations and spacial modifier
relations. That relation annotation is done incrementally using a set of contex-
tual rules. Here is an exemple of the results given by these two steps:

[GC] The Ebola virus [/GC] [VC] was identified [/VC] [TC] in 1976 [/TC].
1. Verb-member: was identified - The Ebola virus
2. Verb-member: was identified - in 1976
3. Temporal modifier: in 1976 - The Ebola virus
4. Temporal modifier: in 1976 - was identified

Once the relations are established, we then can transform the snippet into the
question. As a preliminary, the question marker chunk of the question is replaced
by the to-be-reranked answer. Then the hybrid heuristic-search method we use
starts by detecting anchor points between the question and the snippet of the
answer, which are pairs of chunks identical through lemmatization, synonymy
and/or morphological derivations. Using these anchor points, the system starts
by using a substitution operation to transform the chunks of the snippet into
those of the questions. It also detects if the substituated chunk in the snippet
has a relation with the chunk of the evaluated answer. If not, an attachement
operation is applied. Each operation type has a cost, the substitution one de-
pending of the transformations applied, and the attachement cost depending on
the change in relations as annotated previously between the perturbed chunks.
The sequence of operations with the lowest total cost to transform all of the
tranformable elements is searched for using a breadth-first technique. A cost for
the suppression of the extra chunks and addition of the missing ones is added
by using suppression and insertion operations. The final cost, the distance be-
tween the question/answer pair and the snippet, is used to rerank the proposed
answers. A more detailed explanation of this approach can be found in [2].

3 Evaluation

3.1 Tuning and Development Data

To tune our base systems, we used the development corpus of the QAst 2009
evaluation and the data of the QAst 2008 evaluation [6].
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The tree transformation method was evaluated on the training corpus. The
approach obtains better results when the search descriptor contains at least five
elements (see Table 1). That is why we decided to apply this new method on
these conditions only.

The bayesian modeling parameters estimation is done only on the documents
data and does not use question/answers pairs. It is probably one of its numerous
flaws, explaining its relatively bad results.

Table 1. Results on the development data classified by number of search elements in
the search descriptor, with #E being the number of search elements. LIMSI2-T3 is the
re-ranking method and LIMSI1 the distance-based method.

LIMSI2-T3 LIMSI1
#E. MRR Acc #Correct MRR Acc #Correct #Questions
1 0.62 48.6 53 0.71 67.0 73 109
2 0.56 42.2 73 0.66 61.8 107 173
3 0.74 67.4 145 0.79 77.9 166 215
4 0.72 65.5 74 0.79 77.9 88 113
5 0.73 65.5 38 0.71 60.3 35 58
6 0.85 85.7 18 0.81 76.0 16 21
7 0.60 60.0 3 0.60 60.0 3 5

3.2 Results

The results for the three tasks on manual transcribed data are presented in
table 2, with all the question types evaluated. In every case the LIMSI1 system
is the base system. LIMSI2-T1 and T2 are the bayesian system, and LIMSI2-T3
is the reranking system. As stated before, the reranking system in the T3 task
is not used on all the questions, but only the questions with five or more search
elements.

The results obtained for the three tasks on automatically transcribed data
are presented in tables 3 to 5. With the automatic transcripts, only the base
system is used. The Δ in each table shows the variation on accuracy between
the manual and automatic transcriptions results.

3.3 Analysis of the Results

Tables 2 shows a great loss between the recall and the accuracy of our systems.
The base system gives a bad answer at first rank on half of the questions with the
good answer in the candidates answers, and it is worse for the bayesian system
on the T1 and T2 tasks. The reranking system on the T3 task gives almost the
same results that the base system, but it was applied only on to a small set of
questions. We can see that there are almost no differences between written and
spoken questions.
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Table 2. Results for English EPPS, Spanish EPPS and French Broadcast news on
manual transcripts

System Questions English Spanish French
MRR Acc Recall MRR Acc Recall MRR Acc Recall

LIMSI1 Written 0.36 27% 53% 0.45 36.0% 61% 0.39 28.0% 60%
Spoken 0.33 23% 45% 0.45 36.0% 62% 0.39 28.0% 59%

LIMSI2 Written 0.32 23% 45% 0.34 24.0% 49% 0.38 27.0% 60%
Spoken 0.27 19% 41% 0.34 24.0% 49% 0.39 28.0% 59%

Table 3. Results for task T1, English EPPS, automatic transcripts (75 factual ques-
tions and 25 definitional ones). The Δ measures the difference between the manual and
automatic transcriptions on accuracy.

ASR System Questions English
MRR Acc Recall Δ

ASR_A LIMSI1 Written 0.31 26.0% 42% -1
10.6% Spoken 0.30 25.0% 41% -2

ASR_B LIMSI1 Written 0.25 21.0% 32% -2
14.0% Spoken 0.25 21.0% 33% -4

ASR_C LIMSI1 Written 0.24 21.0% 31% -4
24.1% Spoken 0.24 20.0% 33% -5

Table 4. Results for task T2, Spanish EPPS, automatic transcripts (44 factual ques-
tions and 56 definitional ones). The Δ measures the difference between the manual and
automatic transcriptions on accuracy.

ASR System Questions Spanish
MRR Acc Recall Δ

ASR_A LIMSI1 Written 0.32 27.0% 42% -9
11.5% Spoken 0.31 26.0% 41% -10

ASR_B LIMSI1 Written 0.29 25.0% 37% -11
12.7% Spoken 0.29 25.0% 37% -11

ASR_C LIMSI1 Written 0.28 23.0% 37% -13
13.7% Spoken 0.28 24.0% 37% -12

The bayesian system is a preliminary version that gives interesting results
but has shown that some of our modelization hypothesis were incorrect. Mea-
surements on real data will help us enhance it. For the reranking system only
ten questions of the written question corpus has enough search elements to be
considered. Six of them did not have the correct answer within the candidates
answers and one was a NIL question. Of the remaining three, one was answered
correctly by both systems, one was answered correctly by the base system but
not the reranking one. And the correct answer for the last question was not
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Table 5. Results for the T3 task, French Broadcast News, manual transcripts (68
factual questions and 32 definitional ones). The Δ measures the difference between the
manual and automatic transcriptions on accuracy.

ASR System Questions French
MRR Acc Recall Δ

ASR_A LIMSI1 Written 0.37 29.0% 52% +1
11.0% Spoken 0.37 29.0% 50% +1

ASR_B LIMSI1 Written 0.32 27.0% 40% -1
23.9% Spoken 0.30 25.0% 38% -3

ASR_C LIMSI1 Written 0.28 23.0% 38% -5
35.4% Spoken 0.27 22.0% 35% -6

found by either of the systems. As such, the reranking system still needs work
to improve it.

For the results obtained on the three different automatic speech transcription,
as shown in tables 3 to 5, we can see that they are as expected lower than the
results of the manual transcriptions. For English and French, the loss are roughly
the same. On Spanish thought, we see a strong decrease in the results.

Table 6. Results obtained by the LIMSI on the QAst 2009 evaluation

T1 T2 T3
Sub-Task Question Acc. Best Acc. Best Acc. Best

Manual Written 27.0% 28.0% 36.0% - 28.0% -
Spoken 23.0% 26.0% 36.0% - 28.0% -

ASR_A Written 26.0% - 27.0% - 29.0% -
Spoken 25.0% - 26.0% - 29.0% -

ASR_B Written 21.0% - 25.0% - 27.0% -
Spoken 21.0% - 25.0% - 25.0% -

ASR_C Written 21.0% 25.0% 23.0% - 23.0% -
Spoken 20.0% 25.0% 24.0% - 22.0% -

Table 6 shows the results obtained by the LIMSI on each task. We also show
the best results of all the participants’ systems in column Best for each task.
Except on the T1 Manual and the T1 ASR_A, the LIMSI obtained the best
results. It should be noted that we were the only participants in the T3 (french)
task. These results confirm that our approach regarding spoken data processing
is well adapted and robust.

We observed a strong loss between QAst 2008 results [6] and QAst 2009 re-
sults, especially on the English and French tasks. It seems that the new method-
ology used to build the questions corpus is a probable cause for these results.
We are currently studying the impact of this new methodology, in particular
by evaluating the mean distance between the elements of each question and the
answer to this question. The first results of this study can be found in [1].
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4 Conclusion

In this paper, we presented the LIMSI question-answering systems on speech
transcripts which participated to the QAst 2009 evaluation. These systems ob-
tained state-of-the-art results on the different tasks and languages and the accu-
racy ranged from 27% for English to 36% for Spanish data). The results of the
T1 ans T3 systems show a significant loss of results compared to the 2008 eval-
uation (6% for T1 and 17% for T3 in accuracy) inspite of the improvements of
the systems. It can probably be explained by the new methodology used to build
the questions corpus. A deeper analysis is ongoing to understand the origins of
the loss. The base system still obtains the best results. The results of the other
systems are currently analysed to improve the two approach. In particular, we
are evaluating application cases for the tree transformation method.
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Abstract. This paper describes the participation of the Technical Uni-

versity of Catalonia in the CLEF 2009 Question Answering on Speech

Transcripts track. We have participated in the English and Spanish sce-

narios of QAST. For both manual and automatic transcripts we have

used a robust factual Question Answering that uses minimal syntactic

information. We have also developed a NERC designed to handle au-

tomatic transcripts. We perform a detailed analysis of our results and

draw conclusions relating QA performance to word error rate and the

difference between written and spoken questions.

1 Introduction

The CLEF 2009 Question Answering on Speech Transcripts (QAST) track [7]
consists of four Question Answering (QA) tasks for three different languages:
T1 English, T2 Spanish and T3 French. Task m is QA in manual transcripts of
recorded European Parliament Plenary Sessions (EPPS). Tasks a, b, and c, use
three different transcripts of the recorded audio using three Automatic Speech
Recognizers (ASR). These transcriptions have an increasing percentage of errors.
There are two sets of questions for each language: set B contains oral questions
spontaneously asked by several human speakers, while set A consists of gram-
matically corrected transcriptions of the questions in set B. The questions are
divided in two sets of development (50 questions) and test (100 questions). Given
the languages, questions and transcripts, there is a total of 24 possible scenarios
in the QAST evaluation. For example, we will refer as T2B-a to the scenario
taking the best automatic transcripts of the Spanish EPPS using spontaneous
questions. The automatic transcripts have different levels of word error rate
(WER). WERs for T1 are 10.6%, 14%, and 24.1%. For T2 WERs are 11.5%,
12.7% and 13.7%. Figure 1 shows a text sample extracted from the T1 corpus.

This paper summarizes our methods and results in QAST. We have partic-
ipated in scenarios T1 and T2 with all transcripts and question sets. Our QA
system is based on our previous work in [1] and [6]. We have used the same sys-
tem architecture for all the tasks, having interchangeable language–dependant
parts and different passage retrieval algorithms for automatic transcripts.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 297–304, 2010.
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T1-m: “Abidjan is going going the way of Kinshasa Kinshasa which
was of course a country in the past with skyscrapers and boulevards
and now a country a city in ruins”

T1-a: “average down is going to go in the way of Kinshasa other at

Kinshasa which was of course a country in the past of skyscrapers

and poorer parts and our country as a city in ruins”

Fig. 1. Sample of manual and automatic transcripts

2 Overview of the System Architecture

The architecture of our QA system follows a commonly-used schema which splits
the process of QA into three phases performed in a sequential pipeline: Question
Processing (QP), Passage Retrieval (PR), and Answer Extraction (AE). This
QA system is designed to answer to factoid questions, those whose answer is a
named entity (NE).

2.1 Question Processing and Classification (QC)

The main goal of this component is to detect the type of the expected answer.
We currently recognize the 53 open-domain answer types from [4]. The answer
types are extracted using a multi-class Perceptron classifier and a rich set of
lexical, semantic and syntactic features. This classifier obtains an accuracy of
88% on the corpus of [4]. Additionally, the QP component extracts and ranks
relevant keywords from the question

For scenario T2, he have developed an Spanish question classifier using human–
translated questions from the corpus of [4] following the same machine learning
approach. This classifier obtains an accuracy of 74%.

2.2 Passage Retrieval (PR)

This component retrieves a set of relevant passages from the document collection,
given the previously extracted question keywords. The PR algorithm uses a query
relaxation procedure that iteratively adjusts the number of keywords used for
retrieval and their proximity until the quality of the recovered information is
satisfactory (see [6]). In each iteration a Document Retrieval application (IR
engine) fetches the documents relevant to the current query and a subsequent
passage construction module builds passages as segments where two consecutive
keyword occurrences are separated by at most t words.

When dealing with automatic transcripts, the ASR may introduce incorrect
words that were not actualy uttered to the transcription. This may create prob-
lems to the IR engine sice some relevant passages may be impossible to find and
some irrelevant passages can contain unrelated terms.
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To overcome such drawbacks, we created an IR engine relying on phonetic
similarity for the automatic transcripts. This tool is called PHAST (after PHo-
netic Alignment Search Tool) and uses pattern matching algorithms to search
for small sequences of phones (the keywords) into a larger sequence (the doc-
uments) using a measure of sound similarity. Then the PR algorithm may be
applied to the words found with PHAST. A detailed description of PHAST can
be found in [2].

2.3 Answer Extraction (AE)

This module extracts the exact answer from the retrieved passages. First, answer
candidates are identified as the set of named entities (NEs) that occur in these
passages and have the same type as the answer type detected by QP (e.g. for the
question “When were biometric data included in passports?” all retrieved entities
of types date or time are identified as candidate answers). Then, these candidates
are ranked using a scoring function based on a set of heuristics that measure
keyword distance and density [5]. These heuristic measures use approximated
matching for AE in automatic transcripts as shown in the passage retrieval
module from the previous section. The same measure is used for T1 and T2.

3 Named Entity Recognition and Classification (NERC)

As described before, we extract candidate answers from the NEs that occur in
the passages retrieved by the PR component. We detail below the strategies used
for NERC in both manual and automatic transcripts.

We have taken a machine learning approach to this problem. First we apply
learning at word level to identify NE candidates using a BIO tagging scheme.
Then these candidates are classified into NE categories. Each function is modeled
with voted perceptron [3]. As learning data we have manually labeled the NEs
that occur in the QAST corpora T1 and T2 with their types (i.e. date, location,
number, organization, person and time).

Our NERC uses a rich set of lexical and syntactic features which are standard
to state-of-the-art NERCs. This features include: words, lemmas, POS tags, word
affixes, flags regarding presence of numerals and capitalization, use of gazetteers,
and n-grams of this features within a certain window of words. New features
specially designed for automatic transcripts have been added to the sets a, b
and c. These features use phonetic transcription of the words:

– Prefixes and suffixes of phones.
– Phonetic similarity with words in the gazetteer.
– A clustering of the transcriptions of the words has been done by grouping

words with similar pronunciation. This clustering reduces the sparseness of
the word–based features by mapping the words in several smaller subsets of
different coarseness.
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– n-grams of the forementioned clusters. This captures the possibility of split-
ting and merging adjacent words in order to overcome some ASR recognition
errors.

The addition of these phonetic features improves the results by no more than 2
points of Fβ=1 score in datasets a, b and c.

Given that there is no specific datasets for development, and we do not have
more automatic transcripts of EPPS data, it is not possible to train our NERC
on a dataset other than the test set. Therefore we have relabeled both corpora
through a process of cross–validation. Both corpora have been randomly split in
5 segments, a NERC model has been learned for all subsets of 4 segments and
the remaining segment has been labeled using this model. Thus we can train our
NERC with documents from the same domain but test it on unseen data.

Table 1. NERC performance

T1: English T2: Spanish

Set WER Precision Recall Fβ=1 Set WER Precision Recall Fβ=1

m ∼ 0% 70.63% 68.19% 69.39 m ∼ 0% 76.11% 71.19% 73.57

a 10.6% 63.57% 55.26% 59.13 a 11.5% 72.40% 62.03% 66.81

b 14% 61.51% 52.28% 56.52 b 12.7% 64.33% 55.95% 59.85

c 24.1% 58.62% 43.92% 50.22 c 13.7% 67.61% 55.60% 61.02

Table 3 shows the overall results of our NERC for the four datasets of both
T1 and T2. As the transcript WER increases, the scores consequently drop.1

4 Experimental Results

UPC participated in 2 of the 3 scenarios, the English (T1) and Spanish (T2)
ones. We submitted two runs for each task, run number 1 uses the standard
NERC described in Section 3 and run number 2 uses the hand–annotated NEs.
Rows marked with † denote post–QAST results. These runs are discussed later.
Each scenario included 100 test questions, from which 20 do not have an answer
in the corpora (these are nil questions). In T1 75 question are factoids for 44 in
T2. Our QA system is designed to answer only factual questions, therefore the
our experimental analysis will refer only to factual questions.

We report two measures: (a) TOPk, which assigns to a question a score of
1 only if the system provided a correct answer in the top k returned; and (b)
Mean Reciprocal Rank (MRR), which assigns to a question a score of 1/k, where
k is the position of the correct answer, or 0 if no correct answer is found. The
official evaluation of QAST 2009 uses TOP1 and TOP5 measures [7]. An an-
swer is considered correct by the human evaluators if it contains the complete
1 Consider manual transcripts m having a WER of almost 0%.



Robust Question Answering for Speech Transcripts 301

Table 2. Overall factoid results for our sixteen English runs

Task, System #Q MRR TOP1 TOP5 Task, System #Q MRR TOP1 TOP5

T1A-m 1 75 0.27 14 32 T1A-m 2 75 0.31 17 35

T1B-m 1 75 0.15 7 19 T1B-m 2 75 0.15 7 18

T1B-m 1† 75 0.24 11 28 T1B-m 2† 75 0.24 13 27

T1A-a 1 75 0.27 14 29 T1A-a 2 75 0.26 14 30

T1B-a 1 75 0.08 4 11 T1B-a 2 75 0.09 4 12

T1B-a 1† 75 0.24 13 26 T1B-a 2† 75 0.22 10 28

T1A-b 1 75 0.24 13 26 T1A-b 2 75 0.26 15 29

T1B-b 1 75 0.08 3 11 T1B-b 2 75 0.08 3 12

T1B-b 1† 75 0.19 10 22 T1B-b 2† 75 0.21 11 26

T1A-c 1 75 0.21 12 22 T1A-c 2 75 0.24 13 26

T1B-c 1 75 0.08 4 10 T1B-c 2 75 0.08 3 11

T1B-c 1† 75 0.23 13 24 T1B-c 2† 75 0.23 12 27

Table 3. Overall factoid results for our sixteen Spanish runs

Task, System #Q MRR TOP1 TOP5 Task, System #Q MRR TOP1 TOP5

T2A-m 1 44 0.24 7 16 T2A-m 2 44 0.29 8 20

T2B-m 1 44 0.34 8 20 T2B-m 2 44 0.33 12 20

T2A-a 1 44 0.15 6 8 T2A-a 2 44 0.20 8 12

T2B-a 1 44 0.14 6 6 T2B-a 2 44 0.24 10 12

T2A-b 1 44 0.18 6 12 T2A-b 2 44 0.20 7 13

T2B-b 1 44 0.20 7 12 T2B-b 2 44 0.20 7 12

T2A-c 1 44 0.22 9 12 T2A-c 2 44 0.20 8 11

T2B-c 1 44 0.13 5 8 T2B-c 2 44 0.21 9 10

answer and nothing more, and it is supported by the corresponding document.
If an answer was incomplete or it included more information than necessary or
the document did not provide the justification for the answer, the answer was
considered incorrect.

Tables 2 and 3 summarize our overall results for factual questions in English
and Spanish. It shows MRR, TOP1 and TOP5 scores for each track and run as
defined previously.

Table 4 contains a statistical error analysis of our system covering the QC, PR
and AE parts. It deals only with factoid questions with non–nil answers. The
meaning of each column is the following. Q: number of factual question. QC:
number of questions with answer type correctly detected by QP. PR: number
of question where at least on passage with the correct answer was retrieved.
QC&PR: number of questions with correct answer type and correct passage
retrieval. C.NE: number of questions where the retrieved passages contain the
correct answer tagged as a NE of the right type (specified by the QC module), so
it is a candidate answer for the AE module. TOP5 non-nil: number of question
with non-nil answer correctly answered by our system in the TOP5 candidates.
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Table 4. Error analysis of the QA system components

TOP5 TOP1

Track Run Q QC PR QC&PR C.NE non-Null non-Null

T1A-m 1 65 49 50 41 41 28 11

T1A-a 1 65 49 48 38 38 26 11

T1A-b 1 65 49 46 34 29 23 11

T1A-c 1 65 49 40 30 30 20 10

Avg. Loss -23% -28% -44% -3% -29% -55%

T1B-m 1 65 48 49 38 41 26 9

T1B-a 1 65 48 49 38 36 25 12

T1B-b 1 65 48 49 37 31 21 9

T1B-c 1 65 48 43 32 30 23 12

Avg. Loss -26% -27% -44% -0.05% -31% -56%

T1A-m 2 65 49 50 41 41 28 12

T1A-a 2 65 49 48 38 38 27 12

T1A-b 2 65 49 46 34 34 26 13

T1A-c 2 65 49 40 30 30 23 11

Avg. Loss -23% -28% -44% 0% -27% -53%

T1B-m 2 65 48 49 38 41 25 11

T1B-a 2 65 48 49 38 39 27 9

T1B-b 2 65 48 49 37 40 25 10

T1B-c 2 65 48 49 37 39 26 11

Avg. Loss -26% -25% -36% 0% -35% -61%

T2A-m 1 44 39 35 30 24 10 3

T2A-b 1 44 39 33 28 21 11 5

T2A-a 1 44 39 36 31 24 9 5

T2A-c 1 44 39 36 31 24 11 8

Avg. Loss -11% -20% -31% -22% -56% -48%

T2B-m 1 44 27 36 19 19 10 4

T2B-a 1 44 27 36 19 19 6 4

T2B-b 1 44 27 33 17 16 9 4

T2B-c 1 44 27 36 20 18 6 3

Avg. Loss -38% -19% -46% -4% -57% -51%

T2A-m 2 44 39 35 30 27 15 5

T2A-a 2 44 39 36 31 28 12 7

T2A-b 2 44 39 33 28 26 13 6

T2A-c 2 44 39 36 31 29 11 8

Avg. Loss -11% -20% -31% -8% -53% -49%

T2B-m 2 44 27 36 19 19 13 7

T2B-a 2 44 27 36 19 19 11 8

T2B-b 2 44 27 33 17 17 9 5

T2B-c 2 44 27 36 20 20 8 6

Avg. Loss -38% -19% -46% 0% -45% -36%
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There is an “Avg. Loss” row for each task and run that shows the performance
loss (averaged in all transcripts) introduced by each module. The loss of QC,
PR and QC&PR columns is relative to the total number of questions Q, for the
rest of columns it is relative to the previous step. Note that this numbers have
been gathered using an automatic application and some disagreement between
in the selection of factoid questions may exist, therefore the TOP5 scores in this
table may differ slightly from the official QAST scores.

In Table 2 we can see that moving from transcript m to a implies a loss of
10 points in TOP5 score for T1. For T2 this loss is as much as 50 points. But
subsequent increases of WER in transcripts b and c have a low impact in our
performance. According to the QAST 2009 overview paper [7], the incidence of
WER rates in our system is less severe than in runs from other participants but
our initial results in m track are also lower.

We should note that the official QAST evaluation shows an important loss
of performance in T1 scenario when using the question set B (Table 2). This
was caused by an error of encoding in our question files that prevented a correct
question classification in most cases. This error has been fixed afterwards eval-
uation, the correct runs are those marked with a †. These correct runs are used
for error analysis in Table 4.

Table 4 shows that sponatenous questions are not more difficult to classify
than written questions for English. For the Spanish runs T2 there is a notable
performance drop in QC (from 39 to 27). This must be blamed on our machine
learning question classifier, wich is an straightforward adaptation of the English
one. Additionally, we note that the classification of written questions is better
for T2 question set than T1 question set. This suggests that in this evaluation
T1 questions are more domain–specific than the others.

The difference between runs number 1 and 2 is that number 2 uses hand–
tagged NEs instead of our automatic NERC. The results show that it has little
impact on performance. In Table 4 we can see that most of the correct answers
retrieved by our PR module are annotated with the correct entity. It is shown
by the small difference between QC&PR and C.NE columns. Using hand-tagged
NEs improves slightly the results for TOP5 and TOP1, probably because it
filters out incorrect candidates and the AE process becomes easier. As we have
seen in Table 3, the Fβ=1 score of our NERC models is below 70% but this poor
performance does not reflect in the final QA results. We think that hand-tagged
NEs does not improve the results due to two facts. On one hand, the NERC we
have developed is useful enough for this task even having poor Fβ=1 scores, and
on the other hand, there is a probable disagreement between the humans who
tagged the NEs and the humans who wrote the questions.

One of the main issues of our QAST 2009 system is the poor performance of
the AE module. More than 25% of the correctly retrieved and tagged answers
aren’t correctly extracted in T1, and more than 50% are lost in T2. In fact, AE
is the main source of errors in T2, more than the combination of both PR and
QC. This is a big difference with the results achieved in 2008 evaluation, where
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AE was of high accuracy. This means that our answer selecting heuristics may
be more domain–dependant than we knew and they should be fine–tuned for
this task.

5 Conclusions

This paper describes UPC’s participation in the CLEF 2009 Question Answering
on Speech Transcripts track. We submitted runs for all English and Spanish
scenarios. In this evaluation we analyzed the impact of using gold–standard NEs
with using a far from perfect NERC.

We have developed a new NERC designed for speech transcripts that shows
results competitive with gold-standard NEs when used in Question Answering.

The results achieved in the different scenarios and tasks are not the top ones.
But there is little degradation due to ASR effects thus showing that our QA
system is highly robust to transcript errors, being this one of the main focuses
of the QAST evaluation.
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Abstract. We developed a new semantic question analyser for a custom proto-
type assembled for participating in GikiCLEF 2009, which processes grounded
concepts derived from terms, and uses information extracted from knowledge
bases to derive answers. We also evaluated a newly developed named-entity
recognition module, based in Conditional Random Fields, and a new world geo-
ontology, derived from Wikipedia, which is used in the geographic reasoning
process.

1 Introduction

We have been researching methods, algorithms and a software architecture for geo-
graphic information retrieval (GIR) systems since 2005 [1]. In GikiCLEF, we addressed
other tasks that have not been the focus of previous GeoCLEF participations:

– Develop a new semantic question analyser module, which captures key concepts of
the question’s information need into workable objects, and uses those concepts to
comprehend geographic restrictions and reason the correct answers;

– Develop a new world geographic ontology, Wiki WGO 2009, derived from
Wikipedia pages, and organised according to an improved version of our geo-
graphic knowledge model;

– Evaluate HENDRIX [2], a new in-house named entity recognition software based
on machine-learning approaches, that can recognise geographic locations and map
them into the Wiki WGO 2009 ontology.

2 GikiCLEF Approach

We assembled a custom prototype QA system for participating in GikiCLEF, GreP
(Grease Prototype), depicted in Figure 1. GreP is composed of a question analyser mod-
ule and a group of knowledge resources. The GikiCLEF topics are initially parsed by
the Portuguese PoS tagger PALAVRAS [3], before being fed into the question analyser,
which explores multiple resources.

As GikiCLEF topics are in the form of a question, the initial task performed by
the question interpreter (QI) is to convert such questions into object representations
(question objects). From there, the question reasoner (QR) picks the best strategy to

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 305–309, 2010.
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Fig. 1. Overview of GreP, the system assembled for participating in GikiCLEF

obtain the correct answers, which may trigger information extraction procedures over
the raw knowledge resources. The QR output is the answers and their justifications,
which are converted into the GikiCLEF run format. A distinct characteristic of this
approach is that it works with concepts, not terms, in the key steps. GreP includes
three knowledge resources: i) the Wiki WGO 2009 geographic ontology, derived from
the Portuguese Wikipedia, ii) the DBpedia v3.2 dataset [4], derived from the English
Wikipedia, and iii) the Portuguese Wikipedia, with tagged documents by HENDRIX.

2.1 Question Interpreter

The question interpreter (QI) converts a natural language question into question ob-
jects, a machine-interpretable object representing that question. A question object is
composed of the following elements:

Subject, the class of expected answers. A subject can be grounded as i) a DBpedia
resource that represents a Wikipedia category, ii) a DBpedia ontology class, or iii) a
semantic classification from HAREM categorization [5], on this preferential order.

Conditions, a criteria list that filters candidate answers. Each condition is composed
of i) a DBpedia ontology property, ii) an operator and iii) a DBpedia resource.

Expected Answer Type (EAT), defines properties that the answers must have.

The question object is generated by applying a set of pattern rules over the PoS tags and
the question terms. Given for instance, the question “Which Romanian writers were
born in Bucharest?”, the QI would perform as follows:

Ground the subject and EAT: a first set of pattern rules detects
“Romanian writers” as a subject, grounded to the DBpedia resource
http://dbpedia.org/resource/Category:Romanian_writers, which is de-
rived from the corresponding Wikipedia’s category page. Afterwards, another set
of pattern rules maps the subject to the EAT, that is, the answers must have the
“Category:Romanian_writers”. If the subject cannot be mapped to a DBpedia
resource, it is mapped to the closest DBpedia ontology class (for example, “Writers”)
or to a HAREM category (for example, PERSON/INDIVIDUAL).

http://dbpedia.org/resource/Category:Romanian_writers
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Ground conditions: A set of patterns ground the condition in the example, “were born
in Bucarest”, into a property http://dbpedia.org/ontology/birthplace and a ref-
erent entity to http://dbpedia.org/resource/Bucharest.

2.2 Question Reasoner

The question reasoner (QR) processes the grounded concepts within the ques-
tion object, aiming to resolve it into a list of answers. Depending on the ele-
ments present in the question object, the QR task decides the best strategy to
generate and validate those answers, which consists of a pipeline of SPARQL
queries made to the knowledge resources. In the given example, for a question ob-
ject with an EAT given by Category:Romanian_writers, a single condition de-
scribed by a property dbpedia-owl:birthPlace and a referent geographic entity
http://dbpedia.org/resource/Bucharest, the QR strategy solves the question by
issuing the following SPARQL query to the DBpedia dataset:

SELECT ?RomanianWriters WHERE {?RomanianWriters
skos:subject <http://dbpedia.org/resource/Category:Romanian_writers> .
?RomanianWriters dbpedia-owl:birthplace <http://dbpedia.org/resource/Bucharest>}

2.3 Wiki WGO 2009

Wiki WGO 2009 [6] is a geospatial ontology derived from a SQL snapshot of the Por-
tuguese Wikipedia. It was generated with our in-house system, which integrates geo-
graphic and Web-related data collected from heterogeneous sources [1]. Wiki WGO
2009 contains 136,347 geographic features with associated named (484,097 names in
8 languages). It also contains 2,444 feature types, many of them in the “something in
some place” format with transitive part-of relationships.

The QR module computes a set of resources spatially related to the referent entity
from Wiki WGO 2009. In the above example, if the condition was “born in Romania”,
the QR would rewrite the condition as “born in ?X” and “?X in Romania”. The last
condition is resolved against Wiki WGO 2009, and the answers are applied to resolve
the first condition.

2.4 HENDRIX

HENDRIX is a named entity recognition system developed in-house [2]. It uses Minor-
third’s Conditional Random Fields (CRF) implementation, a supervised machine learn-
ing technique for text tagging and information extraction [7]. HENDRIX was trained to
recognise places, organisations, events and people. It uses the Wiki WGO 2009 ontol-
ogy to detect relations between named entities (NEs) tagged as geographic locations.

The CRF model was trained with manually-tagged collections of Portuguese docu-
ments used in the HAREM joint NER evaluation for Portuguese [5]. Of three document
collections available, two were used for the training phase and for evaluation of HEN-
DRIX’s performance. We used in HENDRIX a single CRF model for extracting NEs
of the four different entity types (PERSON, PLACE, EVENT, ORGANIZATION). The
trained model was then used to extract NEs from Portuguese Wikipedia articles. All the

Category:Romanian_writers
http://dbpedia.org/resource/Bucharest
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extracted entities tagged as PLACEs were afterwards used for identification of semantic
relationships between the entities, using the Wiki WGO 2009 ontology.

We had to resort to using an on-demand tagging strategy, as it was not possible to
tag the whole Portuguese Wikipedia in time with the available computational resources.
This limitation prevented the use of more complex information extraction approaches
that we had envisioned. We observed that there is a significant fraction of NEs that are
correctly extracted but incorrectly categorised. This prompted us to consider using a
single CRF model trained separately for each entity type, instead of one that labels NEs
of four different types.

3 Lessons Learned
The single run submitted to GikiCLEF had 1161 answers, and 332 of them were as-
sessed as correct and justified. Within the scope of a post hoc analysis made over the
GikiCLEF answers and the Wikipedia collections [8], these answers correspond to 60
entities, out of an universe of 262 entities found by all GikiCLEF systems.

The results were below our expectations, and can be primarily explained by: i) a
limited coverage of solutions by the Portuguese Wikipedia, which contains Wikipedia
pages for roughly half of the solutions, making maximum recall limited at start, and
ii) a significant amount of justifications that can be found in the article’s body only,
and could not be accessed by SPARQL queries; the DBpedia dataset is created from
Wikipedia infoboxes, which contain relevant information only to a limited number of
topics. Nevertheless, we’re giving our first steps towards a GIR approach that relies on a
reasoning core over grounded concepts, not terms, which uses raw knowledge resources
and geographic ontologies to resolve user information needs before the retrieval phase.
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Abstract. This paper describes the GIRSA-WP system and the exper-

iments performed for GikiCLEF 2009, the geographic information re-

trieval task in the question answering track at CLEF 2009. Three runs

were submitted. The first one contained only results from the InSicht QA

system; it showed high precision, but low recall. The combination with

results from the GIR system GIRSA increased recall considerably, but

reduced precision. The second run used a standard IR query, while the

third run combined such queries with a Boolean query with selected key-

words. The evaluation showed that the third run achieved significantly

higher mean average precision (MAP) than the second run. In both cases,

integrating GIR methods and QA methods was successful in combining

their strengths (high precision of deep QA, high recall of GIR), result-

ing in the third-best performance of automatic runs in GikiCLEF. The

overall performance still leaves room for improvements. For example, the

multilingual approach is too simple. All processing is done in only one

Wikipedia (the German one); results for the nine other languages are

collected by following the translation links in Wikipedia.

1 Introduction

GIRSA-WP (GIRSA for Wikipedia) is a fully-automatic, hybrid system com-
bining methods from question answering (QA) and geographic information re-
trieval (GIR). It merges results from InSicht, an open-domain QA system [1],
and GIRSA, a system for textual GIR [2]. GIRSA-WP has already participated
in the preceding pilot task, GikiP 2008 [3,4], and was improved based on this
and other evaluations.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 310–317, 2010.
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2 System Description

2.1 GIRSA-WP Subsystems

The GIRSA-WP system used for GikiCLEF 2009 integrates two basic systems:
a deep (text-semantic) QA system (InSicht) and a GIR system (GIRSA, GIR
with semantic annotation). Each question is processed by both basic systems;
GIRSA-WP filters their results semantically to improve precision and combines
both result streams yielding a final result of Wikipedia article names, additional
supporting article names (if needed), and supporting text snippets.

The semantic filter checks whether the expected answer type (EAT) of the
question and the title of a Wikipedia article are semantically compatible. This
technique is widely known from QA for typical answer types such as PERSON,
ORGANIZATION, or LOCATION. In our system, a concept (a disambiguated
word) corresponding to the EAT is extracted from the question. The title of
each candidate article is parsed by a syntactico-semantic parser for German [5].
The resulting semantic representations (comprising the sort and the semantic
features, see [6] for details on the semantic representation formalism MultiNet)
of the representations from the question and from the article title are unified. If
this unification succeeds, the candidate article is kept; otherwise it is discarded.
For example, from topic GC-2009-06 (Which Dutch violinists held the post of
concertmaster at the Royal Concertgebouw Orchestra in the twentieth century? ),
the concept extracted as EAT is violinist.1.1, whose semantic representation
belongs to the class human (human-object in MultiNet). There are 87 such se-
mantic classes, which can also be combined to form disjunctive expressions for
underspecification or for so-called semantic molecules (or semantic families).

The retrieval in the GIR system works on the first few (two or three) sentences
of the Wikipedia articles. Geographic names and location indicators (e.g. name
variants and adjectives corresponding to toponyms) in the articles were auto-
matically annotated and normalized (see [2] for a discussion of this approach).
As a result of our participation in GikiCLEF last year, we found that the full
Wikipedia articles may be too long and indexing on a per-sentence basis does
not provide enough context for matching. Therefore, we focused on the most
important parts of the Wikipedia articles (to increase precision for GIRSA), and
changed to full-document indexing.

For the GikiCLEF 2009 experiments, the questions were analyzed by InSicht’s
parser and sent to GIRSA and InSicht. In GIRSA, the top 1000 results were
retrieved, with scores normalized to the interval [0, 1]. On average, GIRSA re-
turned 153 and 395 documents per question for run 2 and run 3, respectively (see
Sect. 3). For results returned by both GIRSA and InSicht, the maximum score
was chosen (combMAX, [7]). Results whose score was below a given threshold
were discarded and the semantic filter was applied to the remaining results.

2.2 External Knowledge

To obtain multilingual results, the German article names were ‘translated’ to the
nine other languages using the Wikipedia linking between languages. Besides the
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inter-wiki links, GIRSA-WP uses one further information type from Wikipedia:
the categories assigned to articles. Note that other Wikipedia information types
like intra-wiki (i.e. inter-article) links and Internet links are still ignored.

For the first time, two resources that contain structured information and are
derived directly (categories) or indirectly (DBpedia) from Wikipedia were inte-
grated into GIRSA-WP. The direct source of categories assigned to articles was
exploited by extracting categories from the Wikipedia XML file. The resulting
relations of the form in category(〈article title〉, 〈category〉) were reformulated in
the following form: 〈article title〉 ist ein/ist eine/ . . . 〈category〉/‘〈article title〉 is
a . . . 〈category〉’. Some automatic corrections for frequent cases where the text
would be syntactically and/or semantically incorrect were implemented. The re-
maining errors were largely unproblematic because the processing by InSicht’s
parser detects them and avoids incorrect semantic networks. In this way, 1.1
million semantic networks were generated for 1.5 million sentences derived from
around 2 million in category relations.

The DBpedia data is integrated in a similar way into GIRSA-WP by rephras-
ing it in natural language. Specifically, version 3.2 of the file infobox de.nt, the
infobox information from the German Wikipedia encoded in N-Triples, a serial-
ization of RDF was processed (see http://wiki.dbpedia.org/ for details). As
there are many different relations in DBpedia, only some frequent and relevant
relations are covered currently. Each selected relation (currently 19) is associ-
ated with an abstract relation (currently 16) and a natural language pattern.
For example, the triple

<http://dbpedia.org/resource/Andrea_Palladio>
<http://dbpedia.org/property/geburtsdatum>
"1508-11-08"^^<http://www.w3.org/2001/XMLSchema#date>

is translated to Andrea Palladio wurde geboren am 08.11.1508./‘Andrea Pal-
ladio was born on 08.11.1508.’ This generation process led to around 460,000
sentences derived from around 4,400,000 triples in the DBpedia file.

The detour of translating structured information resources to natural language
is performed with the goal to treat all resources in the same way, i.e. parsing
them to obtain their representation as semantic networks. Hence, the results can
be used in the same way, e.g. for reasoning and to provide answer support. In
addition, the parser is able to resolve ambiguities; for example, names referring
to different kinds of entities that had to be disambiguated explicitly on the
structured level otherwise.

The QA system (InSicht) compares the semantic representation of the ques-
tion and the semantic representations of document sentences. To go beyond exact
matching, InSicht applies many techniques, e.g. coreference resolution, query ex-
pansion by inference rules and lexico-semantic relations, and splitting the query
semantic network at certain semantic relations. In the context of GikiCLEF, In-
Sicht results (which are generated answers in natural language) must be mapped
to Wikipedia article names; if this is not straightforward, the article name of the
most important support is taken.

http://wiki.dbpedia.org/
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2.3 Recursive Question Decomposition

InSicht employed a new special technique called question decomposition (or query
decomposition, see [8] for details) for GeoCLEF 2007, GeoCLEF 2008, and GikiP
2008. An error analysis showed that sometimes it is not enough to decompose
a question once. For example, question GC-2009-07 (What capitals of Dutch
provinces received their town privileges before the fourteenth century?) is de-
composed into the subquestion Name capitals of Dutch provinces. and revised
question Did 〈SubA(nswer)1〉 receive its town privileges before the fourteenth cen-
tury? Unfortunately, the subquestion is still too complex and unlikely to deliver
many (if any) answers. This situation changes if one decomposes the subquestion
further into a subquestion (second level) Name Dutch provinces. and a revised
question (second level) Name capitals of 〈SubA(nswer)2〉. InSicht’s processing of
question GC-2009-07 is illustrated in more detail in Fig. 1. For brevity and bet-
ter readability, additional question reformulation phases and intermediate stages
have been omitted and the supporting texts are shortened and not translated.
All subquestions and revised questions are shown in natural language, while the
system operates mostly on the semantic (network) level.

Question decomposition, especially in its recursive form, is a very powerful
technique that can provide answers and justifications for complex questions.
However, the success rates at each decomposition combine in a multiplicative
way. For example, if the QA system has an average success rate of 0.5, a double
decomposition as described above (leading to questions on three levels) will have
an average success rate of 0.125 (= 0.5 · 0.5 · 0.5).

3 Experiments

We produced three runs with the following experiment settings:

– Run 1: only results from InSicht.
– Run 2: results from InSicht and GIRSA, using a standard query formulation

and a standard IR model (tf-idf) in GIRSA.
– Run 3: results from InSicht and GIRSA, using a Boolean conjunction of the

standard query formulation employed for GIRSA and (at most two) keywords
extracted from the topic.

4 Evaluation and Discussion

InSicht achieved a higher precision than GIRSA: 0.7895 compared to 0.1076 and
0.1442 for run 2 and run 3, respectively (see Table 2). The definition of the
GikiCLEF score and other task details can be found in [9]. But InSicht’s low
recall (only 30 correct answers compared to 107 and 142 correct answers for run
2 and run 3, respectively) is still problematic as has already been seen in similar
evaluations, e.g. GikiP 2008. As intended, InSicht aims for precision, GIRSA for
recall, and GIRSA-WP tries to combine both in an advantageous way.
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Table 1. Illustration of successful recursive question decomposition for topic GC-

2009-07. The superscript designates the level of recursion, the subscript distinguishes

alternatives on the same level of recursion.

Q0 Welchen Hauptstädten niederländischer Provinzen
wurde vor dem vierzehnten Jahrhundert das Stadtrecht
gewährt?
‘What capitals of Dutch provinces received their town
privileges before the fourteenth century?’

SubQ1 ← Q0 Nenne Hauptstädte niederländischer Provinzen.
‘Name capitals of Dutch provinces.’

SubQ2 ← SubQ1 Nenne niederländische Provinzen.
‘Name Dutch provinces.’

SubA2
1 ← SubQ2 Zeeland (support from article 1530 : Besonders be-

troffen ist die an der Scheldemündung liegende
niederländische Provinz Zeeland.)

SubA2
2 ← SubQ2 Overijssel . . .

...

RevQ1
1 ← SubA2

1 + SubQ1 Nenne Hauptstädte von Zeeland.
‘Name capitals of Zeeland.’

RevA1
1 ← RevQ1

1 Middelburg (support from article Miniatuur
Walcheren: . . . in Middelburg, der Hauptstadt von
Seeland (Niederlande).; note that the orthographic

variants Zeeland/Seeland are identified correctly)

SubA1
1 ← RevA1

1 Middelburg (note: answer to revised question can be

taken without change)

RevQ0
1 ← Q0 + SubA1

1 Wurde Middelburg vor dem vierzehnten Jahrhundert
das Stadtrecht gewährt?
‘Did Middelburg receive its town privileges before the
fourteenth century?’

RevA0
1 ← RevQ0

1 Ja./‘Yes.’ (support from article Middelburg :

1217 wurden Middelburg durch Graf Willem I. . . . die
Stadtrechte verliehen.)

A0
1 ← RevA0

1 + SubA1
1 Middelburg (support: three sentences, here from differ-

ent articles, see supports listed in previous steps)
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In order to investigate the complementarity of GIRSA and InSicht, two ex-
perimental runs were performed after the campaign. In run 4 and 5, only results
from GIRSA are included; the settings correspond to the ones from run 2 and
run 3, respectively. The number of correct answers (compare run 2 and sum of
run 1 and 4; compare run 3 and sum of run 1 and 5) shows that the overlap
of GIRSA and InSicht is minimal: only 1 correct answer is shared. Hence, the
combination of both systems is very effective. The results indicate also that the
combination of the two systems profits from keeping most of InSicht’s correct
results and discarding some incorrect results from GIRSA.

Table 2. Evaluation results for the three official GIRSA-WP runs and two experimental

runs

Run System Answers Correct answers Precision GikiCLEF score

1 InSicht 38 30 0.7895 24.7583
2 InSicht+GIRSA 994 107 0.1076 14.5190
3 InSicht+GIRSA 985 142 0.1442 23.3919

4 GIRSA 964 78 0.0809 7.8259
5 GIRSA 961 113 0.1176 15.0473

We made the following general observations:

Complexity of Questions. GikiCLEF topics are open-list questions and do not
include factoid or definition questions. On average, GikiCLEF questions seem to
be harder than QA@CLEF questions from the years 2003 till 2008. Especially
the presence of temporal and spatial (geographical) constraints in GikiCLEF
questions poses challenges for QA and GIR techniques, which cannot be met
successfully by shallow (i.e. syntactically-oriented) natural language processing
or traditional IR techniques alone.

Combination of standard and Boolean IR. As the GikiCLEF topics resemble
open list questions, the aim of the GIR approach was to retrieve results with
a high initial precision. The use of the query formulation which combines key-
words extracted from the query with a standard IR query (run 3) increases
precision (+34%) and recall (+33%) compared to the standard IR query formu-
lation (run 2).

Question decomposition. As our question decomposition experiments indicate,
correct answers can often not be found in one step; instead, subproblems must
be solved or subquestions must be answered in the right order. For some topics,
a promising subquestion leads to many answers (for example, the subquestion
Nenne Städte in Deutschland./‘Name cities in Germany.’ for topic GC-2009-
47), which cannot be efficiently handled for the revised questions so that correct
answers are missed.
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Abstract indexing. Indexing shorter (abstracted) Wikipedia articles returned a
higher number of correct results (which was tested on some manually annotated
data before submission). Similarly, the annotation of geographic entities in the
documents (i.e. conflating different name forms etc.) ensured a relatively high
recall.

Multilingual Results. The system’s multilingual approach is too simple because
it relies only on the Wikipedia in one language (German) and adds results by
following title translation links to other languages. For eleven GikiCLEF topics
(5, 10, 15, 16, 18, 24, 26, 27, 28, 36, and 39) no articles in German were assessed
as relevant. Therefore for questions that have no or few articles in German,
relevant articles in other languages cannot be found. Processing the Wikipedia
articles in parallel for another language in the same way also will allow to find
subanswers supported by articles in other languages, i.e. the supporting texts
may not only be distributed among different articles of only one languages, but
also among articles in different languages.

5 Future Work

Some resources are not yet exploited to their full potential. For example, al-
most half of the category assignments are ignored (see Sect. 2). Similarly, many
attribute-value pairs from infoboxes in DBpedia are not covered by GIRSA-WP
currently. The cross-language aspect should be improved by processing at least
one more Wikipedia version, preferably the largest one: the English Wikipedia.
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Abstract. This paper presents a post-hoc analysis on how the Wikipedia collec-
tions fared in providing answers and justifications to GikiCLEF topics. Based on
all solutions found by all GikiCLEF participant systems, this paper measures how
self-sufficient the particular Wikipedia collections were to provide answers and
justifications for the topics, in order to better understand the recall limit that a
GikiCLEF system specialised in one single language has.

1 Introduction

The GikiCLEF 2009 evaluation track [1] proposed a multilingual answer task using
Wikipedia snapshots as a collection. Although the author participated in GikiCLEF as
a co-organiser, gathering the Wikipedia snapshots and SQL dumps for 10 languages
from June 2008, and generating the XML version of the GikiCLEF collections, he had
obviously no say in the topic choice. As a GikiCLEF participant within the XLDB
team [2], we used the Portuguese topics and searched for answers in the Portuguese
Wikipedia, using language links afterwards to collect answers for other languages. The
GikiCLEF results show that 332 correct answers were found out of 1161, which was
below our expectations.

In overall, the GikiCLEF systems submitted a total of 18152 unique answers, from
which 1008 of them were considered correct and justified by the GikiCLEF assessors.
This answer pool accounts for 262 solutions, that is, unique entities. For example,
“Italy” is one solution for a given topic, regardless of the number of answers corre-
sponding to Italy from different languages. XLDB managed to find only 60 solutions
out of 262.

With only the GikiCLEF assessment results, it’s not possible to determine which
share of those 202 unseen solutions can be due to XLDB’s approach or malfunction, and
which share was simply not available in the Portuguese collection. In order to find this
share, a post-hoc analysis over all 262 solutions was made, by checking the presence
of such answers and justification excerpts in all Wikipedia languages on the Wikipedia
site in June and July 2009 (roughly one year from the GikiCLEF collection date). This
analyses was performed by the author who is a Portuguese native speaker, fluent in
English and fairly familiar with French and Spanish, using online translation tools to
search for justifications in other languages (which will likely add some questionable
judgements on the analysis), so any conclusions drawn from this post-hoc analysis must
take this fact in consideration.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 318–321, 2010.
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Fig. 1. In the left, the 50 GikiCLEF topics organised by language-biased balloons, and in the
right, the expected answer type distribution of the topics

Nonetheless, this analysis shed some light on how well the particular Wikipedia
collection “blended in” with the GikiCLEF topics, namely:

– How self-sufficient is a language in providing answers and justifications alone for
the topics, and how are the answers distributed over the languages in Wikipedia?

– Does it pay to go, for example, to the Romanian Wikipedia search for answers
about Romanian writers, or can any given language be chosen for that (for example,
Portuguese), or does it pay to always shift to the English Wikipedia?

– If a system is only capable of extracting information in a given set of languages,
what’s the maximum answer recall for that scenario?

2 Answer Distribution over Wikipedia

Figure 1 illustrates the GikiCLEF topic distribution regarding language-bias and ex-
pected answer types, where we can observe that they are in overall strongly-biased for
non-English languages, and dominated by open list questions that expect places and
persons. Figure 2 shows the number of solutions found per topic, with an average of 5
solutions per topic. There are 145 answers that are places (55.3%), which is a common
answer type for topics with a high number of solutions.

Figure 3 divides the 262 solutions, for each language, in three parts: i) justified an-
swer, where the solution has a Wikipedia page and the justification is present anywhere
on that language’s Wikipedia snapshot, ii) just the answer, where the solution has a
Wikipedia page, but that language’s Wikipedia snapshot does not have any explicit evi-
dence that indicates that the answer is correct (according to my judgement), and iii) No
Answer, where that language’s Wikipedia does not even have a page for that solution.
From it we can read that, for instance, a system that uses only the Portuguese Wikipedia
(like XLDB’s system) can find a maximum of 1/4 of the total number of answers, or
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Fig. 2. Number of solutions per topic, colored by expected answer type
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Fig. 3. Language self-sufficiency on answers and justifications

1/2 if it manages to point to other language’s Wikipedia documents that are justified in
themselves.

Table 1 counts the number of languages able to provide answers for each topic. Note
that, apart from the 5 topics without solution found and the single topic (#14, nam-
ing diseases with dedicated European research centers, with correct answers only from
the English Wikipedia), there is a large number of topics (9) that have two languages,
typically the “own” language, and English. Conversely, from the 9 topics which have
at least one solution in all languages, 7 of them are open list questions that expect an
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Table 1. Number of languages with correct and justified answers per topic

Number of languages 0 1 2 3 4 5 6 7 8 9 10
Number of topics 5 1 9 5 4 2 2 5 4 4 9

answer of places like cities of countries, and these are well covered over the several
languages in Wikipedia.

3 Concluding Remarks

As evaluation tracks such as GikiCLEF aim to measure a system’s performance for a
common task, it’s important to determine what is the confidence level one can have that
the evaluation results are a consequence of the system’s capabilities, and what is the
noise level generated by the evaluation task itself.

This work analyses the Wikipedia coverage in answers for GikiCLEF topics, thus
giving participants an overview of the limits of the collection, and allowing them to
better understand the system’s performance measures in the GikiCLEF 2009 evaluation
task. We observed that the solution coverage on Wikipedia languages is somehow dis-
appointing: from all Wikipedia languages, only the English and German snapshots have
over 50% of justified answers, hence a GikiCLEF system that bases its knowledge ex-
traction process on non-English, non-German Wikipedia will have its maximum recall
considerably limited.
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Abstract. This paper describes our experiments in Geographical In-

formation Retrieval with the Wikipedia collection in the context of our

participation in the GikiCLEF 2009 Multilingual task in English and

Spanish. Our system, called gikiTALP, follows a simple approach that

uses standard Information Retrieval with the Sphinx full-text search en-

gine and some Natural Language Processing techniques without Geo-

graphical Knowdledge.

1 Introduction

In this paper we present the overall architecture of our gikiTALP IR system and
we describe its main components. We also present the experiments, results and
initial conclusions in the context of the GikiCLEF 2009 Monolingual English
and Spanish task.

GikiCLEF 2009 is an evaluation task under the scope of CLEF. Its aim is
to evaluate systems which find Wikipedia entries/documents that answer a par-
ticular information need, which requires geographical reasoning of some sort.
GikiCLEF is the successor of the GikiP 2008 [1] pilot task which ran in 2008
under GeoCLEF.

For GikiCLEF, systems will need to answer or address geographically chal-
lenging topics, on the Wikipedia collections, returning Wikipedia document titles
as list of answers in all languages it can find answers.

The Wikipedia collections for all GikiCLEF languages are available in three
formats, HTML dump, SQL dump, and XML version. We used the SQL dump
version of the English and Spanish collections (see details about these collections
summarized in Table 1).

2 System Description

The system architecture has three phases that are performed sequentially: Col-
lection Indexing, Topic Analysis, and Information Retrieval. The textual Collec-
tion Indexing has been applied over the textual collections with MySQL and the
open-source full-text engine Sphinx using the Wikipedia SQL dumps.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 322–325, 2010.
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Table 1. Description of the collections we used at GikiCLEF 2009

Language #Total #Pages #Templates #Categories #Images

en 6,587,912 5,255,077 154,788 365,210 812,837

es 714,294 641,852 11,885 60,556 1

Sphinx1 is a full-text search engine that provides fast, size-efficient and rel-
evant full-text search functions to other applications. The indexes created with
Sphinx do not have any language processing. Sphinx has two types of weighting
functions: Phrase rank and Statistical rank. Phrase rank is based on a length
of longest common subsequence (LCS) of search words between document body
and query phrase. Statistical rank is based on classic BM25 function which only
takes word frequencies into account. We used two types of search modes in Sphinx
(see2 for more information about the search mode and weighting schemes used):

– MATCH ALL: the final weight is a sum of weighted phrase ranks.
– MATCH EXTENDED: the final weight is a sum of weighted phrase ranks

and BM25 weight, multiplied by 1000 and rounded to integer.

The Topic Analysis phase extracts some relevant keywords (with its analysis)
from the topics. These keywords are then used by the Document Retrieval phases.

This process extracts lexico-semantic information using the following set of
Natural Language Processing tools: TnT (POS tagger) and [2] WordNet lemma-
tizer (version 2.0) for English, and Freeling [3] for Spanish. These NLP tools were
used by the authors in another system for Geographical Information Retrieval
in GeoCLEF 2007 [4]. The language processing with these NLP tools is applied
only in the queries. The Wikipedia collection is indexed without applying the
stemming and stopword filtering options of Sphinx.

The retrieval is done with Sphinx and then the final results are filtered. The
Wikipedia entries without Categories are discarded.

3 Experiments

For the GikiCLEF 2009 evaluation we designed a set of three experiments that
consist in applying different baseline configurations (see Table 2) to retrieve
Wikipedia entries (answers) of 50 geographically challenging topics.

The three baseline runs were designed changing two parameters of the system:
the IR Sphinx search mode and the Natural Language Processing techniques ap-
plied over the query. The first run (gikiTALP1) do not uses any NLP processing
technique over the query and the Sphinx match mode used is MATCH ALL. The
second run (gikiTALP2) uses stopwords filtering and the lemmas of the remain-
ing words as a query and the Sphinx match mode used is MATCH ALL. The
third run (gikiTALP3) uses stopwords filtering and the lemmas of the remaining
words as a query and the Sphinx match mode used is MATCH EXTENDED.
1 http://www.sphinxsearch.com/
2 http://www.sphinxsearch.com/docs/current.html. Sphinx 0.9.9 documentation.

http://www.sphinxsearch.com/
http://www.sphinxsearch.com/docs/current.html
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Table 2. Description of the experiments at GikiCLEF 2009

Automatic Runs NLP in Query Sphinx Match

gikiTALP1 - MATCH ALL (phrase rank)

gikiTALP2 lemma + stopwords filtering MATCH ALL (phrase rank)

gikiTALP3 lemma + stopwords filtering MATCH EXTENDED (BM25)

4 Results

The results of the gikiTALP system at the GikiCLEF 2009 Monolingual English
and Spanish task are summarized in Table 3. This table has the following IR
measures for each run: number of correct answers (#Correct Answers), Precision,
and Score.

The run gikiTALP1 obtained the following scores for English, Spanish and
Global: 0.6684, 0.0280, and 0.6964. Due to an unexpected error we did not pro-
duced answers for the Spanish topics in run 2 (gikiTALP2), then the results for
English and global were 1,3559. The results of the scores of the run gikiTALP3
for English, Spanish and Global were 1.635, 0.2667, and 1.9018 respectively.

Table 3. TALP GikiTALP Results

run Measures English (EN) Spanish (ES) Total

#Answers 383 143 526

run 1 #Correct answers 16 2 18

Precision 0.0418 0.0140 0.0342

Score 0.6684 0.0280 0.6964

#Answers 295 – 295

run 2 #Correct answers 20 – 20

Precision 0.0678 – 0.0678

Score 1.3559 – 1.3559

#Answers 296 60 356

run 3 #Correct answers 22 4 26

Precision 0.0743 0.0667 0.0730

Score 1.6351 0.2667 1.9018

5 Conclusions

This is our first approach to deal with a Geographical Information Retrieval
task over the Wikipedia. We have used the Sphinx full-text search engine with
limited Natural Language Processing processing and without using Geograph-
ical Knowledge. We obtained the best results when we have used all the NLP
techniques (lemmas in the queries and stopwords filtered) and the Sphinx mode
MATCH EXTENDED without Geographical Knowledge as baseline algorithms.
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In comparison with other approaches at GikiCLEF this approach was not so
good. We experienced the difficulty of having good results in the task with only
standard Information Retrieval and basic NLP techniques. We expect that ap-
plying Geographical Reasoning with Geographical Knowdledge Bases and using
relevant information extracted from Wikipedia and its links we can boost the
performance of the system.

As a future work we plan to improve the system with the following actions: 1)
detect the Expected Answer Type of the topics and use the Wordnet synsets to
match it with the page Categories, 2) use Geographical Knowledge in the Topic
Analysis, 3) increase the use of the Wikipedia links.
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Abstract. This paper presents a new question answering (QA)

approach and a prototype system, EQUAL, which relies on structural

information from Wikipedia to answer open-list questions. The system

achieved the highest score amongst the participants in the GikiCLEF

2009 task. Unlike the standard textual QA approach, EQUAL does not

rely on identifying the answer within a text snippet by using keyword

retrieval. Instead, it explores the Wikipedia page graph, extracting

and aggregating information from multiple documents and enforcing

semantic constraints. The challenges for such an approach and an error

analysis are also discussed.

1 Motivation

This paper proposes a paradigm shift in open-domain question answering (QA)
from the textual approach, built around a keyword-based document retrieval
engine, to a semantic approach, based on concepts and relations. In its general
form, open-domain QA is an AI-hard problem, causing research to focus on
less complex types of questions which require a much smaller amount of world-
knowledge. Evaluation fora such as TREC and QA@CLEF have focused on
questions which can be answered by single textual snippets, such as definitions or
factoid questions. As a consequence, most textual QA approaches are essentially
smart paragraph retrieval systems, enhanced with extraction and ranking.
Aggregating information from multiple documents usually means re-ranking
candidates using their frequency-based confidence score. The textual approach
has prevailed because computers do not have common-sense or reasoning abilities
resembling those of humans. Standard textual QA systems do not ‘understand’
the contents of a textual document: they can only address questions which are
answered by a snippet very similar to the question. While this approach works
for some types of questions, it cannot extract answers when the supporting
information is spread across different snippets from one or several documents.

The emergence of a web-of-data, the availability of linked-open-datasets and
the amounts of information represented in ontologies, which allow a certain
level of automated inference, prompt us to develop a new approach to QA:
an architecture which is built around concepts rather than words in order to
bridge the gap between the vast amounts of textual information available and
the formal representations enabling automated inference.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 326–333, 2010.
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This paper presents an alternative semantic QA architecture and prototype
system, EQUAL, to address current limitations of textual QA. The rest of the
paper is structured as follows: section 2 presents the key concepts in the proposed
approach. The main processing steps employed by the prototype are outlined in
section 3. Section 4 discusses the results and some limitations of the system.
Section 5 comprises the error analysis. Section 6 describes relevant related work,
and the paper finishes with conclusions and ideas for future work.

2 Semantic QA Architecture

To successfully address list questions, a novel architecture is proposed that
does not have words at its core, but concepts, i.e. types (classes), entities
(instances) and properties (relations and attributes). This allows the aggregation
of information from across data sources, combining textual information with
structured and semi-structured data in a way that enables basic inference in an
open domain. The semantic QA architecture, of which EQUAL is a prototype,
has two main processing phases: a) the analysis phase, which is responsible
for understanding the question and identifying answers, and b) the feedback
phase, responsible for interacting with the user. The latter is concerned with the
efficient interface between the human and the machine, allowing, for example,
disambiguation, justification and presentation of additional information using
rich Web interfaces. Instead of ‘guessing’ the user’s intent (as is the case for
non-interactive QA), the system can provide visual feedback regarding its actions
allowing the user to intervene during processing.

The data model adopted in the semantic QA architecture is closely related
to RDF. Each entity corresponds to a node in a graph, described by attributes,
such as population size or date of birth. Nodes are interlinked by relations such
as born in or president of. This model facilitates the aggregation of information
from various sources as needed at query time. The Wikipedia pages correspond to
nodes, namely articles (entities, redirects, disambiguations and lists), categories
(forming a folksonomy) and templates (primarily the infoboxes: semi-structured
data). The text of an article is treated as an attribute in order to access
information using NLP tools. The graph has links to open datasets such as
dbpedia1, Yago [9] and geonames2 which provide additional attributes (e.g. type
classification using WordNet nouns, population size, geographic coordinates).

By putting the concepts at the centre, a QA system can directly use non-
textual resources from fields such as Information Extraction and Knowledge
Representation, meaning that questions which have answers beyond the scope
of a particular passage can be addressed. Systems should use structured data
available from authoritative sources, and only extract information from text if
necessary. In this unified approach, text is no longer a bag-of-words, some of
which are Named Entities, i.e. location, person, company, but a context which
refers to classes and instances, encoding their properties and their relations.
1 http://wiki.dbpedia.org/About
2 http://www.geonames.org/ontology/

http://wiki.dbpedia.org/About
http://www.geonames.org/ontology/
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During pre-processing, textual documents should be indexed based on unique
identifiers of the mentioned entities, rather than on the words used. For example,
the system should not retrieve passages containing the keyword paris, but the
snippets referring to the French capital. References to other entities known as
Paris (e.g. persons, other cities, films) should not be returned. When verifying
the correctness of an answer, the system will examine the text from its page as
well as text from the pages in its link neighbourhood, both those it refers to
and those referring to it. The focus shifts from deducing information from small
spans of text to accumulating and reusing world knowledge.

One of the key ideas behind the proposed architecture is its ability to
address ambiguity. Rather than employing a pipeline of standard NLP tools
to disambiguate the input and produce a most probable output, the system
must be aware of different sources of ambiguity and be able to deal with them
directly during processing. Humans use common sense and their knowledge of
the world when understanding and interpreting questions. To compensate for the
lack of such abilities, during the analysis phase the system must generate possible
interpretations and rank them based on the results found and the context of
the interaction. In the feedback phase, the system should be able to explain
its ‘understanding’ of the question, and the criteria justifying the answers.
The three challenges posed by this architecture are mapping natural language
questions to semantic structures (‘understanding’ the question), representing
available information according to the semantic model (retrieving the answers),
and generating metadata to enable feedback and interaction.

3 EQUAL: A Prototype System for Encyclopaedic
Question Answering for Lists

Based on the approach proposed above, the system developed for the GikiCLEF
competition is a successor of the WikipediaListQA@wlv system [8]. Given that
GikiCLEF is a non-interactive task, the current version of the prototype only
implements the analysis phase.

The task of interpreting questions is difficult due to the ambiguity which
characterizes natural language: very similar natural language expressions can
have very different meanings while the same meaning can be expressed in a
variety of forms. To tackle this problem, EQUAL tries to cover all the possible
interpretations of a question, each corresponding to a different ‘understanding’.
An interpretation is a set of semantic constraints involving entities, relations and
properties. The constraints used by the system are summarised below:

– EAT (expected answer type): indicates the type of entities sought. Only
entities of this type are considered valid answer candidates;

– entity: denotes an entity corresponding to a Wikipedia article;
– relation: indicates the relation between entities, represented by the verb;
– property: restricts a set of entities to a subset which have a certain property

(e.g. population size);
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– geographic: restricts the entities to having a relation with a particular
geographic entity (e.g. born in a country, contained in a region);

– temporal: constrains the temporal interval of a relation;
– introduction: marks the phrase used to start the question and indicates

redundancy. This chunk is removed from the question.

In the first processing step, EQUAL employs a chunking algorithm to decompose
the question into constituents and determines the expected answer type. In
general, this chunk is marked by an interrogative pronoun, but in the GikiCLEF
collection, after the redundant introduction is removed, the first chunk always
corresponded to the EAT constraint. This chunk is mapped to a Wikipedia
category representing the set of valid candidate answers. The noun in a plural
form determines the most generic mapping possible, while the remaining words
are used to find a more specific (sub-)category.

In the second step, EQUAL creates interpretation objects by assigning a
constraint type to each remaining chunk. The way these constraints are combined
is related to the more general problem of parsing. As well as syntactic ambiguity,
the system also deals with referential ambiguity, i.e. disambiguating eponymous
entities, and type ambiguity, when a chunk could be interpreted as more than
one type of semantic constraint. Figure 1 demonstrates the shallow parsing and
semantic constraints for the first question in the test set.

Name || Romanian writers || who were living | in USA | in 2003

{introName} {eatRomanian writers} who were {relliving} {geoin USA} {tempin 2003}

Fig. 1. Constraints in question GC-2009-01

The semantics of the constraints themselves in the context of Wikipedia
are defined by constraint verifiers, i.e. the actual implementation which verifies
whether a particular constraint holds. A constraint has several verifiers; these
can be specialised for certain subsets of the data or can use external data sources.

In the third step, EQUAL explores the Wikipedia graph verifying which
entities satisfy the constraints of the current question interpretation. EQUAL
uses several constraint verifiers for the same semantic constraint, in order to
take advantage of all the existing sources of information. For example, in
Wikipedia, geographic containment can be expressed using demonym modifiers
(Nepalese), categories (Mountains of Nepal), tables, infoboxes and text. The
implemented verifiers use a set of generic patterns to process information from
both the infoboxes and the article text (see [1]). An alternative would be to
integrate a geographical Web-Service to verify relations such as containment,
neighbouring and distance, using the geo coordinates provided by dbpedia.
Extracting structured information from Wikipedia is an active area in the fields
of Knowledge Representation and Information Extraction [4]. The challenge is
to reuse and integrate resources developed in these domains.

EQUAL has an entity-centric design, given the article-entity duality in
GikiCLEF. By abstracting questions as a set of constraints, the system is no
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longer confined to the words of a particular snippet: when checking constraints
for an entity, both the pages it refers to and those referring to it are examined.
The prototype either extracts information from the page describing the subject
of a triple: i.e. checking the page Province of Florence to see if it ”produces”
Chianti, or, symmetrically, from the page describing the object: i.e. Chianti to
check if it is ”produced” in the Province of Florence. More information regarding
exploring the Wikipedia graph and verifying constraints is given in [1]. The
general architecture allows for such a constraint to be validated from any source
which mentions the two entities, including tables, list pages, navboxes, and
perhaps wikified newswire articles [5,6].

4 Discussion and Results

For GikiCLEF 2009, the prototype implements a simplified version of the
proposed architecture. This section presents the results and discusses some issues
arising from this implementation, identifying solutions for future integration.
The most important simplification is due to the non-interactive nature of
the task. Lacking the feedback stage, EQUAL generates alternative question
interpretations and addresses them sequentially, until one yields results. This is
based on the hypothesis that only a correct interpretation of the question can
give results. A better solution would be to rank the confidence of each answer
set, but there was too little training data to create a reliable ranking measure.

The constraint verifiers employed are rather generic. Each has a method to be
instantiated using a chunk from the question and a method to test a candidate
solution. The implementations are quite general and offer a good balance between
accuracy and coverage, but it is possible that more specialised implementations
could give better performance. Given that the training set was relatively small,
only a few verifiers were used to prevent over-fitting. A future challenge is to
automatically learn verifiers from either seed examples or user feedback.

It is also computationally expensive to test all the verifiers at query time,
especially those analysing the entire text of an article. Answering questions with
a large number of candidate articles was aborted if no result was identified within
a given time limit. To reduce the complexity, it is necessary to optimise the
order of evaluating verifiers and extending the system to first use ‘pre-verifiers’,
representing necessary conditions that can be tested efficiently against structured
data. The time-consuming verifiers should be applied in a second step, which can
be parallelised, to further reduce the answering time.

To deal with all ten languages of the GikiCLEF competition, EQUAL
processed English due to the better coverage it affords. EQUAL returned 69
correct, 10 unjustified and 59 incorrect answers, giving a precision of 50% and a
score of 34.5. By mapping these answers from English to the other nine languages
using the interwiki links, the cumulative results total 385 correct answers out of
813: precision 47%, score 181.93.

The system ranked first in GikiCLEF, ahead of semi-automatic and standard
textual QA approaches [7], proving that questions previously considered too
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difficult to answer can be successfully addressed using Wikipedia as a repository
of world-knowledge. As well as precision, the system also had the best
performance in terms of the number of correct answers found. However, the
results reflect the bias of the official scoring measure towards precision: the
system did not return any answers for 25 (half) of the questions. In spite of
the positive results, the prototype needs further improvements to be able to
answer more questions and to increase its recall.

Table 1 shows the results without considering whether correct answers were
justified or not. Relative recall (rR) is computed relative to the distinct correct
answers in the English answer pool. The difference between the average precision
per question and the overall precision reflects their opposite bias for questions
with either few or many answers.

Table 1. Error analysis

Question Set avg. P avg. rR P (overall) rR (overall)

answered (25) 0.79 0.80 0.57 (79/138) 0.67 (79/118)

complete (50) – 0.40 0.57 (79/138) 0.41 (79/192)

For the set of answered questions, performance is satisfactory despite most
of EQUAL’s modules being relatively simple. While the prototype clearly
outperformed standard textual QA systems [7], the competition uncovered some
limitations of the current implementation. The fact that it did not return any
answers for half of the questions suggests that some components have a limited
coverage and prompts an analysis of the cause.

5 Error Analysis

The primary cause for imprecise answers is due to the fact that EQUAL uses
few semantic constraints: it lacks the expressive power required to accurately
represent all the questions. Sometimes, the generated interpretation misses
relevant information from the question. For example, in GC-2009-11 What
Belgians won the Ronde van Vlaanderen exactly twice?, EQUAL returns all
the Belgian winners, because it cannot ‘understand’ the constraint exactly twice.

The verifiers are another cause of low performance. For example, in GC-
2009-09 Name places where Goethe fell in love, the system cannot distinguish
between the places where Goethe lived, and those where he fell in love. This
is because the relation constraint verifier looks at the positions of the trigger
words (fell, love) in relation to the link to a candidate answer. For topic GC-
2009-19 Name mountains in Chile with permanent snow, the system only found
one of the total of 14 answers judged correct, because its verifiers looked for an
explicit reference to permanent snow. It is sometimes debatable what kind of
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proof should be accepted as valid; for certain topics the judges had difficulties
in reaching consensus, suggesting that the task is also difficult for humans.

The performance is also affected by inconsistencies in Wikipedia. EQUAL
assumes that all the articles are assigned to correct and relevant categories, but
this is not always the case. On the one hand, inaccurate categories decrease
precision. For example, in GC-2009-18 In which Tuscan provinces is Chianti
produced?, 13 pages were inaccurately assigned to the category Provinces of
Tuscany at the time of the competition, when in fact they are places in Tuscany,
and only 3 pages actually described provinces. On the other hand, missing
categories translate to a decrease in recall. For example, in GC-2009-15 List
the basic elements of the cassata, the question is asking for the ingredients of
the Italian dessert (sponge cake, ricotta cheese, candied peel, marzipan, candied
fruit, and so on), but none of them are part of an ingredients category, since it
does not exist. Information in Wikipedia is continuously improved and updated,
but such inconsistencies are inherent in a project this size [2].

Mapping the EAT to categories also needs further refinement, as the current
mechanism assumes that there exists a most relevant category and that the
terms in the questions are similar to Wikipedia’s folksonomy. This is not always
the case, usually because such a category does not exist (e.g. German-speaking
movies and Swiss casting show winners). A bad category mapping is the primary
cause for not answering questions: either the mapping is too generic, yielding too
many results, or it is incorrect and no results are found. Given the bias towards
precision in the official scoring, when EQUAL found more answers than the
maximum threshold, the entire result-set was dismissed at the expense of recall.

6 Related Work

Extracting semantic information from Wikipedia is an active research area [4].
The most relevant IE system is WikiTaxonomy [10] which extracts explicit
and implicit relations by splitting the category title. For example, from
Category:Movies directed by Woody Allen, relations such as directedBy and
type(movie) are extracted. EQUAL employs similar techniques to identify the
best EAT category and to check geographic constraints.

Amongst QA sytems, InSicht [3] uses a semantic approach to QA which
shares some similarities with EQUAL. It employs a decomposition technique for
complex questions and uses several answer producers to boost recall. However,
the semantic models used by two systems reside at different levels. InSicht
uses a parser to transform both documents and questions into deep semantic
representations, and matches these by drawing logical inferences at the snippet
level. The core of the semantic representations used by EQUAL is instead basic
world knowledge extracted from the Wikipedia link graph. The text is only
preprocessed to test for the presence or absence of simple surface patterns. The
two approaches have complementary strengths and could be combined, given
that a successor of InSicht had encouraging results in GikiCLEF [7].
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7 Conclusions and Future Work

This paper presented an architecture for semantic QA and a prototype system,
EQUAL. At the core of the architecture is a set of semantic constraints which are
used to represent the possible interpretations of questions. When extracting the
answers for each interpretation, the constraints are verified using the underlying
data and the set of available verifiers, and the candidate entities which satisfy all
the constraints are selected. The system performed very well in GikiCLEF 2009,
rankingfirstamong8 systems,provingadequate for the task.Further improvements
are required to increase recall and to reduce the runtime complexity of the method.

Future work includes adding the feedback stage to increase user satisfaction.
This type of interactive QA interface will allow the user to verify the criteria
employed by the system and suggest changes or rephrase the question. The
system can then learn from the choices made by its users. A suitable performance
measure could be precision and recall of results found during a time-limited
interactive session, to better resemble real-world usage of a QA system.

Acknowledgements. The development of the EQUAL system was partly
supported by the EU-funded QALL-ME project (FP6 IST-033860).
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Abstract. In this paper we will briefly describe the approaches taken

by the Berkeley Cheshire Group for the GikiCLEF task of the QA track.

Because the task was intended to model some aspects of user search, and

because of the complexity of the topics and their geographic elements,

we decided to conduct interactive searching of the topics and selection

of results. Because of the vagueness of the task specification early-on,

some disagreements about what constituted a correct answer, and time

constraints we were able to complete only 22 of the 50 topics. However,

in spite of this limited submission the interactive approach was very

effective and resulted in our submission being ranked third overall in the

results.

1 Introduction

We began the GikiCLEF task in somewhat of a quandary. In past CLEF tasks
we had relied entirely on machine translation tools and fully automatic search
methods. But it was clear from the GikiCLEF task description[4] that some
form of interactive search was intended, and that the topics would be much
more involved and complex than previous CLEF topics, although the original
task description on the GikiCLEF web site is not at all clear on what constitutes
an “answer” to a particular question. Because we did not know enough about
the task to attempt to construct a fully automated approach, we decided instead
to construct an interactive IR system that was able to search across all of the
Wikipedia test collections in each of the target languages (Bulgarian, Dutch, En-
glish, German, Italian, Norwegian (bokmaal), Norwegian (nynorsk), Portuguese,
Romanian and Spanish)

What was not clear was that, unlike all of the other CLEF tasks, the intended
answers to the questions could not just be passages in the text of the articles but
had to be exactly the title of the article, and that title had to be of a specific type
(often a place) that was supposed to be inferred from the form of the question.
This constraint effectively eliminated the possibility for fully automatic methods
(at least given the techniques we had readily available), so we decided to use this
first participation in GikiCLEF as an exploratory study of what kinds of search
might prove useful in this task

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 334–341, 2010.
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In this paper we will very briefly discuss the retrieval algorithms employed
in our interactive system, provide some description of the system itself, and
offer some comments on the evaluation and various issues that arose. Finally we
discuss the barriers to effective automatic processing of the GikiCLEF task.

2 The Retrieval Algorithms

The retrieval algorithms used for our GikiCLEF interactive system include ranked
retrieval using our Logistic Regression algorithms combined with Boolean con-
straints, as well as simple Boolean queries for link following, etc. Because the
basic form and variables of the Logistic Regression (LR) algorithm used for all
of our submissions was virtually identical to one that appears in our papers
from previous CLEF participation[3,2], so the details will be omitted here. We
used both the “TREC2” and the “TREC3” algorithms in this task, along with
a probabilistically based “psuedo” or “blind” relevance feedback in tandem with
the TREC2 algorithm. These algorithms (and especially the TREC2 with blind
relevance feedback) have performed well in a variety of IR tasks at CLEF and
other IR evaluations [1]. The basic form of the logistic regression algorithm is,
in effect, an estimated model for relevance prediction:

log O(R | Q, D) = b0 +
S∑

i=1

bisi (1)

where b0 is the intercept term and the bi are the coefficients obtained from
the regression analysis of a sample collection and relevance judgements (the
algorithm we used was trained on TREC data). Each of the si is a collection,
topic, or document statistic (such as document term frequency). The statistics
used are based on the usual measures such as term frequency, inverse document
frequency, etc. that seem to be part of most IR algorithms. The final ranking is
determined by the conversion of the log odds form to probabilities:

P (R | Q, D) =
elog O(R|Q,D)

1 + elog O(R|Q,D)
(2)

This step is not really necessary, since the probabilities and log odds would have
the same order in a ranking, but we use it to combine with other probabilistic
calculations.

2.1 Boolean Search Operations

To enable efficient browsing in an interactive system it is also useful to imple-
ment Boolean constraints and search options. These are built into the Cheshire
II system and use the same indexes as the ranked search operations. For this im-
plementation we typically used a Boolean AND search of all of the query words
combined by Boolean AND with the results of a ranked search of those words.
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Table 1. Cheshire II Indexes for GikiCLEF 2009

Name Description Content Tags

title Item Title title tag

meta Content Metadata content attribute of meta tag

topic Most of Record title, body and meta@content tags

anchors Anchor text anchor (a) tags

The final estimate for the estimated probability of relevance used for ranking
the results of a search combining Boolean and logistic regression strategies is
simply:

P (R | Q, D) = P (R | Qbool, D)P (R | Qprob, D) (3)

where P (R | Qprob, D) is the probability estimate from the probabilistic portion
of the search, and P (R | Qbool, D) the estimate from the Boolean, which will
be either 0 or 1 depending on whether the Boolean constraint does not or does
match the document. For constraints that require all terms in the query to be in
the document this operation retains the ranking values generated by the ranked
search while limiting the results to only those that contain all of the terms.

In addition, to implement the internal links of the Wikipedia test collections
for the interactive system, each link in a retrieved page was converted to a
Boolean title search for the linked page name. Thus, instead of following links
directly each link became a search on a title. Direct use of the links was impossi-
ble since the collection pages were not preserved with in the same file structure
as the original Wikipedia and names in the links and the actual page file names
differed due to additions during the collection creation process.

Also a Boolean AND NOT search was used to help filter results in some cases
with ambiguous terms.

3 Approaches for GikiCLEF

In this section we describe the specific approaches taken for our submitted runs
for the GikiCLEF task. First we describe the indexing and term extraction meth-
ods used, and then the search features we used for the submitted runs.

3.1 Indexing and Term Extraction

The Cheshire II system uses the XML (in this case the XHTML) structure
of the documents to extract selected portions for indexing and retrieval. Any
combination of tags can be used to define the index contents.

Table 1 lists the indexes created by the Cheshire II system for each language
collection of the GikiCLEF Wikipedia database and the document elements from
which the contents of those indexes were extracted. For each of the languages:
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Bulgarian, Dutch, English, German, Italian, Norwegian (bokmaal), Norwegian
(nynorsk), Portuguese, Romanian and Spanish, we tried to use, where possible,
language-specific stemmers and stoplists whenever possible. Our implementation
of the Snowball stemmer is some years old and lacked stemmers for Bulgarian,
Norwegian(bokmaal) and Romanian. For these we substituted a stemmer with
somewhat similar language roots. I.e., a Russian stemmer for Bulgarian, Norwe-
gian(nyorsk) for Norwegian(Bokmaal) and Italian for Romanian.

For all indexing we used language-specific stoplists to exclude function words
and very common words from the indexing and searching. The German language
runs did not use decompounding in the indexing and querying processes to gen-
erate simple word forms from compounds. The Snowball stemmer was used by
Cheshire for language-specific stemming.

Fig. 1. Search Form in the Interactive Search System

3.2 Search Processing

Interactive searching of the GikiCLEF Wikipedia collections used the Cheshire
II system via a set of web pages and TCL scripts that allowed the searcher to
select a particular topic id and language and have it loaded into a search form
for manual modification and selection of search indexes and approaches. Figure 1
shows this form for topic GC-2009-02. Typically the user would edit the query
to remove extraneous terms, and submit the query, leading to a ranked result
list page (Figure 2). From the ranked result list page the user can click on the
article title to see the full page (Figure 3) or click on any of the language codes
on the line to submit that title as title query in the Wikipedia collection for that
language (the user is also given a chance to edit the search before it is submitted
to allow language-specific adaptations). From a page like that shown in Figure 3,
any of the links can be clicked on generating a Boolean title search for that page.
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Fig. 2. Ranked List of Results

For example clicking on the country name link “Chechnya” in the first line leads
to a list of pages containing the word “Chechnya” in their titles, one of which is
the specific country page shown in Figure 4.

Each display of a full page includes a “Log as Relevant” button to save the
page information in a log file. This log file is the basis for the submitted results
for the GikiCLEF task.

4 Results for Submitted Runs

Needless to say, doing the GikiCLEF task interactively involved a lot of time
spent reading pages and deciding whether or not the page was relevant. The
author was the only person participating in this evaluation, so all system de-
velopment choices and query choices were my own. As it turned out in the
evaluation many of the pages that I believed to be relevant (such as the page
shown in Figure 3 were judged not to be relevant.) Although in this particu-
lar case it is very difficult to understand why, for the topic “Which countries
have the white, green and red colors in their national flag?” the article entitled
“Flag of Chechnya” is considered NOT relevant while the article “Chechnya”
IS (even though the colors of the flag are never mentioned and no images were
included in the collections). The official position is that the question was about
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Fig. 3. Search Result with Language Search Links

Fig. 4. Multilingual Results with Various Search Links
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the country, and therefore country names alone are acceptable (the fact that the
country name is ALSO included in the non-relevant “Flag” item does not seem
to matter).

In any case, because each question took literally hours of work using the inter-
active system, and my time was constrained by other considerations I completed
and submitted only 22 out of the 50 topics, with results from all of the target
languages of the collections.

As the results table in the overview paper for the GikiCLEF track[4] shows
that the interactive approach was fairly effective in spite of not completing all
of the topics (our scores are labeled “Cheshire”).

5 Conclusions

In looking at the overall results for the various GikiCLEF tasks, it would ap-
pear that the interactive approach using logistic regression ranking Boolean
constraints can provide fairly good results. But what would be required for
completely automatic processing with comparable results? For each of the top-
ics provided for searching, the terms that might lead to effective search are
combined with terms that are much more difficult to deal with automatically.
These words are not really candidates for a stoplist, since in other contexts they
might be quite effective search terms, but their effective use requires that 1) full
high-quality NLP part of speech tagging should be performed on the topics, 2)
question (and result) type information be inferred from the topic, and 3) results
be categorized as to their type in order to match with the type inferred. None
of these are trivial tasks and inference required may well be beyond the capabil-
ities of current NLP tools. Many, if not most of the topics have multiple facets,
but usually only responses to a particular single facet are considered correct.
At times determining this facet may difficult even for a human searcher, much
less an automated system. Consider topic #6 “Which Dutch violinists held the
post of concertmaster at the Royal Concertgebouw Orchestra in the twentieth
century?”. From this we are meant to infer that only citizens or people born in
the Netherlands are valid answers, moreover they must play or have played the
violin, and they must have become concertmasters at the Royal Concertgebouw
Orchestra, and moreover this position was held during the twentieth century.
Without satisfying all of these facets, the answer cannot be correct (E.g. A
Belgian violist as concert master would be wrong, as would a Dutch violist as
concert master if he or she was concertmaster in the 1870’s.

Since GikiCLEF is a new task for us, we took a fairly conservative approach
using methods that have worked well in the past, and used our interaction with
the collection to try to discover how this kind of searching might be implemented
automatically. There are no simple answers for this task with its complex ques-
tions and constraints, but through our interactive work we think we have some
possible strategies for future evaluation.
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D. (eds.) CLEF 2007. LNCS, vol. 5152, pp. 811–814. Springer, Heidelberg (2008)

3. Larson, R.R.: Experiments in classification clustering and thesaurus expansion for

domain specific cross-language retrieval. In: Peters, C., Jijkoun, V., Mandl, T.,
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Abstract. The INFILE@CLEF 2009 is the second edition of a track on the 
evaluation of cross-language adaptive filtering systems. It uses the same corpus 
as the 2008 track, composed of 300,000 newswires from Agence France Presse 
(AFP) in three languages: Arabic, English and French, and a set of 50 topics in 
general and specific domains (scientific and technological information). In 
2009, we proposed two tasks : a batch filtering task and an interactive task to 
test adaptive methods. Results for the two tasks are presented in this paper. 

1   Introduction 

The purpose of the INFILE (INformation FILtering Evaluation) track is to evaluate 
cross-language adaptive filtering systems. The goal of these systems is to successfully 
separate relevant and non-relevant documents in an incoming stream of textual infor-
mation with respect to a given profile. The document and profile being possibly are 
written in different languages.  

The INFILE track has first been run as a pilot track in CLEF 2008 campaign [1]. 
Due to some delays in the organization, the participation in the 2008 was weak (only 
one participant submitted results), so we decided to propose to rerun the campaign in 
2009, using the same document collection and topics. It would have been better to use 
a brand new evaluation set, with new documents, new topics and new judgments but 
this is a heavy and expensive task, especially since we are dealing with multilingual 
comparable documents and topics. Since there was only one participant in 2008, we 
decided to run the evaluation campaign with the same data. 

The INFILE track is originally funded by the French National Research Agency 
and co-organized by the CEA LIST, ELDA and the University of Lille3-GERiiCO. 

In this track, information filtering is considered in the context of competitive intel-
ligence and the evaluation protocol of the campaign has been designed with a particu-
lar attention to the use of filtering systems by real professional users. Even if the 
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campaign is mainly a technological oriented evaluation process, we adapted the pro-
tocol and the metrics, as close as possible, to how a user would proceed, including 
through some interaction and adaptation of his system.  

The INFILE campaign can mainly be seen as a cross-lingual pursuit of the TREC 
2002 Adaptive Filtering task [2] (adaptive filtering track has been run from 2000 to 
2002), with a particular interest in the correspondence of the protocol with the ground 
truth of competitive intelligence (CI) professionals. In this goal, we asked CI profes-
sionals to write the topics according to their experience in the domain.  

Other related campaigns are the Topic Detection and Tracking (TDT) campaigns 
from 1998 to 2004 [3], but in the TDT campaigns, focus was mainly on topics defined 
as "events", with a fine granularity level, and often temporally restricted, whereas in 
INFILE (similar to TREC 2002), topics are of long-term interest and supposed to be 
stable, which can induce different techniques, even if some studies show that some 
models can be efficiently trained to have good performance on both tasks [4].  

2   Description of the Tasks 

In addition to the adaptive filtering task already proposed in 2008 [1], we introduced 
the possibility to test batch filtering systems in 2009. For both tasks, the document 
collection consists in a set of newswire articles provided by the Agence France Presse 
(AFP) covering recent years. The topic set is composed of two different kinds of 
topics, one concerning general news and events, and a second one on scientific and 
technological subjects.  

The filtering process may be crosslingual: English, French and Arabic are available 
for the documents and topics, and participants may be evaluated on monolingual runs, 
bilingual runs, or multilingual runs (with several target languages). 

The purpose of the information filtering process is to associate documents in an in-
coming stream to zero, one or several topics: filtering systems must provide a Boo-
lean decision for each document with respect to each topic. The evaluation corpus 
consisted of 300,000 documents (100,000 documents per language). 

For the batch filtering task, participants are provided with the whole document col-
lection and must return the list of relevant documents for each topic (since the filter-
ing process supposes a binary decision for each document, the document list does not 
need to be ranked). 

For the adaptive filtering task, the evaluation is performed using an automatic in-
teractive process, with a simulated user feedback: for each document considered rele-
vant to a topic, systems are allowed to ask for a feedback on this decision (i.e. ask if 
the document was indeed relevant for the topic or not), and can modify their behavior 
according to the answer. The feedback is allowed only on kept documents, there is no 
relevance feedback possible on discarded documents. In order to simulate the limited 
patience of the user, a limited number of feedbacks is allowed: this number has been 
fixed in 2009 to 200 feedbacks by run (it was 50 in 2008; but most participants con-
sidered this insufficient).  

The adaptive filtering task uses an interactive client-server protocol, that is de-
scribed in more detail in [1]. The evaluation worked as follows: 
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1. the system registers to the document server 
2. it retrieves a document Di from the server 
3. it compares the document to each topic. For each topic Tj for which the 

document Di is relevant it sends the pair (Tj, Di) to the server 
4. for each pair (Tj, Di) the server can ask for feedback; the server returns a 

Boolean answer indicating if the association (Tj, Di) is correct or not. The 
number of feedbacks is limited to 200; after this number is reached the server 
returns always false. 

5. A new document can be retrieved (back on 2). 

The batch filtering task has been run from April 2nd (document collections and topics 
made available to the participants) to June 1st (run submission), and the adaptive fil-
tering task has been run from June 3rd to July 10th. 

3   Test Collections 

Topics. A set of 50 topics (or profiles) has been prepared, covering two different 
categories: the first group (30 topics) deals with general news and events concerning 
national and international affairs, sports, politics etc and the second one (20 topics) 
deals with scientific and technological subjects. The scientific topics were developed 
by CI professionals from INIST1, ARIST Nord Pas de Calais2, Digiport3 and OTO 
Research4. The topics were developed in both English and French. The Arabic version 
has been translated from English and French by native speakers.  

Topics are defined with the following elements: a unique identifier, a title (6 full 
words max.) describing the topic in a few words, a description (20 words max.) corre-
sponding to a sentence-long description, a narrative (60 words max.) corresponding to 
the description of what should be considered a relevant document and possibly what 
should not, keywords (up to 5) and an example of relevant text (120 words max.) 
taken from a document that is not in the collection (typically from the web). 

Each record of the structure in the different languages corresponds to translations, 
except for the samples which need to be extracted from real documents. An example 
of topic in the three languages is presented in Fig. 1. 
 
Documents. The INFILE corpus is provided by the Agence France Presse (AFP) for 
research purposes. We used newswire articles in 3 languages: Arabic, English and 
French5 covering a three-year period (2004-2006) which represents a collection of 
about one and half million newswires for around 10 GB, from which 100,000 docu-
ments of each language have been selected to be used for the INFILE test. 

                                                           
1 The French Institute for Scientific and Technical Information Center, 
http://international.inist.fr/ 

2 Agence Régionale d’Information Stratégique et Technologique, 
http://www.aristnpdc.org/ 

3 http://www.digiport.org 
4 http://www.otoresearch.fr/ 
5 Newswires in different languages are not translations from a language to another (it is not an 

aligned corpus): the same information is generally rewritten to match the interest of the audi-
ence in the corresponding country. 
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<top> 
<num>147</num> 
<title>Care management of Alzheimer 

disease</title> 
<desc>News in the care management of 

Alzheimer disease by families, society and 
politics</desc> 

<narr>Relevant documents will  
highlight differents aspects of Alzheimer 
disease management: - human involvement 
of carers : families, health workers - financial 
means: nursing facilities, diverse grants to 
carers - political decisions leading to 
guidelines for optimal management of this 
great public health problem </narr> 

<keywords> 
<k>Alzheimer disease</k> 
<k>Dementia </k> 
<k>Care management </k> 
<k>Family support </k> 
<k>Public health</k> 
</keywords> 
<sample>The AAMR/IASSID practice 

guidelines, developed by an international 
workgroup, provide guidance for stage–
related care management of Alzheimer's 
disease, and suggestions for the training and 
education of carers, peers, clinicians and 
programme staff. The guidelines suggest a 
three-step intervention activity process, that 
includes: (1) recognizing changes; (2) 
conducting...</sample> 

</top> 

<top> 
<num>147</num> 
<title>Prise en charge de la maladie 

d'Alzheimer</title> 
<desc>Actualités dans le domaine de la 

prise en charge de la maladie d'Alzheimer, 
tant au niveau des familles, de la société 
qu'au niveau des choix politiques</desc> 

<narr>Les documents pertinents 
présenteront les divers aspects de la prise en 
charge de la maladie d'Alzheimer : - moyens 
humains mis en jeu : familles, personnels de 
santé - moyens financiers : structures 
d'accueil, aides diverses aux malades et aux 
aidants - décisions politiques avec établisse-
ment de recommandations permettant 
d'encadrer de façon optimale ce problème 
majeur de santé publique </narr> 

<keywords> 
<k>Maladie d'Alzheimer</k> 
<k>Démence </k> 
<k>Prise en charge </k> 
<k>Aide aux familles </k> 
<k>Santé publique </k> 
</keywords> 
<sample>Un an après l'entrée en vigueur 

du plan ministériel, un rapport de l'OPEPS 
rendu public le 12 juillet 2005 dresse un 
bilan assez sévère de la prise en charge de la 
maladie d'Alzheimer et des maladies 
apparentées. Selon l'OPEPS*, la politique de 
prévention des facteurs de risque est 
insuffisante, ... </sample> 

</top> 

<top> 
<num>147</num> 
<title>العناية بمرض الزهايمر</title> 
<desc> ث المتعلقة بالعناية بمرض الزهايمر، الأحدا

على مستوى الأسر والمجتمع وأيضا على مستوى 
 <desc/>.الاختيارات السياسية

<narr> الوثائق التي تتعلق بالعناية بمرض
 الإمكانات البشرية -: الزهايمر من مختلف الجوانب 

:  الموارد المالية -الأسر، موضفو الصحة، : المستخدمة 
ال، المساعدات المختلفة للمرضى بنيات الإستقب

التعليمات الصادرة من :  القرارات السياسية -والمساعدين، 
أجل وضع إطار أمثل لهذا المشكل الكبير في الصحة 
 <narr/>.العمومية

<keywords> 
<k>الصحة العمومية</k> 
<k>مساعدة الأسر</k> 
<k>عناية</k> 
<k>الجنون</k> 
<k>مرض الزهايمر</k> 
</keywords> 
<sample>...  الوضع عبر الهاتف آلما اقتضت

وآانت دراسة سابقة قد آشفت أن عدد . الحاجة ذلك
المصابين بمرض الزهايمر سيتضاعف أربع مرات خلال 
 85العقود الأربعة المقبلة، ويصيب واحداً من أصل آل 

وأآدت الدراسة أن هذه .شخصاً على وجه الأرض
رئيسي بارتفاع عدد آبار الإحصائية المخيفة مرتبطة بشكل 

السن في مختلف دول العالم، الناجم عن تحسن الأنظمة 
 فإن أعداد أولئك 2050الصحية، وقدرت أنه بحلول العام 
62.8المرضى ستقفز إلى  بحسب .  مليون شخص
 <CNN.</sampleالـ

</top> 

Fig. 1. An example of topic for the INFILE track, in the three languages 

News articles are encoded in XML format and follow the News Markup Language 
(NewsML) specifications6. An example of document in English is given in Fig. 2. All 
fields are available to the systems and can be used in the filtering process (including 
keywords, categorization...). 

Since we need to provide a real-time simulated feedback to the participants, we need 
to have the identification of relevant documents prior to the campaign, as in [5]. The 
method used to build the collection of documents with the knowledge of the relevant 
documents is presented in detail in [1]. A summary of this method is given here.  

We used a set of 4 search engines (Lucene7, Indri8, Zettair9 and the search engine 
developed at CEA-LIST) to index the complete collection of 1.4 million documents. 
Each search engine has been queried using different fields of the topics, which pro-
vides us with a pool of runs. We first selected the first 10 retrieved documents of each 
run, and these documents were assessed manually. We then iterate using a Combina-
tion of Experts model [6], computing a score for each run according to the current 
assessment and using this score to weight the choice of the next documents to assess. 
The final document collection is then built by taking all documents that are relevant to 
at least one topic (core relevant corpus), all documents that have been 
                                                           
6 NewsML is an XML standard designed to provide a media-independent, structural framework 

for multi-media news. NewsML was developed by the International Press Telecommunica-
tions Council. see http://www.newsml.org/ 

7 http://lucene.apache.org 
8 http://www.lemurproject.org/indri 
9 http://www.seg.rmit.edu.au/zettair 
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<NewsML Version="1.1"> 
  <NewsEnvelope> 
    <TransmissionId>807</TransmissionId> 
    <DateAndTime>20050615T212137Z</DateAndTime>[...] 
  </NewsEnvelope> 
  <NewsItem> 
    <Identification> 
      <NewsIdentifier> 
        <ProviderId>afp.com</ProviderId> 
        <DateId>20050615</DateId> 
        <NewsItemId>TX-SGE-DPE59</NewsItemId> 
        <RevisionId PreviousRevision="0" Update="N">1</RevisionId> 
        <PublicIdentifier>urn:newsml:afp.com:20050615:TX-SGE-DPE59:1</PublicIdentifier> 
      </NewsIdentifier> 
      <NameLabel>Mideast-unrest-Israel-Palestinians</NameLabel> 
    </Identification> 
    <NewsManagement>[...]</NewsManagement> 
    <NewsComponent> 
      <TopicSet FormalName="NewsTopics"> 
        <Topic Duid="topic1"><TopicType FormalName="SlugKeyword"/><Description>Mideast</Description></Topic> 
        <Topic Duid="topic2"><TopicType FormalName="SlugKeyword"/><Description>unrest</Description></Topic> 
        <Topic Duid="topic3"><TopicType FormalName="SlugKeyword"/><Description>Israel</Description></Topic> 
        <Topic Duid="topic4"><TopicType FormalName="SlugKeyword"/><Description>Palestinians</Description></Topic> 
      </TopicSet> 
      <NewsLines> 
        <SlugLine>Mideast-unrest-Israel-Palestinians</SlugLine> 
        <HeadLine>Israel says teenage would-be suicide bombers held</HeadLine> 
      </NewsLines> 
      <AdministrativeMetadata>[...]</AdministrativeMetadata> 
      <DescriptiveMetadata> 
        <Language FormalName="en"/> 
        <SubjectCode><Subject FormalName="11999000"/></SubjectCode> 
        <SubjectCode><Subject FormalName="INT" Vocabulary="urn:newsml:afp.com:20011001:AFPCatCodes:1"/></SubjectCode> 
        <Location> 
          <Property FormalName="Country" Value="ISR"/> 
          <Property FormalName="City" Value="JERUS"/> 
        </Location> 
        </DescriptiveMetadata> 
      <ContentItem> 
        <MediaType FormalName="Text"/> 
        <Format FormalName="NITF3.1-body.content"/> 
        <Characteristics><Property FormalName="Words" Value="89"/></Characteristics> 
        <DataContent> 
          <p>JERUSALEM, June 15 (AFP) - The Israeli security service said Wednesday it had arrested four Palestinian teenage boys who 

were preparing to carry out suicide bombings.Shin Beth said the four, aged 16 and 17, belonged to the Fatah movement. It said they planned 
to hit targets in Israel or Israeli troops.</p> 

          <p>Four other young adults, also accused of Fatah membership, were picked up in Nablus in the north of the West Bank some 
weeks ago.</p> 

          <p>Shin Beth said the network was financed by the Shiite Lebanese Hezbollah group.</p> 
          <p>ms/sj/gk</p> 
        </DataContent> 
      </ContentItem> 
    </NewsComponent> 
  </NewsItem> 
</NewsML> 

Fig. 2. An example of document in the INFILE collection, in NewsML format 

assessed and judged not relevant (difficult corpus: documents are not relevant, but 
share something in common with at least one topic, since they have been retrieved by 
at least one search engine), and a set of documents taken randomly in the rest of the 
collection (filler corpus, with documents that have not been retrieved by any search 
engines for any topic, which should limit the number of relevant documents in the 
corpus that have not been assessed). 

Statistics on the number of assessed documents and relevant documents is presented 
in Table 1. We notice a difference between languages in terms of number of relevant 
documents: most topic designers were French speakers with English skills and the top-
ics have been designed by exploring the French/English part of the document collection, 
which can explain this bias (more in French and English than in Arabic). 
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Table 1. Statistics on the number of assessed documents and the number of relevant docu-
ments, in each language 

 eng fre ara
number of documents assessed 7312 7886 5124 
number of relevant documents 1597 2421 1195 
avg number of relevant docs / topic 31.94 48.42 23.9 
std deviation on number of relevant docs / topic 28.45 47.82 23.08 
[min,max] number of relevant docs / topics [0,107] [0,202]  [0,101] 

 
The repartition of relevant documents across topics presented in Fig. 3 illustrates 

the difference of volume of data between topics, and show also that topics tend to 
have the same difficulty across languages (topics with few relevant documents in 
general will have few relevant documents in each language). 

 
Fig. 3. Number of relevant documents for each topic, in each language 

4   Metrics 

The results returned by the participants are binary decisions on the association of a 
document with a topic. The results, for a given topic, can then be summarized in a 
contingency table of the form:  

 
 Relevant Not Relevant
Retrieved  a  b  
Not Retrieved c  d  

 
On these data, a set of standard evaluation measures is computed:  

 
• Precision, defined as 

P=a /a+b      (1) 
• Recall , defined as 

R=a /a+c      (2) 
• F-measure, which is a combination of precision and recall [7]. We used the 

standard combination that gives the same importance to precision and recall, 
defined by  

F=2× PR/ P+R     (3) 
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Following the TREC Filtering tracks [8,2] and the TDT 2004 Adaptive tracking task 
[3], we also consider the linear utility, defined as  

u=w1× a− w2× b
    (4) 

where w1  is the importance given to a relevant document retrieved and w2  is the 

cost of an non relevant document retrieved.  
Linear utility is bounded positively, but unbounded negatively (negative values de-

pend on the number of relevant documents for a topic). Hence, the average value on 
all topics would give too much importance to the few topics on which a systems 
would perform poorly. To be able to average the value, the measure is scaled as  
follows:  

    (5) 

where umax  is the maximum value of the utility and umin  a parameter considered to 
be the minimum utility value under which a user would not even consider the follow-
ing documents for the topic. In the INFILE campaign, we used the values w 1= 1  , 
w 2= 0 . 5  , umin= − 0 . 5  (same as in TREC 2002).  

We considered in 2008 the detection cost measure (from the Topic Detection and 
Tracking campaigns [9]), but we do not present this score in this paper (we found that 
detection cost values were often low and not really discriminant between partici-
pants). 

To compute average scores, the values are first computed for each topic and then 
averaged (i.e., we consider macro-averaged scores). In order to measure the impact of 
the feedback and the adaptivity of the systems in the adaptive filtering track, the 
measures are also computed at different times in the process, each 10,000 documents, 
to get an evolution curve of the different values across time. 

Additionally, we use the two following measures, introduced in the first INFILE 
campaign [1]: the first one is an originality measure, defined by the number of rele-
vant documents the system uniquely retrieves (i.e. the number of relevant documents 
retrieved by the system and not retrieved by the other participants). It is designed as a 
comparative measure to give more importance to systems that use innovative and 
promising technologies that retrieve “difficult” documents (i.e. documents that are not 
generally retrieved by the participants, which are supposed to share enough common 
features with the topic to be considered as “easy”). 

The second one is an anticipation measure, designed to give more interest to sys-
tems that can find the first document in a given topic. This measure is motivated in CI 
by the interest of being at the cutting edge of a domain, and not missing the first  
information to be reactive. It is measured by the inverse rank of the first relevant 
document detected (in the list of documents), averaged on all topics. The measure is 
similar to the mean reciprocal rank (MRR) used for instance in Question Answering 
Evaluation [10], but is not computed on the ranked list of retrieved documents but on 
the chronological list of relevant documents.  
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5   Overview of the Results 

Five participants (out of 9 registered) submitted results: 3 participants submitted re-
sults for the batch filtering task (a total of 9 runs), 2 for the interactive filtering task (3 
runs). Participants were different for the two tasks. The participant are presented in 
Table 2, and the characteristics of the runs are detailed in Table 3. 

Table 2. List of participants 

 
Concerning the languages, 6 runs out of 9 are monolingual English for the batch 

filtering task, 3 are multilingual from English to French/English. For the interactive 
task, one run is monolingual English, one is monolingual French, and one is bilingual 
French to English. Unfortunately, no participant submitted runs with Arabic as source 
or target language (most participants participated for the first time and wanted to test 
their filtering strategies on more simple languages). 

Table 3. The runs, by team and by run name, and their characteristics 

team run task source target
IMAG IMAG_1 batch eng eng

IMAG IMAG_2 batch eng eng

IMAG IMAG_3 batch eng eng
UAIC uaic_1 batch eng eng

UAIC uaic_2 batch eng eng-fre

UAIC uaic_3 batch eng eng-fre
 

 
Participants used several approaches to tackle the different issues of the track: con-

cerning the technologies used for the filtering itself, UAIC used an adapted IR tool 
(Lucene), SINAI used a SVM classifier, with the possibility to learn from external 
resources (Google), IMAG and HossurTech used textual similarity measures between 
topics and documents with selection thresholds to accept or reject the document and 
UOWD used a reasoning model based on the Human Plausible Reasoning theory. 
Concerning the adaptativity challenge, HossurTech used an automated variation of the 
selection threshold, and UOWD integrated the user feedback as a parameter of the 
reasoning model. Finally, to deal with crosslingual runs, the participants used bilin-
gual dictionaries or machine translation techniques. 

team name institute country

IMAG Institut Informatique et Mathématiques Appliquées de Grenoble France

SINAI University of Jaen Spain

UAIC Universitatea Alexandru Ioan Cuza of IASI Romania

HossurTech société CADEGE France
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Evaluation scores10 for all runs are presented in Table 4, for batch filtering (B) and 
interactive filtering (I), gathered by the target language (multilingual runs appear in 
several groups, in order to present the individual scores on each target language: in 
this case, the name of the run has been suffixed with the target language). Best result 
is obtained on monolingual English, but for the only participant that tried multilingual 
runs, the results obtained for the different target languages (English and French) are 
comparable (the results for crosslingual are 90% of the results for monolingual runs of 
this participant). 

Table 4. Scores for batch and interactive filtering runs, gathered by target language, sorted by 
F-score 

team run langs n_rel n_rel_ret prec recall F-score utility anticip

B IMAG IMAG_1 eng-eng 1597 413 0.26 0.30 0.21 0.21 0.43

B UAIC uaic_4.eng eng-eng 1597 1267 0.09 0.66 0.13 0.05 0.73

B UAIC uaic_1 eng-eng 1597 1331 0.06 0.69 0.09 0.03 0.75

B UAIC uaic_2.eng eng-eng 1597 1331 0.06 0.69 0.09 0.03 0.75

B UAIC uaic_3.eng eng-eng 1597 1507 0.06 0.82 0.09 0.03 0.86

B IMAG IMAG_2 eng-eng 1597 109 0.13 0.09 0.07 0.16 0.22

B IMAG IMAG_3 eng-eng 1597 66 0.16 0.06 0.07 0.22 0.14

B SINAI topics_1 eng-eng 1597 940 0.02 0.50 0.04 0.00 0.57

B SINAI googlenews_2 eng-eng 1597 196 0.01 0.08 0.01 0.13 0.10

B UAIC uaic_4.fre eng-fre 2421 1120 0.09 0.44 0.12 0.05 0.58

B UAIC uaic_3.fre eng-fre 2421 1905 0.06 0.75 0.10 0.03 0.83

B UAIC uaic_2.fre eng-fre 2421 1614 0.06 0.67 0.09 0.02 0.76

B UAIC uaic_4 eng-eng/fre 4018 2387 0.07 0.56 0.11 0.02 0.72

B UAIC uaic_3 eng-eng/fre 4018 3412 0.05 0.81 0.08 0.02 0.85

B UAIC uaic_2 eng-eng/fre 4018 2945 0.05 0.70 0.07 0.02 0.80
 

 
The scores for adaptive filtering in the interactive task are worse than the scores 

obtained on the batch filtering, but the language pairs and the participants are not  
the same11 which makes the comparison difficult. We also note than both batch and 
adaptive results for the INFILE 2009 campaign are worse than the results obtained for 
the adaptive task in the INFILE 2008 edition, although the same document collection 

                                                           
10 Following values are presented: number of relevant documents in collection (n_rel), number 

of relevant documents retrieved (n_rel_ret), precision (prec), recall, F-score, utility value and 
anticipation (anticip). 

11 The UOWD run is monolingual English as most of batch filtering runs, but the submitted run 
has been obtained on only a subset of the document collection due to technical problem of 
the participant, which explains the poor scores. 
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and topics were used: the only team that participated to the track both years gives a 
more detailed comparison on the differences for their runs in his report [11]. 

To measure the impact of the use of the simulated feedback in the interactive task, 
we present in Fig. 4 the evolution of the scores across time, for batch filtering runs 
and adaptive filtering runs. Again, the language pair being different for batch runs and 
adaptive runs, the comparison is not easy: we choose the compare the results accord-
ing to the target language (the language of the documents). 
 

English documents – batch English documents - adaptive 

  
French documents - batch French documents - adaptive 

  

Fig. 3. Examples of evolution of the scores across time for batch and interactive tasks 

These results are not conclusive about the impact of the use of simulated feedback: 
there is no obvious improvement of the behavior of the filtering systems across time 
when using adaptive techniques. One of the reasons may be that the feedback was 
(voluntarily) limited in the interactive task: the participants considered that the num-
ber of authorized feedbacks was too small to have efficient learning. Further experi-
ments with more feedbacks allowed should be conducted. 

Results for originality measures for both batch and interactive tasks are presented 
in Table 5 and 6, gathered by target language. Table 5 presents the originality scores 
for every run that has the same target language (i.e. the number of relevant documents 
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that this particular run uniquely retrieves). Since this global comparison may not be 
fair for participants who submitted several runs, which are presumably variants of the 
same technique and will share most of the relevant retrieved documents, we present in  
Table 6 the originality scores using only one run for each participant (we chose the 
run with the best recall score). We see here that participants with lower F-scores can 
have a better originality score: even if their precision is not as good, they manage to 
retrieve documents not retrieved by the other participants. However, due to the small 
number of participants, the relevance of the originality score is arguable in this con-
text, since it seems to be correlated to the recall score. 

Table 5. Originality scores on all runs, gathered by target language 

originality on all runs
target lang=eng target lang=fre

team run originality team run originality

UAIC uaic_3 39 HossurTech hossur-tech-004 177

HossurTech hossur-tech-001 18 UAIC uaic_3 82

SINAI googlenews_2 15 UAIC uaic_2 0  

Table 6. Originality scores on best run by participant (besrt recall score), gathered by target 
language 

UAIC uaic_4 4

IMAG IMAG_1 1

UAIC uaic_1 0

IMAG IMAG_3 0

UOWD base 0

UAIC uaic_2 0

IMAG IMAG_2 0
 

6   Conclusion 

The INFILE campaign has been organized in 2009 for the second time in CLEF, to 
evaluate adaptive filtering systems in a cross-language environment. The document 
and topic collection were the same as the 2008 edition of the INFILE@CLEF track. 
Two tasks have been proposed: a batch filtering task and an adaptive filtering task, 
that used an original setup to simulate the incoming of newswires documents, and the 
interaction of a user through a simulated feedback. We had in 2009 more participants 
than in INFILE previous edition and more results to analyze. Best result are still ob-
tained on monolingual runs (English), but the difference is not important from 
crosslingual runs. However, the innovative crosslingual aspect of the task has still not 
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been fully explored, since most runs were monolingual English and no participant 
used the Arabic topics or documents. Also, the lack of participation for the adaptive 
task does not provide enough data to compare batch techniques to adaptive techniques 
and does not allow to conclude on the interest of the use of a feedback on the re-
trieved documents to improve filtering techniques. 
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2 Université Joseph Fourier
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Abstract. We propose in this paper a batch algorithm to learn cate-

gory specific thresholds in a multiclass environment where a document

can belong to more than one class. The algorithm uses the k-nearest

neighbor algorithm for filtering the 100,000 documents into 50 profiles.

The experiments were run on the English corpus. Our experiments gave

us a macro precision of 0.256 while the macro recall was 0.295. We had

participated in the online task in INFILE 2008 where we had used an

online algorithm using the feedbacks from the server. In comparison with

INFILE 2008, the macro recall is significantly better in 2009, 0.295 vs

0.260. However the macro precision in 2008 were 0.306. Furthermore,

the anticipation in 2009 was 0.43 as compared with 0.307 in 2008. We

have also provided a detailed comparison between the batch and online

algorithms.

1 Introduction

The INFILE (INformation FILtering Evaluation) [2] track is a cross-language
adaptive filtering evaluation campaign, a part of the CLEF (Cross Language
Evaluation Forum) campaign. It is composed of 100,000 Agence France Press
(AFP) comparable newswires covering the years 2004 to 2006, and written in
either Arabic, English or French. News articles in different languages are not
necessarily translation of each other, and are given in XML format. The goal of
the INFILE campaign is to filter these 100,000 documents into 50 topics (plus
a category ’other’). Out of 50 topics, 30 are related to general news and events
(e.g. national and international affairs, sports, politics etc.), whereas the rest
concerns scientific and technical subjects. A document can belong to zero, one
or more topics, each topic being described by a set of sentences. The topics or
profiles have been created by competitive intelligence professionals. It extends
the TREC 2002 filtering track. In comparison with INFILE 2008, where there
was only an online task, an additional batch filtering task was added in 2009.
As opposed to the online task, where the server provides the documents one by
one to the user, all of the documents are provided beforehand in the batch task.
This explains the fact that feedback is not possible in the batch task. We had

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 354–361, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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participated in the online task in 2008 [3], and restricted ourselves to the batch
one in 2009.

The k-nearest neighbor (kNN) algorithm is a supervised learning algorithm,
largely investigated due to its simplicity and performance. It aims at finding
the k nearest neighbors of an example x (based either on similarity or distance)
and then finding the most represented class in the nearest neighbors. Previous
studies have shown that similarity measures are more appropriate than distance
ones when dealing with texts (see e.g. [5]). We thus rely in this work on the
cosine measure rather than the Euclidean or Mahanalobis distances.

In this paper, we develop a batch algorithm to learn category-specific thresh-
olds in a multiclass environment. Our algorithm uses the kNN algorithm along
with the cosine similarity, in order to filter documents into various topics. The
rest of the paper is organized as follows: Section 2 describes the batch algorithm
developed for the INFILE campaign followed by its comparison with Online
algorithm of 2008 in Section 3. The experiments and results are discussed in
Section 4 while we conclude in Section 5.

2 Batch Algorithm for the INFILE Campaign

In order to filter the documents into various topics, we use a similarity measure
between new documents and topics, along with a set of thresholds on this sim-
ilarity that evolves over time. The similarity between a new document d, to be
filtered, and a topic ti can be given as:

sim(ti, d) = α ∗ cos(ti, d)︸ ︷︷ ︸
s1(ti,d)

+(1 − α)max(d′ �=d,d′∈ti)cos(d, d′)︸ ︷︷ ︸
s2(ti,d)

(1)

where α ∈ [0,1]. The similarity given in equation 1 is based on two similarities:
one based on a direct similarity between the new document and the topic (given
by s1(ti, d)), and another one between the new document and the set of docu-
ments already assigned to the topic (s2(ti, d)). One might think that only the
first similarity would suffice. However, this is not the case since the topics and
the documents do not share the same kind of structure and content. The second
similarity helps us to find documents which are closer to documents which had
already been assigned to a topic. α is used to control the importance of the
two similarities. In the beginning, when no documents are assigned to any topic,
only the similarity between a topic and the new document, s1(ti, d), is taken into
account. This similarity is used to find a certain number of nearest neighbors
for each of the document (10 in our case) which eventually enables us to use
the second similarity. A threshold was used for each of the 50 topics. We now
describe the batch algorithm to filter the documents into various profiles/topics.
As already mentioned, the feedback is not possible in this case since the complete
set of documents is transferred to the user in one go.
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Batch Algorithm

Construction of initial set:
for each topic i (i ∈{101,102,...,150}

find 10 nearest neighbors based on s1 = cos(ti, d)
for each nearest neighbor d found

ti ⇐ d
Assignment of remaining documents to topics:
α = 0.7
for each topic i

θi = mind∈tisim(ti, d)
for each document d

for each topic i

if (sim(ti, d) ≥ θi)
ti ⇐ d

θi = min(θi, mind∈tisim(ti, d))

Yang et al. [7] have described a similar method, whereby they learn category-
specific thresholds based on a validation set. An example is assigned to a partic-
ular category only if its similarity with the category surpasses a certain learned
threshold. In contrary, we do not have a validation set to learn thresholds, how-
ever, we create a simulated one, by finding nearest neighbors for each of the 50
topics.

3 Comparison with Online Campaign 08

We present here, a detailed comparison between the batch algorithm we used in
2009 and the online algorithms we developed for the online campaign in 2008.
We present here the two algorithms developed, a general algorithm which makes
use of the feedbacks to build an initial set of documents and its simplication
which does not use feedbacks.

Online Algorithm (General)

α = 0.7, θ1 = 0.42
for each new document d

for each topic i

% (i ∈ {101,102,...,150}
Construction of initial set:
if ( li < 10 )

if (s1(ti, d) > θ1)
Ask for feedback (if possible) and ti ⇐ d if feedback positive



Batch Document Filtering Using Nearest Neighbor Algorithm 357

Assignment of remaining documents to topics:
else if (sim(ti, d) > θ2

i )
ti ⇐ d

where θ2
i = mind∈tisim(ti, d)

where li represents the number of documents assigned to a topic i. For each topic,
two thresholds are used: the first one (θ1) allows filtering the documents in the
early stages of the process (when only a few documents have been assigned to the
topic). The value chosen for this threshold was 0.42. The second threshold (θ2

i ),
however, works with the global similarity, after a certain number of documents
have been assigned to the topic.

The main difference between the two algorithms (batch and online) lies in
the manner in which we construct the initial set of documents relevant to the
topics. In the batch algorithm, we just rely on finding the 10 nearest neighbors
for each topic, with the assumption that the nearest neighbors for a topic would,
in general, belong to the topic under consideration. However, for the online
algorithm, we use feedbacks (limited to 50) to add a document to a profile if
the similarity between a topic ti and a document d is greater than a certain
threshold (θ1). We repeat this procedure until either 10 documents have been
added to each of the 50 topics or we have seen all of the 100,000 documents.
Hence it is possible that a certain topic has less than 10 documents after the
construction of the initial set. On the contrary, the use of nearest neighbors in
the batch algorithm ensures that each topic has exactly 10 documents after the
buildup of the initial set.

Furthermore, as the online algorithm builds the initial set of documents based
on the threshold θ1, hence, it is very important that this threshold is chosen very
carefully (a dry run was used to tune the value of θ1 during the online campaign
in 2008). On the other hand, the batch algorithm does not use any threshold
during the construction of the initial set.

The second phase of the two algorithms, where we assign the remaining doc-
uments to topics, is similar except the fact that we update the threshold θi in
the batch algorithm, only if the current threshold is smaller than the previously
stored one. However, the online algorithm does not make use of previously stored
value of the threshold θ2

i . This means that the batch algorithm is more lenient
in assigning new documents to topics as compared to the online algorithm.

In addition to the general version, a simplified version of the online algorithm
was also developed for INFILE 2008. This algorithm neither uses any feedback
nor builds an initial set of documents. It does not update the threshold θ2

i unlike
the general algorithm. Here, a threshold θ is derived from θ1 and θ2, according
to equation 1, which integrates the two similarities θ1 and θ2 operate upon:

θ = α ∗ θ1 + (1 − α) ∗ θ2 (2)

The threshold θ replaces θ2
i of the online algorithm. As this simplified algorithm

does not build an initial set of documents, hence it cannot use s2(ti, d) unless
some document has been assigned to the topic ti.
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4 Experiments

We have run our algorithm on the INFILE English corpus. For all of the docu-
ments, stemming was performed using Porter’s algorithm [6]. This was followed
by the removal of stop-words, XML tags skipping and the building of a docu-
ment vector (which associates each term with its frequency) using the Rainbow
package [4]. A single run was submitted during the INFILE campaign. Initially,
10 nearest neighbors were found for each of the document based on the similar-
ity s1 (between a document and the topic). These documents were subsequently
used to compute s2. The experiment was divided into 4 sub-parts, each sub-part
being run in parallel to increase the efficiency. However, this setting meant that
the thresholds for the 50 topics were different for the different sub-parts.

There are 1597 documents relevant to one or more topics in the INFILE data.
We compare the batch algorithm of 2009 with the general online algorithm and
its simplified version developed by us in 2008. It may be recalled that for Run 3
(run2G), θ1 was chosen to be 0.45 while θ2 was set to 0.8. Similarly for Run 4,
the values for θ1 and θ2 were 0.4 and 0.7 respectively.

The results for the different runs were evaluated based on different measures,
namely, precision, recall, F-measure, linear utility, anticipation (added in 2009)
and detection cost (see [1] and [2]). Utility is based on two parameters: im-
portance given to a relevant document retrieved and the cost of a non-relevant
document retrieved. Anticipation measure is designed to give more importance
to systems that can find the first document in a given profile.

Fig. 1. Number of documents retrieved for Run 1(left) and 2 (right)

Figure 1 and 2 give us an insight on the number of relevant documents re-
trieved during the different runs. From these two figures, we do not see a sig-
nificant change for Run 1 and Run 3, in terms of the number of documents
retrieved during the entire process. However, Run 2 returns much more doc-
uments between 10,000-20,000 and 80,000-90,000 documents. Similarly Run 4
retrieves more documents between 10,000-40,000 and 50,000-70,000 documents.
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Fig. 2. Number of documents retrieved for Run 3 (left) and 4 (right)

Fig. 3. Score Evolution for Run 1 (left) and 2 (right)

Fig. 4. Score Evolution for Run 3 (left) and 4 (right)
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The evolution of these measures, computed at different times in the process,
after each 10,000 documents, are given in Figures 3 and 4. The curve, at the
bottom represents the detection cost. Similarly, for Run 1, the curve just above
the one meant for detection cost, describes anticipation. For Run 1, all of the
measures randomly vary but increase significantly as compared to the initial
values (for example, 0.04 in the beginning vs 0.125 at the end for anticipation,
0.12 to 0.19 for the F-measure etc.) during the course of the filtering process. For
Run 2, all of the measures, except utility and precision (0.18 vs 0.30), randomly
vary but remain the same at the end. All measures vary for Run 3 and 4 during
the filtering process. However only the values of linear utility increase and the
final values are higher than the initial values.

Table 1. Detail about the different runs

Name Campaign Algorithm Doc. ret Doc. ret - relevant

Run 1 IMAG 1 Batch 09 Batch (w/o feedback) 5513 413

Run 2 run5G Online 08 Online (with feedback) 7638 601

Run 3 run2G Online 08 Online (w/o feedback) 1311 411

Run 4 runname Online 08 Online (w/o feedback) 546 152

Table 1 describes the different runs along with the number of documents
retrieved and the number of relevant documents found. We can compute various
measures like micro precision, micro recall etc. from this table. Run 3 has the
highest micro precision whereas Run 2 has got the highest micro recall. These
values are computed on the entire corpus.

Table 2. Run Scores

Macro P Macro R Macro F Macro LU Macro DC Anticipation

Run 1 0.256 0.295 0.206 0.205 0.002 0.430

Run 2 0.306 0.260 0.209 0.351 0.007 0.307

Run 3 0.357 0.165 0.165 0.335 0.008 0.317

Run 4 0.366 0.068 0.086 0.311 0.009 0.207

Table 2 describes the macro values for the different runs. These values repre-
sent the average score over the complete set of 50 profiles. P represents precision,
R represents recall, F represents F-measure, LU represents linear utiliy while DC
represents detection cost. Run 1 has the best macro recall (0.295) as compared
with all the runs. The macro F-measure for the Run 1 and Run 2 are signifi-
cantly greater than that of Run 3 and 4. However, Run 2 surpasses Run 1 in
terms of macro precision. The overall macro detection cost is very low in all of
these runs, with Run 1, being the most economical. This is a strong point for
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these algorithms. The macro linear utility of Run 2 is greater than that of Run
1. On contrary, anticipation for Run 1 is significantly better than that of Run 2.

We can easily conclude from these results, that the use of limited number
of feedbacks (only 50 i.e. one per topic) did not help to get very good results,
although it helped to increased the micro recall.

5 Conclusion

We have presented, in this paper, a simple extension of the kNN algorithm us-
ing thresholds to define a batch filtering algorithm. The results obtained can
be deemed encouraging as the macro F-measure equals approximately 20%, for
a collection of 100,000 documents and 50 topics, out of which only 1597 docu-
ments are relevant. In comparison with online results of 2008, we have a much
better macro recall (almost 30% against 26% in 2008) along with a lower macro
detection cost (0.002 vs 0.007) and a much better anticipation (0.430 vs 0.307).
Considering the evolution of different measures, we had observed that the values
for all of the measures increase, with the increase in the number of documents
filtered. The main difference between the batch and online algorithms lies in the
way the initial set of documents is constructed. In batch algorithm, the initial
set is built from finding the 10 nearest neighbors for each of the profile. Whereas
feedbacks are used in the online algorithm to construct the initial set of docu-
ments. We can also conclude from the results that, the use of a limited number
of feedbacks does not help to get very good results.
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Abstract. This year marked UAIC’s first participation at the INFILE@CLEF 
competition. The purpose of this campaign is the evaluation of cross-language 
filtering systems, which is to successfully build an automated system that sepa-
rates relevant from non-relevant documents written in different languages with 
respect to a given profile. For the batch filtering task, participants are provided 
with the whole document collection and must return the list of relevant docu-
ments for each topic. We achieved good results in filtering documents, also ob-
taining the highest originality score, when having English as target language. 
Our team was also the only one who submitted runs for cross-lingual and multi-
lingual batch filtering, with French and English/French as target languages. A 
brief description of our system, including presentation of the Parsing, Indexing 
and Filtering modules is given in this paper, as well as the results of the submit-
ted runs. 

1   Introduction 

INFILE@CLEF1 (information filtering evaluation) extends the TREC 2002 filtering 
track. In comparison, it uses a corpus of 100,000 Agence France Press comparable 
newswires for Arabic, English and French [1]. The participants received news collec-
tions containing 100,000 news articles for each language (English, French and Ara-
bic), stored in directories, each news article being in a separate file. The articles in the 
different languages are not translations of one another, they are independent articles. 
Also, the participants received 50 topics for all three languages.  

In the batch filtering task, competitors must compare each topic in a source lan-
guage to the documents in the target languages. Every source/target languages are 
allowed: results can be provided for monolingual filtering, cross lingual filtering or 
multilingual filtering (with a mixed set of documents from different target languages), 
as long as they use only the topics in the source language (provided translations of the 
topics should not be used for cross lingual filtering, either directly or for training). 

2   UAIC System 

Our system has three main modules: first module responsible for XML parsing, sec-
ond module which indexes the files, and the third module that does the filtering. 

                                                           
1 INFILE@CLEF: http://www.infile.org/ 
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Module for XML Parsing: First of all, we parse the XML files in order to extract 
relevant content from the documents (which are in News-ML format). The Indexing 
module needs several data from the NewsML documents, essential for the Filtering 
run. From the given files we need to focus on DateID, NewsItemId, Slugline, Head-
line, DataContent, City, Country and Filename (aldfgl  important to the indexing 
part). The Topics store a minimum amount of data therefore we will focus only on: 
Topic number, Title, Description, Narration, Keywords and Sample (used later on by 
the Filtering module).  

 
Indexing Module: For indexing we use Lucene [3], a suite of free libraries used both 
for indexing and for searching. All documents are parsed by XML Parsing, one by 
one, and the representative fields are sent to the Indexing module as parameters. 

 
Filtering Module: The Filtering part can be viewed as a separate application, even 
though the used modules are the same as in the Indexing part. In the Filtering part, the 
file containing the 50 topics (in XML format) is parsed by XML Parsing module. 
Then, for each one of the 50 topics, a number of fields are extracted and sent to the 
Filtering module. The Filtering module receives the topic details, sorts and filters 
individual words from all fields and generates a search query based on the most fre-
quent and relevant words from the topic. The search query is designed to optimize the 
index search by adding specific terms to be searched in specific index fields (for ex-
ample Slugline, Headline, etc.) and by adding different importance to each field. 
When the query string is fully generated, it’s passed as a parameter on to the Indexing 
module, which will return a list of documents matching the query.  

The topic is parsed by the Parsing module, splitting it in multiple fields. All prepo-
sitions are removed from the fields, so they won’t be used in the search algorithm, 
being too general to return any relevant results. The most frequent 5 words and the 
negated expressions are extracted from all fields. Because the News-ML format can 
contain information about the date or location of the article, a heuristic algorithm was 
implemented to extract such information from the fields, so the search results can be 
refined. 

The extracted items are combined in different ways, so a general search query can 
be formed and used to search the previously created index for matching documents. 
The most frequent 3 words in the topic title are marked as the most important words 
in the query and are mandatory in all search fields (they are marked with a leading 
“+”). 

The words that will be searched in the Headline field include the most frequent 
word from each of the Description, Narration, Sample and Keywords topic fields. The 
Slugline query also contains the most frequent word from each of the same topic 
fields, except that all 5 frequent words from Keywords are used. Extracted dates and 
locations are added to the query string, to be searched in the DateId, City and Country 
fields. The rest of the frequent words are searched in the DataContent field. 

The results will be written in the output file and the next topic is processed. If there 
are no more topics to be processed, the application stops. 
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3   Submitted Runs  

For our runs the search was made in 2 languages, English and French, using topics in 
English. Each language archive contains 100,000 news articles, stored in directories 
according to the following organization: <language>/<year>/<month>/<day>. 

There are 50 topics for each language, but only the English topics were used by us 
for testing. The 50 topics are stored in one XML file, encoded in UTF-8. Usually, on 
a search on all fields, using the most optimized algorithm, the matching documents 
are between 0.5-2 % from the total number of documents. 

Filtering based on topic 101 (first topic from the English set), the final results are: 
178 hits in English (2004), 102 hits in English (2005), 92 hits in English (2006), 295 
hits in French (2004), 167 hits in French (2005) and 188 hits in French (2006). So, 
from a total of 372 hits for English and 650 hits for French, there are 1022 hits in total 
out of 200.000 documents, so the percent represented by number of hits is 0,511%. 

4   Results 

CLEF 2009 INFILE track had two types of tasks: batch filtering task (3 participants) 
and interactive filtering task (2 participants). We participated at the batch filtering 
task, with 4 runs. For the batch filtering task, there were 9 runs on English and 3 runs 
on French. As noticed, all participants chose English as the source language, and no 
participants used Arabic as source, nor as target language. 

The best overall results for monolingual English, based on the F_score value, were 
obtained, in order, by: IMAG (France), UAIC (Romania) and SINAI (Spain). The 
most interesting approach was used by IMAG [2] and was based on finding the 
k-nearest neighbor, along with cosine similarity. 

We submitted 4 runs, one run Eng/Eng (with English as source language and target 
language) and three runs Eng/Eng-Fre (with English as source language and with 
English and French as target languages). Details are presented in Table 1. 

Table 1. UAIC Runs 3 and 4 

Number of Documents Run Lang. 
Ret. Rel. Rel. ret. 

prec recall F_score Antic 

Eng/Eng 75.915 1.597 1.507 0.06 0.82 0.09 0.86 
Eng/Fre 67.124 2.421 1.905 0.06 0.75 0.10 0.83 

Run 3 
 

Eng/Eng-Fre 143.039 4.018 3.412 0.05 0.81 0.08 0.85 
Eng/Eng 33.793 1.597 1.267 0.09 0.66 0.13 0.73 
Eng/Fre 21.591 2.421 1.120 0.09 0.44 0.12 0.58 

Run 4 
 

Eng/Eng-Fre 55.384 4.018 2.387 0.07 0.56 0.11 0.72 
 
Based on the official Overview of CLEF 2009 INFILE track, our best results were 

achieved on Run 3 (the highest recall value) and Run 4 (highest precision from our 
runs). Although the precision on Run 4 was significantly lower than the precision 
achieved by other teams, our high recall value brought us on second place overall, 
based on the F_score value (0.13). Besides the monolingual English comparison, we 
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also submitted three runs for cross-lingual English/French and multilingual Eng-
lish/English-French. However, because we were the only team which submitted such 
runs, we cannot correctly assess our results. Our team also achieved very good results 
on both experimental measures introduced this year: originality and anticipation. Run 
3 was the submission which got the highest originality score on both categories (All 
runs and Best run), with English as target language. This run also obtained a very high 
originality score with French as target language. It also achieved the highest anticipa-
tion from all submissions made by all the teams, with almost 30% advantage from the 
nearest score of the rest of the teams. 

Table 2. Originality of Run 3 

Source/Target Originality on all runs Originality on best run
Eng/Eng 39 267 
Eng/Fre 82 1292 

Our main issue was the very low precision, due to a high number of irrelevant 
documents retrieved. This could be improved by adjusting the search query string and 
also by filtering the retrieved documents based on the Lucene score. This way, the 
system should obtain more relevant results, therefore improving the precision value. 

5   Conclusions 

This paper presents the UAIC system which took part in the INFILE@CLEF 2009 
competition. This year is the second edition of the INFILE campaign and our first 
participation on this project. We designed a system formed of several modules: the 
parsing module, which retrieves the relevant content from the documents, the index-
ing module done with Lucene and the filtering module which generates a Lucene 
query and extract from Lucene index the relevant documents. From a total of 4 sub-
mitted runs, the best results were obtained on Run 3, when English was used as both 
the source and the target language. Run 3 achieved the second-best F_score from all 
teams (having the highest recall value) and also the highest originality score from all 
submitted runs. We were also the only ones who submitted runs for cross-lingual and 
multilingual filtering, with French and English-French languages as targets. 
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Abstract. The theory of Human Plausible Reasoning (HPR) is an at-

tempt by Collins and Michalski to explain how people answer questions

when they are uncertain. The theory consists of a set of patterns and

a set of inferences which could be applied on those patterns. This pa-

per, investigates the application of HPR theory to the domain of cross

language filtering. Our approach combines Natural Language Processing

with HPR. The documents and topics are partially represented by au-

tomatically extracted concepts, logical terms and logical statements in a

language neutral knowledge base. Reasoning provides the evidence of rel-

evance. We have conducted hundreds of experiments especially with the

depth of the reasoning, evidence combination and topic selection meth-

ods. The results show that HPR contributes to the overall performance

by introducing new terms for topics. Also the number of inference paths

from a document to a topic is an indication of its relevance.

1 Introduction

Human Plausible Reasoning (HPR) is a relatively new theory that tries to ex-
plain how people can draw conclusions in an uncertain and incomplete situation
by using indirect implications. For 15 years, Collins and his colleagues have
been investigating the patterns used by human to reason under uncertainty and
incomplete knowledge [1]. The theory assumes that a large part of human knowl-
edge is represented in ”dynamic hierarchies” that are always being modified, or
expanded. This theory offers a set of frequently recurring inference patterns used
by people and a set of transformations on those patterns [1]. A transformation
is applied on an inference pattern based on a relationship (i.e. generalization
and specialization) to relate available knowledge to the input query. Elements of
expression in the core theory have been summarized in Fig. 1. The theory has
many parameters for handling uncertainty but it does not explain how these pa-
rameters could be calculated which is left for implementations and adaptations.
Interested readers are referred to references [1], [2] and [3]. Different experimen-
tal implementation of the theory such as adaptive filtering [4], XML retrieval
[5] or expert finding [6] have proved the flexibility and usefulness of HPR in
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the Information Retrieval (IR) domain. All the works on HPR shows that it is
a promising theory which needs more investigation to be applicable. This re-
search is about creating a framework for multilingual filtering and information
retrieval where all aspects of retrieval in this environment are represented as
different inferences based on HPR. In this framework, documents and topics are
partially represented as a set of concepts, logical terms and logical statements.
The relationships of concepts are stored in a knowledge base regardless of their
language of origin. Therefore, by inference, we can retrieve relevant documents
or topics of any language stored in the knowledge base. This paper is structured
as follows. Sections 2 describes the system architecture. Section 3 explains the
experimental configurations. Section 4 summarizes the results and section 5 is
the conclusion.

Table 1. Elements of expression in The Core Plausible Reasoning Theory

Baghdad is the capital of Iraq

Referent r1, r2, .. or r1, r2,... e.g. Baghdad

Argument a1, a2, .. or F (a) e.g. Iraq

Descriptor d1, d2, .. e.g. Capital

Term d1(a1), d1(a2), d2(a3), .. e.g. Capital(Iraq)

Statement d1(a1) = r1, d1(a2) = r1, r2, .., d2(a3) = r3, .. e.g. Capital(Iraq) = Baghdad

Dependency between terms : d1(a1) ↔ d2(a2)

e.g. latitude(place) ↔ average-temp(place): Moderate, Moderate,Certain

(translation): i am certain that latitude constrains average temperature with moderate

reliability and that the average temperature of the place constraints the latitude with

moderate reliability

Implication between statements : d1(a1) = r1 ↔ d2(a2) = r2

e.g. grain(place)=rice,... ↔ rainfall(place)=heavy: high, Low,Certain

(translation): i am certain that if a place produce rice, it implies that the place has

heavy rainfall with high reliability, but if a place has heavy rainfall it only implies that

the place produces rice with low reliability

2 System Architecture

System architecture is depicted in Fig. 1. The Text Processor unit processes a
document into a set of concepts, logical terms and logical statements. Document
Representation unit, assigns a weight to each term. Topic Retrieval unit finds
topics that have been indexed by the given terms and computes a certainty value.
Inference Engine applies transforms of Human Plausible Reasoning to the terms
in the document representation that exist in the knowledge base and generates
a set of new terms. These new terms are used to expand the document repre-
sentation. Then the new terms are given to Topic Retrieval to retrieve matching
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Fig. 1. Topic Retrieval and Filtering Unit

topics. The process of expanding the document representation and retrieving
topics will be repeated several times. Each document term could be processed
more than once (different inferences can reach the same term via different paths).
A document could be linked to the same topic through multiple inferences and
paths. Therefore, multiple certainty values could be assigned to a topic through
different reasoning paths and terms. Topic Filtering unit is responsible for com-
bining these certainty values into a single certainty value that represents the
confidence in how well a topic can be inferred from a document representation.
the KB is created by the Information Extractor Unit depicted in Fig. 2. This
unit takes a list of file names and one by one reads through these files. Each
file contains a document. The document goes through a pre-processing for nor-
malizing the text. Then Part of Speech Tagging and stemming are applied. For
POS tagging we have used Monty Tagger [7] and for stemming we have used a
Python version of Porter stemmer [8]. The Text Miner is a rule based program
that takes in the part of speech tagged text and extracts the relationships among
the concepts. At the moment these rules are based on the clue words in the text.
For example, they use propositions to infer relationships between two concepts
around the proposition. To build the Knowledge Base, the Build KB unit takes
in these relationships and calculates a confidence value based on the frequencies
of occurrences of relationships.

The KB normally contains KO (Kind of), ISA (is a) and PO (Part of) rela-
tions. In case of cross language, we will have SIM (similarity) relationship which
relates concepts with the same meaning from different languages together.

3 Experiments

The experiments were conducted on INFILE test collection. The collection con-
sists of 100, 000 documents out of which 1597 relevant pair of documents were
provided for evaluation purposes. Because we did not have access to a sepa-
rate text collection, we build our KB using the same INFILE test collection.
This may or may not introduce a bias into the experiments but on the other
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Fig. 2. Information Extractor Unit

hand what would be the benefit of testing our system with a KB with incom-
patible vocabulary. The KB only contains the relationships among the concepts
and it does not contain any statistical information about the distributions of
the concepts and their frequencies among the documents or topics. Therefore,
the filtering hypothesis is not violated and the system is not able to make any
assumption about the concepts and documents. In the rest of this section we
describe different settings of the topic filtering process.

3.1 Concept Selection in Documents

Each document is treated as a query and is represented by a set of concepts
(Q1, Q2, ..., Qk) . These concepts are extracted from the heading and the con-
tent of the document. Only the concepts with a certainty more than the average
threshold are used in document representation. Each concept Qk is processed if
FreqQk

≥ 2 and γQk
≥ avg where avg =

∑
γQk

/N . During the reasoning pro-
cess new concepts will be generated and only those concepts that their certainty
is bigger than the average certainty in the original document will be added to
the representation and will be used in the later stages of reasoning for generating
more concepts.

3.2 Evidence Combination

During the processes of reasoning multiple paths could be found between the
concepts in a document and the concepts in a topic. Each path will have a cer-
tainty value which shows the system’s confidence in that line of reasoning. These
certainty values are combined in four steps to calculate the overall confidence in
relevance of a document to a topic.

First level Combination: in each step of the reasoning if a concept is generated
several times we keep only the one which has the maximum certainty value. In
other words for (infi−t, Qk−t, topicj , γj) take max(γ).

Second Level Combination: many reasoning paths with the same type of infer-
ence or transform could relate a document concept to a topic concept. we only keep
the pathwithmaximumcertainty value. In otherwords (infi−t, Qk, topicj , γj) take
max(γ).

Third level Combination: for all the unique concepts in the document repre-
sentation that have been related to the concepts in the topic through different
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inferences (infi, Qk, topicj, γj) calculate the sum of all the certainty values for
all the paths connecting any document term to any topic term (

∑
γ −∏

γ) and
return (Qj , topicj, γj)

Forth level Combination: for all unique concepts in the document representa-
tion that have been related to the concepts in topic query (Qj , topicj, γj), calcu-
late the sum of all the certainty values for all the paths connecting any document
term to any topic term (

∑
γ − ∏

γ) and return the list of retrieved documents
(topicj , γj).

3.3 Topic Selection

The last component of our system is the Topic Filtering process. In this process,
the system decides which one of the retrieved topics should be returned. We
have conducted hundreds of experiments and have experimented with different
factors that could influence this decision. One factor is the depth of the reasoning
Process. During this process, the system traverses the concept hierarchies in the
KB up and down to find new concepts that could be added to the document
representation. Level indicates the number of levels that the system goes up
and down the hierarchy using inference patterns. Level 0 means no inferences
are applied on the concepts, i.e concepts have been matched against the topics
directly. Another factor is M the number of topics we want to return for each
document. M = All means return all the topics that have been retrieved. We
have experimented with M = 1, 2, 3 and All. Another factor is the confidence
threshold. Some of the thresholds we have experimented with are:

No Threshold: no threshold means all certainty values are acceptable.

Threshold 1: γdocj ≥ max(γdoc) − α ∗ max(γdoc)
In this case a topic is returned if its certainty value is within α percent of the
maximum so far for that topic. The maximum is updated after each document.

Threshold 2: γdocj ≥ avg(γdoc) − α ∗ avg(γdoc)
In this case, a topic is returned only if its certainty value is within α percent
of the current average confidence value for that topic. Two different kinds of
averages have been tried: A regular average so far and a monotonic average.
The monotonic average is updating the average only by the increasing values of
average.

Threshold 3: γdocj ≥ min(γdoc) − α ∗ min(γdoc)
In this case a topic is returned only if its confidence value is within α percent of
the minimum so far for that topic.

With 4 different M values and 3 levels and 5 different thresholds, we have
conducted 141 different configurations. Each configuration has been tried with
different values of α

4 Results

Table 2 shows the results for Top1 values of M with different levels and thresh-
olds, with α = 0.7 which gave the best results. In general, the min threshold
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were the best threshold for certainty values. New documents were found at level
1 and 2 but not that many; so reasoning had a contribution when the level is
either 1 or 2. It seems that using a certainty threshold is better than not using
any thresholds. At level 1 for example, when α = 70 is used, number of retrieved
documents is dropped by 70 percent compared to when no threshold is used.
This has increased the precision from 0.035 to 0.086. It seems that the similarity
values of the relevant documents were below average but much higher than the
minimum. This is an indication of a ranking problem.

Table 2. The results for M = 1 and α = 0.7

Level Threshold Ret Rel-Ret Prec Rec F − 0.5

2

None 19741 467 0.0347 0.2144 0.0532

γd ≥ [max(γ) − 0.7 ∗ max(γ)] 11669 108 0.0405 0.1376 0.0553

γd ≥ [
∑

γ
N

] 6378 211 0.0562 0.0965 0.0571

γd ≥ [min(γ) − 0.7 ∗ min(γ)] 6036 251 0.0742 0.1081 0.068

1

None 19616 461 0.0351 0.2114 0.0534

γd ≥ [max(γ) − 0.7 ∗ max(γ)] 12326 313 0.0387 0.1377 0.0538

γd ≥ [
∑

γ
N

] 6469 230 0.0639 0.1029 0.063

γd ≥ [min(γ) − 0.7 ∗ min(γ)] 5931 239 0.086 0.1073 0.073

0

None 17074 463 0.0409 0.2148 0.06

γd ≥ [max(γ) − 0.7 ∗ max(γ) 14528 421 0.043 0.199 0.061

γd ≥ [
∑

γ
N

] 6170 242 0.0608 0.1316 0.0661

γd ≥ [min(γ) − 0.7 ∗ min(γ)] 3937 198 0.0922 0.0923 0.0676

Table 3 shows the relationship among a number of inferences that has been
used and a number of relevant documents retrieved. The number of inferences is
an indirect indication of the length of the inference path. One inference means
depth of level0 and direct match. However, since we have only levels 0, 1 and 2
that means in each of these levels topics were retrieved through multiple infer-
ence paths. Basically, the more inference we go through the higher precision is
we get but most of relevant retrieved topics were found in direct matching.
Table 4 shows how the number of matching terms between document and topic,
are related to their precision. From Table 4, we observe that the more terms
matches the higher the precision.

Based on the above observations we have run more experiments by combining
the number of inference paths, the number of terms and certainty into a retrieval
criteria. A few of these runs have been depicted in Table 5. Combining the
number of terms matched with the number of inference paths or number of terms
and certainty threshold has resulted in better performance and decreasing the
number of retrieved documents. Although precision and recall and F −measure
are very important evaluation factors but showing as few documents to user
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Table 3. Number of Inference paths

and precision

Num of
Ret Rel-Ret Prec

Inference paths

1 36801 290 0.007

2 7833 123 0.015

3 1944 100 0.051

4 584 34 0.058

5 138 16 0.115

6 55 11 0.2

7 20 4 0.2

8 11 4 0.36

9 5 1 0.2

10 1 0 0.0

Table 4. Number of terms matched

between documents and topics and

precision

Num of Terms Ret Rel-Ret Prec

1 44400 343 0.007

2 2468 153 0.061

3 425 60 0.141

4 65 18 0.276

5 15 9 0.6

6 1 1 1

as possible also is important and improves user satisfaction in real systems.
However, from these experiments it seems that there is an information overlap
between the number of terms and the number of inferences which limits the
usefulness of the approach.

Table 5. Number of Inference paths and precision

Num of Num of Certainty Rel-Ret Ret Prec Rec F − 0.5
matching terms inference paths threshold

> 1 > 2 244 4054 0.061 0.153 0.088

> 1 > 0.3 304 5485 0.056 0.191 0.087

< 1 or > 1 294 10591 0.028 0.185 0.049

A major problem we noticed in expansion of concepts is the lack of sufficient
relations in KB. Also we felt the concepts weights generated from text processing,
are not good representative of their value for the documents. Our conclusion
from all these experiments was that, we need to investigate more text processing
aspects and create better knowledge base. Once a better KB is built, we can work
on certainty calculations and evidence combination. Also more sophisticated
thresholds need to be experimented for both term and topic filtering.

5 Conclusion

We have built a system which uses inferences of the theory of Human Plausible
Reasoning to infer new terms for expanding document representation and the
relevance of a document to a topic in a filtering environment. We represent
all the concepts regardless of their language of origin in the same knowledge
base. Therefore the same inferences can retrieve any topic from any language
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in response to arrival of a document. We used English INFILE text collection
to build our KB and then we conducted hundreds of different experiments with
different configurations. The recall of the system is less than what we expected
and we can trace this back to the text processing unit and specially to the Text
Miner unit. In future, we need to work on three aspects of our system, text
processing, certainty calculations and evidence combination. Specially, we need
to improve the quality of relations, we extract as they have a direct effect on
recall of the system.
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Abstract. This paper describes the participation of our company formerly 
named Cadege / Hossur Tech and called now Geol Semantics in the task of fil-
tering interactive CLEF 2009 INFILE and enhancements added after the  
experiment. 

The Interactive filtering is something different from traditional information 
retrieval systems.  In CLEF 2009 INFILE adaptive filtering task we have only 
the knowledge about the 50 different topics which are used as queries and noth-
ing about the input corpus to filter. Documents are received and filtered one by 
one.  

The fact that we know nothing about the corpus of the documents to filter, 
we were forced to use a linguistic approach for this filtering task. We have per-
formed two CLEF 2009 INFILE interactive filtering French to French and 
French to English tasks, based on a deep linguistic process by using our own 
linguistic dictionaries.  

ACM categories and subject descriptors: H.3.3 Information Search and Re-
trieval, Information filtering 

1   Introduction 

As Geol Semantics started from scratch in mid January 2009 to build an information 
extraction system based on deep linguistic analysis, our main objective was to ex-
periment our comparison methods on actual data to design our future system. We 
have decided to base our linguistic processing upon weighted finite state automata. 
For this purpose we are developing a language to build multilingual linguistic proc-
essing based on the openFST framework. The planning of this technology develop-
ment was not compatible with the participation in CLEF 2009 INFILE. We were 
aware of CLEF 2009 INFILE participation and that the CLEF 2009 INFILE test data 
afterwards were very valuable means for designing and tuning our future system. We 
have decided to participate in CLEF 2009 INFILE with much less elaborated linguis-
tic processing than our final information extraction system should have. The main 
objective was to focus on studying the linguistic comparison strategies, weighting of 
intersections and finding a threshold to discriminate relevant and irrelevant docu-
ments in a context where statistical discriminating tools cannot be applied.  

2   Functional Diagram 

Each topic had been processed by using a limited version of XFST (XEROX Finite-
state software) with our own resources. Part of speech tagging and lemmatization 



 Hossur’Tech’s Participation in CLEF 2009 INFILE Interactive Filtering 375 

 

 

 

Fig. 1. Functional diagram 

were obtained. For the input documents, it was unable to use the same linguistic proc-
essing because of volume limitation of our version of XFST, so only a simple diction-
ary look-up without disambiguation was used. 

For each topic their title, description and narrative contents were used. The content 
of sample document was only used as a first positive feedback but not included 
strictly in the topic lemmatization. Only the content of the title and text were used.  
We have generated all monolingual inferred equivalents from the whole words of 
input document for the French to French comparison and translation equivalents for 
the French to English Comparison. 

A word intersection was computed and then a concept intersection was established. 
All words inferred from a same word were considered as representing a same concept. 
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Each concept contained in the topic-document intersection received a weight accord-
ing to both a statistics computed on a similar corpus (Clef ad hoc corpus) and the fact 
that the concepts were in the topic keywords list or title or not. Proper nouns received 
also an increased weight. 

A tentative threshold between relevant and irrelevant document was computed be-
tween the weight of the sample document and the maximum weight of the document 
relevant to other topics. 

3   Linguistic Processing 

A same linguistic processing must be used both on topics and input documents. In our 
case it was not possible. Waiting for our new technology, we had decided to use the 
Xerox XFST automaton compiler to develop a morpho-syntactic parsing based on our 
existing language resources. The available version of XFST had limitations that were 
not annoying to process limited amount of text like topic texts but prevented to proc-
ess a large corpus of documents like the one used in CLEF 2009 INFILE. 

For the topics, we had processed all the contents of the fields: title, descriptive, 
narrative and keywords using the full parser (part of speech tagging and compound 
recognition). 

For the documents, we had processed headline and data content. As XFST could 
not be used we had developed a simple dictionary look-up giving all the possible 
lemmatization without disambiguation. As the dictionary used by XFST and the look-
up for documents were the same, intersection could be obtained. 

Before processing, accents and all punctuations including hyphens were removed. 
For the topics which were treated with accents, they were removed during the com-
parison processing. 

4   The Problem of Interactive Adaptive Filtering 

To categorize a document between two values (relevant and irrelevant) there are lot of 
methods generally based on a learning of positive and negative examples. 

These methods could not be used in our case because at the beginning we had only 
one sample of a positive document per topic. And 200 feedbacks for 50 topics were not 
enough (sheared 4 feedbacks per topic) to have a good learning sample. In fact 4 feed-
backs per topic is not a real life case.  A user can provide more feedbacks and also we 
can infer simulated feedbacks by observing his actions on proposed documents.  

We had to face up to two kinds of problems: 
The first one was to elaborate a concept intersection between topics words and ar-

riving input documents words and to weight the intersected concepts to get a relevant 
weight. 

The second one was to choose a threshold under what, documents were considered 
as irrelevant. 
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The selection of this threshold provided us some difficulties; the fact of to choose a 
high threshold can lose relevant documents. Choosing a low threshold can provide us 
lot of irrelevant documents which is difficult to be corrected by only 4 feedbacks per 
topic. 

5   Choices for Our Runs 

5.1   Computation of the Word Intersection 

All document words inferred equivalents in the same language using synonyms and 
other monolingual thesauri like reformulation rules for French to French Comparison. 

Example:  Lutte → combat, bataille, dispute. 
For the word “Lutte” which means fight in French we have obtained “combat” 

same in English, “Bataille” battle in French and “dispute” same in English. 
All document words inferred equivalent in the other language using bilingual ref-

ormation rules for French to English comparison. 
Example: fight → combat, battle and dispute. 
All lemmatized topic words were organized into an inverted file. A special proce-

dure had computed the best intersection between the arriving input document and all 
the topics. 

5.2   Weighting of the Words 

All words do not provide us the same information (discriminative power). As it was 
not possible to obtain a statistic on a corpus which is not yet received, we have com-
puted a general weight (based on inverted document frequency measure) on a similar 
corpus from ad hoc track of CLEF 2005. 

We have also considered the importance of keywords and gave them a better 
weight than other topic words. 

We have given also an increased weight for proper names. This was a conclusion 
of CEA (Commissariat à l’Energie Atomique, is French gouvernment funded techno-
logical research  organisation.) in TREC 7, increasing the weight of proper names; 
enhance the performance of the filtering system. In fact, filtering systems are often 
used to track persons, companies or places. 

5.3   Weighting of the Intersection 

Topic words and their inferred words did not put together a big set of words. Links 
between original topic words and inferred ones were kept. We will now consider not 
the word intersection but the concept intersection. The original topic words and all the 
words inferred from it were considered as equivalent to represent a concept. The 
weight attributed to a concept was the minimum of the all words representing  
the concept. Weights were added to provide a relevant value to the intersection (i.e. to 
the topic). 
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6   Computation of a First Threshold 

As we have a relevant document in the topic, we computed the value of its intersec-
tion with the topic. This provided an upper value for the threshold. 

To obtain a sample of irrelevant documents we have considered that all the sample 
documents attached to other topics are irrelevant documents. In some cases when 
topics have some intersection between each other, this can be a good way to discrimi-
nate topics. 

We have chosen the greater value for the irrelevant example as the lowest limit for 
the threshold. 
The Threshold used at the beginning was set at lower value +85% of the difference 
between lower and upper threshold. 

7   Adaptations 

Three kinds of adaptation had been used: 
The first concerns the threshold. If a positive feedback is provided and at the same 

time the conceptual intersection value is lower than the previous upper threshold, the 
new one is used. If a negative feedback is given and the value is upper than the previ-
ous lower threshold, the new one is used. 

The second adaptation is devoted to add relevant vocabulary to the topic. As the 
fact that a word is in one relevant document is not a strong reason to consider it as a 
relevant word for the topic, we have considered, to eliminate hazard, that the presence 
of a word in two documents attested as relevant is necessary to add it into the topic 
word set. 

The weights of words (based on IDF computation) are updated... new words are 
added by the processing of entering document. 

8   Results and Discussion 

We cannot really compare our results with others teams results, because we were only 
two teams to participate in CLEF 2009 INFILE adaptive filtering task. The other team 
has used monolingual English to English techniques while we have used the cross 
lingual French to English approach and they have not processed the full data.  

Table 1. Results of interactive filtering 

Run Precision Recall F-Measure Utility Anticipation 

Cross lingual  
French-English

 
0.10 

 
0.45 

 
0.10 

 
0.07 

 
0.59 

Monolingual 
French-French 

 
0.05 

 
0.31 

 
0.06 

 
0.05 

 
0.53 
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There were more participants in the batch task than the adaptive filtering task but it 
was also monolingual English to English runs. Our results in French to English in 
adaptive task were comparable with their results. 

We have noticed that our bilingual English-French interactive filtering task's re-
sults were pretty good compared to monolingual French-French interactive filtering 
task's results. 

So we have paid more attention to improve the French to French results.  
According to the precision value, our filtering system's bandwidth was very large 

so we have not filtered very well noisy input documents , to bring our filter's band-
width  to a narrow acceptable value, we have established a population study of con-
cepts in the input document. 

The population study is based on a computation of the concentration of concepts in 
a limited zone, here a limited number of words from the input documents. 

This study was slightly beneficial because we have improved the value of our pre-
cision. Finally we have removed the monolingual reformulation from our system then 
we have better results.  

Table 2. Results after CLEF 2009 INFILE 

Run Precision Recall F-Measure Utility Anticipation 

 
CLEF 2009 INFILE 

 
0.05 

 
0.31 

 
0.06 

 
0.05 

 
0.53 

With Population studies   
0.12 

 
0.22 

 
0.11 

 
0.16 

 
0.35 

Population studies 
without 
reformulation 

 
0.23 

 
0.26 

 
0.15 

 
0.23 

 
0.37 

 
These results helped us to detect our problem of precision loose, for monolingual 

French – French adaptive filtering task. We have increased the precision of monolin-
gual French to French. We think the population study must provide better results on 
cross lingual French-English Task also. 

9   Conclusions 

To sum up, in this paper, we have described our participation of CLEF 2009 INFILE. 
We have added an extra component in order to reduce the noise from the input docu-
ments by analyzing words population. 

We have also reduced the noise provided from our French reformulation dictionary 
by simply not using the component of reformulation. This do not mean that monolin-
gual reformulation must not be used but this means that in our monolingual reformu-
lation dictionary there are more relations decreasing the precision than relations bring-
ing a better recall. A detailed study of this dictionary content and its influence on 
precision and recall is necessary. These two strategies are quite successful; we have 
enhanced the performance of our French to French monolingual filtering system.  
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Although, our results are better than the end of CLEF 2009 INFILE, we are still 
working on it to enhance our filtering performances. Because of this difference, the 
results obtained in cross language retrieval are more in line with the new monolingual 
one.  

Now to improve our results, we need to include the domain knowledge which is 
necessary to process queries where this knowledge is compulsory like for extending 
the concept of “international sport competition” by “Olympic games, European cup, 
world cup” and so on “doping drug” by the names of the drug. We intend to build up 
this domain knowledge by extracting it for the web. For example if you ask to a well 
known search engine the following query “doping drug list” you obtain as second 
document:” THE 2009 PROHIBITED LIST INTERNATIONAL STANDARD » 
which provides the full list of prohibited drugs. 
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Abstract. This paper describes an approach based on the use of Google

News1 as a source of information in order to generate a learning corpus

for an information filtering task. The INFILE (INformation FILtering

Evaluation) track of the CLEF (Cross-Lingual Evaluation Forum) 2009

campaign has been used as framework. The information filtering task

can be seen as a document classification task, so a supervised learning

scheme has been followed. Two learning corpora have been proved: one

using the text of the topics as learning data to train a classifier, and

another one where training data have been generated from Google News

pages, using the keywords of topics as queries. Results show that the use

of Google News for generating learning data does not improve the results

obtained using only topic descriptions as learning corpora.

1 Introduction

INFILE is a new track within the CLEF campaign that was proposed as pilot
track in 2008 [1]. Its purpose is to evaluate crosslingual adaptive filtering systems
[2]. Information filtering in the INFILE track is considered in the context of
competitive intelligence: in this context, the evaluation protocol of the campaign
has been designed with a particular attention to the context of use of filtering
systems by real professional users [3].

INFILE proposes two main tasks: the adaptive filtering task already proposed
in 2008 [1] and the new one proposed in 2009 about testing batch filtering systems
[3]. Both tasks are crosslingual: English, French and Arabic are available for
the documents and topics. The collection contains documents to be classified
according to 50 different topics, but no training samples are supplied. Each of
the 50 topics is described in a file with short a description text, a set of related
keywords and some other fields.

The experiments presented in this paper are based only on the batch filtering
task and using solely English texts. As a supervised learning approach is followed,
two learning corpora have been generated:
� http://sinai.ujaen.es
1 http://news.google.com/
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– one using the text of the topics as learning data to train a classifier (referred
as topics descriptions),

– and another one where training data has been generated from Google News
pages, using the keywords from topics as queries (referred as Google News
corpus).

The web has been extensively used as resource when dealing with different text
mining problems [4,6]. We have applied it in video retrieval and classification
[5,8].

This paper is organized as follows: Section 2 describes the approach followed
in this work. Then, in Section 3, experiments and results are shown. Finally, in
Section 4, the conclusions and further work are presented.

2 System Description

A traditional supervised learning scheme has been followed to solve the filtering
task. The difference between the two experiments submitted relies on the training
corpus used. One was on Google News entries and another on the descriptions
of the topics provided. These corpora have served as learning data for building a
model which was, thus, used for classifying every document into one of the fifty
different classes proposed. The learning algorithm was Support Vector Machines
(SVM) [7] on both experiments.

The Google News corpus was generated by querying Google News on each of
the topics keywords. If a topic is used as query in the Google News search engine,
the resulting list of web documents can be considered as representative samples
for that topic. This is the idea behind this corpus, where a total of 50 documents
per keyword in a topic were downloaded. The procedure for obtaining the web
documents was simple. The following URL was used to ask Google News for
each keyword:

http://news.google.com/news/search?hl=en&num=50&q=$keyword

Then, the returned http links were followed and retrieved as documents for this
corpus. For example, topic 101 contains the keywords doping, legislation doping,
athletes, doping substances and fight against doping. For each of these keywords,
50 links were retrieved, downloaded and their HTML cleaned out. In this way,
about 250 documents existed per topic.

For each learning corpus generated, a SVM model was trained on it. This is a
binary classifier turned into a multi-class classifier by training a different SVM
model per topic. The topic with the highest confidence was selected as label for
the incoming document and, therefore, the document was routed to that topic. It
is important to note here that a label was proposed for every one of all incoming
documents, that is, no document was left without one of the 50 labels (topics).
The results obtained have been compared to those where only provided texts on
topics were used as learning data.
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3 Experiments and Results

The experiments carried out in this paper are based on the batch filtering task
of INFILE and using English as source and target languages. Two learning cor-
pora have been used in the supervised scheme followed: topic descriptions and
corpus generated from Google News. Evaluation scores for these experiments are
presented in Table 1. Num rel refers to the total number of relevant documents
that were in the collection, that is, the number of documents that were actually
classified in any of the available topics. Num rel ret refers to the total number
of relevant (well classified) documents found by our system. It is important to
note that, from the total of 100,000 documents in the collection, only 1,597 were
related to a topic.

Table 1. Overall results for the experiments

Learning corpus Num rel Num rel ret Precision Recall F-score

Topics descriptions 1597 940 0.02 0.50 0.04

Google News 1597 196 0.01 0.08 0.01

The results obtained are discouraging: few relevant assignations are made.
In fact, the use of Google News as learning source leads to very poor results.
Both precision and recall are low, as can be seen in Table 1. Regarding the
precision, the use of topic descriptions as learning corpus doubles the precision
obtained using Google News as learning corpus. For recall, the improvement
obtained using topic descriptions as learning corpus is overly broad: 0.42 points
better than using Google News as learning corpus. Recall degradation is also
clear when using Google News. In the case of topic descriptions, a much better
value is obtained compared to the precision metric, that is, more documents
were correctly routed.

4 Conclusions and Further Work

In this work, a supervised learning approach has been followed for solving the
document filtering task. SVM has been chosen as learning algorithm. Two ex-
periments have been carried out. The difference between both is the learning
corpus used: topic descriptions and Google News.

Google News as a source of information for generating a learning corpus has
shown quite bad results. After inspecting this problematic learning corpus, we
found that huge amounts of useless text was not filtered. Therefore, we plan
to improve the quality of the data extracted from the web in order to avoid
undesirable side effects due to noisy content, i.e. web content (headers, footers,
links to other sections...) not related to the new itself. Therefore, a deeper work
on information extraction has to be performed.

Although the results obtained in this task are really very low in terms of
performance, it represents a challenge in text mining, as real data has been used,
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compared to previous too controlled corpora. We expect to continue our research
on this data, and analyze in depth the effect of incorporating web content in
filtering tasks.
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Abstract. The Clef–Ip track ran for the first time within Clef 2009.
The purpose of the track was twofold: to encourage and facilitate re-
search in the area of patent retrieval by providing a large clean data set
for experimentation; to create a large test collection of patents in the
three main European languages for the evaluation of cross–lingual infor-
mation access. The track focused on the task of prior art search. The
15 European teams who participated in the track deployed a rich range
of Information Retrieval techniques adapting them to this new specific
domain and task. A large-scale test collection for evaluation purposes
was created by exploiting patent citations.

1 Introduction

The Cross Language Evaluation Forum Clef1 originally arose from a work on
Cross Lingual Information Retrieval in the US Federal National Institute of
Standards and Technology Text Retrieval Conference Trec2 but has been run
separately since 2000. Each year since then a number of tasks on both cross–
lingual information retrieval (Clir) and monolingual information retrieval in
non–English languages have been run. In 2008 the Information Retrieval Facil-
ity (Irf) and Matrixware Information Services GmbH obtained the agreement
to run a track which allowed groups to assess their systems on a large collec-
tion of patent documents containing a mixture of English, French and German
documents derived from European Patent Office data. This became known as
the Clef–Ip track, which investigates IR techniques in the Intellectual Property
domain of patents.

One main requirement for a patent to be granted is that the invention it
describes should be novel: that is there should be no earlier patent or other
publication describing the invention. The novelty breaking document can be
published anywhere in any language. Hence when a person undertakes a search,
for example to determine whether an idea is potentially patentable, or to try to
1 http://www.clef-campaign.org
2 http://trec.nist.gov

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 385–409, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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prove a patent should not have been granted (a so-called opposition search), the
search is inherently cross–lingual, especially if it is exhaustive.

The patent system allows inventors a monopoly on the use of their inven-
tion for a fixed period of time in return for public disclosure of the invention.
Furthermore, the patent system is a major underpinning of the company value
in a number of industries, which makes patent retrieval an important economic
activity.

Although there is important previous academic research work on patent re-
trieval (see for example the Acm Sigir 2000 Workshop [11] or more recently the
Ntcir workshop series [6], there was little work involving non–English European
Languages and participation by European groups was low. Clef–Ip grew out of
desire to promote such European research work and also to encourage academic
use of a large clean collection of patents being made available to researchers by
Matrixware (through the Information Retrieval Facility).

Clef–Ip has been a major success. For the first time a large number of Euro-
pean groups (15) have been working on a patent corpus of significant size within
an integrated and single IR evaluation collection. Although it would be unrea-
sonable to pretend the work is beyond criticism it does represent a significant
step forward for both IR community and patent searchers.

The usual outcome of an evaluation track is a test collection that can be
used for comparing retrieval techniques. A test collection traditionally consists
of three sets of data:

– target data
– topics
– relevance assessments

Relevance assessments are subsets of the target data set that fulfill the informa-
tion needs represented by the topics. They are relative to a well–defined task or
information need. The main task in Clef–Ip was to find prior art for a given
patent. This task is in principle similar to an ad–hoc search but its name was
motivated by the fact that relevance assessments used by the track consisted
in the patent documents cited as prior art in search reports. This method for
automatically generating test collections for patent retrieval is described in [7].
Notwithstanding the bias introduced by this particular choice of relevance as-
sessments that will require some additional investigation, having a large number
of such assessments available made it possible to carry out an automatic eval-
uation on a reasonably large set of topics. Manual assessments are costly and
especially for patents they are not only time–consuming but they require the
specialized domain expertise that only a professional patent searcher has.

While deciding on how to generate relevance assessments, we also consid-
ered the possibility of exploiting some social assessment platform such as the
one launched by the Uspto PeerToPatent project3 and endorsed by the Linux
foundation’s OSAPA initiative4. Such an experimental approach for obtaining
3 http://www.peertopatent.org
4 http://www.linuxfoundation.org/programs/legal/osapa

http://www.peertopatent.org
http://www.linuxfoundation.org/programs/legal/osapa
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relevance assessments did not fit into the track’s time frame, however it might
be reconsidered as a viable alternative in the future.

Having prior art citations available as relevance assessments for a large number
of patents allowed us to concentrate on some criteria for the selection of the topics
to be used in the final collection. These criteria were of statistical nature as well
as concerning the quality of the patent documents available. The considerations
that led to the final choice of topics are described in [15].

The Clef–Ip target data set where prior art documents were to be found
consisted in approximately 2 million patent documents corresponding to 1 mil-
lion individual patents. The set was restricted to European patents because they
provide a good assortment of languages. In fact, any patent that is granted by
the European Patent Office has to include a translation of the claims in all three
official Epo languages (English, German, and French). The choice of granted
patent documents as topics was also motivated by the fact that they would
provide a parallel corpus in three languages on which to compare retrieval effec-
tiveness for different languages. This choice has later been contested by patent
experts who associate prior art searches with patent applications and not with
granted patents. Therefore, future tracks will have patent application documents
as targets for the prior art search task.

The number of participants is good for a newly established track and it shows
that there is a rising interest in the IR community in tackling the challenge of
patent search. Patent search is a task that requires a deep know–how about the
patent domain and it is clear that the more the patent system is understood
the better this know–how can be translated into automated retrieval strategies.
Track participants were faced among others with questions such as:

– which textual fields to index (title, abstract, claims, description)?
– out of which fields to extract query terms?
– how to select or generate query terms?
– how to exploit metadata (classification codes, authors, citations)?

In addition to the new search task, the large amount of data—not customary for
a Clef track—constituted an additional challenge for the participating teams
and stimulated them to consider performance issues for their implementations.

A wide range of Information Retrieval techniques was adopted by the partic-
ipating teams for tackling the prior art search task. By looking at the results it
is evident that an in–depth knowledge of the patent domain and of the patent
search process can be translated into highly customized retrieval strategies that
lead to optimal results. The most interesting mixture of techniques—meant to
mimic a real patent searching process—was implemented by the Humboldt Uni-
versity’s team and we believe that their approach will be a model for next year’s
competition. Some of the most successful retrieval strategies adopted by track’s
participants are the use of non–textual elements of patents provided in form
of meta–data (e. g. classification codes, priority information), machine learning
techniques and enrichment of the text data with the help of thesauri and con-
cept databases. Multi–linguality was not the main focus of participants for the
first year. This maybe partly due to the fact that this aspect of the search was



388 G. Roda et al.

not stressed enough. A different balance of languages in next year’s topics might
encourage participants to focus on the use of multi–lingual indexing and trans-
lations of query terms, which we believe will lead to an improvement of overall
results.

Being aware that a single query–and–result set will by no means be repre-
sentative of a typical patent search process, we adopted for evaluation standard
measures such as precision, recall, MAP, and nDCG. Additionally, we carried
out some investigations on the significance of the experimental results obtained
from our evaluation.

In addition to the automatic evaluation, we had a dozen topics manually
assessed by patent experts. The fact that prior art citations are relative to
patent applications while queries were generated from documents correspond-
ing to granted patents generated some ambiguities and we could not exploit the
results obtained by this second type of evaluation. However, the interaction with
the patent experts community improved over time and brought to a mutual un-
derstanding of methods and goals that will be useful in defining future evaluation
tasks.

Structure of the paper. Section 2 describes in detail target data (2.1), tasks
and topics (2.2), and how relevance assessments were obtained (2.3). The gen-
eration of relevance assessments for the Clef–Ip test collection was done in
a completely automatic fashion using the prior art items (citations) found in
search reports. This approach allowed us to produce a test collection with a
large number of topics that has many advantages for experimenting and com-
paring results. The limits of this methodology and some suggestions on how to
generalize it in forthcoming tracks are discussed in Section 5.

Section 3 deals with participants, runs submitted and techniques adopted
for the search task. After a short description of the Alfresco-based submission
system (3.1), in 3.2 we list participants and the experiments they submitted
summarizing their participants’ contributions and providing a catalogue of all
techniques adopted for the track.

Section 4 deals with the evaluation results. In 4.1 measures used and summary
result tables are presented. We did some additional analysis on the evaluation
results: correlation among different size bundles (4.2) and some consideration on
statistical significance (4.2) of our measurings.

Finally, in Section 5 we discuss lessons learned and plans for future tracks and
conclude the paper with an epilogue (Section 6).

2 The CLEF-IP Patent Test Collection

2.1 Document Collection

The Clef–Ip track had at its disposal a collection of patent documents pub-
lished between 1978 and 2006 at the European Patent Office (Epo). The whole
collection consists of approximately 1.6 million individual patents. As suggested
in [7], we split the available data into two parts
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1. the test collection corpus (or target dataset)—all documents with publi-
cation date between 1985 and 2000 (1,958,955 patent documents pertaining
to 1,022,388 patents, 75Gb);

2. the pool for topic selection—all documents with publication date from
2001 to 2006 (712,889 patent documents pertaining to 518,035 patents,
25Gb).

Patents published prior to 1985 were excluded from the outset, as before this
year many documents were not filed in electronic form and the optical character
recognition software that was used to digitize the documents produced noisy
data. The upper limit, 2006, was induced by our data provider—a commercial
institution—which, at the time the track was agreed on, had not made more
recent documents available.

Patent documents, provided in the Xml format, are structured documents
consisting of four major sections: bibliographic data, abstract, description and
claims. Non–linguistic parts of patents like technical drawings, tables of formulas
were left out which put the focus of this years track on the (multi)lingual aspect
of patent retrieval: Epo patents are written in one of the three official languages
English, German and French. 69% of the documents in the Clef–Ip collection
have English as their main language, 23% German and 7% French. The claims
of a granted patent are available in all 3 languages and also other sections,
especially the title are given in several languages. That means the document
collection itself is multilingual, with the different text sections being labeled
with a language code.

Patent documents and kind codes. In general, to one patent are associated
several patent documents published at different stages of the patent’s life–cycle.
Each document is marked with a kind code that specifies the stage it was pub-
lished in. The kind code is denoted by a letter possibly followed by a one–digit
numerical code that gives additional information on the nature of the document.
In the case of the Epo, “A” stands for a patent’s application stage and “B” for
a patent’s granted stage, “B1” denotes a patent specification and “B2” a later,
amended version of the patent specification5.

Characteristic to the Clef–Ip patent document collection is that files corre-
sponding to patent documents published at various stages need not contain the
whole data pertinent to a patent. For example, a “B1” document of a patent granted
by the Epo contains, among other, the title, the description, and the claims in
three languages (English, German, French), but it usually does not contain an
abstract, while an “A2” document contains the original patent application (in one
language) but no citation information except the one provided by the applicant.6

5 For a complete list of kind codes used by various patent offices see
http://tinyurl.com/EPO-kindcodes

6 It is not in the scope of this paper to discuss the origins of the content in the Epo
patent documents. We only note that applications to the Epo may originate from
patents granted by other patent offices, in which case the Epomay publish patent
documents with incomplete content, referring to the original patent.

http://tinyurl.com/EPO-kindcodes
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The Clef–Ip collection was delivered to the participants “as is”, without
joining the documents related to the same patent into one document. Since the
objective of a search are patents (identified by patent numbers, without kind
code), it is up to the participants to collate multiple retrieved documents for a
single patent into one result.

2.2 Tasks and Topics

The goal of the Clef–Ip tasks consisted in finding prior art for a patent. The
tasks mimic an important real–life scenario of an IP search professional. Per-
formed at various stages of the patent life–cycle, prior art search is one of the
most common search types and a critical activity in the patent domain. Before
applying for a patent, inventors perform a such a search to determine whether
the invention fulfills the requirement of novelty and to formulate the claims as to
not conflict with existing prior art. During the application procedure, a prior art
search is executed by patent examiners at the respective patent office, in order
to determine the patentability of an application by uncovering relevant material
published prior to the filing date of the application. Finally parties that try to
oppose a granted patent use this kind of search to unveil prior art that invalidates
patents claims of originality.

For detailed information on information sources in patents and patent search-
ing see [3] and [9].

Tasks. Participants were provided with sets of patents from the topic pool and
asked to return all patents in the collection which constituted prior art for the
given topic patents. Participants could choose among different topic sets of sizes
ranging from 500 to 10000.

The general goal in Clef–Ip was to find prior art for a given topic patent. We
proposed one main task and three optional language subtasks. For the language
subtasks a different topic representation was adopted that allowed to focus on
the impact of the language used for query formulation.

The main task of the track did not restrict the language used for retrieving
documents. Participants were allowed to exploit the multilinguality of the patent
topics.

The three optional subtasks were dedicated to cross–lingual search. According
to Rule 71(3) of the European Patent Convention [1], European granted patents
must contain claims in the three official languages of the European Patent Office
(English, French, and German). This data is well–suited for investigating the
effect of languages in the retrieval of prior art. In the three parallel multi–lingual
subtasks topics are represented by title and claims, in the respective language,
extracted from the same “B1” patent document. Participants were presented the
same patents as in the main task, but with textual parts (title, claims) only in
one language. The usage of bibliographic data, e.g. Ipc classes was allowed.
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Topic representation. In Clef–Ip a topic is itself a patent. Since patents
come in several version corresponding to the different stages of the patent’s life–
cycle, we were faced with the problem of how to best represent a patent topic.

A patent examiner initiates a prior art search with a full patent application,
hence one could think about taking highest version of the patent application’s file
would be best for simulating a real search task. However such a choice would have
led to a large number of topics with missing fields. For instance, for EuroPCTs
patents (currently about 70% of EP applications are EuroPCTs) whose PCT
predecessor was published in English, French or German, the application files
contain only bibliographic data (no abstract and no description or claims).

In order to overcome these shortcomings of the data, we decided to assemble
a virtual “patent application file” to be used as a topic by starting from the “B1”
document. If the abstract was missing in the B1 document we added it from the
most current document where the abstract was included. Finally we removed
citation information from the bibliographical content of the patent document.

Topic selection. Since relevance assessments were generated by exploiting ex-
isting manually created information (see section 2.3) Clef–Ip had a topic pool
of hundreds of thousands of patents at hand. Evaluation platforms usually strive
to evaluate against large numbers of topics, as robustness and reliability of the
evaluation results increase with the number of topics [18] [19]. This is especially
true when relevance judgments are not complete and the number of relevant doc-
uments per topic is very small as is the case in Clef–Ip where each topic has on
average only 6 relevant documents. In order to maximize the number of topics
while still allowing also groups with less computational resources to participate,
four different topic bundles were assembled that differed in the number of topics.
For each task participants could chose between the topics set S (500 topics), M
(1,000 topics), L (5,000 topics), and XL (10,000 topics) with the smaller sets
being subsets of the larger ones. Participants were asked to submit results for
the largest of the 4 sets they were able to process.

From the initial pool of 500, 000 potential topics, candidate topics were se-
lected according to the following criteria:

1. availability of granted patent
2. full text description available
3. at least three citations
4. at least one highly relevant citation

The first criteria restricts the pool of candidate topics to those patents for which
a granted patent is available. This restriction was imposed in order to guarantee
that each topic would include claims in the three official languages of the Epo:
German, English and French. In this fashion, we are also able to provide topics
that can be used for parallel multi–lingual tasks. Still, not all patent documents
corresponding to granted patents contained a full text description. Hence we
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imposed this additional requirement on a topic. Starting from a topics pool of
approximately 500,000 patents, we were left with almost 16,000 patents fulfilling
the above requirements. From these patents, we randomly selected 10,000 topics,
which bundled in four subsets constitute the final topic sets. In the same manner
500 topics were chosen which together with relevance assessments were provided
to the participants as training set.

For an in–depth discussion of topic selection for Clef–Ip see [15].

2.3 Relevance Assessment Methodology

This section describes the two types of relevance assessments used in Clef–Ip
2009: (1) assessments automatically extracted from patent citations as well as
(2) manual assessments done by volunteering patent experts.

Patent Family 1

Patent
11

(Source 
Patent)

Patent
1k

Patent Family m

Patent
m 1

Patent
m k

Patent Family 2

Patent
21

Patent
22

Patent
2k

Patent
m 2

Type1: Direct Citation of the source patent

Type3: Family Member of Type1 Citation

Type2: Direct Citation from family member of the source patent

Type4: Family Member of Type2 Citation

...

...

......

1

2 m

Fig. 1. Patent citation extension used in CLEF-IP09

Automatic Relevance Assessment. A common challenge in IR evaluation is
the creation of ground truth data against which to evaluate retrieval systems. The
common procedure of pooling and manual assessment is very labor–intensive. Vol-
untary assessors are difficult to find, especially when expert knowledge is required
as is the case of the patent field. Researchers in the field of patents and prior art
search, however, are in the lucky position of already having partial ground truth
at hand: patent citations.
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Citations are extracted from several sources:

1. applicant’s disclosure : some patent offices (e.g. Uspto) require applicants
to disclose all known relevant publications when applying for a patent;

2. patent office search report : each patent office will do a search for prior art
to judge the novelty of a patent;

3. opposition procedures : often enough, a company will monitor granted patents
of its competitors and, if possible, file an opposition procedure (i.e. a claim
that a granted patent is not actually novel).

There are two major advantages of extracting ground truth from citations. First
citations are established by members of the patent offices, applicants and patent
attorneys, in short by highly qualified people. Second, search reports are publicly
available and are made for any patent application, which leads to a huge set of
assessment material that allows the track organizers to scale the set of topics
easily and automatically.

Methodology. The general method for generating relevance assessments from
patent citations is described in [7]. This idea had already been exploited at the
Ntcir workshop series7. Further discussions at the 1st Irf Symposium in 2007
8 led to a clearer formalization of the method.

For Clef–Ip 2009 we used an extended list of citations that includes not only
patents cited directly by the patent topic, but also patents cited by patent family
members and family members of cited patents. By means of patent families we
were able to increase the number of citations by a factor of seven. Figure 1
illustrates the process of gathering direct and extended citations.

A patent family consists of patents granted by different patent authorities but
related to the same invention (one also says that all patents in a family share the
same priority data). For Clef–Ip this close (also called simple) patent family
definition was applied, as opposed to the extended patent family definition which
also includes patents related via a split of one patent application into two or more
patents. Figure 1 (from [12]) illustrates an example of extended families.

In the process of gathering citations, patents from ∼ 70 different patent offices
(including Uspto, Sipo, Jpo, etc.) were considered. Out of the resulting lists
of citations all non–Epo patents were discarded as they were not present in the
target data set and thus not relevant to our track.

Characteristics of patent citations as relevance judgments. What is to
be noted when using citations lists as relevant judgments is that:

– citations have different degrees of relevancy (e.g. sometimes applicants cite
not really relevant patents). This can be spotted easily by the citation labels
as coming from applicant or from examiner. Patent experts advise to choose
patents with less than 25–30 citations coming from the applicant.

7 http://research.nii.ac.jp/ntcir/
8 http://www.ir-facility.org/events/irf-symposium/2007

http://research.nii.ac.jp/ntcir/
http://www.ir-facility.org/events/irf-symposium/2007
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Fig. 2. Example for close and extended patent families. Source: OECD ([12]).

– the lists are incomplete: even though, by considering patent families and op-
position procedures, we obtained fairly good lists of judgments, the nature
of the search is such that it often stops when it finds one or only a few
documents that are very relevant for the patent. The Guidelines for exami-
nation in the Epo [2] prescribe that if the search results in several documents
of equal relevance, the search report should normally contain no more than
one of them. This means that we have incomplete recall bases which must be
taken into account when interpreting the evaluation results presented here.

Further automatic methods. We show here possible ways of extending the
set of relevance judgements. These sources have not been used in the current
evaluation procedure as they seem to be less reliable indicators of relevancy.
Nevertheless they are interesting avenues to consider in the future, which is why
they are mentioned here:

A list of citations can be expanded by looking at patents cited by the cited
patents, assuming some level of transitivity of the ‘citation’ relation. It is however
arguable how relevant a patent C is to patent A if we have something like A cites
B and B cites C. Moreover, such a judgment cannot be done automatically.

In addition, a number of patent specific features can be used to identify po-
tentially relevant documents: co–authorship (in this case “co-inventorship”), if
we assume that an inventor generally has one area of research, co–ownership if
we assume that a company specializes in one field, or co–classification if two
patents are classified in the same class according to one of the different classifi-
cation models at different patent offices.

Recently, a new approach for extracting prior art items from citations has
been presented in [17].
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Manual Relevance Assessment by Patent Experts. A number of patent
experts were contacted to do manual assessments for a small part of the track’s
experimental results. Finding a commong language to relate the project’s goals
and procedures was not an easy task, nor was it motivating them to invest some
time for this assessment activity. Nevertheless, a total of 7 experts agreed to
assess the relevance of retrieved patents for one or more topics that were chosen
out of our collection according to their area of expertise. A limit of around 200
retrieved patents to assess seemed to provide an acceptable amount of work.
This limit allowed us to pool experimental data up to depth 20.

The engagement of patent experts resulted in 12 topics assessed up to rank
20 for all runs. A total of 3140 retrieval results were assessed with an average
of 264 results per topic. In Section 4 we report on the results obtained by using
this additional small set of data for evaluation.

3 Submissions

Clef–Ip relied on a Web–based system implemented on Alfresco for the sub-
mission of experiments. The 14 participating teams contributed a total of 70
experiments. In this section we summarize the work of the track’s participants
on the Clef–Ip challenge.

3.1 Submission System

Clear and detailed guidelines together with automated format checks are critical
in managing large-scale experimentations.

For the upload and verification of runs a track management system was de-
veloped based on the open source document management system Alfresco9 and
the web interface Docasu10. The system provides an easy-to-use Web-frontend
that allows participants to upload and download runs and any other type of file
(e.g. descriptions of the runs). The system offers version control as well as a
number of syntactical correctness tests. The validation process that is triggered
on submission of a run returns a detailed description of the problematic content.
This is added as an annotation to the run and is displayed in the user interface.
Most format errors were therefore detected automatically and corrected by the
participants themselves. Still one error type passed the validation and made the
postprocessing of some runs necessary: patents listed as relevant on several dif-
ferent ranks for the same topic patent. Such duplicate entries were filtered out
by us before evaluation.

3.2 Description of Submitted Runs

A total of 70 experiments from 14 different teams and 15 participating insti-
tutions (the University of Tampere and Sics joined forces) was submitted to
9 http://www.alfresco.com/

10 http://docasu.sourceforge.net/

http://www.alfresco.com/
http://docasu.sourceforge.net/
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Table 1. List of active participants and runs submitted

Id Institution Tasks Sizes Runs
Tud Tech. Univ. Darmstadt, Dept. of CS, Ubiquitous

Knowledge Processing Lab
DE Main,En,

De, Fr
s(4),m(4),
l(4),xl(4)

16

UniNe Univ. Neuchatel - Computer Science CH Main s(7),xl(1) 8
uscom Santiago de Compostela Univ. - Dept. Electronica

y Computacion
ES Main s(8) 8

Utasics University of Tampere - Info Studies &
Interactive Media and Swedish Institute of
Computer Science

FI
SE

Main xl(8) 8

clefip-ug Glasgow Univ. - IR Group Keith UK Main m(4),xl(1) 5
clefip-unige Geneva Univ. - Centre Universitaire

d’Informatique
CH Main xl(5) 5

cwi Centrum Wiskunde & Informatica - Interactive
Information Access

NL Main m(1),xl(4) 4

hcuge Geneva Univ. Hospitals - Service of Medical
Informatics

CH Main,En,
De, Fr

m(3),xl(1) 4

humb Humboldt Univ. - Dept. of German Language and
Linguistics

DE Main,En,
De, Fr

xl(4) 4

clefip-dcu Dublin City Univ. - School of Computing IR Main xl(3) 4
clefip-run Radboud Univ. Nijmegen - Centre for Language

Studies & Speech Technologies
NL Main, En s(2) 1

Hildesheim Hildesheim Univ. - Information Systems &
Machine Learning Lab

DE Main s(1) 1

Nlel Technical Univ. Valencia - Natural Language
Engineering

ES Main s(1) 1

Uaic Al. I. Cuza University of Iasi - Natural Language
Processing

RO EN s(1) 1

Clef–Ip 2009. Table 1 contains a list of all submitted runs. Experiments ranged
over all proposed tasks (one main task and three language tasks) and over three
(S, M, XL) of the proposed task sizes.

To have an overview of the techniques used at Clef–Ip 2009, we looked at
how participants approached:

– indexing of the target data
– query generation and ranking of retrieved items

Tables 2 and 3 present at–a–glance a summary of all employed indexing and
retrieval methods and, respectively, patent fields used for indexing and query for-
mulation. More details on the participants’ approaches are provided in
Tables 7 (indexing) and 8 (querying and ranking) in the Appendix.

In Table 2, we marked the usage of some kind of automated translation (MT)
in the second column. Methods used for selecting query terms are listed in the
third column. As Clef–Ip topics are whole patent documents, many partici-
pants found it necessary to apply some kind of term selection in order to limit
the number of terms in the query. Methods for term selection based on term
weighting are shown here while pre–selection based on patent fields is shown
separately in Table 3. Given that each patent document could contain fields in
up to three languages, some participants chose to build separate indexes per
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Table 2. Index and query formation overview

Group-Id MT Term
selection

Indexes Ranking System

cwi - tf–idf ? boolean,
bm25

MonetDB,
XQuery,
SQL queries

clefip–dcu - none one English only Indri Indri
hcuge x none ? bm25 Terrier
Hildesheim - none one English, one German ? Lucene
humb x ? one per language, one phrase in-

dex for English, cross–lingual con-
cept index

kl, bm25 Patatras

Nlel - random
walks

mixed language passage index, per
year and language

passage simi-
larity

Jirs

clefip–run - none one English only tf–idf Lemur
Tud - none one per language, one for Ipc tf–idf Lucene
Uaic - none one mixed language index (split in

4 indexes for performance reasons)
Lucene

clefip–ug - tf–idf one mixed language bm25, cosine IndriLemur
clefip–unige - ? one English only tf–idf, bm25,

Fast
?

UniNE - tf–idf one mixed language index tf–idf, bm25,
Dfr

?

uscom - tf–idf one mixed language index bm25 IndriLemur
Utasics x ratf, tf–idf 1 per language, 1 for Ipc Indri based IndriLemur

language, while others generated one mixed–language index or used text fields
only in one languages discarding information given in the other languages. The
granularity of the index varied, too, as some participants chose to concatenate
all text fields into one index, while others indexed different fields separately. In
addition several special indexes like phrase or passage indexes, concept indexes
and Ipc indexes were used. A summary on which indexes were built and which
ranking models were applied is given in Table 2.

As can be seen in Table 3, the text fields title, claims, abstract and description
were used most often. Among the bibliographic fields Ipc was the field exploited
most, it was used either as post-processing filter or as part of the query. Only two
groups used the citation information that was present in the document set. Other
very patent-specific information like priority, applicant, inventor information was
only rarely used.

As this was the first year for Clef–Ip many participants were absorbed with
understanding the data and task and getting the system running. The Clef–Ip
track presented several major challenges

– a new retrieval domain (patents) and task (prior art);
– the large size of the collection;
– the special language used in patents (participants had not only to deal with

German, English and French text but also with the specialities of patent-
specific language);
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Table 3. Fields used in indexing and query formulation

Fields used in index Fields used in query
Group-Id Ipc title claims abs desc title claims abs desc Other
cwi x x x x x x x x x -
clefip–dcu x x x x x x x x x -
hcuge x x x x x x x x x citations
Hildesheim - x x - - x x - - -
humb x x x x x x x x x citations, priority, applicant, Ecla
Nlel - x - x x x - x - -
clefip–run - - x - - - x - - -
Tud x x x x x x x - - -
Uaic - x x x x x x x x -
clefip–ug x x x x x x x x x -
clefip–unige x x x x - x x x x applicant, inventor
UniNE x x x x x x x x x -
uscom x x x x x x x x x -
Utasics x x x x x x x x x -

– the large size of topic representations (while in most Clef tracks a topic
consists of few selected query words, for Clef–Ip a topic consists of a whole
patent document).

Concerning cross–linguality: not all participants focused on the multilingual na-
ture of the Clef–Ip document collection. In most cases they used only data in
one specific language or implemented several monolingual retrieval systems and
merged their results. Two groups made use of machine translation: Utasics
used Google translate in the Main task to make patent-fields available in all
three languages. They report that using the Google translation engine actually
deteriorated their results. hcuge used Google translate to generate the fields
in the missing languages in the monolingual tasks. humb applied cross-lingual
concept tagging.

Several teams integrated patent–specific know–how in their retrieval systems
by using:

classification information Ipc and Ecla were found most helpful. Several
participants used the Ipc class in their query formulation as a post-ranking
filter criterium. While using Ipc classes to filter out generally improves the
retrieval results but it also makes it impossible to retrieve relevant patents
that don’t share an Ipc class with the topic.

citations the citation information included in the patent corpus was exploited
by hcuge and humb.

bibliographic data further bibliographic data such as inventor, applicant, pri-
ority information was exploited only by humb.
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Fig. 3. MAP, Precision@100 and Recall@100 of best run/participant (S)

4 Evaluation

Being aware that the desired result of a patent search is usually given by the
combination of several search results, we evaluated the experiments computing
some of the most commonly used metrics for IR effectiveness evaluation. The high
recall that a prior art search should ultimately deliver is usually obtained through
an interactive process that was beyond the scope of this year’s investigation.

In addition to the raw measures, we also present here the results of some
additional analysis of the results: a correlation analysis for the different topic size
bundles showing that the rankings of the systems obtained with different topic
sizes can be considered equivalent; a permutation test that shows that not all
differences among systems are statistically significant. Furthermore, we started
investigating the features that make certain citations harder to find than others
with the ultimate goal of being able to make some prediction on the hardness
of a given topic. While 13% of the topics contained just title and bibliographic
data, we observed that these were not the only topics for which most retrieval
methods were unsuccessful. This investigation is ongoing work.

Finally, we mention the results obtained with the manually assessed topics.
These assessments obtained from patent experts were meant to provide some clues
on the completeness of the automatically generated set of relevance assessments.

4.1 Measurements

The complete collection of measured values for all evaluation bundles is pro-
vided in the Clef–Ip 2009 Evaluation Summary ([13]). Detailed tables for the
manually assessed patents are provided in a separate report ([14]).

After minor data format corrections, we created experiment bundles based on
size and task. For each experiment we computed 10 standard IR measures:

– Precision, Precision@5, Precision@10, Precision@100
– Recall, Recall@5, Recall@10, Recall@100
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Table 4. MAP, Precision@100, Recall@100 of best run/participant (S)

Group–Id Run–Id MAP Recall@100 Precision@100
humb 1 0.2714 0.57996 0.0317
hcuge BiTeM 0.1145 0.40479 0.0238
uscom BM25bt 0.1133 0.36100 0.0213
UTASICS all–ratf–ipcr 0.1096 0.36626 0.0208
UniNE strat3 0.1024 0.34182 0.0201
TUD 800noTitle 0.0975 0.42202 0.0237
clefip–dcu Filtered2 0.0913 0.35309 0.0208
clefip–unige RUN3 0.0900 0.29790 0.0172
clefip–ug infdocfreqCosEnglishTerms 0.0715 0.24470 0.0152
cwi categorybm25 0.0697 0.29386 0.0172
clefip–run ClaimsBOW 0.0540 0.22015 0.0129
NLEL MethodA 0.0289 0.11866 0.0076
UAIC MethodAnew 0.0094 0.03420 0.0023
Hildesheim MethodAnew 0.0031 0.02340 0.0011

– MAP
– nDCG (with a reduction factor given by a logarithm in base 10).

All computations were done with Soire, a software for IR evaluation based
on a service–oriented architecture ([4]). Results were double–checked against
trec_eval11, the standard program for evaluation used in the Trec evalua-
tion campaign, except for nDCG for which, at the time of the evaluation, no
implementation was publicly available. We note, here, that the nDCG version
implemented in Soire did not take into account a cumulated gain, as described
in [10]. We believe that the nDCG version we used considers that the user will
always be happy to get a relevant document, but it will be more tired, the more
documents she has to look at.

MAP, recall@100 and precision@100 of the best run for each participant are
listed in Table 4 and illustrated in Figure 3. The values shown are those computed
for the small topic set. The MAP values range from 0.0031 to 0.27 and are quite
low in comparison with other Clef tracks. There are three considerations that
have to be made concerning these low precision values.

Firstly, it must be noted that the average topic had 6 relevant documents,
meaning that the upper boundary for precision@100 was at 0.06.

Furthermore, these low values are in part due to the incompleteness of the
automatically generated set of relevance assessments: some of the target citations
were in fact almost impossible to find since they contained no textual fields
except for the patent’s title or just title and abstract.

Last but not least, the low values reflect the difficulty of the patent retrieval
task.

11 http://trec.nist.gov/trec_eval

http://trec.nist.gov/trec_eval
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4.2 Analysis of Results

Correlation analysis In order to see whether the evaluations obtained with
the three different bundle sizes (S, M, XL) could be considered equivalent we
did a correlation analysis comparing the vectors of MAPs computed for each of
the bundles.

Table 5. Correlations of systems rankings for MAP

Correlation #runs τ ρ

M vs XL 24 0.9203 0.9977
S vs M 29 0.9160 0.9970
S vs XL 24 0.9058 0.9947

XL vs ManXL 24 0.5 0.7760
M vs ManM 29 0.6228 0.8622
S vs ManS 48 0.4066 0.7031

In addition to that, we also evaluated the results obtained by the track’s
participants for the 12 patents that were manually assessed by patent experts.
We evaluated the runs from three bundles extracting only the 12 patents (when
present) from each runfile. We called these three extra-small evaluation bundles
and named them ManS, ManM, ManXL. Table 5 lists Kendall’s τ and Spear-
man’s ρ values for all compared rankings.

Figures 4 and 5 illustrate the correlation between pairs of bundles together
with the best least–squares linear fit.
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Fig. 4. Correlation of rankings by MAP: comparison of XL, M, S bundles

The rankings obtained with topic sets S, M, and L are highly correlated,
suggesting that the three bundles an be considered equivalent for evaluation
purposes. As expected, the correlation between S, M, XL and the respective
ManS, ManM, ManXL rankings by MAP drops drastically.

It must however be noted that the limited number of patents in the manual
assessment bundle (12) is not sufficient for drawing any conclusion. We hope to
be able to collect more data in the future in order to assess the quality of our
automatically generated test collection.
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Fig. 5. Correlation of rankings by MAP: bundles XL, M, S versus manual relevance
assessments (≤ 12 topics)

Some remarks on the manually assessed patents. Patent experts marked
in average 8 of the proposed patents as relevant to the topic patent. For a
comparison:

– 5.4 is the average number of citations for the 12 topic patents that were
assessed manually;

– for the whole collection, there are in average 6 citations per patent.

Furthermore, some of the automatically extracted citations (13 out of 34) were
marked as not relevant by patent experts. In order to have some meaningful
results a larger set of data and an agreement on the concept of relevance are
needed.

Statistical significance of evaluation results. In order to determine the
statistical significance of our evaluation results we ran a Fisher’s permutation
(or randomization) test as proposed in [16]. We ran the test only on the small
bundle of runs. This additional analysis allowed us to detect those differences
that are statistically significant with a 95% confidence (p = 0.05).

In Table 6 MAPs of the best run for each participant are listed and whenever
no significant difference was observed the columns are grouped together. Note
that by increasing the significance level a bit - for instance for p = 0.1 - the
second grouping from the left (UTASICS–UniNe) would disappear.

Table 6. Runs for which no statistically significant difference was detected (p ≥ 0.05)

Group–Id Run–Id p Group–Id Run–Id
clefip–unige RUN1 0.17275 TUD 800noTitle

hcuge BiTeM 0.85141 uscom BM25bt
hcuge BiTeM 0.40999 UTASICS all-ratf-GT-ipcr
TUD 800noTitle 0.41601 UniNE strat3

UniNE strat3 0.07783 UTASICS all-ratf-GT-ipcr
uscom BM25bt 0.4258 UTASICS all-ratf-GT-ipcr
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Fig. 6. MAP, Precision@100 and Recall@100 of best run/participant (S)

5 Lessons Learned and Plans for 2010

The patent search task was a brand new challenge for both organizers and track
participants. All beginnings are difficult, but we believe that we made a good
step forward in understanding the intricacies of patent retrieval and in learning
how to adapt Information Retrieval to tackle this challenge. The communication
with patent professionals was difficult in the beginning but it improved over
time; their contribution is essential for ensuring the plausibility of the Clef–Ip
evaluation track.

The prior art search task must target patent applications as sources for topics,
since patent citations refer to application documents. Clef–Ip 2009 used granted
patents as the main topic source with the intent to have a topic set with parallel,
multilingual content. As it turned out, from an IP expert’s point of view, patent
applications and granted patents differ significantly when confronted with the
patent application’s citations.

In the evaluation, we included family members in the set of extended cita-
tions. While these can be considered prior art items, they do not really improve
retrieval effectiveness because, for a patent searcher, members of the same patent
family are equivalent. This issue should be considered when evaluating results
by measuring one single hit per family.
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One interesting extension of the patent citations methodology would be to
consider forward citations for finding relevant documents. This is apparently
a commonly adopted method among patent search professionals. The resulting
set of relevance assessments would clearly contain items of lower relevance and
it would be interesting to see what is the trade-off (more relevant versus more
irrelevant patent documents) of such an enlarged set of relevance assessments.

In the 2009 collection only patent documents with data in French, English
and German were included. One area in which to extend the track would be to
provide additional patent data in more European languages.

Clef–Ip chose topics at random from the topics pool, thus topics have the
same distribution of languages as in the data pool (70%, 23%, 7% documents
respectively in English, German, French). In order to compare language-specific
retrieval techniques, an even distribution of topics among languages would allow
a fairer comparison.

Patents are organized in what are known as “patent families”. A patent might
be originally filed in France in French, and then subsequently to ease enforcement
of that patent in the United States a related patent might be filed in English
with the US Patents and Trademarks Office. Although the full text of the patent
will not be a direct translation of the French (for example because of different
formulaic legal wordings) the two documents may be comparable, in the sense of
a Comparable Corpus in Machine Translation). It might be that such comparable
data will be useful to participants to mine for technical and other terms. The
2009 collection does not lend itself to this use and we will seek to make the
collection more suitable for that purpose.

For the first year we measured the overall effectiveness of systems. A more
realistic evaluation should be layered in order to measure the contribution of
each single component to the overall effectiveness results as proposed in the
GRID@CLEF track ([5]) and also by [8].

The 2009 task was also somewhat unrealistic in terms of a model of the work
of patent professionals. It is unclear how well the 2009 task and methodology
maps to what makes a good (or better) system from the point of view of patent
searchers. Real patent searching often involves many cycles of query reformu-
lation and results review, rather than one off queries and results set. A more
realistic model that also includes the interactive aspect of patent search might
be the subject of future evaluations.

6 Epilogue

Clef–Ip has to be regarded as a major success: looking at previous Clef tracks
we regarded four to six groups as a satisfactory first year participation rate.
Fifteen is a very satisfactory number of participants—a tribute to those who
did the work and to the timeliness of the task and data. In terms of retrieval
effectiveness the results have proved hard to evaluate: if there is to make an
overall conclusion, then the effective combination of a wide range of indexing
methods is best, rather than a single silver bullet or wooden cross. Still, some of
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the results from groups other than Humboldt University indicate that specific
techniques may work well.

Finally we need to be clear that a degree of caution is needed for what is
inevitably an initial analysis of a very complex set of results.
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Abstract. This paper presents the experiments and results of DCU in CLEF-IP 
2009. Our work applied standard information retrieval (IR) techniques to patent 
search. Different experiments tested various methods for the patent retrieval, 
including query formulation, structured index, weighted fields, document filter-
ing, and blind relevance feedback. Some methods did not show expected good 
retrieval effectiveness such as blind relevance feedback, other experiments 
showed acceptable performance. Query formulation was the key to achieving 
better retrieval effectiveness, and this was performed through assigning higher 
weights to certain document fields. Further experiments showed that for longer 
queries, better results are achieved but at the expense of additional computa-
tions. For the best runs, the retrieval effectiveness is still lower than for IR  
applications for other domains, illustrating the difficulty of patent search. The 
official results have shown that among fifteen participants we achieved the sev-
enth and the fourth ranks from the mean average precision (MAP) and recall 
point of view, respectively. 

1   Introduction 

This paper presents the experimental results of Dublin City University (DCU) in the 
CLEF-IP track 2009. We participated in the main task which is retrieving patents 
prior art. The aim of the task is to automatically retrieve all of citations for a given 
patent (which is considered as the topic)  [5]. Only three runs were submitted, but ad-
ditional unofficial experiments were performed for this task. Fifteen participants have 
submitted 48 runs; according to MAP scores, our best run achieved the seventh rank 
across participants and the 22nd across all runs. However, according to recall scores, 
our best run achieved the fourth rank across all participants and the fourth rank across 
all 48 submitted runs. 

The paper is organized as follows: Section 2 describes the data for the task and an 
analysis of its nature; Section 3 presents all the experiments for this task; Section 4 
shows the results; then Section 5 discusses these results; Finally, Section 6 concludes 
the paper and provides possible future directions. 
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2   Data Pre-processing 

More than 1.9M XML documents were provided representing different versions of 
1M patents filed between 1985 and 2000. For our experiments, all different document 
versions for a single patent were merged into one document with fields updated from 
its latest versions. Patent structure is very rich, and some fields are present in three 
languages (English “EN”, German “DE”, and French “FR”), namely the title and 
claims. Only the patent ‘title’, ‘abstract’, ‘description’, ‘claims’, and ‘classifications’ 
fields are extracted from the patents. However, many patents lack some of these 
fields. The only fields that are present in all patents are the title and the classifica-
tions; the other fields are omitted in some patents. The “description” field is related to 
the “claims” field, and if the “claims” field is missing, then “description” is missing 
too. However, the opposite in not true, as some documents contain a “claims” field 
while the “description” field is missing. The “abstract” field is an optional part that is 
present in some patents. About 23% of the patents do not contain the claims and de-
scription fields, out of which 73% only have titles. 54% of the patents have claims in 
three languages (English, French, and German), and the remainder 23% of the patents 
have claims in the document language only (language of the ‘description’ field), these 
23% are 68% English, 23% German, and 9% French. 

In order to avoid language problems, the English fields only are selected. This step 
will lead to the loss of extra 7.4% of the patents which lack the claims and description 
fields (these are the German and French patents with claims only in one language). In 
addition, all non-English patents lack the abstract and description fields. The final 
outcome resulted in 30% of the collection suffering from missing most of the fields. 
This portion of the collection mostly comprises the titles only with a small portion of 
it containing abstracts too. 

In order to maintain the full structure and overcome the lack of some fields in some 
patents, the abstract (if it exists) is copied to the description and claims fields; other-
wise, the title is used instead. 

3   Experimental Setup 

In this section, different experiments for indexing and searching the data are dis-
cussed. After merging different versions of patents and extracting the relevant fields, 
some pre-processing is performed for the patent text in order to prepare it for index-
ing. Different methods were used for query formulation to search the collection. 

Many experiments were performed on the training topics provided by the task or-
ganizers, however, a small number was submitted on the test data for the official runs. 
The training set contains 500 patent topics, which was sufficient to compare different 
methods and select the best for the official submissions. Official experiments were 
performed on the X-large topics set consisting of 10,000 patent topics. For each topic, 
the top 1,000 documents are retrieved. 

3.1   Text Pre-processing 

Patent text contains many formulas, numeric references, chemical symbols, and pat-
ent-specific words (such as method, system, or device) that can cause a negative effect 
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on the retrieval process. Some filtering of the text is done by removing predefined 
stop words1, digits, and field-specific stop words. 

To obtain the fields stop words, the field frequency for terms is calculated sepa-
rately for each field. The field frequency for a term “T” in field “X” is the number of 
fields of type “X” across all documents containing the term “T”. For each field, all 
terms with field frequency higher than 5% of the highest term field frequency for this 
field are considered as stop words. For example, for the “title” field, the following 
words have been identified as stop words: method, device, apparatus, process, etc; for 
another field such as “claims”, the following words have been identified as stop 
words: claim, according, wherein, said, etc. 

3.2   Structured Indexing 

Indri  [6] was used to create a structured index for patents. A structured index keeps 
the field structure in the index (Figure 1). This structured index allows searching spe-
cific fields instead of searching in the full document. It also allows giving different 
weights for each field while searching. As shown in Figure 1, “DESC1” and 
“CLAIM1” are sub-fields for the description “DESC” and claims “CLAIMS” fields 
respectively. “DESC1” is the first paragraph in the description field; typically it car-
ries useful information about the field of the invention and what the invention is 
about. “CLAIM1” is the first claim in the claims sections, and it describes the main 
idea of the invention in the patent. The field “CLASS” carries the IPC classification 
 [7] information of the patent of which the three top classification levels are used, the 
deeper levels are discarded (example: B01J, C01G, C22B). 

As mentioned earlier, for patents that lack some fields, the empty fields are filled 
with the abstract if it exists or with the title otherwise. Pre-processing includes stem-
ming using the Porter stemmer  [4]. 

 

<DOC> 
<DOCNO>patent number</DOCNO> 
<TEXT> 

<TITLE>title</TITLE> 
<CLASS>3rd level classification</CLASS> 
<ABSTRACT>abstract</ABSTRACT> 
<DESC> 
<DESC1>1st sentence in description</DESC1> 
Rest of patent description 
</DESC> 
<CLAIMS> 
<CLAIM1>1st claim</CLAIM1> 
Rest of patent claims 
<CLAIMS> 

</TEXT> 
</DOC> 

Fig. 1. Structured text for a patent in TREC format 

3.3   Query Formulation 

Query formulation can be seen as one major task in patent retrieval ( [1],  [5]). As a full 
patent is considered to be the topic, extracting the best representative text with the 
proper weights is the key enabling for good retrieval results. 
                                                           
1 http://members.unine.ch/jacques.savoy/clef/index.html 
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Using the full patent as a query is not practical due to the huge amount of text in 
one patent. Hence, text from certain fields was extracted and tested to search the 
structured index with different weights to different fields. Various combinations of 
fields were employed, using different weights, enabling/disabling filtering using third 
level classification, and enabling/disabling blind relevance feedback  [6]. 

The patent topic text was pre-processed in the same way as in the indexing phase 
by removing stop words and digits, in addition to removing special characters, sym-
bols and all words of small length (one or two letters). 

Similar to the indexed documents, only English parts are used, which means all 
non-English patent topics will miss the abstract and description fields to be used in 
the search. However, the amount of text present in claims and titles should be suffi-
cient to create a representative query. In patent topics, claims and titles are always 
present in all three languages. Two types of experiments for the query formulation 
were conducted, the first type focused on using the short text fields to create the query 
from the patent topic. The short text fields that were used for constructing the queries 
are “title”, “abstract”, “desc1” (first line in description), “claim_main” (first sentence 
in first claim), “claim1” (first claim), and “claims”. The second type of experiments 
tested using the full patent description as the query, which does not exist for non-
English patent topics; hence, the already existing translated parts of the non-English 
patents are used instead. 

The aims behind both types of experiments are to check the most valuable parts 
that better represent the patent, and to check the possibility of reducing the amount of 
query text which leads to less processing time without reducing the quality of results. 

3.4   Citations Extraction 

One of the strange things about patents, and that is thought to be neglected or forgot-
ten by the track organizers, is the presence of some of the cited patents numbers 
within the text of the description of the patents. These patent numbers have not been 
filtered out of the text of the patent topics, which can be considered as the presence of 
part of the answer within the question. Despite of this fact, we have not focused on 
building extra experiments based on this information as it can be considered as a hack 
for finding the cited patents. In addition, in real life this information is not always 
presented in the patent application, and hence, creating results on it can be considered 
as a misleading conclusion in the area of patent retrieval. 

However, in the results, adding this information to the tested methods is reported to 
demonstrate the impact of using this kind of information. Results shows that a mis-
leading high MAP can be achieved but with a very low recall, and recall is usually the 
main objective for the patent retrieval task. 

For the X-large topics collection which contains 10,000 patent topics, 36,742 pat-
ent citations were extracted from the patent topics, but only 11,834 patents citations 
were found to be in the patent collection. The 11,834 patent citations are extracted 
from 5,873 patent topics, leaving 4,127 topics with nothing extracted from them. Only 
6,301 citations were found to be relevant leading to a MAP of 0.182 and a recall of 
0.2 of the cited patents to these topics. The format of the cited patent number within 
the description text varies a lot; hence, we think that more cited patents could be ex-
tracted from the text if more patterns for the citations were known to us. 
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4   Submitted Runs and Results 

Some of the tested methods seemed to be ineffective for our IR experiments. Blind 
relevance feedback (FB) and structured search have negative impact on the results 
(best FB run achieved 0.05 MAP) . All experiments with blind relevance feedback led 
to a degradation in the MAP to around 60% of the original runs without feedback, and 
this can stem from the low quality of the highly ranked results. Structured retrieval 
was tested by searching each field in the patent topic to its corresponding field in the 
index. Different weights for fields were tested; however, all experiments led to lower 
MAP and recall than searching in the full index as a whole without directing each 
field to its correspondent. Since patent documents were treated as full documents ne-
glecting their structure, patent topics which were used for formulating the queries 
were tested by giving different weights to the text in each short field and compared to 
using the full description for formulating the query. Assigning higher weight to text in 
“title”, “desc1”, and “claim_main” has been proven to produce the best results across 
all runs for using the short fields. 

Three runs were submitted to CLEF-IP 2009 on the official topics with the same 
setup which returned the best results in training. The three runs tested how to better 
use the short fields to generate the query. The common setup for the three runs was as 
follows: 

1. The patent document is treated as a full document, neglecting its structure. 
2. English text only is indexed with stemming (Porter stemmer). 
3. Stop words are removed, in addition to digits and words consisting of less 

than two letters. 
4. A query is formulated from the following fields with the following weights: 

5×title + 1×abstract (English topics only) + 3×desc1 (English topics only) + 
2×claim_main + 1×claims. 

5. Additional bi-grams with a frequency in the text higher than one were used 
in query. The text of the fields: “title”, “abstract”, “desc1”, and 
“claim_main” was used for extracting the bi-grams words. 

The difference between the three runs is as follows: 

• Run 1: No filtering to the results is performed. 
• Run 2: Filtering is performed for all results that do not match up to the third 

level classification code of the patent topic (at least one common classifica-
tion should be present). 

• Run 3: The same as 2nd run, but removing query words consisting of less 
than three letters. 

Runs were submitted on the X-large topic collection that contains 10,000 patent top-
ics. The average time for running this amount of topics was around 30 hours (about 
ten seconds on average for retrieving results of one topic on a standard 2GB RAM, 
Core2Duo 1.8GHz PC). 

Later experiments tested the use of the full description text of a patent topic to gen-
erate the query after removing all terms appeared only once. The average amount of 
time taken to search one topic was found to be slightly higher than 1 minute, which is 
more than 6 times the average time taken for searching using the short fields. 
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Table 1 shows the results of the 3 submitted runs  [5]. In Table 1, it is shown that 
the 3rd run got the best results from the precision and recall perspective. The 1st run 
yields the lowest performance, which shows that applying the filtering over the results 
based on the patent classification codes is useful. For all runs (official and training 
ones), the retrieval effectiveness is relatively low when compared to other IR tasks; 
this can stem from the nature of patent document itself in addition to the task of find-
ing cited patents which are relevant to the patent topic from the conceptual point of 
view, not from the word matching. This is discussed in the next section in detail. 

In Table 2, the additional experiments when using the description of the patent top-
ics to search the collection are compared to the best run in Table 1 (Run 3). In addi-
tion, adding the extracted citations from the description to both results is reported. 
From Table 2, it can be seen that using the description text for searching is on average 
11% better than using the best combination of the short fields from the precision per-
spective, and this was statistically better when tested using Wilcoxon statistical sig-
nificance test with confidence level of 95%  [3]. Furthermore, combining the results 
with the extracted citations from the text leads to a huge improvement in the MAP, 
where these citations are considered as the top ranked results in the final list then 
added the results from the searching. When combining both results, if more than one 
citation is extracted from the text on one topic, they are ordered according to their 
position in the search result list, otherwise, the extracted citations are ordered ran-
domly in the top of the list. Although the impact of adding the extracted citations to 
the results list is high, it can not be considered as an information retrieval result, as no 
search effort is done for retrieving these documents, and building a conclusive method 
for searching patents can not be generalized based on these results as it is not the 
common case for most of the cited patents. 

Table 1. Recall (R) and MAP for the 3 submitted runs in CLEF-IP 2009 

Run # R MAP 
Run 1 0.544 0.097 
Run 2 0.624 0.107 
Run 3 0.627 0.107 

Table 2. Recall (R) and MAP for the best submitted run compared to using patent topic de-
scription for search with and without adding extracted citations  

Official Results With Extracted Citations  
R MAP R MAP 

Run 3 0.627 0.107 0.660 0.200 
Description 0.627 0.119 0.668 0.209 

5   Discussion 

In this section, results are analyzed to identify the reasons behind the low retrieval 
effectiveness for the patent retrieval task. In order to analyze this problem, the overlap 
between short fields of each topic in the training data and its relevant cited patents is 
computed; in addition, the overlap between short fields of the topics and the top five 
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ranked non-relevant documents is calculated. The reason behind selecting the number 
“five” is that the average number of relevant documents for all topics is between five 
and six. The overlap is measured using two measures: 1) cosine measure between 
each two corresponding fields of the two compared patents; 2) percentage of zero 
overlap (no shared words) between two corresponding fields of the two compared 
patents. The same pre-processing is done for all patents and topics, where stop words 
are removed (including digits), and the comparison is based on the stemmed version 
of words. From Figure 2 and 3, it seems that relying on common words between top-
ics and relevant documents for patent retrieval is not the best approach. Figure 3 
shows that the cosine measure between the top ranked non-relevant documents to the 
topic is nearly twice as high as for the relevant documents for all fields. The same is 
shown in Figure 4, where surprisingly, 12% of the relevant documents for topics have 
no shared words in any field with the topics. This outcome has proven the importance 
of introducing different approaches for query formulation instead of relying on word 
matching in the patent topics only. 

Rel vs top non-rel docs matching to topics
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Fig. 2. Cosine measure between fields of topics and the corresponding ones in relevant and top 
retrieved documents 
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Fig. 3. Percentage of fields with zero common (shared) words between that of topics and the 
corresponding ones in relevant and top retrieved documents 

6   Conclusion and Future Work 

In this paper, we described our participation in the CLEF-IP track 2009. Standard  
IR techniques were tested focusing mainly on query formulation. Our experiments 
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illustrated the challenge of the patent search task, where an additional analysis 
showed that depending on word matching is not the best solution as in other IR appli-
cations. Our best result was obtained by treating patents as a full document with some 
pre-processing by removing standard stop words in addition to patent-specific stop 
words. In the query phase, it was shown that the more text is present in the query the 
better the results are. However, the computational cost is much higher. For using the 
short fields for query formulation, text is extracted from these fields and higher 
weights are assigned to some fields. When using the full patent description text, 11% 
improvement in the retrieval is achieved, but 6 times the processing time is required. 
Some additional experiments showed the poor effectiveness of using blind relevance 
feedback or using the patent structure in index. 

For future work, more investigation is required for checking the best use of patent 
structure in both index and query phases. Machine learning can be a useful approach 
for identifying the best weights for different fields. Furthermore, query expansion 
through the conceptual meaning of words is a potential approach to be tested. Finally, 
machine translation can be a good solution to overcome the problem of multi-lingual 
documents and queries. 
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Abstract. In this paper we describe our participation in CLEF-IP 2009

(prior art search task). This was the first year of the task and we focused

on how to build effectively a prior art query from a patent. Basically, we

implemented simple strategies to extract terms from some textual fields

of the patent documents and gave more weight to title terms. We ran

experiments with the well-known BM25 model. Although we paid lit-

tle attention to language-dependent issues, our performance was usually

among the top 3 groups participating in the task.

1 Introduction

The main task of the CLEF-IP09 track is to investigate information retrieval
techniques for patent retrieval, specifically for prior art search. Prior art search,
which consists of retrieving any prior record with identical or similar contents
to a given patent, is the most common type of retrieval in the patent domain.

The track provides the participants with a huge collection of more than one
million patents from the European Patent Office (EPO). Every patent in the
collection consists of several XML documents (generated at different stages of
the patent’s life-cycle) that can be written in French, English or German1.

In an information retrieval setting the patent to be evaluated can be regarded
as the information need and all the patent documents (granted patents and
applications) filed prior to the topic application as the document collection.
However, the query patent provided is a very long document which contains
many ambiguous and vague terms [1]. Therefore, this year our main objective
has been to formulate a concise query that effectively represents the underlying
information need.

The rest of the paper is organized as follows. Section 2 describes the approach
we have taken, specifically how the query is built and what experiments we
designed; the runs we submitted are explained in Sect. 3 and the results are
analysed in Sect. 4. Finally, in Sect. 5 we expose our conclusions and discuss
future work.

1 Further information is available in [6].

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 418–425, 2010.
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2 Approach Taken

The track requires that retrieval is performed at patent level but provides several
documents per patent. We decided to work with an index built at document
level and then post-process the result in order to obtain a ranking of patents
(each patent receives the score of its highest ranked document). This follows the
intuition that the patent document that is the most similar to the query patent
reflects well the connection between the query and the underlying patent.

The index we used2 was built from all the textual fields of a query patent,
i.e. invention-title, abstract, description and claims. Although the documents
contain terms from three different languages, no language-oriented distinction
was made at index construction time. This means that the index contains all
terms in any language for each patent document. Furthermore, stemming was
not applied and an English stopword list (with 733 stopwords) was used in order
to remove common words. This makes sense because almost 70% of the data was
written in English.

2.1 Query Formulation

A query patent contains about 7500 terms on average and, therefore, using them
all would yield to high query response times. Furthermore, there are many noisy
terms in the document that might harm performance. A good processing of the
query patent document is a key factor in order to achieve good effectiveness.

Our experiments focused on extracting the most significant terms from the
query patent, i.e. those terms that are discriminative. To this aim, we used in-
verse document frequency (idf). In our training, we concentrated on deciding the
number of terms that should be included into the query. We ran this process in
both a language-independent and language-dependent way (i.e. a single ranking
of terms vs. three rankings of terms, one for each language).

The number of query terms is difficult to set because few query terms make
that the query processing is fast but the information need might be misrepre-
sented; on the other hand, if many terms are taken the query will contain many
noisy terms and the query processing time might be prohibitive. We have stud-
ied two methods to choose a suitable number of terms: (i) establishing a fixed
number of terms for all queries and (ii) establishing a fixed percentage of the
query patent length. Observe that those terms that appear several times in a
query patent have been considered only once in the final selection. Because of
this, both the number of terms to extract and the query patent length refer to
the number of unique terms.

Once the number of query terms has been selected, we must determine how they
are extracted. We explored two strategies: language-independent and language-
dependent. Suppose that we select n terms from the original query patent regard-
less of the language. This means that all query patent terms (English, French and

2 We deeply thank the support of Erik Graf and Leif Azzopardi, from University of

Glasgow, who granted us access to their indexes [2].
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German terms) are ranked together and we simply select the n terms with the
highest idf from this list. Because of the nature of the languages, it is likely that
the three languages present different idf patterns. Besides, there are fewer Ger-
man/French documents than English documents in the collection and, therefore,
this introduces a bias in terms of idf. We therefore felt that we needed to test other
alternatives for selecting terms. We tried out an extraction of terms where each
language contributes with the same number of terms. In this second strategy we
first grouped the terms of a query patent depending on their language (no clas-
sification was needed since every field in the XML is tagged with language infor-
mation). Next, the highest n′ = �n/3� terms from each group are extracted. The
query is finally obtained by compiling the terms from the three groups.

In Sect. 2.3 we will explain how different configurations combining these
strategies behave in terms of performance.

2.2 Retrieval Model

Initially, we used the well-known BM25 retrieval model [5] with the usual pa-
rameters (b = 0.75, k1 = 1.2, k3 = 1000). However, as shown below, we also
tested several variations for b and k1 in the submitted runs (in order to check
the stability of the model w.r.t. the parameter setting).

The platformunderwhichwe executed our experimentswas theLemurToolkit3.
All experiments were run in the Large Data Collider (LDC), a supercomputer of-
fered by the Information Retrieval Facility (IRF). This system, with 80 Itanium
processors and 320GB of random access memory, provides a suitable environment
for large-scale experiments.

2.3 Training

With the training data provided by the track, we studied two dimensions: query
length and language. Query length refers to the way in which query size is set.
As argued above, this can be done in a query-dependent (i.e. a given percentage
of the query patent terms are selected) or query-independent way (i.e. a fixed
number of terms are selected for all queries). The language dimension reflects the
way in which terms are ranked (language-independent, i.e. a single rank for all
terms; language-dependent, one rank of terms for every language). Hence, our
training consisted of studying how the four combinations of these dimensions
perform in terms of three well-known performance measures: MAP, Bpref and
P10.

The results were obtained with the large training set (500 queries) of the
main task, which contains queries in the three languages. We used the usual
parameters for the BM25 retrieval model.

Figures 1(a), 2(a) and 3(a) report results for the case where the number
of terms is fixed for all queries. Surprisingly, we get better performance when
the language is not taken into account. However, Figs. 1(b), 2(b) and 3(b),

3 http://www.lemurproject.org/

http://www.lemurproject.org/
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where terms are selected using a percentage of the query length, show a different
trend. Figures 1(b) and 3(b) show that no significant difference can be estab-
lished in terms of MAP and P10, respectively. In contrast, Fig. 2(b) shows that
the language-dependent choice is slightly more consistent than the language-
independent one in terms of Bpref.

Summing up, there are two competing configurations that perform well: a) the
model that consists of combining the query-dependent and language-dependent
strategies, and b) the model that considers the query-independent and language-
independent strategies together. If we observe carefully the plots we will note
that these two models do not differ much in MAP and P10 values but, in terms
of Bpref, the model that is language and query-dependent performs the best.
Furthermore, according to this training, we can state that a 40% of query length
is a good trade-off between performance and efficiency. We therefore fixed the
query-dependent and language-dependent as our reference model.

To further check that our final query production strategy is actually selecting
good terms, we compared it against a baseline method. The baseline we used
consists of the same retrieval system with no query formulation strategy. In this
case, the queries were built by appending all the textual fields of the patents
(invention-title, abstract, description and claims). This leads to very long queries
with no term selection (and many terms appear more than once). Table 1 shows
that our approach outperforms the baseline for each measure. So, we achieve
better performance and, additionally, the query response time is expected to be
significantly lower by selecting those terms that we consider more important.

Table 1. Query formulation improvement over a baseline with no term selection

avg(#terms/query) MAP BPREF P10

baseline 5656.270 .1077 .4139 .0834
query formulation 439.128 .1269 .5502 .1012

Δ% +17,83% +32,93% +21,34%

BM25 Parameters. In parallel, we performed some experiments to tune the
BM25 parameters b and k1. To this aim, we chose the small training set (5
queries) with the query-independent (500 terms) and the language-independent
strategies. First, we tried several values for b keeping the other parameters fixed
(k1 = 1.2, k3 = 1000). The observed results are described in Table 2. On the
other hand, we studied the effect of the k1 parameter for two different values
of b: the recommended one (b = 0.75) and the value yielding the best MAP
performance (b = 1). Again, we used k3 = 1000. Tables 3 and 4 report the
results.

According to this data, if we want to promote BPREF measure we should
choose low values for both b and k1. MAP, however, reaches its best performance
at different places, specifically for b = 0.75 and k1 = 1.6.
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(a) Query-independent experiments (b) Query-dependent experiments

Fig. 1. MAP performance

(a) Query-independent experiments (b) Query-dependent experiments

Fig. 2. BPREF performance

(a) Query-independent experiments (b) Query-dependent experiments

Fig. 3. P10 performance
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Table 2. b tuning

b MAP BPREF P10

0.1 .0708 .6184 .0600
0.2 .0952 .6302 .0800
0.3 .1071 .6265 .0800
0.4 .1129 .6229 .1200
0.5 .1397 .6193 .1400
0.6 .1422 .6120 .1400
0.7 .1470 .5995 .1400
0.8 .1445 .5995 .1400
0.9 .1442 .5922 .1400
1.0 .1529 .6047 .1200

Table 3. k1 tuning

(b = 0.75)

k1 MAP BPREF P10

0.2 .1020 .6302 .1000
0.4 .1120 .6265 .1000
0.6 .1154 .6229 .1200
0.8 .1408 .6120 .1400
1.0 .1400 .6120 .1400
1.2 .1470 .5995 .1400
1.4 .1465 .5959 .1400
1.6 .1591 .5922 .1400
1.8 .1555 .6047 .1400
2.0 .1513 .6047 .1200

Table 4. k1 tuning

(b = 1)

k1 MAP BPREF P10

0.2 .1067 .6302 .1000
0.4 .1130 .6229 .1200
0.6 .1412 .6120 .1600
0.8 .1459 .5995 .1400
1.0 .1446 .5995 .1400
1.2 .1529 .6047 .1200
1.4 .1532 .6172 .1400
1.6 .1471 .6136 .1400
1.8 .1449 .6099 .1200
2.0 .1445 .6027 .1200

3 Submitted Runs

We participated in the Main task of this track with eight runs for the Small set
of topics, which contains 500 queries in different languages.

First, we submitted four runs considering the scenario that best worked for
our training experiments. These four runs differ on the retrieval model parame-
ters. We included the recommended BM25 configuration but also tried out some
variations in order to incorporate the trends that were detected in Sect. 2.3: us-
com BM25a (b = 0.2, k1 = 0.1, k3 = 1000), uscom BM25b (b = 0.75, k1 = 1.2,
k3 = 1000), uscom BM25c (b = 0.75, k1 = 1.6, k3 = 1000) and uscom BM25d
(b = 1, k1 = 1.2, k3 = 1000).

Furthermore, we submitted four additional runs where the queries were ex-
panded with the title terms of the query patent. In this way, the query term
frequency of these terms is augmented and the presence of the title terms in the
final queries is guaranteed. These new runs are labeled as the previous ones plus
an extra “t”.

4 Results

The official evaluation results of our submitted runs are summarized in Table
5. For each run and measure, we show both the value we got and its position
among the 48 runs submitted by all groups.

The first conclusion we can extract from the evaluation is that our decision
to force the presence of title terms worked well. Regardless of the configuration
of the BM25 parameters, the run with the title terms always obtains better
performance than its counterpart.

Furthermore, among the configurations with the title terms the best run is
the one labeled as uscom BM25bt. This run corresponds to the usual parameters
of the BM25 retrieval model, i.e. b = 0.75, k1 = 1.2, k3 = 1000.

On the other hand, Table 6 shows another view on how good our runs per-
formed in the evaluation. For each measure, we compare our best run with the
best run and the median run in the track.
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Table 5. Submitted runs for CLEF-IP 09

P P5 P10 P100 R R5 R10 R100 MAP nDCG

uscom BM25a
.0029 .0948 .0644 .0141 .4247 .0900 .1183 .2473 .0837 .4466
#36 #31 #32 #38 #39 #30 #32 #36 #30 #12

uscom BM25b
.0041 .1184 .0858 .0205 .5553 .1082 .1569 .3509 .1079 .4410
#13 #11 #6 #12 #22 #12 #6 #11 #7 #15

uscom BM25c
.0042 .1180 .0858 .0206 .5563 .1104 .1564 .3504 .1071 .4341
#9 #12 #7 #10 #20 #8 #7 #13 #9 #20

uscom BM25d
.0042 .1188 .0852 .0206 .5630 .1113 .1558 .3500 .1071 .4346
#10 #10 #9 #11 #18 #6 #8 #14 #10 #18

uscom BM25at
.0031 .1004 .0680 .0151 .4549 .0937 .1223 .2637 .0867 .4331
#32 #25 #31 #35 #35 #22 #30 #34 #26 #21

uscom BM25bt
.0042 .1280 .0908 .0213 .5729 .1176 .1631 .3610 .1133 .4588
#11 #3 #3 #4 #15 #2 #2 #5 #3 #6

uscom BM25ct
.0042 .1268 .0898 .0212 .5722 .1172 .1611 .3602 .1132 .4544
#12 #4 #4 #6 #16 #3 #3 #7 #4 #8

uscom BM25dt
.0043 .1252 .0892 .0213 .5773 .1163 .1606 .3609 .1121 .4455
#8 #5 #5 #5 #14 #4 #4 #6 #5 #13

Table 6. Comparative results for CLEF-IP 09

P P5 P10 P100 R R5 R10 R100 MAP nDCG

best run .0431 .2780 .1768 .0317 .7588 .2751 .3411 .5800 .2714 .5754

our best run
.0043 .1280 .0908 .0213 .5773 .1176 .1631 .3610 .1133 .4588
#8 #3 #3 #4 #14 #2 #2 #5 #3 #6

median run .0034 .1006 .0734 .01785 .53535 .09275 .1309 .30855 .0887 .42485

Note that our run is ranked third for the reference measures P10 and MAP.
However, in absolute terms, our results are not comparable to the results achieved
by the best run. Actually, regardless of the measure, there is always a large gap
between the top 1 run and the remaining ones. The first position was recur-
rently ocuppied by the team from Humboldt University, with their humb 1 run
[4]. Among the techniques they applied we can highlight the usage of multi-
ple retrieval models and term index definitions, the merging of different results
(and the posterior re-ranking) based on regression models and the exploitation
of patent metadata4 for creating working sets. They used prior art information
from the description field (patents explicitly cited) as the seed of an iterative
process for producing the working set. In the future, it would be interesting to
compare the systems according to how good they retrieve hidden patents (not
explicitly mentioned in the description).

5 Conclusions and Future Work

We have designed a query production method that outperforms a baseline with
no query formulation and ranked among the top three systems for most perfor-
mance measures. This method selects a number of terms that depends on the
length of the original query and forces a fixed number of terms per language.
4 The problem of comparing results based on text retrieval and re-ranking and filtering

methods based on utilization of meta-data has been also outlined in [3].
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The original query patent has much noise that adversely affects retrieval per-
formance. An appropriate method for estimating the importance of the terms
should be designed and applied to the patent query in order to remove noise.
Nevertheless, prior art search is a recall-oriented task and reducing the query
too much may harm recall.

This was our first participation in CLEF and we did not pay much attention
to the cross-language retrieval problem. In the near future, we want to conduct
research in this direction. We will study how to separate the patent contents
by language, maintaining different indexes, etc. Furthermore, we would like to
experiment with link analysis, entity extraction and structured retrieval.

Acknowledgements. We are deeply grateful to Erik Graf and Leif Azzopardi,
from University of Glasgow, for their help during our experiments. We also thank
the support of the IRF. This research was co-funded by FEDER and Xunta de
Galicia under projects 07SIN005206PR and 2008/068.

References

1. Graf, E., Azzopardi, L.: A methodology for building a patent test collection for prior

art search. In: Proceedings of the Second International Workshop on Evaluating

Information Access, EVIA (2008)

2. Graf, E., Azzopardi, L., van Rijsbergen, K.: Automatically generating queries for

prior art search. In: Working Notes for the CLEF 2009, Workshop (2009)

3. Kando, N.: Overview of the fifth NTCIR workshop. In: Proceedings of the Fifth NT-

CIR Workshop Meeting on Evaluation of Information Access Technologies: Informa-

tion Retrieval, Question Answering and Cross-Lingual Information Access (2005)

4. Lopez, P., Romary, L.: Multiple retrieval models and regression models for prior art

search. In: Working Notes for the CLEF 2009, Workshop (2009)

5. Robertson, S., Walker, S., Jones, S., Hancock-Beaulieu, M., Gatford, M.: Okapi at

TREC-3, pp. 109–126 (1996)

6. Roda, G., Tait, J., Piroi, F., Zenz, V.: CLEF-IP 2009: Retrieval experiments in the

intellectual property domain. In: Multilingual Information Access Evaluation. Text

Retrieval Experiments, vol. I (2010)



 

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 426–429, 2010. 
© Springer-Verlag Berlin Heidelberg 2010 

UAIC: Participation in CLEF-IP Track 

Adrian Iftene, Ovidiu Ionescu, and George-Răzvan Oancea  

UAIC: Faculty of Computer Science, “Alexandru Ioan Cuza” University, Romania 
{adiftene,ovidiu.ionescu,george.oancea}@info.uaic.ro 

Abstract. The CLEF-IP track was launched in 2009 to investigate IR tech-
niques for patent retrieval, as part of the CLEF 2009 evaluation campaign. We 
built a system in order to participate in the CLEF-IP track. Our system has three 
main components: a filtering module, an indexing module, and a search mod-
ule. Because the process of indexing all of the 75 GB of input patent documents 
took almost one day, we decided to work in a peer-to-peer environment with 
four computers. The problems encountered were related to the identification of 
relevant fields to be used for indexing and in the search processes.  

1   Introduction 

The CLEF-IP1 (Intellectual Property) was a new track in CLEF 2009. As corpora, the 
IP track used a collection of more than 1M patent documents from EPO sources. The 
collection covered English, French and German languages with at least 100,000 
documents for each language.  

There were two types of tasks in the track: 

• The main task was to find patent documents that constitute prior art to a given 
patent. 

• Three facultative subtasks that used parallel monolingual queries in English, 
German, and French. The goal of these subtasks was to evaluate the impact of 
language on retrieval effectiveness. 

Queries and relevance judgments were extracted using two methods: the first method 
used queries produced by Intellectual Property Experts and reviewed by them in a 
fairly conventional way, while the second was an automatic method using patent 
citations from seed patents. Search results reviewed ensured that the majority of test 
and training queries produce results in more than one language. The first results re-
ported retrieving results across all three languages.  

The way in which we built the system for the CLEF-IP track is presented in section 2, 
while section 3 presents the run submitted. The last section presents conclusions regard-
ing our participation in CLEF-IP 2009. 

                                                           
1 CLEF-IP track: http://www.ir-facility.org/research/evaluation/ 
clef-ip-09/overview 
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2   The UAIC System 

Our system has three main modules: module one was responsible for the extraction of 
relevant fields from XML files, module two indexed the relevant fields, and the third 
module did the searching. Figure 1 presents the system architecture. 
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Fig. 1. UAIC system  

The main components of the system (filtering, indexing and searching) worked in a 
distributed environment in order to reduce the processing time. Thus, for the filtering 
stage we used 20 computers that process, in parallel, the 75 GB of patent files and 
which returned the result in 3 days (instead of using only one computer for an esti-
mated 60 days). Similarly, for indexing we used four computers that indexed 60 GB 
of data in approximately 6 hours (instead of using only one computer for an estimated 
one day). In what follows we give details about these modules.  

2.1   The Extraction of Relevant Fields 

The aim of this filtering step is to reduce the size of XML files that must be indexed 
and to only work with tags that we think are useful for this experiment. Why? Our 
initial tests demonstrate that in order to index ~150Mb we need around 94 seconds. 
After removing the irrelevant fields the time was reduced to 82 seconds. 

The tags we agreed to keep are <invention-title>, <claim text> and <abstract>. If 
the <abstract> tag cannot be found we search and keep the <description> tag. These 
fields were determined after a review of some initial pre-processed documents. 
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2.2   The Index Creation 

In order to index the corpora we used Lucene [1] a suite of free libraries used for 
indexing and searching large corpora. For each XML document extracted at the pre-
vious step we add to the index the fields mentioned in section 2.1. To do this we use 
an adapted version of the Lucene Indexer. 

Because the process of indexing of all 75 GB documents took too much time (for 
our initial indexing we needed around 80 minutes) we decided to work in a peer-to-
peer environment. Thus, we split the initial corpora on four machines and created 
separate indexes for each of them. These indexes were used to run queries in a paral-
lel mode. In this way the time necessary for indexing was reduced to 20 minutes.  

2.3   The Search Component 

This component allows the searching of the indexes described in section 2.2. Starting 
from the query topics we received, we extracted the same tags used for indexing and 
built a Lucene query in order to search in the Lucene index. After receiving partial 
results from searches on the four indexes, we combined and ordered them based on 
their Lucene score. 

When we created the Lucene query from the input patent we used different boost 
factors manually tuned for each specific tag. First of all, the boost values depend on 
the tag name. Thus, boost values are in descending order as follows: invention-title 
(2), claim text (1.7), abstract (1.4) and description (1) tags. Secondly, we consider 
two cases: 

i. Higher boost values (1.2 multiplied with the above values) are used when we 
find one tag from topic patent in the same corresponding field from Lucene in-
dex. (e.g. for words from the invention-title tag from the topic patent the boost 
value is 1.2 x 2 = 2.4). 

ii. Lower boost values (0.8 multiplied by the highest value in the above values) are 
used when we have cross-searches between tags from the patent and the fields 
from the index. (e.g. the boost value, when the system searches for words from 
the invention-title tag from the topic patent in the abstract field from the index, 
is 0.8 x max(2, 1.4) = 1.6).  

The purpose of these values is to boost the score for retrieved patents which have 
similar values in the same document fields, but to also retrieve patents that have those 
values in other tags. 

3   Submitted Run 

Fourteen groups submitted 70 runs for this track. We submitted one run, with English 
as source and target language for small size proposed task. Details from the official 
evaluation are given in Table 1. 

Participants who had better results than ours, used different filtering or indexing 
methods for the XML files with patents, such as using the most-up-to-date version of 
the xml file [4], building a full index at the lemma level [3], or creating meta-data for 
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each document (e.g. the first version of title, the first version of the description) [2], or 
using Lemur indexing (index format with patent ID and the claims section) [5]. 

Table 1. Official results for UAIC run 

Run ID P R MAP nDCG 
UAIC_MethodA 0.0004 0.0670 0.0094 0.1877 

From all 500 topics we fully resolved only one (see Table 2). This was the topic for 
EP1291478 file, which is a patent for a lock with universal mounting. It seems that 
unlike a lot of patents, this contains a large number of claims and descriptions, so this 
could be the reason our search engine found all its related documents. 

Table 2. Accuracy of Retrieving of Correct Answers from Gold 

Accuracy 100% 50% 25% 10% 5% 
Number of Topics 1 8 57 55 19 

The best scores per topic were 25% (57 topics) and 10 % (55 topics), because a 
topic had, on average, 6.2 related documents and for the topics that we successfully 
identified we found, in most cases, only one document. 

4   Summary 

In CLEF-IP 2009 track our group submitted one run, with English as source and tar-
get language for small size proposed task. This system has three main components: a 
filtering module, an indexing module, and a search module. The filtering module has 
the aim to reduce the amount of XML files that must be indexed and to work only 
with relevant tags from the XML files. The indexing module used Lucene and, be-
cause the process of indexing of all 75 GB of documents was very time consuming, 
we used a peer-to-peer environment. The search module component performs 
searches on the index created at the previous step. When we created the Lucene query 
from the input patent we used different boost factors for different tags.  
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Abstract. This paper presents PATATRAS (PATent and Article Track-

ing, Retrieval and AnalysiS), a system realized at the Humboldt Univer-

sity for the IP track of CLEF 2009. Our approach presents three main

characteristics:

1. The usage of multiple retrieval models and term index definitions

for the three languages considered in the present track producing

ten different sets of ranked results.

2. The merging of the different results based on multiple regression

models using an additional training set created from the patent col-

lection.

3. The exploitation of patent metadata and the citation structures for

creating restricted initial working sets of patents and for producing

a final re-ranking regression model.

The resulting architecture allowed us to exploit efficiently specific infor-

mation of patent documents while remaining generic and easy to extend.

1 Motivations

A patent collection offers a rare opportunity of large scale experimentations
in multilingual Information Retrieval. In the present work, we have tried to
explore a few fundamental approaches that we consider crucial for any technical
and scientific collection, namely: first, the exploitation of rich terminological
information and natural language processing techniques; second the exploitation
of relations among citations; and third, the exploitation of machine learning for
improving retrieval and classification results.

We believe that the dissemination of patent information is currently not sat-
isfactory. For facilitating the access and exploitation of patent publications as
technical documentation, better tools for searching and discovering patent infor-
mation are needed.

In the following, the collection refers to the data collection of approx. 1,9
millions documents corresponding to 1 million European Patent applications.
This collection represents the prior art. A patent topic refers to the patent for
which the prior art search is done. The training set refers to the 500 documents of
training topics provided with judgements (the relevant patents to be retrieved).

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 430–437, 2010.
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2 The Prior Art Task

As CLEF IP was launched for the first time in 2009, the prior art task was not
entirely in line with a prior art task as normally performed in a patent office.
The usual starting point of a patent examiner is an application document in only
one language, with one or more IPC1 classes and with a very broad set of claims.
In the present task, the topic patents were entirely made of examined granted
patents, so typically those for which less pertinent prior art documents were
found by patent examiners. In addition, granted patents provide the following
reliable information resulting normally from the search phase:

– The ECLA2 classes.
– The final version of the claims, drafted taking into account clarity issues and

the prior art identified by the examiner, together with a translation of the
claims in the three official languages of the EPO by a skilled translator.

– A revised description which often acknowledges the most important docu-
ment of the prior art which has been identified during the search phase.

On the other hand, some useful information for an examiner were not available
such as patent families which relate patents from different patent systems.

Other more fundamental biases come from the fact that the evaluation was
based on examiners search reports. The list of relevant documents cited in the
search reports is by nature non-exhaustive and often motivated by procedural
purposes. The goal of an examiner is not to find the best of all relevant docu-
ments, but a subset or a combination that will support his argumentation during
the examination phase. In addition, non-patent literature was not considered in
this task. These different aspects make the final results relatively difficult to
generalize to a standard prior art search. We think, however, that overall, the
organized task remains a good approximation and we consider that all the tech-
niques presented in this work remain valid for standard prior art searches.

3 Patent Documents

A patent publication can be viewed as both a technical and a legal document.
As a technical document, some key aspects have a major impact on prior art
search.

Limits of the textual content. The textual content of patent documents is
known to be difficult to process with traditional text processing techniques. As
pointed out by [1], patents often make use of non-standard terminology, vague
terms and legalistic language. The claims are usually written in a very different
style than the description. A patent also contains non-linguistic material that
1 International Patent Classification: a hierarchical classification of approx. 60.000

subdivisions used by all patent offices.
2 European CLAssification: a fine-grained extension of the IPC corresponding to ap-

prox. 135 600 subdivisions, about 66 000 more than the IPC.
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could be important: tables, mathematical and chemical formulas, technical draw-
ings, etc. For so called drawing-oriented fields (such as mechanics), examiners
focus their first attention only on drawings. Standard technical vocabularies re-
main, however, relevant for searching patent documents. The description section
uses very often a well accepted technical terminology and a language much more
similar to usual scientific and technical literature.

Citation structures. A patent collection is a very dense network of citations
creating a set of interrelations interesting to exploit during a prior art search.
The large majority of patents are continuations of previous work and previous
patents. The citation relations make this development process visible. Similarly,
fundamental patents which open new technological subfields are exceptional but
tend to be cited very frequently in subsequent years.

The patents cited in the description of a patent document are potentially
highly relevant documents. First, the examiner often confirms the applicant’s
proposed prior art by including this document in the search report. Second, in
case the patent document corresponds to a granted patent, Rule 42(1)(b) of the
European Patent Convention requires the applicant to acknowledge the closest
prior art. As a consequence, the closest prior art document, sometimes an EP
document, is frequently present in the description body of a B patent publication.
We observed that, in the final XL evaluation set, the European Patents cited in
the descriptions represent 8,52% of the expected prior art documents.

Importance of metadata. In addition to the application content (text and
figures) and the citation information, all patent publications contain a relatively
rich set of well defined metadata. Traditionally at the EPO, the basic approach to
cope with the volume of the collection is, first, to exploit the European patent
classification (ECLA classes) to create restricted search sets and, second, to
perform broad searches on the titles and abstracts. Exploiting the ECLA classes
appears, therefore, a solid basis for efficiently pruning the search space.

Multilinguality. The EuropeanPatent documents are highly multilingual. First,
each patent is associated with one of the three official languages of application. It
indicates that all the textual content of a patent will be available at least in this
language. Second, granted patents also contains a high quality translation of the
title and the claims in the three official languages made by professional human
translators. Crosslingual retrieval techniques are therefore crucial for patents, not
only because the target documents are in different languages, but also because
a patent document often provides itself reliable multilingual information which
makes possible the creation of valid queries in each language.

4 Description of the System

4.1 System Architecture

As explained in the previous section, there is clear evidence that pure text re-
trieval techniques are insufficient for coping with patent documents. Our
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proposal is to combine useful information from the citation structure and the
patent metadata, in particular patent classification information, as pre and post
processing steps. In order to exploit multilinguality and different retrieval ap-
proaches, we merged the ranked results of multiple retrieval models based on
machine learning techniques. As illustrated by Figure 1, our system, called
PATATRAS (PATent and Article Tracking, Retrieval and AnalysiS), relies on
four main steps:

1. the creation of one working set per patent topic for pruning the search space;
2. the application of multiple retrieval models (KL divergence, Okapi) using

different indexes (English lemma, French lemma, German lemma, English
phrases and concepts) for producing several sets of ranked results;

3. the merging of the different ranked results based on multiple SVM regression
models and a linear combination of the normalized ranking scores;

4. a post-ranking based on a SVM regression model.
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Fig. 1. System architecture overview of PATATRAS for query processing

Steps 2 and 3 have been designed as generic processing steps that could be
reused for any technical and scientific content. The patent-specific information
is exploited in steps 1 and 4. The next sections describe the main characteristics
of our approach. For further technical details and complementary evaluations,
the reader is invited to consult the full technical note [2]3.

3 http://hal.archives-ouvertes.fr/hal-00411835

http://hal.archives-ouvertes.fr/hal-00411835
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4.2 Document Parsing

All the metadata and citation relations of the patent collection have been ex-
tracted, normalized and stored in a MySQL database based on a relational model
able to support intensive processing. The patents cited in the latest version of
the description have been identified by means of regular expressions. For all the
textual data associated with the patent, a rule-based tokenization depending on
the language, a part of speech tagging and a lemmatization have been performed.

4.3 Indexing Models

We did not index the collection document by document, but rather considered
a ”meta-document” corresponding to all the publications related to a patent
application. The five following indexes were build using the Lemur toolkit [3]:

– For each of the three languages, we built a full index at the lemma level. Only
the lemmas corresponding to open grammatical categories were indexed.

– For English, we created an additional phrase index based on phrase as term
definition. The Dice Coefficient was applied to select the phrases [4].

– A crosslingual concept index was finally built using the list of concepts iden-
tified in the textual material for all three languages.

4.4 Multilingual Terminological Database

A multilingual terminological database covering multiple technical and scien-
tific domains and based on a conceptual model [5], has been created from the
following existing ”free” resources: MeSH, UMLS, the Gene Ontology, a subset
of WordNet corresponding to the technical domains as identified in WordNet
Domains [6], and a subset of the English, French and German Wikipedia re-
stricted to technical and scientific categories. The resulting database contains
approximately 3 million terms for 1,4 million concepts.

The terms of the terminological database have been used for annotating the
textual data of the whole collection, training and topic sets. A term annotator
able to deal with such a large volume of data has been specifically developed.
The concept disambiguation was realized on the basis of the IPC classes of the
processed patent. Approximately 1.1 million different terms have been identified
at least once in the collection resulting in more than 176 million annotations.

4.5 Retrieval Models

We used the two following well known retrieval models: (1) a unigram language
model with KL-Divergence and Jelinek-Mercer smoothing (λ = 0.4), and (2) an
Okapi weighting function BM25 (K1 = 1.5, b = 1.5, K3 = 3). The two models
have been used with each of the previous five indexes, resulting in the production
of 10 lists of retrieval results for each topic patent. For both models, the query
was built based on all the available textual data of a topic patent and processed
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similarly to the whole collection in order to create one query per language based
on lemma, one query based on English phrases and one query based on concepts.
The query for a given model is, therefore, a representation of the whole textual
content of the topic patent. The retrieval processes were based on the Lemur
toolkit [3], version 4.9. The baseline results of the different indexes and retrieval
models are presented in Table 1, column (1). On average, KL divergence performs
better than Okapi, the best result being obtained with English lemma index.
Concept and phrase representations suffer from information loss as compared to
the simple stem-based retrievals, resulting in significantly lower performance.

Table 1. MAP results of the retrieval models, Main Task. (1) M set (1 000 queries),

(2) with initial working sets, M set, (3) with initial working sets, XL set (10 000 queries).

Model: KL divergence Model: Okapi BM25

Index Lang. (1) (2) (3)

lemma EN 0.1068 0.1516 0,1589
lemma FR 0.0611 0.1159 0,1234

lemma DE 0.0627 0.1145 0,1218

phrase EN 0.0717 0.1268 0,1344

concept all 0.0671 0.1414 0,1476

Index Lang. (1) (2) (3)

lemma EN 0.0806 0.1365 0,1454

lemma FR 0.0301 0.1000 0,1098

lemma DE 0.0598 0.1195 0,1261

phrase EN 0.0328 0.1059 0,1080

concept all 0.0510 0.1323 0.1385

4.6 Creation of Initial Working Set

For each topic patent, we created a prior working set for reducing the search
space and the effect of term polysemy. The goal here is, for a given topic patent,
to select the smallest set of patents which has the best chance to contain all
the relevant documents. A set is created starting from the patents cited in the
description of the topic patent and by applying successive expansions based on
the proximity of citation relations in the global citation graph, priority depen-
dencies, common applicants and inventors, common ECLA classes and common
IPC classes. The micro recall of the final working set, i.e. coverage of all the rel-
evant documents of the whole set of topics, was 0.7303 with an average of 2616
documents per working set. These different steps correspond to typical search
strategies used by the patent examiners themselves for building sources of in-
teresting patents. As the goal of the track is, to a large extent, to recreate the
patent examiner’s search reports, recreating such restricted working sets appears
to be a valuable approach. Table 1, column (2) and (3) show the improvement
of using the initial working sets instead of the whole collection.

4.7 Merging of Results

We observed that the different retrieval models present a strong potential of com-
plementarity, in particular between lemmas/concepts, and would benefit from a
combination. For this purpose, merging ranked results from different models and
languages appears well suited for a patent collection. Moreover, we are in an ex-
ceptional situation where we can exploit a large amount of training data because
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the collection contains many examples of search reports. This makes possible a
fully supervised learning method. The merging of ranked results is here expressed
as a regression problem [7]. Regression models appears particularly appropriate,
because they permit to adapt the merging on a query-by-query basis.

For realizing the merging, the scores were first normalized. The regression
model trained for a retrieval model m gives then a score for the query q which
is interpreted as an estimation of the relevance of the results retrieved by m for
q. The merged relevance score for a patent as prior art result for a given patent
topic is obtained as a linear combination of the normalized scores provided by
each retrieval model. For avoiding overfitting, we created from the collection a
supplementary training set of 4.131 patents.

We have experimented several regression models: least median squared linear
regression, SVM regression (SMO and ν-SVM) and multilayer perceptron using
LibSVM [8] for the ν-SVM regression method and the WEKA toolkit [9] for the
other methods. The best merging model was ν-SVM regression. The combined
ranked result obtained with this model presents a MAP of 0.2281(+43.5% of the
best individual ranked result) for the XL patent topic set, main task.

4.8 Post-ranking

While the previous section was focusing on learning to merge ranked results,
this step aims at learning to rank. Regression here is used to weight a patent
result in a ranked list of patents given a query. The goal of the re-ranking of the
merged result is to boost the score of certain patents: patents initially cited in the
description of the topic patent, patents having several ECLA and IPC classes in
common, patents with higher probability of citation as observed within the same
IPC class and within the set of results, patents having the same applicant and
at least one identical inventor as the topic patent. Similarly as for the creation
of the initial working sets, these features correspond to criteria often considered
by patent examiners when defining their search strategies. The final run is also
based on SVM regression, more precisely the WEKA implementation SMOreg
using the standard and the supplementary training sets.

5 Final Results

5.1 Main Task

Table 2 summarizes the automatic evaluation obtained for our final runs. We
processed the entire list of queries (XL set, corresponding to 10 000 patent
topics), thus also covering the smaller sets (S and M, respectively 500 and 1000).

The exploitation of patent metadata and citation information clearly provides
a significant improvement over a retrieval based only on textual data. By exploit-
ing the same metadata as a patent examiner and combining them to robust text
retrieval models via prior working sets and re-ranking, we created result sets
closer to actual search reports. Overall, the exploitation of ECLA classes and of
the patents cited in the descriptions provided the best improvements.
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Table 2. Evaluation of official runs for all relevant documents (left) and for highly

relevant documents (right)

Measures S M XL

MAP 0.2714 0.2783 0.2802

Prec. at 5 0.2780 0.2766 0.2768

Prec. at 10 0.1768 0.1748 0.1776

Measures S M XL

MAP 0.2832 0.2902 0.2836

Prec. at 5 0.1856 0.1852 0.1878

Prec. at 10 0.1156 0.1133 0.1177

6 Future Work

We have tried in the present work to create a framework that could be generalized
to non-patent and mixed collections of technical and scientific documents. More
complementary retrieval models and more languages can easily be added to the
current architecture of PATATRAS. If some metadata are specific to patent
information, many of them find their counterpart in non-patent articles.

Although our system topped the CLEF IP evaluation, we do not consider that
any aspects of the present system are finalized. We plan to focus our future efforts
on the exploitation of the structure of patent documents and the recognition of
entities of special interest such as non patent references and numerical values.
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Abstract. This report presents the work carried out at NLE Lab for

the CLEF-IP 2009 competition. We adapted the JIRS passage retrieval

system for this task, with the objective to exploit the stylistic char-

acteristics of the patents. Since JIRS was developed for the Question
Answering task and this is the first time its model was used to com-

pare entire documents, we had to carry out some transformations on the

patent documents. The obtained results are not good and show that the

modifications adopted in order to use JIRS represented a wrong choice,

compromising the performance of the retrieval system.

1 Introduction

The CLEF-IP 2009 arises from the growing interest by different business and
academy sectors in the field of Intellectual Property (IP). The task consists in
finding patent documents that constitute prior art to a given patent. Passage
Retrieval (PR) systems are aimed at finding parts of text that present a high
density of relevant information [3]. We based our work on the assumption that
the density of the information in patent documents is high enough to be exploited
by means of a PR system. Therefore, we adapted the JIRS PR system to work
on CLEF-IP 2009 data.

JIRS 1 is an open source PR system which was developed at the Universidad
Politécnica de Valencia (UPV ), primarily for Question Answering (QA) tasks.
It ranks passages depending on the number, length and positions of the query
n-grams that are found in the retrieved passages. In our previous participations
to Question Answering tracks within the CLEF Campaign, JIRS proved to be
superior in PR performance [1] to the Lucene2 open source system. In the fol-
lowing sections, we explain the main concepts of JIRS system and show how
we adapted JIRS in order to tackle the CLEF-IP retrieval task; in Section 5 we
discuss the obtained results; and finally in Section 6 we draw some conclusions.

2 Intellectual Property Task

The main task of the CLEF-IP track consists in finding the prior art for a
given patent. The corpus is composed by documents from the European Patent
1 http://sourceforge.net/projects/jirs/
2 http://lucene.apache.org
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Organization (EPO)3 published between 1985 and 2000, a total of 1,958,955
patent documents relating to 1,022,388 patents. The provided documents are
encoded in XML format, emphasizing these sections: title, language, summary
and description, in which our approach can work properly. This supposes the
omission of several fields of interest, like IPC class field, and thus a significant
loss of information. A total of 500 patents are analyzed using the supplied corpus
to determine their prior art; for each one of them the systems must return a list
of 1,000 documents with their score ranking.

3 The Passage Retrieval Engine JIRS

The passage retrieval system JIRS is based on n-grams (an n-gram is a sequence
of n adjacent words). JIRS has the ability to find word sequences structures in a
large collection of documents quickly and efficiently through the use of different
n-grams models. In order to do this, JIRS searches for all possible n-grams of
the word sequences in the collection and it gives them a weight in relation to
the amount and weights of the n-grams that appear in the query. For instance,
consider the two next pasages: “. . . braking system consists of disk brakes. . . ”
and “. . . anti-lock braking system developed by. . . ”. If you use a standard search
engine, like Yahoo or Lucene, to search articles related to the phrase “anti-
lock braking system”, the first passage would obtain a higher weight due to
the occurrences of the words containig the “brak” stem. In JIRS the second
passage is ranked higher because of the presence of the 3-gram “anti-lock braking
system”. In order to calculate the n-grams weight of each passage, first of all it
is necessary to identify the bigger n-gram, according to the corresponding sub
n-gram presents in the query, and assign to it a weight equal to the sum of all
term weights. The weight of each term is set to [1]:

wk = 1 − log(nk)
1 + log(N)

(1)

Where nk is the number of passages in which the term evaluated appears and
N is the total number of passages in the system and k varies between 1 and the
number of words in the vocabulary of the corpus.

Once a method for assigning a weight to n-grams has been defined, the next
step is to define a measure of similarity between passages. The measure of simi-
larity between a passage (d) and a query (q) is defind as follow:

Sim(d, q) =

∑n
j=1

∑
x∈Q h(x, Dj)∑n

j=1

∑
x∈Q h(x, Qj)

(2)

Where Q is the set of n-grams of the passage that are in the query and do
not have common terms with any other n-gram. The function h(x, Dj), in the
equation 2, returns a weight for the j -gram x with respect to the set of j -grams
(Dj) in the passage and is defined by:

3 http://www.epo.org/

http://www.epo.org/
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h(x, Dj) =
{∑j

k=1 wk if x ∈ Dj

0 otherwise
(3)

A more detailed description of the system JIRS can be found in [2].

4 Adaptation of JIRS to the Task

The objective was to use the JIRS PR system to detect plagiarism of ideas be-
tween a candidate patent and any other invention described in the prior art. We
hypothesized that a high similarity value between the candidate patent and an-
other patent in the collection corresponds to the fact that the candidate patent
does not represent an original invention. A problem in carrying out this compar-
ison is that JIRS was designed for the QA task, where the input is a query: the
JIRS model was not developed to compare a full document to another one but
only a sentence (the query , preferably short, in which terms are relevant to user
needs) to documents (the passages). Therefore it was necessary to summarize
the abstract of the candidate patent in order to pass it to JIRS as query (i.e., a
sequence of words). The summarization technique is based on the random walks
method proposed by Hassan et al. [4]. The query is composed by the title of
the patent, followed by the most relevant set of words extracted from the patent
abstract using this method.

Consider for instance patent EP-1445166 “Foldable baby carriage”, having
the following abstract:

“A folding baby carriage (20) comprises a pair of seating surface supporting
side bars (25) extending back and forth along both sides of a seating surface
in order to support the seating surface from beneath. Each seating surface
supporting side bar (25) has a rigid inward extending portion (25a) extending
toward the inside so as to support the seating surface from beneath, at a rear
portion thereof. The inward extending portion (25a) is formed by bending a
rear end portion of the seating surface supporting side bar (25) toward the
inside.”

The random walks method extracts the relevant n-gram seating surface from the
patent abstract. The resulting query is “Foldable baby carriage, seating surface”.

Another problem was to transform the patents into documents that could be
indexed by JIRS. In order to do so, we decided to eliminate all the irrelevant
information to the purpose of passage similarity analysis, extracting from each
document its title and the description in the original language in which it was
submitted. Each patent has also an identification number, but often the identi-
fication number is used to indicate that the present document is a revision of a
previously submitted document: in this case we examine all documents that are
part of a same patent and remove them from the collection. With these transfor-
mations we obtained a database that was indexed by the search engine JIRS, in
which each of the patents was represented by a single passage. Due to the corpus
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is provided in three languages, we decided to implement three search systems,
one for each language. Therefore, the input query for each system is given in the
language the system was developed. To translate all queries we used the Google
Translation Tool4. For each query we obtained a list of relevant patents by each
of the 3 search engines. Finally, we selected the 1,000 better ranked patents. The
architecture of our multilingual approach is illustrated in Figure 1.

Fig. 1. Architecture of NLEL-MAAT multilingual system

5 Results

We submitted one run for the task size S (500 topics), obtaining the following
results [5]:

Table 1. Results obtained for the IP competition by the JIRS -based system; P: Preci-

sion, R: Recall, nDCG: Normalized Discounted Cumulative Gain, MAP: Mean Average

Precision

P R MAP nDCG

0,0016 0,2547 0,0289 0,3377

In general, most of the results obtained by the participants were low, due to the
complexity of the IP task. We have to emphasize that with an approach as simple
as the one we have proposed, we have obtained results were not too far from
the ones obtained by the best systems, the best system achieve a Precision@100
4 http://www.google.com/language_tools?hl=en

http://www.google.com/language_tools?hl=en
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measure of 0.0317 while our system achieve a Precision@100 measure of 0.0076.
From a practical viewpoint, our aim was to apply the simple JIRS -based system
in order to filter out non-relevant information with respect to the prior art of
a patent. This allows to sensibly reduce the size of the data set to investigate
eventually employing a more formal approach.

6 Conclusions

The obtained results were not satisfactory, possibly due to the reduction pro-
cess carried out on the provided corpus, this allows us to be efficient in terms
of performance but involves the loss of important information such as the IPC
class, inventors, etc.; however we believe that the assumptions made in the ap-
proximation still constitute a valid approach, capable of returning appropriate
results; in the future, we will attempt to study how to reduce the database size
in order to delete as little relevant information as possible.

The development of the queries regarding each of the patents is one of the
weaknesses which must be taken into account for future participations: it will be
necessary to refine or improve the summarization process and to compare this
model to other summarization models and other standard similarity measures
between documents as well as similarity measures that include other parameters
than the n-grams.

The NLP approach used in the experiments has been negatively affected by
the need to use translation tools which degradated the quality of the information
to be extracted from text. We believe that an approach based on the automatic
categorization of documents can produce better results.

Acknowledgments. The work of the first author has been possible thanks to
a scholarship funded by Maat Gknowledge in the context of the project with
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Abstract. The objective of the 2009 CLEF-IP Track was to find documents that 
constitute prior art for a given patent. We explored a wide range of simple pre-
processing and post-processing strategies, using Mean Average Precision 
(MAP) for evaluation purposes. Once determined the best document representa-
tion, we tuned a classical Information Retrieval engine in order to perform the 
retrieval step. Finally, we explored two different post-processing strategies. In 
our experiments, using the complete IPC codes for filtering purposes led to 
greater improvements than using 4-digits IPC codes. The second post-
processing strategy was to exploit the citations of retrieved patents in order to 
boost scores of cited patents. Combining all selected strategies, we computed 
optimal runs that reached a MAP of 0.122 for the training set, and a MAP of 
0.129 for the official 2009 CLEF-IP XL set. 

1   Introduction 

According to the European Patent Office (EPO), 80% of the world technical knowl-
edge can be found in patent documents [1]. Moreover, patents are the only tool for 
companies to protect and take benefit from their innovations, or to check if they are 
free to operate in a given field or technology. As patent applicants have to provide a 
prior art search describing the field and the scope of their invention, and as a single 
missed document can invalidate their patent, patent searching is a critical field for the 
technical, scientific and economic worlds. 

A Patent Track is proposed in NTCIR [2] since its third edition in 2002. As the 
NTCIR workshops took place in Japan and dealt with Asian languages, they did not 
retain all the attention of the Western Information Retrieval community. At the initia-
tive of the Information Retrieval Facility, two tracks in the area of patent retrieval 
were launched in 2009: the CLEF-IP competition in Europe [3] and the TREC Chem-
istry competition in North America [4]. These tracks aim at bridging the gap between 
the Information Retrieval community and the world of professional patent search. 

The 2009 CLEF-IP Track was defined in the official guidelines as being a prior art 
search task: the goal was to find patents that constitute prior art for a given patent, in a 
collection of patent documents from EPO sources [5]. As there were more than 1M 
patent documents, and as these patent documents were huge files (often several 
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megabytes), the task was firstly to be considered as a very large scale Information 
Retrieval task. The preprocessing strategies hence are essential in order to work with 
a manageable but efficient collection. On the other hand, the different structured 
fields in patents make possible several post-processing strategies in different domains, 
such as text categorization with IPC codes, or co-citations networks with references. 

Thanks to a well designed training set, with 500 patents used as queries, we were 
able to explore and evaluate a wide range of the strategies we mentioned above. In the 
following sections, we present and discuss the different strategies in the same order in 
which we explored them during our work on the 2009 CLEF-IP Track. 

2   Data and Strategy 

The CLEF-IP 2009 collection contained around 1’950’000 patent documents from the 
EPO. As several patent documents could belong to a same patent, there were actually 
around 1 million patents. Each patent document was a XML file containing structured 
data; different fields were delimited by specific tags. Fields that retained our attention 
were: 

- Title 
- Description: the complete description of the invention, which is the 

longest field. 
- Abstract: a summary of the description field. 
- Claims: the scope of protection provided by the patent. 
- IPC codes : codes belonging to the International Patent Classification 

and describing technological areas 
- Citations: patents cited in the prior art. 

Inventor and Applicant fields were not retained, as we assumed they were not infor-
mative. We now think that we should have included these fields in the experiments. 
Moreover, we used IPC codes in two different formats: 4-digits codes (e.g. D21H) 
and complete codes (e.g. D21H 27/00). Citations were not used for building the patent 
representation, but were investigated for post processing purposes. 

The task was to find patents that constitute the prior art for a given patent; in other 
words, participants had, from a given patent for which organizers had discarded the 
Citations, to re-build the Citations field. A training set of 500 patents was provided. 
In the Citations field, another patent can be cited because it can potentially invalidate 
the invention, or more generally because it is useful for the understanding of inven-
tion. Thus, two ways were possible in order to define what citations have to be re-
built: a stringent qrel or a liberal qrel. All results reported in this paper were evaluated 
with the liberal qrel. More information is available in the official guidelines [5]. 

During our experiments, we explored and evaluated a wide range of strategies. In-
deed, as queries can be generated only by discarding the Citations field, organizers 
were able to generate a large training set. We chose to firstly develop a complete 
pipeline with default settings, in order to be able to evaluate a baseline run; thus, we 
were able to evaluate any strategy we explored by comparing it to the baseline run. 
Runs were evaluated with Mean Average Precision (MAP). The Information Retrieval 
step was performed with the Terrier engine [6]. Thus, our approach can be seen as a 
gradient descent approach. 
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The first run we computed, with all mentioned patent fields representing the docu-
ment and the queries, with standard Terrier settings and without any post-processing 
strategy, reached a MAP of 0.074. 

3   Document and Query Representation 

The first step was to decide how to merge several patent documents belonging to the 
same patent into a unique file. The official guidelines proposed several strategies, but 
we decided to keep all information contained in the different files and to concatenate 
it in a unique patent file. 

3.1   Document Representation 

The second step was to determine which fields to keep in the indexed patent files. Our 
priority was to keep the Description, as we hypothesized it would be the more infor-
mative field. However, the Description fields in patents are often huge, so we had to 
take care not to generate an unmanageable collection. Hence, our strategy was to 
lighten the Description field, by discarding the most frequent words in the collection. 
Experiments showed that the best performances were obtained by discarding a list of 
500 stopwords, using Porter stemming. This still left us with a huge amount of data. 
Worst, we observed that discarding the whole Description field for document repre-
sentation led to a MAP of 0.097, which was a + 30% improvement. Despite all our 
efforts, the Description field as we used it contained more noise than information, and 
we had to discard it for the patent representation. Nevertheless, we chose to keep 
Porter stemming and this list of 500 stopwords for pre-processing the other fields. 

Table 1 shows some supplementary results on how much each field contributed to 
the final performance. We established a new baseline run by using all the fields ex-
cept for the Description; the MAP for this baseline run was 0.097. Then, we discarded 
each field separately and observed how the MAP was affected. 

Table 1. Mean Average precision (MAP) for different Document Representation strategies 

Discarded field MAP 
Baseline 0.097 

Title 0.096 
Abstract 0.091 
Claims 0.052 

IPC 4-digits codes 0.0791 
IPC complete codes 0.0842 

 
Results show that the Claims are the most informative field, as using them led to a 

+ 86 % improvement. This result contradicts the remarks of the patent expert pro-
vided by the official guidelines [5], that suggested that “claims don’t really matter in 
a prior art searches […] whereas it would be significant for validity or infringement 
searches”, unless the task finally must be seen as a validity search task. Another result 
is that the Title seems to be poorly informative. This result is coherent with what 



 Simple Pre and Post Processing Strategies for Patent Searching 447 

 

Tseng and Wu wrote in their study describing search tactics patent engineers apply 
[7]: “It is noted that most patent engineers express that title is not a reliable source in 
screening the search results […] [as] the person writing up the patent description 
often chooses a rather crude or even unrelated title”. Finally, we chose to keep all 
fields except Description in order to build the document representation. 

3.2   Query Representation 

For Query Representation, we investigated the same strategies than for Document 
Representation. We chose to use Porter stemming and the designed list of 500 stop-
words. Then we evaluated different subsets of fields. While for Document Represen-
tation, discarding the Description field appeared to be the best choice, for Query Rep-
resentation we obtained slightly better performances when including it (+ 3%). Hence, 
we chose to keep all fields in order to build the query representation. 

4   Retrieval Model 

Once we determined the Document and Query Representation, we tuned the Informa-
tion Retrieval system in order to find the best settings. We used the Terrier 2.2.1 plat-
form for retrieval. 

Firstly, we evaluated several available weighting models in Terrier with their de-
fault settings and reached the conclusion that we didn’t need to change the default 
BM25. We then tuned the BM25 weighting model by setting the b parameter; we 
finally reached a MAP of 0.105 with b=1.15. Finally, we observed that using query 
expansion with the available Bo1 model (Bose-Einstein inspired), set with default 
parameters, led to a final MAP of 0.106. 

5   Post Processing Strategies 

Once we determined the best retrieval model, we focused on how additional informa-
tion contained in patent document could be used for re-ranking and improving the 
computed run. We chose to explore two different strategies: whether to filter out-of-
domain patents regarding to IPC codes, or to boost related patents according to the 
citations of the retrieved patents. 

5.1   IPC Filtering 

In an expert patent searching context, Stemitzke [9] assumed in his abstract that “pat-
ent searches in the same 4-digits IPC class as the original invention reveal the major-
ity of all relevant prior art in patent”. Another study assumed that it is between 65% 
and 72% – whether citations were added by the applicant of the examiner – of Euro-
pean patent citations that are in the same technology class [10]. Moreover, dealing 
with what IPC granularity – whether 4-digits or complete codes – using in patent 
searches, the EPO best practices guidelines indicate that “for national searches […] 
the core level is usually sufficient” [11]. 
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Hence, we decided to explore IPC filtering strategies that consisted in filtering (i.e. 
simply discarding in the ranked list) retrieved patents that did not share any IPC code 
with the query. We evaluated this strategy for both 4-digits and complete codes. 
Moreover, another strategy could consist in, for each query, only indexing documents 
that share at least one IPC code with the query. Thus we evaluated both strategies, 
respectively named IPC filtering and IPC indexing strategies, with both IPC 
granularities, 4-digits and complete. Results are presented in Table 2. IPC filtering 
strategy was applied in the previous baseline run that reached a MAP of 0.106. 

Table 2. Mean Average precision (MAP) for different filtering strategies using IPC codes 

 
MAP 

IPC 
 filtering 
strategy 

IPC  
indexing 
strategy 

Baseline 0.106 0.106 

4-digits IPC codes 
0.111 

 (+5%) 
0.112 
(+6%) 

complete IPC codes 0.118 
(+11%) 

0.115 
(+8%) 

 
Results show that both strategies led to improvements, but none was significantly 

better than the other. However, the indexing strategy needs to re-index a specific part 
of the collection for each query, which is a time-consuming process. Thus we pre-
ferred to apply the filtering strategy. Moreover, using the complete IPC codes let to a 
bigger improvement than using 4-digits codes (+11% comparing to +5%). Working 
on the patent representation, we also observed that complete codes seemed to be more 
informative (see Table 1). These results, and the designed strategy for automatic prior 
art searches, seem to run counter to the state of the art for expert prior art searches. 
Finally, the availability of effective IPC automatic coders [15] to be customized for 
specific domains could provide promising additional information in the future. 

5.2   Co-citation Boosting 

Finally, we explored post-processing strategies dealing with patent citations. Few 
studies addressed the co-citation issue in the patent domain. Li and al. [12] used cita-
tions information in order to design a citation graph kernel; evaluating their work with 
a retrieval task, they obtained better results exploiting citation network rather than 
only direct citations. 

We computed the citation network for the collection, and we explored a range of 
post-processing strategies, from citation graphs to weighting schemes based on the 
number of citations. The best strategies reached the MAP from 0.118 to 0.122 (+3%). 
Another interesting result was the improvement of Recall at 1000 from 0.53 to 0.63. 
Unfortunately, the strategies that improved the MAP used only direct citations. We 
never were able to design a strategy that efficiently exploited the citation network in 
this track. 



 Simple Pre and Post Processing Strategies for Patent Searching 449 

 

6   Discussion 

For the first year of the track, the various strategies we investigated were relatively 
competitive as our best runs were ranked #2. Remarkably, those results were obtained 
without using the citation information provided with the query. Indeed, some com-
petitors decided to indirectly take advantage of query citations to overweight features 
appearing in patent sentences where citations were located. The result of such added 
information may have been sufficient to improve the effectiveness of the strategy, 
however such a task design would not faithfully model a prior art search task since it 
assumes that a set of prior art citations is available. The availability of such data is 
only meaningful for very specific user models such as patent officers, who are assess-
ing the validity of a submitted patent. But, for most patent users, in particular patent 
authors, assuming the availability of such bibliographical information is unrealistic. 

Now comparing with the TREC Chemistry patent track, where our official runs 
scored significantly higher than other submitted runs [14], as shown in Figure 1, we 
can observe that mean average precision (~18%) seems about +38% higher for chem-
istry than for domain-independent prior art search. The reported relative effectiveness 
of chemistry vs. unrestricted patent retrieval can at least partially be explained by the 
availability of large terminological chemo-informatics resources, such as PubChem or 
MeSHCat, which can significantly improve retrieval effectiveness by making possible 
to automatically normalize chemical entities, as explored in [13] thanks to the Chem-
Tagger (http://eagl.unige.ch/ChemTagger/).  

 

Fig. 1. Retrieval effectiveness, measured by mean average precision (map), of TREC patent 
competitors for chemistry. Our runs appear in blue with a map slightly above 18%. 

7   Conclusion 

We explored a wide range of simple strategies, aiming at choosing the best document 
representation, at choosing the best information retrieval platform, and at applying 
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some efficient post-processing tactics. Evaluated on the XL set (10’000 queries), our 
official run reached a MAP of 0.129. The results were satisfying, as our run was one 
of the leading ones. Unfortunately, strategies that improved the performances were 
quite simple, and we need to design more advanced winning strategies in order to still 
be competitive in the CLEF-IP 2010 evaluation. We probably need to improve our 
semantic representation of the patents, and to deal with the problem and the solution 
aspects of the invention. In particular, we have to pay attention to the results produced 
on this domain by Asian teams for the previous NTCIR competitions. 

Limitations in the CLEF-IP 2009 evaluation were that retrieved documents were 
considered as relevant only if they were cited by the patent given as query. Yet, this 
does not imply that other retrieved documents were not relevant with respect the prior 
art of the invention. Indeed, if several documents are equally relevant to a given part of 
the prior art, the examiner needs to cite only one of them, choosing less or more arbitrar-
ily. Other variables such as geographical distance, technological distance or strategic 
behavior of the applicant have an influence on the citations and can induce additional 
biases in cited patents [10]. Thus, some retrieved documents can be judged non relevant 
in this evaluation, because another document was chosen in the citations; but these 
documents could be judged relevant and useful by a professional searcher in a semi 
automatic process. Nevertheless, the CLEF-IP 2009 evaluation let us to start working on 
patent searching and to compare our strategies in a very pleasant framework. 
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Abstract. In this paper, we describe the system we developed for the

Intellectual Property track of the 2009 Cross-Language Evaluation Fo-

rum. The track addressed prior art search for patent applications. We

used the Lucene library to conduct experiments with the traditional TF-

IDF-based ranking approach, indexing both the textual content and the

IPC codes assigned to each document. We formulated our queries by us-

ing the title and claims of a patent application in order to measure the

(weighted) lexical overlap between topics and prior art candidates. We

also formulated a language-independent query using the IPC codes of a

document to improve the coverage and to obtain a more accurate ranking

of candidates. Using a simple model, our system remained efficient and

had a reasonably good performance score: it achieved the 6th best Mean

Average Precision score out of 14 participating systems on 500 topics,

and the 4th best score out of 9 participants on 10,000 topics.

1 Introduction

The CLEF-IP 2009 track was organized by Matrixware and the Information
Retrieval Facility. The goal of the track was to investigate the application of IR
methods to patent retrieval. The task was to perform prior art search, which is
a special type of search with the goal of verifying the originality of a patent. If
a prior patent or document is found that already covers a very similar invention
and no sufficient originality can be proven for a patent, it is no longer valid. In
the case of a patent application, this would prevent it from being granted. If
a patent has already been accepted, an opposition procedure can invalidate a
patent by providing references to prior art. Therefore, finding even a single prior
art document can be crucial in the process, as it may have an adverse effect on
the decision about patentability, or withdrawal of an application.

Prior art search is usually performed at patent offices by experts, examin-
ing millions of documents. The process often takes several days and requires

� On leave from the Research Group on Artificial Intelligence of the Hungarian
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strict documentation and experienced professionals. It would be beneficial if IR
methods could ease this task or improve the speed and accuracy of the search.

Major challenges associated with finding prior art include: the usage of vo-
cabulary and grammar is not enforced and depends on the authors; in order to
cover a wide field of applications, often generic formulations and vague language
are used; the authors might even try to disguise the information contained in a
patent and take action against people that infringe a patent later; the description
of inventions frequently uses new vocabulary; information constituting prior art
might be described in a different language than the patent under investigation.

Dataset & Task. For the challenge, a collection of 1.9 million patent docu-
ments taken from the European Patent Office (EPO) was used. The documents
in this collection correspond to approximately 1 million individual patents filed
between 1985 and 2000 (thus one patent can have several files, with different ver-
sions/types of information). The patents are in the English, German, or French
language. The language distribution is not uniform as 70% of the patents are
English, 23% are German, and 7% are French. The patents are given in an XML
format and supply detailed information such as the title, description, abstract,
claims, inventors and classification.

The focus of the challenge was to find prior art for the given topic documents.
Several tasks were defined: the Main task, where topics corresponded to full
patent documents, and the multilingual tasks, where only the title and claims
fields were given in a single language (English, German, or French) and prior
art documents were expected to be retrieved in any of these three languages.

Relevance assessments were compiled automatically using the citations point-
ing to prior art documents found in the EPO files of the topic patent applica-
tions. The training data for the challenge consisted of 500 topics and relevant
prior art. The evaluation was carried out on document sets having 500 (Small),
1,000 (Medium) and 10,000 (XLarge evaluation) topics, respectively.

For a more detailed description of the task, participating groups, the dataset
and overall results, please see the challenge paper [2] and the track Web page1.

2 Our Approach

For most patents, several files were available, corresponding to different versions
of the patent (an application text is subject to change during the evaluation
process). We decided not to use all the different versions available for the patent,
but only the most up-to-date version. We epxected the latest version to contain
the most authoritative information. If a certain field used by our system was
missing from that version, we extracted the relevant information from the latest
source that included this field. In our system, we used the information provided
under the claims, abstract, description, title and IPC codes fields only. We did
not use other, potentially useful sections of patent applications such as authors
or date.
1 http://www.ir-facility.org/the_irf/clef-ip09-track

http://www.ir-facility.org/the_irf/clef-ip09-track
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2.1 Preprocessing

We performed the following preprocessing steps:

– Sentence splitting based on the Java BreakIterator2 implementation.
– Tokenization based on the Java BreakIterator (for the French documents we

also used apostrophes as token boundaries: e.g. d’un was split to d and un).
We converted all the tokens to lowercase.

– Stopword removal using manually crafted stopword lists. We started with
general purpose stopword lists containing determiners, pronouns, etc. for
each language, and appended them with highly frequent terms. We consid-
ered each frequent word (appearing in several hundred thousand documents)
a potential stopword and included it in the list if we judged it a generic term
or a domain specific stopword; that is, not representative of the patent con-
tent. For example, many patents contain words like figure (used in figure
captions and also to refer to the pictures in the text), or invention (it usu-
ally occurred in the 1st sentence of the documents).

– for the German language, we applied dictionary-based compound splitting3.
– Stemming using the Porter algorithm4.

The preprocessing pipeline was set up using the Unstructured Information Man-
agement Architecture (UIMA), a framework for the development of compo-
nent based Natural Language Processing (NLP) applications. We employed the
DKPro Information Retrieval framework [1], which provides efficient and con-
figurable UIMA components for common NLP and Information Retrieval tasks.

2.2 Retrieval

The basis of our system is the extended boolean vector space model as imple-
mented by Lucene. We queried the indices described below and combined the
results in a post-processing step in order to incorporate information gathered
from both the text and the IPC codes.

Indices. In order to employ Lucene for patent retrieval, we created a separate
index for each language just using fields for the relevant language. For example,
to create the German index, only fields with a language attribute set to DE were
used.

For each patent, we extracted the text of a selection of fields (title only, title
& claims, claims & abstract & description - limited to a fixed number of words).
The concatenated fields were preprocessed in the way described above. For each
patent, a single document was added to the Lucene index, and the patentNumber
field was added to identify the patent.

Topic documents were preprocessed in the same manner as the document
collection. All the text in the title and claims fields was used to formulate the
2 http://java.sun.com/j2se/1.5.0/docs/api/java/text/BreakIterator.html
3 http://www.drni.de/niels/s9y/pages/bananasplit.html
4 http://snowball.tartarus.org

http://java.sun.com/j2se/1.5.0/docs/api/java/text/BreakIterator.html
http://www.drni.de/niels/s9y/pages/bananasplit.html
http://snowball.tartarus.org
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queries, without any further filtering. This way our system ranked documents
according to their lexical overlap with the topic patent. A separate query was
constructed for each of the languages.

To exploit the IPC codes assigned to the patents, a separate index was created
containing only the IPC categories of the documents. We performed retrieval
based on this IPC index, and since single IPC codes usually indentify particu-
lar scientific and technological domains, this provided a language independent
ranking based on the domain overlap between the query and documents.

Queries. For the main task, sample topic documents were selected that had
their title and claims fields available in all three languages. Moreover, since these
documents were full patent applications they contained other fields, possibly in
one or more languages, but we did not use any of these additional fields.

We created a separate query for each language and ran it against the document
collection index of the corresponding language. Each query contained the whole
content of the two above-mentioned fields, with each query term separated by
the OR query operator.

For the language specific tasks, only the title and claims fields of the corre-
sponding language were made available. We performed the same retrieval step
as we did for the main task, but restricted the search to the respective language
index. For instance in the French subtask, we just used the French title and
claims fields to formulate our query and performed retrieval only on the French
document index.

To measure the weighted overlap of the IPC codes, a separate query was
formulated that included all IPC codes assigned to the topic document (again,
each query term OR-ed together).

Result Fusion. Language specific result lists were filtered in such a way that
documents which did not share an IPC code with the topic were filtered out.
The language specific result lists were normalized in order to make the scores
comparable to each other. The result list from the IPC code index was normalized
in the same way. To prepare our system output for the language specific subtasks,
we added the relevance scores returned by the IPC and the textual query and
ranked the results according to the resulting relevance score. For the Main task
submission, the three language-specific lists were combined into a single list by
taking the highest score from each language specific result list for each document.
For further details about the result list combination, see [3].

3 Experiments and Results

In this section we present the performance statistics of the system submitted to
the CLEF-IP challenge and report on some additional experiments performed
after the submission deadline. We apply Mean Average Precision (MAP) as
the main evaluation metric, in accordance with the official CLEF-IP evaluation.
Since precision at top rank positions is extremely important for systems that are
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supposed to assist manual work like a prior art search, for comparison we always
give the precision scores at 1 and 10 retrieved documents (P@1 and P@10)5.

3.1 Challenge Submission

We utilized the processing pipeline outlined above to extract text from different
fields of patent applications. We experimented with indexing single fields, and
some combinations thereof. In particular, we used only titles, only claims, only
description or a combination of title and claims for indexing.

As the claims field is the legally important field, we decided to include the
whole claims field in the indices for the submitted system. We employed an
arbitrarily chosen threshold of 800 words for the indexed document size. That
is, for patents with a short claims field, we added some text taken from their
abstract or description respectively, to have at least 800 words in the index for
each patent. When the claims field itself was longer than 800 words, we used
the whole field. This way, we tried to provide a more or less uniform-length
representation of each document to make the retrieval results less sensitive to
document length. We did not have time during the challenge timeline to tune the
text size threshold parameter of our system, so this 800 words limit was chosen
arbitrarily – motivated by the average size of claims sections.

Table 1 shows the MAP, P@1 and P@10 values and average recall (over topics,
for top 1000 hits) of the system configurations we tested during the CLEF-IP
challenge development period, for the Main task, on the 500 training topics.
These were: 1) the system using the IPC-code index only; 2) the system using
a text-based index only; 3) the system using a text-based index only, the result
list filtered for matching IPC code; 4) a combination of result lists of 1) and 2);
5) a combination of result lists of 1) and 3).

Table 1. Performance on Main task, 500 train topics

Nr. Method MAP P@1 P@10 avg. recall

(1) IPC only 0.0685 0.1140 0.0548 0.6966

(2) Text only 0.0719 0.1720 0.0556 0.4626

(3) Text only - filtered 0.0997 0.1960 0.0784 0.6490

(4) IPC and text 0.1113 0.2140 0.0856 0.6960

(5) IPC and text - filtered 0.1212 0.2160 0.0896 0.7319

The bold line in Table 1 represents our submitted system. This configuration
gave the best scores on the training topic set for each individual language. Table 2
shows the scores of our submission for each language specific subtask and the
Main task on the 500 training and on the 10,000 evaluation topics.
5 During system development we always treated every citation as an equally relevant

document, so we only present such an evaluation here. For more details and analysis

of the performance on highly relevant items (e.g. those provided by the opposition),

please see the task description paper [2].
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Table 2. Performance scores for different subtasks on training and test topic sets

Train 500 Evaluation 10k

Task MAP P@1 P@10 avg. recall MAP P@1 P@10 avg. recall

English 0.1157 0.2160 0.0876 0.7265 0.1163 0.2025 0.0876 0.7382

German 0.1067 0.2140 0.0818 0.7092 0.1086 0.1991 0.0813 0.7194

French 0.1034 0.1940 0.0798 0.7073 0.1005 0.1770 0.0774 0.7141

Main 0.1212 0.2160 0.0896 0.7319 0.1186 0.2025 0.0897 0.7372

3.2 Post Submission Experiments

After the submission, we ran several additional experiments to gain a better
insight into the performance limitations of our system. We only experimented
with the English subtask, for the sake of simplicity and for time constraints. First,
we experimented with different weightings for accumulating evidence from the
text- and IPC-based indices.

We found that slightly higher weight to text-based results would have been
beneficial to performance in general. Using 0.6/0.4 weights, which was the best
performing weighting on the training set, would have given a 0.1202 MAP score
for English, on the 10k evaluation set – which is a 0.4% point improvement.

We also examined retrieval performanceusing different document length thresh-
olds. Hence, we extracted the first 400, 800, 1600 or 3200words of the concatenated
claims, abstract and description fields to see whether more text could improve the
results. Only a slight improvement could be attained by using more text for index-
ing documents. On the training set, the best score was achieved using 1600 words
as the document size threshold. This would have given 0.1170 MAP score for En-
glish, on the 10k evaluation set – which is only a marginal improvement over the
submitted configuration.

Previously we discarded all resulting documents that did not share an IPC
code with the topic. This way, retrieval was actually constrained to the cluster
of documents that had overlapping IPC codes. A natural idea was to evaluate
whether creating a separate index for these clusters (and thus having in-cluster
term weighting schemes and ranking) is beneficial to performance. We found that
using such local term weights improved the performance of our system for each
configuration. The best parameter settings of our system on the training topics
were: 1600 words threshold; 0.6/0.4 weights for text/IPC indices; indexing the
cluster of documents with a matching IPC code for each topic. This provided a
MAP score of 0.1243, P@1 of 0.2223 and p@10 of 0.0937 on the 10,000 document
evaluation set, for English. This is a 0.8% point improvement compared to our
submitted system.

3.3 Significance Analysis

We used the paired t-test for significance tests. Due to the huge number of
topics (we presented results for 10,000 topics) even small differences in MAP
values tend to be statistically significant using very low significance thresholds.
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First, the difference in performance between our submitted system and that of
our post-submission experiments was statistically significant (P < 10−4) even
though the latter system only utilized English texts, not all three languages.
This means that for our approach it was more important to set the correspond-
ing weights for the combination, indexed text size and to use accurate term
weights (in-cluster) than to exploit results for less frequently used languages.
The performance of our submitted system (0.1186 MAP, placed 4th in the XL
evaluation) is significantly different from both the one placed third (0.1237 MAP,
P < 10−3) and fifth (0.1074 MAP, P < 10−4). The performance of our post-
submission system (0.1243 MAP) is significantly different from the one placed
second in the challenge (0.1287 MAP, P < 10−2), but the difference compared
to the third place system is not significant (0.1237 MAP, P > 0.5).

4 Discussion

In the previous section we introduced the results we obtained during the chal-
lenge timeline, together with some follow-up experiments. We think our relatively
simple approach gave fair results, our submission came 6th out of 14 participat-
ing systems on the evaluation set of 500 topics6 and 4th out of 9 systems on the
larger evaluation set of 10,000 topics. Taking into account the fact that just one
participating system achieved remarkably higher MAP scores and the simplicity
of our system, we find these results promising.

We should mention here that during the challenge development period, we
made several arbitrary choices regarding system parameter settings, and that
even though we chose reasonably well performing parameter values tuning these
parameters could have improved the accuracy of the system to some extent.

The limitations of our approach are obvious though. First, as our approach
mainly measures lexical overlap between the topic patent and prior art candi-
dates, prior art items that use substantially different vocabulary to describe their
innovations are most probably missed by the system. Second, without any sophis-
ticated keyword / terminology extraction from the topic claims, our queries are
long and probably contain irrelevant terms that place a burden on the system’s
accuracy. Third, the patent documents provided by the organizers were quite
comprehensive, containing detailed information on inventors, assignees, priority
dates, etc. Out of these information types we only used the IPC codes and some
of the textual description of patents. Last, since we made a compromise and
searched among documents with a matching IPC code (and only extended the
search to documents with a matching first three digits of IPC when we had an
insufficient number of retrieved documents in the first step), we missed those
prior art items that have a different IPC classification from the patent being
investigated. We think these patents are the most challenging and important
items to identify and they are rather difficult to discover for humans as well.
6 Since the larger evaluation set included the small one, we consistently reported

results on the largest set possible. For more details about performance statistics on

the smaller sets, please see [2].
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5 Conclusions and Future Work

In this study, we demonstrated that even a simple Information Retrieval sys-
tem measuring the IPC-based and lexical overlap between a topic and prior
art candidates works reasonably well: our system gives a True Positive (prior
art) top ranked for little more than 20% of the topics. We think that a sim-
ple visualization approach like displaying content in a parallel view highlighting
textual/IPC overlaps could be an efficient assistant tool for a manual prior art
search (performed at Patent Offices).

In the future we plan to extend our system in several different ways. We
already know that local and global term weightings behave differently in re-
trieving prior art documents. A straightforward extension would be therefore to
incorporate both weightings in order to improve our results even further. Simi-
larly, experimenting with other weighting schemes than the one implemented in
Lucene is another straightforward way of extending our current system.
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Abstract. This paper reports experiments performed in the course of
the CLEF’09 Intellectual Property track, where our main goal was to
study automatic query generation from the patent documents. Two sim-
ple word weighting algorithms (modified RATF formula, and tf · idf) for
selecting query keys from the patent documents were tested. Also using
different parts of the patent documents as sources of query keys was in-
vestigated. Our best runs placed relatively well compared to the other
CLEF-IP’09 participants’ runs. This suggests that tested approaches to
the automatic query generation could be useful, and should be developed
further. For three topics, the performance of the automatically extracted
queries were compared to queries produced by three patent experts to
see whether the automatic key word extraction algorithms seem to be
able to extract relevant words from the topics.

1 Introduction

Patents are a valuable source of scientific and technological information. How-
ever, patent retrieval is a challenging task and identifying relevant patent docu-
ments among millions of international patents is time consuming, even for pro-
fessional patent officers and especially for laymen applying for patents. Therefore
there is a clear need for effective patent information retrieval systems. This need
is emphasized in global society, where patents granted internationally may need
to be found and systems capable of crossing language barriers are needed.

One of the questions that need to be solved for automatic patent retrieval to
be viable is how to automatically generate queries from patent documents. Query
formulation based on patent documents is a complex task and is usually carried
out by patent examiners possessing extensive knowledge of both the domain of
the invention and of the patent text genre. The complexity arises mostly from
the language used in patent documents, which is a mixture of legislative language
and domain specific technical sublanguages. The technical fields are various and
the writing styles and sublanguages used in patents differ notably, which affects
the term-extraction and weighting algorithms in information retrieval systems
� Current address: Swedish Institute of Computer Science, Box 1263, SE-164 29 Kista,

Sweden.
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[1]. While natural language texts always presents a vocabulary mismatch prob-
lem for information retrieval, the problem is compounded in patent retrieval by
the frequent use of novel vocabulary, the use of legislative language in parts of
patents and the intentional use of nonstandard or vague terminology by some in-
ventors [2]. These problems suggest that automatic query generation from patent
documents is not a trivial problem. Recognizing the best search concepts and
keys based on their frequencies is potentially problematic. Furthermore, using
query expansion seems necessary, as some central vocabulary is likely missing
from the patent documents. Also, a system capable of automatically generating
and running initial queries for users would certainly be useful.

Our aim when participatingi n the CLEF-IP exercise [3] was to test different
approaches to automatic query generation from patent applications. We tested
two simple word weighting algorithms for selecting query keys from the doc-
uments and experimented with using different parts of the patent documents
as sources of query keys. The best way to analyze the performance of an au-
tomatic query generation algorithm would be a comparison against the query
word selection of human experts. This is impossible in the scale of the CLEF-IP
experiment, where the XL topic set consisted of 10,000 topics. We had never-
theless the opportunity to have three patent retrieval experts to analyze three
of the topic documents used in the experiment. This allowed us to get a glimpse
of how patent engineers might work and offered an opportunity to a better un-
derstanding of the results from the automatic runs.

The rest of the paper is organized as follows: the automatic query generation
is described in Sect. 2 together with short descriptions of the manual topic
analysis and of the runs. Section 3 then presents the technical details of our
retrieval system. The results are presented in Sect. 4 and Sect. 5 concludes with
a short discussion.

2 Query Generation

2.1 Automatic Query Generation

Two approaches to automatic query key extraction from the topics were tested:
Selecting query keys based on the topic words’ standard tf · idf weights and
selecting query keys based on the topic words’ Relative Average Term Frequencies
in the target collection(s) and in the topics, i.e. based on the RATF formula
scaled with the normalized term frequency of a topic word (for the original
formula, see [4]). The modified RATF score for a key k is computed as follows:

RATFmod(k) =
tfk

cfk/dfk
RATF (k) =

tfk

cfk/dfk

(
103 cfk/dfk

(ln(dfk + SP ))P

)

= 103 tfk

(ln(dfk + SP ))P
, (1)

where tfk is the frequency of the key k in a topic document, cfk its frequency in
the collection, and dfk the number of documents in which the key k occurs. Thus
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the tfk is normalized by dividing it by the logarithm of the document frequency
of key k scaled with the collection dependent parameters SP and P . The runs
in the CLEF-IP’09 training set suggested that the values of parameters SP and
P had only minimal effect on the results.

It is not clear from which fields of the patent application documents the
query keys should be selected. European patent applications include several fields
with rather strictly defined contents, of which especially the text fields title,
abstract, description and claims are important sources of query keys. The claims
include the most salient content of a patent, i.e., the exact definition of what
the invention covered by a patent is, and have therefore often been used as the
primary source of query keys in patent retrieval studies [1]. Claims however are
written in a legislative language, which may lead to spurious similarities between
patents based on style rather than content [2]. Abstracts and descriptions include
information related to the background and the field of the invention and can thus
be helpful for determining the general field or class of the patent [5]. On the other
hand, titles and abstracts on are sometimes written to be uninformative, while
descriptions are written to be as wide as possible and may thus contain too vague
terms to be used as query keys. Therefore several combinations of the text fields
were tested, from using each field alone to using them all together. Only the
combinations that performed best in the training runs were then tested in the
official CLEF-IP runs, resulting in three different combinations of fields.

Query keys were extracted separately from the topics for all of the topic
languages and for each topic three monolingual queries were formed. Also, a
separate language independent query was formed of the IPC codes present at the
topic documents. Each of these four queries was ran separately, the monolingual
queries to the corresponding monolingual indices and the IPC query to a separate
index containing only the codes, and the results were merged at a later phase.
Based on training runs, using the IPC codes was not always useful in our system,
and sometimes even damaged performance. Thus the IPC codes were not used
in all of the final runs. In this paper, the results for four runs in XL topic set
with different combinations of query key source fields and approaches to query
key extraction are reported:

– All fields, IPC, RATF (UTASICS_all-ratf-ipcr)
– All fields, IPC, tf · idf (UTASICS_all-tf-idf-ipcr)
– Abstract and description, RATF. No IPC. (UTASICS_abs-des-ratf)
– Abstract, title and claims, IPC, RATF (UTASICS_abs-tit-cla-ratf-ipcr)

We also experimented with Google Translate for translating the missing target
language patent fields from the main language’s corresponding field, but these
translation results are omitted due to space limitations, as the translation did
not seem useful.

2.2 Manual Queries from Patent Engineers

Three English topics (EP1186311, EP1353525, EP1372507) were manually ana-
lyzed by three patent examiners (A–C) from a Swedish patent bureau to create
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a baseline that the automatically generated queries could be compared to. All
examiners were asked to analyze the same three patents, to get an idea of how
much their analyses differ from each other. The goal was to create as realistic an
initial patent query formulation situation as possible within the CLEF-IP test
setting and to examine from which fields and what type of keywords and other
features of the patent text the patent examiners selected. The examiners were
asked to point out the ten best query keys for each topic. The query keys could
be, e.g., keywords, terms, classification codes or document numbers and could
be chosen from any of the patent fields. The patent examiners were also asked to
write down synonyms to the selected words or other keywords that they might
find useful when searching for prior art.

A set of manual queries was then formed from the ten best keywords that
each patent examiner had chosen from the topics and another set so that also
the synonyms pointed out by the examiners were included. Both sets contained
nine queries (three examiners × three topics). Corresponding to the automatic
runs, separate queries were formed of the IPC codes. The results from the natural
language and IPC runs were merged at a later phase. Also “Ideal manual queries”
containing all unique query words selected by examiners A–C altogether, were
generated for each of the three topics. The manually generated queries varied
slightly in length and contained sometimes slightly less and sometimes slightly
more than ten words. The variation depended on the users being allowed to
choose different types of keywords to the queries. Unlike the automatic queries,
the manual queries could e.g. include phrases. The manually formed queries were
compared to automatic runs, where the 10 top ranked keywords were automati-
cally selected from all of the topic text fields using the modified RATF formula.

3 System Details

The Indri engine (KL-divergence model) of the Lemur toolkit (version 4.9) [6]
was used for indexing and retrieval. The approach to indexing was to generate a
single “virtual patent” of the several versions that may exist for each patent, in
a manner similar to the topic generation by the organizers of the CLEF-IP’09
track (see [3]): only the central fields (title, abstract, description and claims)
were indexed and only the most recent version of each of the fields was indexed.
A separate monolingual index was created for each of the languages (one English,
one French and one German index). The content in the different languages was
extracted based on the language tags (present in the patent XML code) and
a “virtual patent” was created for each language. The IPC codes were indexed
separately into a language independent index. This way in total four indices were
created that could be searched separately. The natural language index and the
query words were stemmed using the Snowball stemmers for each language and
the stop words were removed. The IPC codes were truncated after the fourth
character.

As a consequence of indexing the content in each of the languages separately,
three monolingual queries and an IPC code query had to be run for each of the
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Table 1. Our runs compared to the best run by the Humboldt University, humb_1

Run ID P@10 MAP nDCG

UTASICS_all-ratf-ipc 0.0923 0.1209 0.2836
UTASICS_all-tf-idf-ipc 0.0930 0.1216 0.2808
UTASICS_abs-des-ratf 0.0945 0.1237 0.2759
UTASICS_abs-tit-cla-ratf-ipc 0.0838 0.1088 0.2655

humb_1 0.1780 0.2807 0.4833

topics. All natural language queries in all runs were set to include 50 words,
based on training results. The IPC queries included all the IPC codes present
in a topic document. The results from the four different queries were merged at
query time separately for each topic using the MAD (Mean Average Distance)
merging model developed by Wilkins et al in [7]. A detailed description of the
merging approach is available in [8].

4 Results

The results are reported mainly in terms of the nDCG metric that weights the
relevant documents more the higher they are ranked in the result list [9]. The
nDCG results reported here were calculated with trec_eval-program (version
9.0) by the authors, because the nDCG results reported in the CLEF-IP track
used a measure that is quite different from the standard nDCG measure. There-
fore we also recalculated the nDCG results for humb_1 run reported in Table
1. For the sake of comparison, also MAP and P@10 are reported, in Table 1.
The statistical significance between the differences of our runs were tested with
One-way ANOVA over the nDCG-values.

The best run was the one generated from all fields, using the modified RATF
formula (UTASICS_all-ratf-ipc), reaching the nDCG of 0.2836. The difference
of the weakest run UTASICS_abs-tit-cla-ratf-ipc to the three other runs was
statistically highly significant (p < 0.001). The other runs performed equally in
statistical terms. Despite the modesty of the results, the runs placed relatively
well compared to the other CLEF-IP’09 participants’ runs. It should nevertheless
be noted that the run (humb_1) by the Humboldt University (also given in Table
1) totally outclassed all others and that our best run, in terms of nDCG, reached
only around 55 % of its performance.

Modified RATF and tf · idf performed very similarly, and both of them could
be used for automatic query generation. Although our best runs (as measured
with the nDCG) used all available text fields, the combination of the abstract
and description fields seemed to be the most important source of query keys.
Especially, abstracts were good sources of query keys.

Table 2 presents an example of the automatically and manually generated
top10 queries and their overlaps computed as Jaccard similarities for the topic

trec_eval
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Table 2. The Jaccard similarities between the queries generated from the top 10 words
selected by the patent examiners and the automatically generated ten-word queries
(using RATFmod) for the topic EP1186311 (with title “Syringe pumps”). “Auto” refers
to the automatically generated queries and “A”, “B”, and “C” to the examiner-provided
queries.

Examiner Query

Auto plunger syring pump leadscrew obstruct motor actuat head encod speed
A a61m syring motor speed rotat stop alarm obstruct
Overlap 0.31
B a61m syring pump alarm obstruct rotat speed optic sensor detect
Overlap 0.27
C a61m syring pump motor obstruct speed rotat slow detect fall
Overlap 0.36

EP1186311. The similarity of the queries was computed with the Jaccard sim-
ilarity coefficient to be able to take the varying length of the manually created
queries into account. On average, for the three topics, the Jaccard similarity
between the automatic and manual queries was 0.29. On average 4.2 of the 10
query words in an automatically created query were shared with a manually cre-
ated query. This means that the automatic query generation algorithm selected
rather different words to the queries than the patent examiners. The examiners
agreed slightly more often with each other: The Jaccard similarity between the
manual queries was on average 0.39, or on average 5.1 of the query words in a
manual query were shared with another manual query when the average query
length of the manual queries was 9.1 words. Adding synonyms naturally reduced
the overlap between the automatic and manual queries. Also the disagreement
between the examiners grew as synonyms were added to the queries as the ex-
aminers rarely added the same synonyms to the queries: The average similarity
between the manual synonym queries was 0.28.

Interestingly, the manually generated queries performed on average worse than
the automatically generated ones. The average nDCG for the automatically gen-
erated queries was 0.3270, with considerable variation from 0.0 for the topic
EP1353525 to 0.7152 for the topic EP1372507. The best manual query set (that
of the examiner-C) reached an average nDCG of 0.2775 and was also the man-
ual query set that had the highest average word overlap with the automatically
generated queries. The average nDCGs for examiners A and B were 0.2381 and
0.2448 respectively. Expanding the queries with the synonyms selected by the
examiners did not improve the results for the manual queries and neither did
combining the manual queries into one “ideal” query – the “ideal query” per-
formed equally with the manual query C.

All the queries retrieved almost exactly the same relevant documents. The
manual queries A and B retrieved (respectively) two and one more relevant doc-
uments than the other two queries, but these were ranked so low that they did not
have any real effect on the results. The differences between the queries dependent
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thus only on how well they ranked the relevant documents. This suggests that
even if the overlap of words in the queries was not very high, they still identified
the same relevant features from the topics. The unique query words did not add
new useful dimensions to the queries, but affected the ranking. The automatically
generated query set reached the highest average performance mainly because it
ranked the only relevant document found for the topic EP1186311 much higher
than the rest of the queries. It also improved the ranking of relevant documents
for the topic EP1372507 compared to the manual A and B queries.

5 Discussion

The results suggest that both the modified version of the RATF-formula and
the tf · idf weighting could be viable alternatives for automatic query word
extraction in patent retrieval. The two formulas look similar, but the modified
RATF-formula down-weights words with high dfs more harshly than the tf · idf .
Based on the results, abstract seemed to be the best source of query keys. It is
notable that the claims were not as good sources of query keys even though they
were present in all three languages, which should have facilitated retrieval from
tri-lingual collection.

Our indexing approach required post-query result merging to produce a single
ranked result list. The advantage of this is that it is easy to run queries e.g. in
only one of the three languages. However this also complicates the system and
makes it less transparent from evaluation point of view, as the effects of the
merging on the results are not known.

Automatic query generation is difficult due to the fact that not all of the
necessary query words are present in the patent documents. Neither the system
nor the patent examiners could identify all the search keys and concepts that
were required to retrieve all the relevant documents. This means that some
query expansion is needed. Fujita [10] showed that it is difficult to improve
the performance of prior art searches with pseudo relevance feedback because
there are typically only few relevant documents for each query and because
these documents are rather different in terms of vocabulary. Finding good, up-
to-date external sources of expansion keys for the fast developing technical fields
is difficult, but creating a statistical expansion thesaurus based on the target
collection and augmented by focused web crawling [11] of technical documents
from relevant fields might be a feasible strategy. Another approach to identifying
useful expansion keys from the target document collection might be using vector-
based semantic analysis [12] to recognize semantically similar words based on
their distribution in the collection.

It is tempting to think that the automatic query generation might have suc-
ceeded in recognizing most or at least many of the relevant features that the
examiners identified from the topics. However, it has to be kept in mind that
the test data of three topics was far too little to authorise any far-reaching
conclusions and that the average performance for these topics was over the av-
erage in the XL topic set and the variation in performance between the topics
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large. The limited comparison of manually created and automatically generated
queries nevertheless suggested that the automatic queries can sometimes rank
the relevant documents better than the manual queries. Therefore it seems that
it could, from a user point of view, be useful to automatically expand user cre-
ated queries with automatically generated queries to improve ranking in real
retrieval systems.
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Abstract. Tasks performed by intellectual property specialists are often

ad hoc, and continuously require new approaches to search a collection

of documents. We therefore investigate the benefits of a visual ‘search

strategy builder’ to allow IP search experts to express their approach to

searching the patent collection, without requiring IR or database exper-

tise. These search strategies are executed on our probabilistic relational

database framework. Search by strategy design can be very effective. We

refined our search strategies after our initial submission to the CLEF-IP

track, and with minor effort we could include techniques shown to be

beneficial for other CLEF-IP participants.

1 Introduction

The main objective of this research is to demonstrate the importance of flex-
ibility in expressing different strategies for patent-document retrieval. Instead
of introducing new models, this paper presents our participation in CLEF-IP
with a highly flexible visual environment to specify and execute search strate-
gies interactively, while using a seamless combination of information retrieval
and database technologies under the hood. The hypothesis is that expert users
in the intellectual property search domain could use our tools to develop and
customise complex search strategies as they see fit, without extensive training
in information retrieval and databases. Carrying out complex search strategies
becomes as simple as assembling basic operations on data flows visually. Visual
query construction proofs particularly helpful when experimenting with a va-
riety of search strategies. They can be easily combined, or split into separate
strategies to simplify comparison of effectiveness.

Query execution within the proposed framework provides several advantages
over competing solutions. Intellectual property specialists can specify arbitrary
combinations of exact match operators with ranking operators, giving them a
much desired degree of control. The search strategy itself, once expressed, pro-
vides an intuitive overview of the search steps used, so that results can be ex-
plained and verified. Also, defining strategies on a high level of abstraction makes
it easy to modify and improve them over time, often without any programming
involved.

Section 2 gives more details about the tooling support that we created. Sec-
tion 3 details our participation to CLEF-IP, and provides an analysis of the
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short-comings of the submitted runs. Section 4 presents post-submission runs,
where we use the flexibility of the strategy builder to apply easily several key
ideas of other participants. Final considerations on the benefits of our approach
as well as aspects for improvent are summarised in Section 5.

2 System Overview

Our participation in CLEF-IP was powered by the outcomes of a joint project,
LHM, between CWI, Apriorie [7] and a leading IP search provider. The project
resulted in a prototype consisting of three layers; the (1) Strategy Builder, a
graphical user interface that enables intellectual property experts to create com-
plex search strategies in a drag&drop fashion; the (2) HySpirit software frame-
work for probabilistic reasoning on relational and object-relational data; and (3)
MonetDB, an open source high-performance database management system.

2.1 Search Strategy Definition

From a data-management point of view, search strategies correspond to SQL
queries over a relational database (see Section 2.3 for more information). How-
ever, the user is protected against the complexity of defining such SQL expres-
sions. He or she assembles search strategies visually, by drag&drop of elements
called building blocks: named boxes with input and output pins, that perform
basic operations on the data in transit (such as ranking over, selection from and
mixing of sources). Connections between building blocks’ output and input pins
represent data flows. The complete graph created by such building blocks and
connections defines a visual representation of how data flows from source blocks
(blocks with no input pins that identify collections) to query results (any output
pin can deliver results).

Fig. 1a shows a single example building block named Filter DOC with NE. Its
first and second input pins (visualised on top of the block) accept data streams
of type DOC (documents) and NE (Named Entities) respectively. This example
block filters the output documents over a relation with the NEs in input, here
selecting specific IPCR classes (performing a join operation). Fig. 1b shows how a
combination of multiple building blocks defines a search strategy, in this case the
strategy specifying the category-run submitted to CLEF-IP (returning patent-
documents that match one or more IPCR classes of the topic-patent, see also
Section 3). Two data sources are defined: the Clefip2009 and the Clefip2009
topics collections, both delivering patent-documents. Starting from Clefip2009
topics, the following block performs a document selection, based on a specific
document-number (defined interactively at query-time). This delivers a single
document to the next block, which in turn delivers the IPCR classes (defined
as of type NE) of that document. Such categories are the second input of the
block seen in Fig. 1a. This finds all documents delivered by the Clefip2009
collection that match the IPCR classes found at the previous step. Finally, the
last block produces the strategy’s result, all patents (of type NE) identified by
the patent-documents found so far.
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(a) A building block (b) A complete strategy

Fig. 1. Definition of the category-run strategy used for the CLEF-IP track

2.2 Search Strategy Execution

Execution of a strategy entails transformation of its visual representation into a
sequence of database operations. Actions performed by building blocks are inter-
nally defined in terms of the HySpirit Probabilistic Relational Algebra (PRA) [3].
Using a probabilistic database language abstracts away the handling of proba-
bilities, while guaranteeing the search strategy to properly propagate relevance
probabilities. The first translation step collects the PRA snippets of all building
blocks in a strategy and glues them together into one or more optimised PRA
queries. Then, PRA specifications are translated into standard SQL queries, and
executed on the high-performance database engine MonetDB [2]. Fig. 2 shows
excerpts of the PRA and SQL expressions for the building block depicted in Fig.
1a. Besides being longer, the SQL query explicitly shows probability computa-
tions, nicely hidden in the corresponding PRA formulation.

2.3 Index Creation

Operations defined in building blocks rely on a relational index structure that
consists of two parts: a domain-unaware index (a relational representation of the
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BLOCK_SOURCE(docID) = INPUT1_result
BLOCK_SUBJECTS(neID) = INPUT2_result

BLOCK_prd(neID,docID)
= PROJECT ALL [neID, docID] (

SELECT[predicate="%SELECTION%"] (
INPUT1_ne_doc ) );

BLOCK_nes(neID, docID)
= PROJECT ALL [neID, docID] (

JOIN INDEPENDENT [docID=docID] (
BLOCK_SOURCE_result,
BLOCK_prd ) );

BLOCK_result(docID)
= PROJECT DISTINCT[docID] (

JOIN INDEPENDENT [neID=neID] (
BLOCK_SUBJECTS_result,
BLOCK_nes ) );

(a) PRA

CREATE VIEW BLOCK_prd_1 AS

SELECT neID AS a1, predicate AS a2,

docID AS a3, prob

FROM INPUT1_ne_doc

WHERE predicate=’%SELECTION%’;

CREATE VIEW BLOCK_prd AS

SELECT a1, a3 AS a2, prob

FROM BLOCK_prd_1;

CREATE VIEW BLOCK_nes_1 AS

SELECT INPUT1.a1 AS a1,

BLOCK_prd.a1 AS a2, BLOCK_prd.a2 AS a3,

INPUT1.prob * BLOCK_prd.prob AS prob

FROM INPUT1, BLOCK_prd

WHERE INPUT1.a1= BLOCK_prd.a2;

CREATE VIEW BLOCK_nes AS

SELECT a1, a3 AS a2, prob

FROM BLOCK_nes_1;

CREATE VIEW BLOCK_result_1 AS

SELECT INPUT2.a1 AS a1,

BLOCK_nes.a1 AS a2, BLOCK_nes.a2 AS a3,

INPUT2.prob * BLOCK_nes.prob AS prob

FROM INPUT2, BLOCK_nes

WHERE INPUT2.a1=BLOCK_nes.a1;

CREATE VIEW BLOCK_result AS

SELECT a3 AS a1, 1-prod(1-prob) AS prob

FROM BLOCK_result_1 GROUP BY a3;

(b) SQL

Fig. 2. PRA and SQL expressions for the building block depicted in Fig. 1a

IR inverted file structure) and a domain-specific one (patent-specific in this case).
Domain-specific knowledge is expressed as relational tuples that describe objects
(e.g. patents, patent-documents, persons, IPCR classes, companies, legal events,
etc), relations between objects (e.g. a person is the inventor of a patent) and
object attributes (e.g. addresses, dates). Manually created XQuery expressions
transform the CLEF-IP XML data into our relational schema. Index construction
is carried out with MonetDB/XQuery [1] and its IR module PF/Tijah [4]. Some
statistics are shown in Table 1.

3 CLEF-IP Experiments

This Section reports on the experiments conducted for the official submission,
while Section 4 presents the post-submission experiments (indicated as addi-
tional runs). Fine-tuning of all parameters used, for both submitted and ad-
ditional runs, was performed on the training set provided. Instead of merging
patent-documents belonging to the same patent into a single document (sug-
gested in the CLEF-IP instructions), we have indexed the original documents
and aggregate scores from different patent-documents into patents as part of the
search strategies.
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Table 1. Index statistics

Table Description Size (tuples)
tf term-doc frequency 850M
termDict term dictionary 8.9M
docDict document dictionary 6.7M
ne doc relations between named entities and documents, 50M

e.g. (person1, inventor of, document1)
doc doc relations between documents, 10M

e.g. (document1, cited by, document2)
ne ne relations between named entities, 1.4M

e.g. (ipcrclass1, references, ipcrclass2)
ne string textual attributes for named entities, 9.6M

e.g. (person1, address, 115 Bourbon Street)
doc string textual attributes for documents, 39M

e.g. (document1, kind, A2)

3.1 Submitted Runs

In total 4 runs have been submitted to the CLEF-IP track, mainly dealing with
standard keyword search and patent-category classifications:

boolean : 10 words with the highest tf-idf scores are selected from the topic
document. Patent-documents that match at least half of these are considered
a match. This yields on average roughly 1000 matching patents per topic.

bm25 : Ranks the patent-document collection using the BM25 retrieval
model [9], with a query-term list of 15 terms extracted from the topic patent-
document at hand (top tf-idf scores).

category : Selects patent-documents that match one or more IPCR classes of
the topic-patent. IPCR classes are weighted by idf. Patent-documents are
ranked by the sum of matching category scores.

category-bm25 : This run uses the result of the category-run as an input for
the bm25 -run, ranking the set of category-weighted patent-documents.

For the boolean, bm25 and category-bm25 runs, query word matching has been
performed on the union of all “textual” sections of a document (title, ab-
stract, description, and claims). The strategies produce a ranked list of patent-
documents, whose scores are averaged to yield a ranked list of patents. The
corpus was physically distributed over 4 different databases, each holding the
index for 500k patent-documents.

3.2 Evaluation and Analysis

Results of the CLEF-IP runs have been made available in [8] and are summarised
in [10].

None of our submitted runs were particularly effective when compared to
other participants. Few observations can be made when looking at each run in-
dividually and when comparing them to each other: the boolean-run provides
poor retrieval quality, as expected; the category-run provides high recall, which
is in line with other participants’ submissions; the bm25 -run performs poorly
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Table 2. Results for runs on topic set (S bundle: 500 topics)

submitted additional (improvement)

Strategy MAP R@1000 MAP R@1000

boolean 0.0195 0.1947

bm25 0.0666 0.4350 0.0989 (+49.50%) 0.4984 (+14.57%)

category 0.0392 0.6656 0.0474 (+20.92%) 0.6784 (+1.92%)

category-bm25 0.0697 0.5874 0.1239 (+77.76%) 0.7408 (+26.12%)

category-bm25-cited 0.2267 0.7481

compared to similar strategies by other participants, which may indicate inaccu-
rate parameter-tuning; the category-bm25 -run does somewhat improve precision
and recall over the bm25 -run, but MAP remains equal; the category-bm25 -run
does somewhat improve precision and MAP over the category-run, but recall is
lower.

We identified a number of explanations for the low effectiveness. First, the
ranked list of patent-documents has been aggregated into a list of patents by
averaging document scores, which turned out suboptimal. Also, we did not per-
form stemming, and had not merged the global statistics from the 4 collection
partitions we used. Finally, in the category-bm25 strategy we filtered patent-
documents by IPCR class (warned against in [8]).

An interesting result, supported by other participants’ results, is that patent-
category information can yield a high recall, especially if patents are weighted
on the number of matching IPCR classes and when the IDF of the specific IPCR
class is taken into account.

4 Additional Experiments

After our official CLEF-IP submission, we investigated possible improvements
over our query strategies, applying some promising ideas proposed by other
participants (e.g., [6]):

bm25 : Number of terms extracted from topics empirically tuned to 26.
category : This strategy has not been altered (see however also below).
category-bm25 : The combination of the two strategies is performed a little

differently to avoid the empty set problem. bm25 and category strategies
are run independently on the original patent-document corpus and results
are probabilistically merged using weights 0.9997 and 0.0003, respectively
(empirically found).

category-bm25-cited : This is similar to the category-bm25 run, except that
it also adds some weight to patent-documents that are cited in the topic
document at hand. The weighting distribution, empirically found, is (terms:
0.9977, classification: 0.0003, citations: 0.0020).

In all additional experiments, aggregation of patent-documents into patents is
performed by taking the maximum score for each group, rather than average.
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Table 3. Effect of including patents from “near” IPCR classes, mixing original- (90%),

children- (5%) and referenced-classes (5%)

exact IPCR IPCR+children+referenced

Strategy MAP R@1000 MAP R@1000

category (training-set) 0.0498 0.6361 0.0504 (+1.20%) 0.6441 (+1.26%)

category (topics) 0.0474 0.6784 0.0486 (+2.53%) 0.6791 (+0.10%)

Results with exactly equal probabilities have been sorted on descending patent-
number, which resulted in more recent patents be returned first.1 Data was
physically processed and stored in a single SQL database instead of partitioned
over 4 databases.

The relatively straightforward and easy to understand category-bm25 strategy
(BM25 with IPCR classification) yields results above methods by other partici-
pants, that have used far more exotic features of the corpus and topics.

In the submitted runs, the terms extracted from the topic document were
weighted on the TF.IDF score (within the collection of topic documents). This
caused the terms to be weighted twice on an IDF measure (once using the IDF
of the topic document collection, and once in the BM25 formula using the IDF
of the patent document collection). By resetting the probabilities for terms after
term extraction from the topic to 1.0 (and not even taking into account the
TF within the topic anymore), the double IDF weighting was prevented, and
results improved. Note that for selecting the most relevant terms from the topic
document TF.IDF has still been used, where IDF is estimated from the topic-
document collection only.2

The IPCR schema organises its classes in a hierarchy, and each IPCR class
may have references to related IPCR classes. Slightly better results (Table 3)
can be obtained when assuming patent-documents classified with IPCR classes
related to IPCR classes in the topic document (referenced- and child-classes) can
be relevant. The differences are however marginal.

5 Conclusion

Regarding flexibility, visual strategy construction proved to be flexible enough
to express, execute and improve several retrieval strategies on the CLEF-IP 2009
collection. In particular, combining exact and ranked matches and properly prop-
agating probabilities required no effort. The rather simple bm25-category strat-
egy shows scores comparable with more complex approaches. However, finding
1 This modification, while only meant to be for consistency, actually improved the

MAP and R@1000 a little for the category runs, where results often had equal

probabilities.
2 Ideally the IDF of the corpus, and some of the TF score of the extracted terms in

the topic document should be taken into account, but at present this is difficult to

express in the visual environment.
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the right mixture values (for example between bm25 scores and category scores)
calls for better retrieval model self-tuning support.

The CLEF-IP track has been set up using automated systems. In a real-world
setting, the intellectual property expert would guide the various stages of the
process. As suggested in [5] query term refinement and expansion by experts can
lead to completely different query term lists, which may result in higher quality.
Note that search strategies can be executed with a user in the loop, e.g. when
placing an interactive feedback building block between the term extraction from
the topic patent and the BM25 search.
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Abstract. This paper describes our participation to the Intellectual

Property task during the CLEF-2009 campaign. Our main objective was

to evaluate different search models and try different strategies to select

and weight relevant terms from a patent to form an effective query. We

found out that the probabilistic models tend to perform better than oth-

ers and that combining different indexing and search strategies may fur-

ther improve retrieval. The final performance is still lower than expected

and further investigations are therefore needed in this domain.

1 Introduction

The Intellectual Property (IP) task is basically an ad hoc task with additional
challenges. This year, the search consists of retrieving patents that are similar
to a submitted one. This prior art search reflects the work of patent experts
facing a newly submitted patent, having to decide if the submitted patent can
be granted or not.

Contrary to other ad hoc retrieval tasks, we do not have a prescribed topic
formulation but a whole patent document that can be used as a very long query.
We think however that we are able to extract the most useful terms to formu-
late a more effective query. Furthermore we had to consider a vocabulary shift
between the language used in the submitted patent and the language used in
other patents. For example a patent proposal may not employ directly the word
“pump” but may describe it with different words in order to avoid direct and
evident conflict with existing patents. As an additional problem, the proposal
may concern only a subpart of a given object (e.g., injection in a pump system)
and pertinent items must be related not to the general object (e.g., pump) but
to the specific targeted sub-component.

2 Overview of Test-Collection and IR Models

For the CLEF-IP track a corpus of 1,958,955 patent documents (XML format)
was made available (covering the years 1985 to 2000). The patents provided by
the European Patent Office (EPO) are written, in part, in English, German and
French languages, with at least 100,000 documents in each language. Each patent
can be divided into five main parts, namely “front page” (bibliography and

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 476–479, 2010.
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abstract), state of the art, claims (actual protection), drawings with embedded
examples, and finally the citations as well as search reports.

During the indexing, we decided to keep only following information: inter-
national patent classification number, abstract, the patent description, claims
and the invention title. We also kept the language information in order to apply
language specific indexing strategies (stemming, stopword or decomposition).

Based on our experiments, using the whole document as query was not an
effective way to retrieved pertinent items. Thus we generated the query by ap-
plying the following procedure. For each term contained in the abstract, descrip-
tion, claim or invention title of the patent, we computed its tf idf weight. The m
terms (fixed at 100 in our experiments) having the highest weights are selected
to form the query. We reference to this query formulation as “Q”. For some runs
we additionally added the classification numbers contained in the patent (IPC
codes). This second query formulation will be referenced as “QC”.

In order to analyze the retrieval effectiveness under different conditions, we
adopted various retrieval models for weighting the terms included in queries and
documents. First we used a classical tf idf model with cosine normalization. We
also implemented the Lnu − ltc and Lnc − ltc weighting schemes proposed by
Buckley et al. [1]. To complete these vector-space models, we implemented sev-
eral probabilistic approaches. As a first probabilistic approach, we implemented
the Okapi model (BM25) as well as two models issued from the Divergence from
Randomness (DFR) paradigm, namely PL2 and InL2. Finally we also used a
statistical language model (LM) proposed by Hiemstra (for more details, see [2]).

During the indexing, we applied different strategies depending on the lan-
guage. We eliminated very frequent terms using a language specific stopword
list. Furthermore for each language the diacritics were replaced by their cor-
responding non-accented equivalent. We also applied a language-specific light
stemming strategy. For the English language we used the S-Stemmer as pro-
posed by Harman [3] and a stopword list containing 571 terms, while for the
German language, we applied our light stemmer1, a stopword list containing 603
words and a decompounding algorithm [4]. Finally for the French language we
also used our light stemmer and a stopword list containing 484 words.

3 Evaluation

To measure the retrieval performance of our different runs, we adopted MAP val-
ues computed using the TREC EVAL program. In the following tables, we have
considered as relevant documents either “highly relevant” or simply “relevant”.

Table 1 shows MAP achieved by 7 different IR models as well as the different
indexing strategies and three query formulations. These evaluations were done
using the small topic set (500). The last line depicts the MAP average over all
IR models. To build the query, first we tried to weight search terms for each
field (abstract, title, ...) separately and then added the results to obtain the
final score. For example if one search term appears once in the abstract and
1 http://www.unine.ch/info/clef/

http://www.unine.ch/info/clef/
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once in the title, this term would have tf one for each field and a idf value
related to the corresponding field before adding them to define the final weight.
We reference to this strategy as “Separated Fields”. Second we weighted the
search terms considering the whole document, i.e., if a term t occurs once in
two different fields it has tf of two. This strategy is denoted “Single Field”. The
third and last strategy consist in searching only the description of the patent
(“Description”). Furthermore we applied two query formulations either taking
into account classification numbers (“QC”) or not (“Q”).

As shown in Table 1, the language modeling approach (LM) tends to perform
better than other IR models (highest MAP values depicted in bold). Using these
best values as baseline, statistically significant performance differences are in-
dicated by “†” (two-sided t-test, α = 5%). Based on this information, we can
observe that in most cases the best performing model performs statistically bet-
ter than the other search strategies. We can also observe that except if searching
only in the description, vector-space models are generally outperformed by prob-
abilistic models. Comparing the various query formulations, we can see that
keeping the various fields separated (index “Separated Fields”) shows slightly
better performance. Finally, when searching only in the description field of the
patent, we obtain similar performances as when searching in the whole patent
document.

Table 1. MAP of Various IR Models and Query Formulations

Mean Average Precision (MAP)

Query Q QC Q Q

Index Separated Fields Separated Fields Single Field Description

Model / # of queries 500 500 500 500

Okapi 0.0832 0.0832 † 0.0843 0.0856 †
DFR-InL2 0.0849 † 0.0920 † 0.0645 † 0.0872 †
DFR-PL2 0.0830 † 0.0909 † 0.0515 † 0.0673 †

LM 0.0886 0.0952 0.0891 0.0787 †
Lnc − ltc 0.0735 † 0.0839 † 0.0554 † 0.0884
Lnu − ltc 0.0675 † 0.0782 † 0.0695 † 0.0589 †

tf idf 0.0423 † 0.0566 † 0.0380 † 0.0337 †
Average 0.0748 0.0829 0.0464 0.0714

Table 2 shows our official runs being either one single model or a fusion of
several schemes based on the Z-score operator (more details are given in [2]).
For the seven first strategies we used only the small topic set (500 queries) while
for the last, we have used all 10,000 available topics. We observe that combining
various runs tends to improve the retrieval effectiveness. The best performing
strategy (UniNE strat3) is a combination of two probabilistic models (DFR-
InL2 and Okapi) and two different indexing strategies. The results for all runs
lie relatively close together and present rather low MAP values. We do not
consider expending automatically query formulation because the original topic
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Table 2. Description and MAP of Our Official Runs

Run name Query Index #Queries Model MAP Comb.MAP

UniNE strat1 Q Single 500 Lnu − ltc 0.0695 0.0695

UniNE strat2 Q Single 500 LM 0.0891 0.0891

UniNE strat3 QC Separated 500 DFR-InL2 0.0920 0.1024
Q Description Okapi 0.0856

UniNE strat4 Q Separated 500 LM 0.0886 0.0961

QC Separated Okapi 0.0832

Q Single LM 0.0891

UniNE strat5 Q Description 500 Okapi 0.0856 0.0856

UniNE strat6 QC Separated 500 DFR-PL2 0.0909 0.0955

Q Single Lnu − ltc 0.0554

UniNE strat7 QC Separated 500 Lnc − ltc 0.0839 0.0839

UniNE strat8 QC Separated 10,000 Okapi 0.0994 0.0994

expression was already unusually long compared to other ad hoc tracks done in
past CLEF evaluation campaigns.

4 Conclusion

We were not able to propose an effective procedure to extract the most useful
search terms able to discriminate between the relevant and non-relevant patents.
Our suggested selection procedure was based on tf idf weights and we experi-
mented different indexing strategies and search models. It seems that building
separate indexes for each field (title, description, abstract,...) and then combining
the resulting ranked lists may improve the MAP. However, the resulting MAP
values for almost all participating groups are below 0.1, indicating that further
investigations are required in this domain.
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Abstract. This paper outlines our participation in CLEF-IP’s 2009

prior art search task. In the task’s initial year our focus lay on the

automatic generation of effective queries. To this aim we conducted a

preliminary analysis of the distribution of terms common to topics and

their relevant documents, with respect to term frequency and document

frequency. Based on the results of this analysis we applied two methods

to extract queries. Finally we tested the effectiveness of the generated

queries on two state of the art retrieval models.

1 Introduction

The formulation of queries forms a crucial step in the workflow of many patent
related retrieval tasks. This is specifically true within the process of Prior Art
search, which forms the main task of the CLEF-IP 09 track. Performed both,
by applicants and the examiners at patent offices, it is one of the most common
search types in the patent domain, and a fundamental element of the patent sys-
tem. The goal of such a search lies in determining the patentability (See Section
B IV 1/1.1 in [3] for a more detailed coverage of this criterion in the European
patent system) of an application by uncovering relevant material published prior
to the filing date of the application. Such material may then be used to limit
the scope of patentability or completely deny the inherent claim of novelty of an
invention. As a consequence of the judicial and economic consequences linked
to the obtained results, and the complex technical nature of the content, the
formulation of prior art search queries requires extensive effort. The state of
the art approach consists of laborious manual construction of queries, and com-
monly requires several days of work dedicated to the manual identification of
effective keywords. The great amount of manual effort, in conjunction with the
importance of such a search, forms a strong motivation for the exploration of
techniques aimed at the automatic extraction of viable query terms. Throughout
the remainder of these working notes we will provide details of the approach we
have taken to address this challenge. In the subsequent section we will provide
an overview of prior research related to the task of prior art search. Section 3
covers the details of our experimental setup. In section 4 we report on the of-
ficial results and perform an analysis. Finally in the last section we provide a
conclusion and future outlook.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 480–490, 2010.
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2 Prior Research

The remainder of this section aims at providing an overview of prior research
concerning retrieval tasks related to the CLEF-IP 09 task. As the majority of
relevant retrieval research in the patent domain has been pioneered by the NT-
CIR series of evaluation workshops [1], additionally a brief overview of relevant
collections and the associated tasks is provided. Further we review a variety of
successful techniques applied by participating groups of relevant NTCIR tasks.

First introduced in the third NTCIR workshop [9], the patent task has led
to the release of several patent test collections. Details of these collections are
provided in Table 1. From the listing in Table 1 we can see that the utilized
collections are comparative in size to the CLEF-IP 09 collection, and that the
main differences consist of a more limited time period and a much smaller amount
of topics specifically for the earlier collections.

Table 1. Overview of NTCIR patent test collections (E=English, J=Japanese)

Workshop Document Type Time Period # of Docs. # of Topics

NTCIR-3
Patent JPO(J) 1998-1999 697,262 31

Abstracts(E/J) 1995-1999 ca. 1,7 million 31

NTCIR-4 Patent JPO(J), Abstracts(E) 1993-1997 1,700,000 103

NTCIR-5 Patent JPO(J), Abstracts(E) 1993-2002 3,496,252 1223

NTCIR-6 Patent USPTO(E) 1993-2002 1,315,470 3221

Based on these collections the NTCIR patent track has covered a variety
of different tasks, ranging from cross-language and cross-genre retrieval (NTCIR
3 [9]) to patent classification (NTCIR 5 [7] and 6 [8]). A task related to the Prior
Art search task is presented by the invalidity search run at NTCIR 4 [4],5 [5],
and 6 [6]). Invalidity searches are exercised in order to render specific claims
of a patent, or the complete patent itself, invalid by identifying relevant prior
art published before the filing date of the patent in question. As such, this kind
of search, that can be utilized as a means of defense upon being charged with
infringement, is related to prior art search. Likewise the starting point of the task
is given by a patent document, and a viable corpus may consist of a collection
of patent documents. In course of the NTCIR evaluations, for each search topic
(i.e. a claim), participants were required to submit a list of retrieved patents
and passages associated with the topic. Relevant matter was defined as patents
that can invalidate a topic claim by themselves (1), or in combination with other
patents (2). In light of these similarities, the following listing provides a brief
overview of techniques applied by participating groups of the invalidity task at
NTCIR 4-6:

– Claim Structure Based Techniques: Since the underlying topic consisted
of the text of a claim, the analysis of its structure has been one of the com-
monly applied techniques. More precisely the differentiation between premise
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and invention parts of a claim and the application of term weighting methods
with respect to these parts has been shown to yield successful results.

– Document Section Analysis Based Techniques: Further one of the
effectively applied assumptions has been, that certain sections of a patent
document are more likely to contain useful query terms. For example it has
been shown that from the ’detailed descriptions corresponding to the input
claims, effective and concrete query terms can be extracted’ NTCIR 4 [4].

– Merged Passage and Document Scoring Based Techniques: Further
grounded on the comparatively long length of patent documents, the as-
sumption was formed that the occurrence of query terms in close vicinity
can be interpreted as a stronger indicator of relevance. Based on this in-
sight, a technique based on merging passage and document scores has been
successfully introduced.

– Bibliographical Data Based Techniques: Finally the usage of biblio-
graphical data associated with a patent document has been applied both for
filtering and re-ranking of retrieved documents. Particularly the usage of the
hierarchical structure of the IPC classes and applicant identities have been
shown to be extremely helpful. The NTCIR 5 proceedings [5] cover the effect
of applying this technique in great detail and note that, ’by comparing the
MAP values of Same’ (where Same denotes the same IPC class) ’and Diff in
either of Applicant or IPC, one can see that for each run the MAP for Same
is significantly greater than the MAP for Diff. This suggests that to evaluate
contributions of methods which do not use applicant and IPC information,
the cases of Diff need to be further investigated.’ [5]. The great effectiveness
is illustrated by the fact that for the mandatory runs of NTCIR the best
reported MAP score for ’Same’ was 0,3342 MAP whereas the best score for
’Diff’ was 0,916 MAP.

As stated before our experiments focused on devising a methodology for the
identification of effective query terms. Therefore in this initial participation, we
did not integrate the above mentioned techniques in our approach. In the follow-
ing section the experimental setup and details of the applied query extraction
process will be supplied.

3 Experimental Setup

The corpus of the CLEF-IP track consists of 1,9 million patent documents pub-
lished by the European Patent Office (EPO). This corresponds to approximately
1 million individual patents filed between 1985 and 2000. As a consequence of
the statutes of the EPO, the documents of the collection are written in English,
French and German. While most of the early published patent documents are
mono-lingual, most documents published after 2000 feature title, claim, and ab-
stract sections in each of these three languages. The underlying document format
is based on an innovative XML schema1 developed at Matrixware2.
1 http://www.ir-facility.org/pdf/clef/patent-document.dtd
2 http://www.matrixware.com/

http://www.ir-facility.org/pdf/clef/patent-document.dtd
http://www.matrixware.com/
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Indexing of the collection took place utilizing the Indri3 and Lemur retrieval
system4. To this purpose the collection was wrapped in TREC format. The table
below provides details of the created indices:

Table 2. Clef-IP 09 collection based indices

Index Name Retrieval System Stemming Stop-Worded UTF-8

Lem-Stop Lemur none Stop-worded No

Indri-Stop Indri none Stop-worded Yes

As can be seen from the table we did not apply any form of stemming on
both indices. This decision was based on the fact that the corpus contains a large
amount of technical terms (e.g. chemical formulas) and tri-lingual documents. In
order to increase indexing efficiency, stop-wording based on the English language
was applied to all indices. A minimalistic stop-word list was applied in order to
mitigate potential side effects. The challenges associated with stop-wording in the
patent domain are described in more detail by Blanchard [2]. No stop-wording
for French and German was performed. The creation of the Indri-Stop index was
made necessary in order to allow for experiments based on the filtering terms
by language. Lemur based indices do not support UTF-8 encoding and therefore
did not allow for filtering of German or French terms by use of constructed
dictionaries.

3.1 Effective Query Term Identification

As stated before the main aim of our approach lies in the extraction of effective
query terms from a given patent document. The underlying assumption of our
subsequently described method is, that such terms can be extracted based on
an analysis of the distribution of terms common to a patent application and its
referenced prior art.

The task of query extraction therefore took place in two phases: In the first
phase we contrasted the distribution of terms shared by source documents and
referenced documents with the distribution of terms shared by randomly chosen
patent document pairs. Based on these results the second phase consisted of
the extraction of queries and their evaluation based on the available CLEF-IP
09 training data. In the following subsections both steps are discussed in more
detail.

3.1.1 Analysing the common term distribution. The main aim of this
phase lies in the identification of term related features whose distribution varies
among source-reference pairs and randomly chosen pairs of patent documents. As
stated before the underlying assumption is, that such variations can be utilized
3 http://www.lemurproject.org/indri/
4 http://www.lemurproject.org/lemur/

http://www.lemurproject.org/indri/
http://www.lemurproject.org/lemur/
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in order to extract query terms whose occurrences are characteristic for relevant
document pairs. To this extent we evaluated the distribution of the following
features:

1. The corpus wide term frequency (tf)
2. The corpus wide document frequency (df)

In order to uncover such variations the following procedure was applied: For a
given number of n source-reference pairs an equal number of randomly chosen
document pairs was generated. Secondly the terms common to document pairs
in both groups were identified. Finally an analysis with respect to the above
listed features was conducted.

As a result of this approach figure 1 depicts the number of common terms
for source-reference pairs and randomly chosen pairs with respect to the corpus
wide term frequency. In the graph, the x-axis denotes the collection wide term
frequency, while on the y-axis the total number of occurrences of common terms
with respect to this frequency is provided. Evident from the graph are several
high-level distinctive variations: The first thing that can be observed is that
the total number of shared terms of source-reference pairs is higher than for
those of random pairs. Further the distribution of shared terms in random pairs,
shown in blue, resembles a straight line on the log-log scale. Assuming that the
distribution of terms in patent documents follows a Zipf like distribution this
can be interpreted as an expected outcome. In contrast to this, the distribution
of shared terms in source-reference pairs, depicted in red, varies significantly.
This is most evident in the low frequency range of approximately 2-10000.

Given our initial goal of identifying characteristic differences in the distribu-
tion of terms shared within relevant pairs, this distinctive pattern can be utilized
as a starting point of the query extraction process. Therefore, as will be evident
in more detail in the subsequent section, we based our query extraction process
on this observation.

3.2 Query Extraction

Based on the characteristic variations of the distribution of terms common to
source-reference pairs our query term extraction process uses the document fre-
quency as selection criterion. The applied process hereby consisted of two main
steps. Based on the identification of the very low document frequency range as
most characteristic for source-reference pairs, we created sets of queries with
respect to the df of terms (1) for each training topic. These queries were then
submitted to a retrieval model, and their performance was evaluated by use of
the available training relevance assessments (2).

Following this approach two series of potential queries were created via the
introduction of two thresholds.

– Document Frequency (df) Based Percentage Threshold: Based on
this threshold, queries are generated by including only terms whose df lies
below an incrementally increased limit. To allow for easier interpretation the
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Fig. 1. Distribution of shared terms: Source-Reference pairs versus Random Pairs

incrementally increased limit is expressed as df
N ∗ 100, where N denotes the

total number of documents in the collection. A percentage threshold of 0.5%
therefore denotes, that we include only terms in the query that appear in
less than 0.5% of the documents in the collection.

– Query Length Threshold: A second set of queries was created by utiliza-
tion of an incrementally increased query length as underlying threshold. In
this case for a given maximum query length n, a query was generated by in-
cluding the n terms with the lowest document frequency present in the topic
document. The introduction of this threshold was triggered by the observa-
tion that the amount of term occurrences with very low df varies significantly
for the topic documents. As a consequence of this a low df threshold of 1000
can yield a lot of query terms for some topics, and in the extreme case no
query terms for other topics.

We generated queries based on a percentage threshold ranging from 0.25%-3%
with an increment of 0.25, and with respect to query lengths ranging from 10-300
with an increment of 10. The performance of both query sets was then evaluated
by utilization of the large training set of the main task with the BM25 and
Cosine retrieval models.

Figure 2 depicts the MAP and Recall scores based on a series of df-threshold
based queries using the BM25 retrieval model. Scores for the Cosine model based
on varying query length are shown in Figure 3.

The first thing we observed from these training topic runs, is that the applied
methods of query formulation return promising results for both retrieval models,
and that this is the case for both query extraction strategies. Secondly, BM25
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always exhibited a higher performance with respect to both MAP and the num-
ber of retrieved documents. The higher slope of the graph showing the perfor-
mance of the cosine retrieval model is not mainly induced by the properties of the
model itself, but rather through the length of the applied queries. The average
query length for a percentage threshold of 0.25 (the first data point) for example
was 198.276. By applying lower df thresholds, which would result in considerably
shorter queries, a similar graph can be witnessed for the performance of BM25.
During our training phase the percentage-threshold method showed slightly bet-
ter results. We believe that a possible explanation may consist of an increased
potential for topic drift that can be introduced by allowing for the inclusion of
terms with higher df for large query length thresholds.

4 Results and Analysis

In the following a description of the submitted runs and an analysis of their
performance will be conducted. In total our group submitted five runs. While
the performance of one of our runs is in line the with the observations based on
the training set, the performance of the other four runs resulted in a completely
different and order of magnitudes lower results. Unfortunately this was induced
by a bug occurring in the particular retrieval setup utilized for their creation.
The amount of analysis that can be drawn from the official results is therefore
very limited. After obtaining the official qrels we re-evaluated the baseline run
of these four runs in order to verify the observed tendencies of the training
phase.

4.1 Description of Submitted Runs and Results

We participated in the Main task of this track with four runs for the Medium
set that contains 1,000 topics in different languages. All four runs where based
on the BM25 retrieval model using standard parameter values (b = 0.75, k1 =
1.2, k3 =1000), and utilized a percentage threshold of 3.0. These runs are listed
below:

• BM25medStandard: No filtering of query terms by language was applied.
Query terms where selected solely considering their df.

• BM25EnglishTerms: German and French terms were filtered out.
• BM25FrenchTerms: English and German terms were filtered out.
• BM25GermanTerms: English and French terms were filtered out.

Additionally we submitted a run for the XL set consisting of 10000 topics. This
run also utilized a threshold of 3.0, used the Cosine retrieval model, and fil-
tered out French and German terms via the utilization of dictionaries that were
constructed based on the documents in the Clef-IP 09 corpus. Table 4 lists the
official results of the above described runs.
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(a) MAP for varying percentage thresholds with the BM25 Model

Fig. 2. Results for varying percentage thresholds for the BM25 model
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(a) MAP performance for varying query length with the Cosine model

(b) Number of retrieved rel. documents for varying query length with the Cosine

model

Fig. 3. Results for varying query length for the cosine model



Automatically Generating Queries for Prior Art Search 489

Table 3. Official Run Results

run id P P5 P10 P100 R R5 R10 R100 MAP nDCG

BM25medstandard 0.0002 0.0000 0.0001 0.0002 0.0238 0.0000 0.0001 0.0033 0.0002 0.0389

BM25EnglishTerms 0.0001 0.0002 0.0001 0.0001 0.0159 0.0002 0.0002 0.0017 0.0002 0.0318

BM25FrenchTerms 0.0001 0.0004 0.0002 0.0002 0.0123 0.0004 0.0004 0.0027 0.0003 0.0270

BM25GermanTerms 0.0001 0.0002 0.0001 0.0001 0.0159 0.0002 0.0002 0.0017 0.0002 0.0318

CosEnglishTerms 0.0036 0.0854 0.0600 0.0155 0.4667 0.0808 0.1100 0.2599 0.0767 0.4150

4.2 Analysis

While the CosEnglishTerms run showed comparable performance to the obser-
vations during the training phase outlined in Figure 3, it can be seen from the
results that the performance of the BM25 based runs was significantly lower
than the observed results in Figure 2 . Therefore first of all, it is not possible for
us to draw any conclusions towards the effect of the applied filtering by language
from these results. In retrospective analysis we identified that this almost com-
plete failure in terms of performance was linked to applying the BM25 model
to the Indri indices created to allow for language filtering. While this problem
has not yet been resolved and we were therefore not able to re-evaluate the
language filtering based runs, we re-evaluated the BM25medstandard run using
a Lemur based index and the released official qrels. This resulted in the below
listed performance, that is in the same range of what we witnessed during the
BM25 training phase. It confirms our observation that BM25 seems to be more
effective than the Cosine model.

Table 4. Re-evaluated run result

run id P5 P10 P100 R MAP

BM25medstandard 0.1248 0.0836 0.0188 0.511 0.1064

5 Conclusion and Future Outlook

Based on one of the submitted runs and our training results this preliminary
set of experiments has shown that our proposed method of automatic query
formulation may be interpreted as a promising start towards effective automatic
query formulation. As such a technique may significantly facilitate the process
of prior art search through the automatic suggestion of efficient keywords, it is
planned to extend our experimentation in several directions. These extensions
include the consideration of a patent document’s structure (i.e. title, description,
claims) in the selection process, and the introduction of a mechanism that will
allow the weighted inclusion of term related features in addition to the document
frequency.
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Abstract. At CLEF 2009 the University of Hildesheim submitted ex-

periments for the new Intellectual Property Track. We focused on the

main task of this track that aims at finding prior art for a specified patent.

Our experiments were split up into one official German run as well as dif-

ferent additional runs using English and German terms. The submitted

run was based on a simple baseline approach including stopword elimi-

nation, stemming and simple term queries. Furthermore, we investigated

the significance of the International Patent Classification (IPC). During

the experiments, different parts of a patent were used to construct the

queries. In a first stage, only title and claims were included. In contrast,

for the post runs we generated a more complex boolean query, which

combined terms of the title, claims, description and the IPC classes. The

results made clear that using the IPC codes can particularly increase the

recall of a patent retrieval system.

1 Introduction

Since there is a growing number of patent applications, the importance of the
Intellectual Property domain is increasing [1]. This tendency can be seen not just
in industrial contexts but also in academia. Particularly in Information Science,
where information seeking and behaviour subjects are of main interest, patent
documents play a vital role because they bear a lot of differences especially
at the terminology level [2][3]. Therefore, one of the most challenging tasks to
information scientists is to adapt a retrieval system to these specialties. This, of
course, raises the question of how to deal with the characteristics of the patent
domain.

In 2009 the Cross Language Evaluation Forum offered a special track, the
Intellectual Property Track, whose aim is to apply different information retrieval
techniques to this specific domain [4]. The main task of this track focused on
prior art search that is performed to determine whether an invention or part of
it already exists [2]. Any document that states prior art is relevant to the query.

1.1 Test Collection and Topics

The test collection consisted of about 1.9 million patent documents of the Eu-
ropean Patent Office, which have been stored as XML documents [4]. A patent

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 491–496, 2010.
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may be formulated in German, English or French, whereas the English language
appeared most frequently within the collection [4]. Furthermore, different topic
sets, ranging from 500 to 10.000 patent documents, were provided by the orga-
nizers [4]. Our experiments concentrated on the smallest topic set.

The documents of the test collection as well as the topic files use the typical
patent structure. In other words, they are divided into the following sections [2]:

– Bibliographic data (e.g. name of the inventor, patent number)
– Disclosure (e.g. title, abstract and detailed description)
– Claims

The beginning of each patent contains meta information like the name of the
inventor. Furthermore, the second passage provides a brief and a detailed de-
scription of the invention. The third section comprises a number of different
claims, one of which is the main claim. Besides this information, a patent com-
prehends several classification codes depending on the patent classification used.
In case of the test collection, the documents contain IPC1 and ECLA2 codes.
With respect to information retrieval, the second and third section are of major
interest because they contain patent specific vocabulary, which will be discussed
in the next section (Sect. 1.2).

1.2 Patent Terminology

Due to their terminology and structure, patent documents differ significantly
from other types of documents. Many scientists have already dealt with these
differences.

According to [5], there exist a couple of laws describing formal requirements
that a applicant has to consider when writing a patent. [6] confirmed this fact.
These regulations not only influence the structure but also the terminology of
the patents. Therefore, certain expressions are likely to appear more often.

The argument mentioned above particularly refers to claims, which in German
have to contain phrases like ”dadurch gekennzeichnet, dass” [7]. The same applies
to words like ”comprises”, ”claim” or the German equivalents ”umfasst” and
”Anspruch”.

Another characteristic of patent documents is the rather general and vague
vocabulary used by many applicants [2]. In the test collection as well as in
the topic set this is the case for terms and phrases like ”system”, ”apparatus”,
”method” or ”Verfahren und Vorrichtung zur” (e.g. Patent number EP-1117189).

Keeping this fact in mind, a simple tf-idf approach is critical because such
terms appear frequently in the patent documents. As a consequence, the result
list returned by the system is supposed to be quite comprehensive and precision
is going to decrease.

Furthermore, patent documents contain a huge amount of technical terms [2].
In the dataset, we figured out different types of technical vocabulary.
1 International Patent Classification.
2 European Patent Classification.
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– compounds like Dieselbrennkraftmaschinen (Patent number EP-1114924)
– hyphenated words, e.g. AGR-System (Patent number EP-1114924)
– acronyms like EGR (Patent number EP-1114924)
– physical metrics like 1.2288 MHz (Patent number EP-1117189)
– numbers
– chemical symbols, e.g. Cis-Diamminoplatin(II)chlorid (Patent number EP-

1520870)

Technical terms of this type often appear in the claims and require well-adapted
parsing and stemming techniques. A specific problem that one might come across
with is hyphenation because removing the hyphen would split up a compound
into single words with different meanings. This might also lead to quite low
precision.

2 System Setup

Our experiments were performed using a simple retrieval system based on Apache
Lucene3. Although Lucene allows the use of boolean logic, it is mainly based on
the well-known Vector Space Model. Thus, the ranking algorithm is a simple
tf-idf approach. The following section provides a description of our approach.

2.1 Preprocessing and Indexing

We restricted our experiments to monolingual runs based on an English and a
German index.

As the documents existed in XML format, we first had to extract the content
from the fields that should be indexed whereas for the English index only the
text written in English has been considered. The same procedure was used for
building up a German index file.

In the case of our submitted German run, we followed the argumentation
that the claims are supposed to be most important during prior art searches [2]
and stored the text of this section into the German index. We further added
the title and the patent number. While the last one only served as an identifier
for the document and has not been stemmed, the German Analyzer, a stemmer
specifically provided for the German language, was applied to the content of the
title and the claims. For the post runs we created a more comprehensive English
and German index by adding the IPC codes as well as the detailed description
found in patent documents. The fields mentioned above (claims, title, patent
number) were kept, but were stemmed with the Snowball Stemmer4 instead.

As we performed monolingual runs with English and German we integrated
one specific stopword list for each language. As described in Sect. 1.2, in the
intellectual property domain some terms are likely to appear quite often and
would return a huge amount of results. To solve this problem, we enriched the
3 http://lucene.apache.org/
4 http://snowball.tartarus.org/

http://lucene.apache.org/
http://snowball.tartarus.org/
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German and English stopword lists5 with some patent specific and a couple of
vague terms like apparatus, method, comprising or claim.

2.2 Search Process

The main task of the track focused on prior art search that is performed to
determine whether an invention or part of it already exists [2]. Any document
that states prior art is relevant to the query.

In the context of the Intellectual Property Track a topic is a given patent.
Following this, queries are generated on the basis of the terms extracted from
the topic files, which have been preprocessed similarly to the documents of the
test collection.

During the experiments we tested out different query types:

1. simple term queries without any boolean operator (official run)
2. boolean queries combining IPC codes and terms of the claims/ all fields (post

runs, see Sect. 3.2)

3 Results and Analysis

The experiments of the University of Hildesheim concentrated on the main task
of the Intellectual Property Track 2009.

3.1 Submitted Run

We submitted one German run within the main task. Therefore, simple term
queries were conducted on the German index originally consisting of three fields
(UCID, CLAIM-TEXT and INVENTION-TITLE). Only the title and the claims
were used to generate the queries and documents were ranked according to tf-idf.
More information can be found in [8].

The results of our official run did not satisfy our expectations. Recall and pre-
cision were close to zero. In other words, our system returned a lot of documents,
wherein most of them did not state prior art of the query patent.

3.2 Post Runs

Besides the submitted run mentioned in the previous section, we ran further
experiments to develop a more sophisticated search strategy.

The results of the German official run imply that simple term queries may
not be the best solution to perform prior art searches. We therefore decided
to construct a more complex boolean query combining IPC codes and terms
extracted from different sections of the topic files.

We assumed that IPC codes could be useful to filter the initial document set.
As a consequence, we included the classification information into the boolean
5 http://members.unine.ch/jacques.savoy/clef/index.html

http://members.unine.ch/jacques.savoy/clef/index.html
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query. A patent document that is relevant to the query is supposed to share at
least one IPC code or, in case of the runs using all fields, the most frequent one
with the topic from which the query was generated. Additionally, we extracted
the content of the claims, the title and the description of the topic files.

The obtained search terms were combined using the OR operator and inte-
grated into the boolean query.

The post runs and the employed settings are listed below:

1. EN Snow allFields: EN index, Snowball, IPC (most frequent),title, claims,
description

2. DE Snow allFields: DE index, Snowball, IPC (most frequent),title, claims,
description

3. EN Snow TitleMainclaim: EN index, Snowball, IPC (at least one), title
and first claim

4. EN Snow TitleClaim20: EN index, Snowball, IPC (at least one), title and
20 terms of first claim

Table 1 provides some statistics according to the obtained results, which were
calculated utilizing the latest version, which is version 9.0, of trec eval6.

Table 1. Evaluation measures

Recall Precision MAP

official run 0.0487 0.0019 0.0031
DE Snow allFields 0.2042 0.0025 0.0160

EN Snow allFields 0.2052 0.0026 0.0200

EN Snow TitleMainclaim 0.4392 0.0057 0.0488

EN Snow TitleClaim20 0.4202 0.0054 0.0491

A look at the results shown in table 1 reveals that integrating the IPC codes
improved recall. In each case of the post runs, we achieved a recall of at least
0.20. For the runs using all IPC codes, the recall was even higher (about 0.43).
In contrast, the system submitted to the official run only retrieved 5% of the
relevant documents. We also managed to increase the mean average precision
(MAP) of our retrieval system. As it can be seen, the run based on the English
index achieved a better MAP (0.02) than the German one (0.016) and the runs
without using the description even performed better. Still, a MAP of about 0.05
longs for further experiments.

Another important fact that can be figured out is that the query seems to be
most precise if terms extracted from the title and the claims are included. The
results of the run utilizing the claims only and the runs combining all fields did
not achieve the same MAP as the runs using both title and claims. We supposed
that we should restrict the number of terms the query consists of. Therefore, we

6 http://trec.nist.gov/trec_eval/

http://trec.nist.gov/trec_eval/
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extracted only terms from the first claim. The initial hypothesis that a cutoff
could increase precision could not be confirmed. As it can be seen, there is hardly
a difference between the results of the run based on the complete first claim and
the run, which has been performed with a cutoff of 20 query terms extracted
from the introducing claim.

4 Outlook

The patent retrieval domain is quite different from other ones. Especially the
linguistic features like terminology and text structure bear a lot of difficulties.
Through some additional experiments we were able to figure out that taking
into account the IPC codes of the patent documents can improve the recall of
a patent retrieval system. Furthermore, we would recommend a combination of
terms extracted from title and claims. Restricting the number of query terms to
20 did not achieve a significant difference wrt precision.

In the future, we are planning to implement a more sophisticated search strat-
egy including e.g. Query Expansion. We are also thinking about applying NLP
techniques during preprocessing because by now, we have implemented a baseline
approach without regarding the patent specific structure and terminology.
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Abstract. In this paper we describe our participation in the 2009 CLEF-

IP task, which was targeted at prior-art search for topic patent docu-

ments. We opted for a baseline approach to get a feeling for the specifics

of the task and the documents used. Our system retrieved patent doc-

uments based on a standard bag-of-words approach for both the Main

Task and the English Task. In both runs, we extracted the claim sections

from all English patents in the corpus and saved them in the Lemur in-

dex format with the patent IDs as DOCIDs. These claims were then

indexed using Lemur’s BuildIndex function. In the topic documents we

also focused exclusively on the claims sections. These were extracted and

converted to queries by removing stopwords and punctuation. We did not

perform any term selection or query expansion. We retrieved 100 patents

per topic using Lemur’s RetEval function, retrieval model TF-IDF. Com-

pared to the other runs submitted to the track, we obtained good results

in terms of nDCG (0.46) and moderate results in terms of MAP (0.054).

1 Introduction

In 2009 the first CLEF-IP track was launched by the Information Retrieval
Facility (IRF)1 as part of the CLEF 2009 evaluation campaign.2 The general
aim of the track was to explore patent searching as an IR task and to try to
bridge the gap between the IR community and the world of professional patent
search.

The goal of the 2009 CLEF-IP track was “to find patent documents that
constitute prior art3 to a given patent” [1]. In this retrieval task each topic
query was a (partial) patent document which could be used as one long query or
from which smaller queries could be generated. The track featured two kinds of
tasks: In the Main Task prior art had to be found in any one (or combination)
of the three following languages: English, French and German; three optional
subtasks used parallel monolingual topics in one of the three languages. In total
15 European teams participated in the track.
1 See http://www.ir-facility.org/the_irf/clef-ip09-track
2 See http://www.clef-campaign.org/
3 Prior art for a patent (application) means any document (mostly legal or scientific)

that was published before the filing date of the patent and which describes the same

or a similar invention.
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At the Radboud University of Nijmegen we decided to participate in the
CLEF-IP track because it is related to the focus of the Text Mining for Intel-
lectual Property (TM4IP) project4 that we are currently carrying out. In this
project we investigate how linguistic knowledge can be used effectively to im-
prove the retrieval process and facilitate interactive search for patent retrieval.
Because the task of prior-art retrieval was new to us, we chose to implement a
baseline approach to investigate how well traditional IR techniques work for this
type of data and where improvements would be most effective. These results will
effectively serve as a baseline for further experiments as we explore the influence
of using dependency triplets5 for various IR tasks on the same patent corpus.

2 Our Methodology

2.1 Data Selection

The CLEF-IP corpus consists of EPO documents with publication date between
1985 and 2000, covering English, French, and German patents (1,958,955 patent-
documents pertaining to 1,022,388 patents, 75GB) [2]. The XML documents in
the corpus do not correspond to one complete patent each but one patent can
consist of multiple XML files (representing documents that were produced at
different stages of a patent realization).

In the CLEF-IP 2009 track, the participating teams were provided with 4
different sets of topics (S,M,L,XL). We opted to do runs on the smallest set
(the S data set) for both the Main and the English task. This set contained 500
topics. There appeared to be a number of differences in the information that is
contained in the topics for the Main task and the English task: the topics for
the Main Task contained the abstract content as well as the full information
of the granted patent except for citation information, while the topic patents
for the English Task only contained the title and claims sections of the granted
patent [2].

Therefore, we decided to use the field that was available in all topics for both
tasks: the (English) claims sections. Moreover, as [3], [4] and [5] suggest, the claims
section is the most informative part of a patent, at least for prior-art search. We
found that 70% of the CLEF-IP corpus contained English claims, as a result of
which a substantial part of the corpus was excluded from our experiments. Of the
30% that could not be retrieved by our system, 7% were documents that only had
claims in German or French but not in English, 6% only contained a title and
abstract, usually in English and 17% only contained a title.

2.2 Query Formulation

At the CLEF-IP meeting there was much interest on term extraction and query
formulation, for example from the University of Glasgow [6]. Though this seems
4 http://www.phasar.cs.ru.nl/TM4IP.html
5 A dependency triplet is a unit that consists of two open category words and a

meaningful grammatical relation that binds them.

http://www.phasar.cs.ru.nl/TM4IP.html
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to be a promising topic, we choose not to distil any query terms from the claims
sections but instead concatenated all words in the claims section in one long
query. The reason for this was twofold. First, adding a term selection step in
the retrieval process makes the retrieval process more prone to errors because
it requires the development of a smart selection process. Second, by weighting
the query and document terms using the TF-IDF ranking model, a form of term
selection is carried out in the retrieval and ranking process. We did not try to
enlarge the set of query words with any query expansion technique but only used
the words as they occurred in the texts.

2.3 Indexing and Retrieval Using Lemur

We extracted the claims sections from all English patents in the corpus after
removing the XML markup from the texts. Since a patent may consist of mul-
tiple XML documents, which correspond to the different stages of the patent
realization process, one patent can contain more than one claims section. In the
index file, we concatenated the claims sections pertaining to one patent ID into
one document. We saved all patent claims in the Lemur index format with the
patent IDs as DOCIDs. One entry in the index looks like this:

<DOC><DOCNO>EP-0148743</DOCNO>
<TEXT> A thermoplastic resin composition comprising a melt mixed
product of (A) 70% to 98% by weight of at least one thermoplastic
resin selected from the group consi sting of polyamides, polyacetals,
polyesters, and polycarbonates and (B) 30% to 2% by weight of
a modified ultra-high molecular weight polyolefin powder having
an average powder particle size of 1 to 80 m and having a particle
size distribution such that substantially all of the powder particles
pass through a sieve having a sieve mesh of 0.147 mm and at least
20% by weight of the total powder particles pass through a sieve
having a sieve mesh of 0.041 mm, said polymer being modified
by graft copolymerizing unsaturated carboxylic acid derivative
units having at least one polar group selected from the group
consisting of acid groups, acid anhydride group,and ester groups
and derived from an unsaturated carboxylic acid or the acid an-
hydride, the salt, or the ester thereof to ultra-high molecular
weight polyolefin having an intrinsic viscosity [#] of 10 dl/g
or more, measured in decalin at 135C.
</TEXT>
</DOC>

The claims sections were then indexed using Lemur’s BuildIndex function with
the Indri IndexType and a stop word list for general English. The batch retrieval
and ranking was then performed using the TF-IDF ranking model as it has been
included in Lemur. We did not compare the different ranking models provided
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by Lemur to each other since the goal of our research is not to find the optimal
ranking model6 but to explore the possibilities and difficulties of any BOW
approach.

3 Results

We performed runs for the Main and English Task with the methodology de-
scribed above. Since we used the same data for both runs, we obtained the same
results. These results are in Table 1. The first row shows the results that are
obtained if all relevant assignments are taken into consideration; the second row
contains the results for the highly-relevant citations only [8].

Table 1. Results for the clefip-run ‘ClaimsBOW’ on the small topic set using English

claims sections for both the Main Task and the English Task

P P5 P10 P100 R R5 R10 R100 MAP nDCG

All 0.0129 0.0668 0.0494 0.0129 0.2201 0.0566 0.0815 0.2201 0.0540 0.4567

Highly-relevant 0.0080 0.0428 0.0314 0.0080 0.2479 0.0777 0.1074 0.2479 0.0646 0.4567

4 Discussion

Although the results we obtained with our ClaimsBOW approach may seem
poor on first sight, they are not bad compared to the results obtained by other
participants. In terms of nDCG, our run performs well (ranked 6th of 70 runs);
in terms of MAP our results are moderate (ranked around 35th of 70 runs).
The low performance achieved by almost all runs (except for one submitted by
Humboldt University) shows that the task at hand is a difficult one.

There are a number of reasons for these low scores: First of all, some of the
documents were ‘unfindable’: 17% of the patent documents in the collection
contained so little information, e.g. only the title which is poorly informative
for patent retrieval [9], that they could not be retrieved. Secondly, the relevance
assessments were based on search reports and the citations in the original patent
only. This means that they were incomplete [1].

Finally, in order to perform retrieval on the patent level, instead of the doc-
ument level, some of the participating groups created ‘virtual patents’: for each
field in the patent the most recent information was selected from one of the
documents with that patentID. These fields were glued together to form one
whole ‘virtual’ patent. It is, however, not necessarily true that the most recent
fields are the most informative [9]. This selection may have resulted in a loss of
information. However, even without these impediments, it is clear that patent
retrieval is a difficult task for standard retrieval methods.
6 Such experiments where conducted by the BiTeM group who also participated in

this track [7].
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The discussion at the CLEF-IP meeting showed that merely text-based re-
trieval is not enough for patent retrieval. Those groups that made use of the
metadata in the patent documents (e.g. classification information) scored re-
markably better than those relying on standard text-based methods.

5 Conclusion

The CLEF-IP track was very valuable to us as we now have a baseline that is
based on standard bag-of-words text retrieval techniques. In future work we are
going to focus on improving the ranking of the result list that we produced in
the CLEF-IP experiment. We plan to apply an additional reranking step to the
result set using syntactic information in the form of dependency triplets [10].
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Abstract. In this experiment led at the University of Geneva (UniGE), we 
evaluated several similarity measures as well as the relevance of using auto-
mated classification to filter out search results. The patent field is particularly 
well suited to classification-based filtering because each patent is already classi-
fied. Our results show that such a filtering approach does not improve searching 
performances, but it does not have a negative impact on recall either. This last 
observation allows considering classification as a possible tool to reduce the 
search space without reducing the quality of search results.  

1   Introduction 

Our task was to automatically identify all the quotes included in a given patent. A 
quote was defined as a reference to another patent. All the quotes originated from a 
target corpus containing about 2 million documents; the patent corpus itself included 
one million patents. For each patent, several documents could be available, reflecting 
the various filing stages. The total size of the corpus was 75 Gb. In average, each 
patent included less than 10 quotes. In the evaluation phase, we had to identify the 
quotes in 10'000 patents (hereafter called "topics"). In the test phase, a patent collec-
tion containing pre-identified quotes allowed to fine-tune the various systems. A 
complete description of the task is available in [1]. 

Approach. We used our VLI indexer, which is described in [2]. This indexer allows 
performing a similarity search with the standard cosine methodology. The results can 
be weighted out in three possible ways: 
 
− TF-IDF evaluates the weight according to a term frequency in the document related 

to its inverse frequency with regards to the number of retrieved documents [3]; 
− FAST is based on the hypothesis that TF is always equal to 1; 
− OKAPI is a weighted version of TF-IDF [4]. 

 
The results were then filtered with an automated classifier, retaining only those results 
whose classes match the classes of the query. For the classification job, we used a 
classifier based on a neural network algorithm of the Winnow type [5]. This classifier 
is well suited to the hierarchical structure of patent classification. 



 UniGE Experiments on Prior Art Search in the Field of Patents 503 

 

2   Implementation 

The first experiment aimed at setting up a baseline to validate the following experi-
ments. For that purpose we used the entire corpus (75 Gb) with the FAST weighting 
and without any filtering process. The MAP score of this experiment was 4.67 (all 
results in this article are calculated with regards to the standard test collection). 

In the second experiment we introduced classification-based filtering. On the basis 
of the target corpus, we built a catalogue of the categories affected to each document. 
For the training phase, it was difficult to use the target corpus since a number of 
documents in that corpus appeared several times. This was probably due to the fact 
that classification could vary throughout the successive filing stages. Thus we decided 
to train the system on another patent corpus whose classification quality and perform-
ance as a training basis had been previously checked out. The classification in that 
corpus was based on WIPO's International Patent Classification (IPC), while the clas-
sification of the target corpus was based on the EPO's European Classification system 
(ECLA). Fortunately, both classifications are compatible down to the sub-class level. 
Thus we could choose between three possible classification levels: Section (8 catego-
ries), Class (~120 categories), and Sub-class (~620 categories.) 

The filtering process was performed in the following way: 
 

− The classifier was required to predict the M most probable categories for a given 
topic1 

− Based on the topic, the most similar documents were searched for in the target 
corpus 

− The retrieved documents were kept if and only if the intersection of the document 
categories and the topic categories was not empty. 
 

When starting over from the entire target corpus, we got a MAP score of 5.26 if the 
filtering process predicted 3 categories, and of 5.34 on 6 categories (at the Sub-class 
level). Thus such a filtering approach did improve the performance, but only slightly. 
We also performed the same tests at Class level, with no result improvement. There-
fore we kept filtering at Sub-class level in all our following experiments. 

Since our task was focused on an English corpus, we removed the French or Ger-
man parts of the training corpus. Additionally, we selected a number of specific fields 
to be indexed: 

− The English "Title" of the invention; 
− The English "Abstract" of the invention; 
− The English "Claims" of the invention. 

 

We thus produced a focused Target Corpus ("TAC"). We also filtered out the topics. 
A new experiment with no additional filtering produced a MAP score of 4.43, i.e. 
slightly degraded with regards to the MAP score on the full corpus. A close look at 
the search results showed that some documents only contained a title. It could happen 
that the title words were included in the topic words, in which case the document 
                                                           
1 Performance evaluation on the WIPO corpus showed that at least one of the correct categories 

belongs to the 3 most probable categories with probability 0.8. 
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Fig. 1. Search Process Overview 

would be rated as highly similar. In order to get rid of the documents that were 
deemed too small, we added a filter on the length L (in words) of the retrieved docu-
ments. By successive tests it came out that L = 25 seemed to maximize the perform-
ance, with a MAP score of 6.13. 

When cumulating the filterings on length and classification, we got a MAP score of 
6.32 with a prediction of 6 categories. By exploring other combinations, we noted that 
M = 4 provided the best results with a MAP of 6.33. 

On the basis of this last result, we added stemming to the indexing process. Stem-
ming allows merging the various morphological aspects of a given word into a single 
token (e.g. merging the singular and plural forms). We got a MAP score of 5.33, so 
stemming seems to weaken the performance. More precisely, stemming is efficient on 
small corpuses but it generally introduces confusion in larger collections. 

In the next experiment, we modified the similarity weighting method by using TF-
IDF. This approach is more costly in terms of indexing and calculation time because it 
needs to assess the number of word occurrences per document. Our implementation of 
TF-IDF included two parameters, MinOcc and Max%, to eliminate the words which 
were either too frequent or too rare. With MinOcc = 2 and Max% = 10 we got a MAP 
score of 9.21; thus such a weighting approach did improve the search precision. 
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Finally we added to the target corpus the "Applicant" field and all the fields avail-
able in other languages, in order to stop filtering on the topic and to use the full data 
(since some English topics had been translated). The resulting corpus ("ATAC")  
included: 

− The "Applicant" and "Inventors" fields 
− The invention "Title" in the three languages (if available) 
− The invention "Abstract" in the three languages (if available) 
− The invention "Claims" in the three languages (if available) 

 
This experiment produced a MAP score of 10.27 (with MinOcc = 2 and Max% = 5, M 
= 4, L = 25). 

We also checked out that the results were poorer if the topic was reduced to the 
ATAC fields. Besides, we checked out that our classifier did not introduce any bias 
with regards to the classification of the target corpus; to do so we reclassified the 
2 million patents of the target corpus. The MAP score of this experiment was 9.74. 
However, reclassifying the corpus introduced some inaccuracies which slightly dis-
turbed the filtering process. We also tried out the OKAPI weighting methodology on 
similarity calculation, but this did not produce any positive result. 

In our best experiment, about 50% of the documents to be found appeared in our 
result set (of 1'000 documents). The problem was that these documents were way 
down in our result list. The similarity method we used did not take into account the 
word order, since a document was considered as a "bag of words". Thus we tried out 
two other methods of similarity calculation which were based on word sequences: the 
Kolmogorov distance [6] and the Lesk distance [7]. We used those distance calcula-
tions to re-order the result vector produced with the methodology described above. 
The results were poorer than when using the original order. 

The runs that were sent out to the CLEF-IP team for the evaluation phase were the 
following: 

 
− Clefip-unige RUN1 (MAP 10.52%) Similarity: TF-IDF, length filtering: yes, 

category filtering: yes 
− Clepip-unige RUN2 (MAP 10.58%) Similarity: TF-IDF, length filtering: yes, 

category filtering: no 
− Clepip-unige RUN3 (MAP 10.52%) Similarity: TF-IDF, length filtering: no, 

category filtering: yes 
− Clepip-unige RUN4 (MAP 7.49%) Similarity: OKAPI, length filtering: yes, 

category filtering: yes 
− Clepip-unige RUN5 (MAP 7.61%) Similarity: FAST, length filtering: yes,  

category filtering: yes 
 

The evaluation run results were in line with what had been measured during the test 
phase. 
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Fig. 2. Parameters and Results of Each Experiment 

3   Findings and Discussion 

We were rather disappointed to see that category filtering did not eliminate much 
noise. Such a filtering approach is only efficient when the request is short. In this 
case, the request being a complete patent, the classification-based filtering did not 
help because the similarity calculated with the cosine implicitly acted as a kNN (k 
Nearest Neighbours) algorithm, which is an alternative to automated classification. 
Filtering on length during the test runs did improve the performance to some extent, 
but on the final runs it seemed to have no effect whatsoever. As for the runs which 
relied on other weighting methodologies, their performance was poorer than the stan-
dard approach. 

The positive aspects of this experiment are the following: 
 

− The implementation of our similarity search algorithms was efficient: The process-
ing time of a topic was about one second on a standard PC. 

− Filtering on the basis of automated classification does not directly improve per-
formance. However, it can be used to indirectly improve performance if the index 
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is broken down in clusters for each category. In such a case, the search time is di-
vided by the total number of categories in the classification, and then multiplied by 
the number of categories in the filter. In our experiment we had 600 categories in 
the classification and 4 categories in the filter, so we had a ratio of 150 (in the hy-
pothesis of an even distribution across all categories). It should be emphasized that 
breaking down the index is only useful on a corpus which is much larger than the 
one used in our experiments. 

− Yet classification-based filtering does improve performance when the method used 
to calculate similarity is not optimal (which is the case with the FAST approach) 
because it limits the number of accepted result categories and thus provides for a 
better relevance of the search results. 
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Abstract. Log data constitute a relevant aspect in the evaluation process of the 
quality of a search engine and the quality of a multilingual search service; log 
data can be used to study the usage of a search engine, and to better adapt it to 
the objectives the users were expecting to reach. The interest in multilingual log 
analysis was promoted by the Cross Language Evaluation Forum (CLEF) for 
the first time with a track named LogCLEF. LogCLEF is an evaluation initia-
tive for the analysis of queries and other logged activities as expression of user 
behavior. The goal is the analysis and classification of queries in order to un-
derstand search behavior especially in multilingual contexts and ultimately to 
improve search systems. Two tasks were defined: Log Analysis and Geographic 
Query Identification (LAGI) which aimed at the identification of queries for 
geographic content and Log Analysis for Digital Societies (LADS) which was 
based on analyzing the user behavior of the search logs the service of The 
European Library. Five groups using a variety of approaches submitted experi-
ments. The data for the track, the evaluation methodology and results are pre-
sented and discussed.  

1   Introduction 

Logging is a concept commonly used in computer science; in fact, log data are 
collected by an operating system to make a permanent record of events during the 
usage of the operating system itself. This is done to better support its operations, and 
in particular its recovery procedures. Log data are also collected by many applications 
systems that manage permanent data, among the more relevant ones there are the 
database management systems (DBMS) that support different types of collection of 
log data, one of these types is the Write Ahead Log (WAL) that is used for the 
management and the recovery of transactions. Due to the experience gained in the 
management of operating systems and the many other application systems that 
manage permanent data, log procedures are commonly put in place to collect and 
store data on the usage of application systems by its users. Initially, these data were 
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mainly used to manage recovery procedures of an application system, but over time it 
became apparent that they could also be used to study the usage of the application by 
its users, and to better adapt the system to the objectives the users were expecting to 
reach. 

Like with an operating system and any other software application, log data can be 
collected during the use of a search engine to monitor its functioning and usage by 
final and specialized users, which means recording log data to study its use and to 
consolidate it in a tool that meets end-user search requirements. This means that log 
data constitute a relevant aspect in the evaluation process of the quality of a search 
engine and the quality of a multilingual search services; log data can be used to study 
the usage of a search engine, and to better adapt it to the objectives the users were 
expecting to reach.  

The interest in multilingual log analysis was promoted by the Cross Language 
Evaluation Forum (CLEF)1 for the first time with a track named LogCLEF2 which is 
an evaluation initiative for the analysis of queries and other logged activities as ex-
pression of user behavior. The main goal of LogCLEF is the analysis and classifica-
tion of queries in order to understand search behavior in multilingual contexts and 
ultimately to improve search systems. Another important long-term aim is to stimu-
late research on user behavior in multilingual environments and promote standard 
evaluation collections of log data. 

The datasets used in 2009 for the analysis of search logs were derived from the use 
of the Tumba! Search engine and The European Library (TEL) Web site3. Two tasks 
were defined: Log Analysis and Geographic Query Identification (LAGI) and Log 
Analysis for Digital Societies (LADS). LAGI required the identification of geo-
graphical queries within logs from the Tumba! Search engine and The European Li-
brary multilingual information system. LADS intended to analyze the user behavior in 
the multilingual information system of The European Library. Five groups using a 
variety of approaches submitted experiments.  

The data for the track, the evaluation methodology and some results are presented 
in this overview paper together with a description of the two sub tasks of LogCLEF 
2009. 

2   Log Analysis and Geographic Query Identification (LAGI) 

The identification of geographic queries within a query stream and the recognition of 
the geographic component are key problems for geographic information retrieval 
(GIR). Geographic queries require specific treatment and often a geographically 
oriented output (e.g. a map). The task would be to (1) classify geographic queries and 
(2) identify their geographic content. The task design and evaluation measures would 
be similar to the ones used in the track in 2007 [10, 11].  

                                                           
1 http://www.clef-campaign.org/ 
2 http://www.uni-hildesheim.de/logclef/ 
3 http://www.theeuropeanlibrary.org/ 
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LAGI 2009 is a task to identify geographic elements in query search logs. Search 
logs were obtained from the following two search systems: 

 
1. Tumba!, a Portuguese web search engine4 (350.000 queries)  
2. The on-line catalogue of The European Library (TEL), where an English 

subset of the TEL queries was used5 (1.8 million records). 
 

The Tumba! log files were manually reviewed and anonymized with a custom-made 
program following the rules presented by Korolova and colleagues [13]. All refer-
ences to domain searches and emails were replaced by 'ZZZ' in order to preserve 
anonymity. Examples for entries in the log file are shown in Tables 1a to 1d. 

Table 1a. Original queries from the TEL log file 

875336 & 5431 & ("central europe")  
828587 & 12840 & ("sicilia")  
902980 & 482 &  (creator all "casanova")  
196270 & 5365 & ("casanova")  
906474 & 15432 & casanova  
528968 & 190 &  ("iceland*")  
470448 & 8435 & ("iceland")  
712725 & 5409 & ("cavan county ireland 1870")  
671397 & 14093 & ("university")  

Table 1b. Annotated queries from the TEL log file 

875336 & 5431 & ("<place>central europe</place>")  
828587 & 12840 & ("<place>sicilia</place>")  
902980 & 482 &  (creator all "casanova")  
196270 & 5365 & ("casanova")  
906474 & 15432 & casanova  
528968 & 190 &  ("<place>iceland</place>*")  
470448 & 8435 & ("<place>iceland</place>")  
712725 & 5409 & ("<place>cavan county ireland</place> 1870")  
671397 & 14093 & ("university")  

Table 1c. Original queries from the Tumba! log file 

4333825 @ 4777 @ "administração escolar"  
4933229 @ 7888 @ "escola+hip+hop"  
39283 @ 62180 @ chaves  
2290106 @ 19398 @ CHAVES  
1420489 @ 20564 @ Chaves  
6971716 @ 106342 @ jornais de leiria  
8403308 @ 83318 @ escolas de marinheiro  

                                                           
4 http://www.tumba.pt/ 
5 http://www.theeuropeanlibrary.org/ 
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Table 1d. Annotated queries from the Tumba! log file 

4333825 @ 4777 @ "administração escolar"  
4933229 @ 7888 @ "escola+hip+hop"  
39283 @ 62180 @ <place>chaves</place>  
1420489 @ 20564 @ <place>Chaves</place>  
6971716 @ 106342 @ jornais de <place>leiria</place>  
8403308 @ 83318 @ escolas de marinheiro  

 
The geographic elements to be marked are either those found in a gazetteer or 

places related to those found in the gazetteer. So if a city is listed in a gazetteer, then 
related places include hospitals, schools, etc. associated with that city. The gazetteer 
used is a static version of Wikipedia (Portuguese version for Tumba!, English  
version for the TEL subset), due to its coverage and availability to participants.  
A static version is used because the live Wikipedia (http://pt.wikipedia.org, 
http://en.wikipedia.org) is constantly changing, and so altering what places are listed, 
etc. 

Many query terms have both geographic and non-geographic senses. Examples in-
clude ‘casanova’ and ‘ireland’ in English and ‘chaves’ in Portuguese. Queries have 
inconsistent capitalization and are often short. So it may not be clear which sense to 
use for such terms. Wikipedia is used to disambiguate such terms by preferring the 
first sense returned by a Wikipedia look-up. In our examples, a look-up6 of ‘casanova’ 
initially returns an article on a person, so it is deemed a non-place in ambiguous cases. 
A look-up of ‘Ireland’ initially returns an article on an island, so it is deemed a place 
in ambiguous cases. Sometimes, the initial article returned does not have a clear pref-
erence. For example, a look-up of ‘chaves’ returns a disambiguation page/article 
which lists both place (including a city) and non-place (including a television show) 
senses. In such situations, the term is deemed a place in ambiguous cases for the pur-
poses of this evaluation. This method of disambiguation is used when a query has no 
indicated preference for which sense to use. But if the query indicates a preference for 
a sense, then that sense is what is used. An example is the query 'casanova commune'. 
A search for 'casanova commune' in the English Wikipedia does not return an article. 
Rather it returns a 'search' page (instead of being an article for some term, the page 
gives a ranked list of articles that contain parts of the candidate place term somewhere 
in the articles' text), which is ignored in this evaluation. For 'casanova', the English 
Wikipedia returns an article on a person named Casanova, so that is the default pre-
dominant sense. But that article has a link to a disambiguation page, and the disam-
biguation page has a link to the place 'Casanova, Haute-Corse', which is a commune. 
This query indicates that this sense of 'casanova' is the preferred one for the query, so 
this overrides the default preferred sense based on the initial page returned by the 
Wikipedia. 

There are still complications in look-ups. For one thing, it turns out that many que-
ries have misspelled words, and judgments need to be made about these. Also, many 
terms exist in queries that turn out not to have a Wikipedia article about them. In 
addition, Wikipedia will sometimes prefer an unusual sense of a word over a more 

                                                           
6 To look-up a term (not search for a term), type the term into the Wikipedia ‘search’ (English) 

or ‘busca’ (Portuguese) box and then click ‘Go’ (English) or ‘Ir’ (Portuguese). 
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usual sense. Two examples are “de” in Portuguese and “Parisian” in English. “de” is a 
common preposition meaning something like “of” . For example, “jornais de leiria” 
loosely means “periodicals of leiria”. A look-up of “de” returns a disambiguation 
page that mentions “de” possibly standing for Delaware or Deutschland (Germany), 
but does not mention “de” being a preposition. Various common meanings for “Pari-
sian” include a person from Paris or something in or associated with Paris. But a look-
up of “Parisian” first returns an article about a chain of department stores in the US 
with the name “Parisian”. We dealt with these complications by adding to the task 
guidelines and removing queries that could not be handled by the guidelines. 

Beyond look-up complications, there were also complications with Wikipedia 
software. It turns out that installing a static version of Wikipedia is hard. One group 
made an unsuccessful attempt and another group could install it well enough to sup-
port the evaluation, but there were still complications. The successful installation was 
served over the Internet for others. Besides being hard to install, a Wikipedia is 
somewhat slow as it takes quite a bit of computational resources to run and Internet 
congestion can considerably add to the response time. 

These complications of Wikipedia combined with difficulties in obtaining the 
search logs until late in the CLEF campaign delayed the dataset annotation and con-
strained its size: there was only enough annotated data to produce a small test set (and 
no training set). The TEL test set has 108 queries with 21 places annotated. The 
Tumba! test set has 146 queries and 30 to 35 places annotated7. 

A total of two runs were submitted, both by the same group at the “Alexandru Ioan 
Cuza” University in Romania [8]. The two runs used different resources (1. GATE, 2. 
Wikipedia) for finding places. Overall, precision in finding places turned out to more 
of challenge than recall. The recall scores ranged from 33% to 76%, while the preci-
sion scores were 26% or less. 

Table 2. Results of the LAGI sub task for the test set 

Resource TEL Tumba! version A Tumba! version B 

 
Gate R 33%, P 24% R 51%, P 26% R 50%, P 22% 
Wikipedia R 76%, P 16% R 37%, P 9% R 40%, P 8% 

 
With both TEL and Tumba!, the Wikipedia resources produced much lower preci-

sion than the GATE resources. Using the Wikipedia resources often resulted in an 
entire query being annotated as a place. For Tumba!, the Wikipedia resources also 
produced worse recall, but for TEL, Wikipedia resources produced better recall. 

In summary, this is a first run of the LAGI task for finding places in search queries. 
We obtained the use of two search query sets, Tumba! and TEL, and used Wikipedia as a 
gazetteer and for disambiguating between place and non-place senses of a term. Delays 
in obtaining the data sets and complications with using Wikipedia resulted in a delay in 
producing a dataset and also only a small test set being produced (no training set). 

                                                           
7 The Tumba! test set had a number of queries that could be annotated in two different ways. 

We made two versions where version A was annotated in one way (for 35 places) and version 
B the other way (for 30 places). 
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3   Log Analysis for Digital Societies (LADS) 

The Log Analysis for Digital Society (LADS) task deals with logs from The European 
Library (TEL) and intends to analyze user behavior with a focus on multilingual 
search. TEL is a free service that offers access to the resources of 48 national libraries 
of Europe in 35 languages, it aims to provide a vast virtual collection of material from 
all disciplines and offers interested visitors simple access to European cultural 
heritage. Resources can be both digital (e.g. books, posters, maps, sound recordings, 
videos) and bibliographical and the quality and reliability of the documents are 
guaranteed by the 48 collaborating national libraries of Europe8. 

The quality of the services and documents TEL supplies are very important for all 
the different categories of users of a digital library system; for this reason, log data 
constitute a relevant aspect in the evaluation process of the quality of a digital library 
system and of the quality of interoperability of digital library services [1]. 

The access to the services that access the TEL digital library is supplied through a 
Web browser, and not through a specifically designed interface. This means that the 
analysis of user interaction of such a digital library system requires the forecasting of 
ways that support the reconstruction of sessions in a setting, like the Web, where 
sessions are not naturally identified and kept [2]. 

3.1   Goals 

Potential targets for experiments are query reformulation, multilingual search 
behavior and community identification. This task was open to diverse approaches, in 
particular data mining techniques in order to extract knowledge from the data and find 
interesting user patterns. 

Suggested sub-tasks for the analysis of the log data were:  
 

1. user session reconstruction; this step was considered as a prerequisite to the 
following ones [3];  

2. user interaction with the portal at query time; e.g. how users interact with the 
search interface, what kind of search they perform (simple or advanced), and 
how many users feel satisfied/unsatisfied with the first search and how many 
of them reformulate queries, browse results, leave the portal to follow the 
search in a national library;  

3. multilinguality and query reformulation; e.g. what are the collections that are 
selected the most by users, how the language (country/portal interface) of the 
user is correlated to the collections selected during the search, how the users 
reformulate the query in one language or in a different language;  

4. user context and user profile; e.g. how the study of the actions in the log can 
identify user profiles, how the implicit feedback information recorded in the 
logs can be exploited to create the context in which the user operates and 
how this context evolves.  

                                                           
8 http://www.theeuropeanlibrary.org/portal/organisation/about_us/ 
aboutus_en.html 
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Participants were required to: 
 

• process the complete logs;  
• make publicly available any resources created based on these logs (e.g. 

annotations of a small subsets); 
• find out interesting issues about the user behavior as exhibited in the logs;  
• submit results in a structured file.  

3.2   Data 

The data used for the LADS task are search logs of The European Library portal; 
those logs are usually named “action logs” in the context of TEL activities. In order to 
better understand the nature of the action logs that have been distributed to the 
participants, the following example of possible usage of the portal is given: in TEL 
portal’s home page, a user can initiate a simple keyword search with a default 
predefined collection list presenting catalogues from national libraries. From the same 
page, a user may perform an advanced search with Boolean operators and/or limit 
search to specific fields like author, language, and ISBN. It is also possible to change 
the searched collection by checking the theme categories below the search box. After 
search button is clicked the result page appears, where results are classified by 
collections and the results of the top collection in the list are presented with brief 
descriptions. Then, a user may choose to see result lists of other collections or move 
to the next page of records of current collection’s results. While viewing a result list 
page a user may also click on a specific record to see detailed information about the 
specific record. Additional services may be available according to the record selected. 

All these type of actions and choices are logged and stored by TEL in a relational 
table, where each record represents a user action. The most significant columns of the 
table are: 

 
• A numeric id, for identifying registered users or “guest” otherwise; 
• User’s IP address; 
• An automatically generated alphanumeric, identifying sequential actions of 

the same user (sessions) ; 
• Query contents; 
• Name of the action that a user performed; 
• The corresponding collection’s alphanumeric id; 
• Date and time of the action’s occurrence. 

 
Action logs distributed to the participants of the task cover the period from 1st 
January 2007 until 30th June 2008. The log file contains user activities and queries 
entered at the search site of TEL. Examples for entries in the log file are shown in 
Table 3. 
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Table 3. Examples from the TELlog (date has been deleted for readability) 

id;userid;userip;sesid;lang;query;action;colid;nrrecords;recordposition;sboxid;objurl;date 
892989;guest;62.121.xxx.xxx;btprfui7keanue1u0nanhte5j0;en;("plastics mould");view_brief;a0037;31;;; 
893209;guest;213.149.xxx.xxx;o270cev7upbblmqja30rdeo3p4;en;("penser leurope");search_sim;;0;-;;; 
893261;guest;194.171.xxx.xxx;null;en;(“magna carta”);search_url;;0;-;;; 
893487;guest;81.179.xxx.xxx;9rrrtrdp2kqrtd706pha470486;en;("spengemann");view_brief;a0067;1;-;;; 
893488;guest;81.179.xxx.xxx;9rrrtrdp2kqrtd706pha470486;en;("spengemann");view_brief;a0000;0;-;;; 
893533;guest;85.192.xxx.xxx;ckujekqff2et6r9p27h8r89le6;fr;("egypt france britain");search_sim;;0;-;;; 

3.3   Participants and Experiments 

As shown in Table 4, a total of 4 groups submitted results for the LADS task. The 
results of the participating groups are reported in the following section.  

Table 4. LogCLEF 2009 participants 

Participant Institution Country 
Sunderland University of Sunderland UK 
TCD-DCU ï ïïï ïïï ïï ï ïïï ï ï ïï ï ï ïïï ïï ïïï ïï ï ï ï

Info Science University of Hildesheim Germany 
CELI s.r.l CELI Research, Torino Italy 

3.4   Results of the LADS Task 

The CELI research institute tried to identify translations of search queries [4]. The 
result is a list of pairs of queries in two languages. This is an important step in observ-
ing multilingual user behavior. Combined with session information, it is possible the 
check whether users translate their query within a session. The analysis showed the 
true multilingual nature of the data.  

The group from the University of Sunderland argues that users rarely switch the 
query language during their sessions. They also found out that queries are typically 
submitted in the language of the interface which the user selects [12]. An exception is, 
or course, English which is the default language of the interface and as in any user 
interface, the default is not always modified.  

A thorough analysis of query reformulation, query length and activity sequence 
was carried out by the Trinity College, Dublin [6]. The group showed that amny 
query modification operations concern the addition or the removal of stopwords. 
These actions only have an effect for the language collection in which the word is a 
stop word. The ultimate goal is the understanding of the behavior of users from dif-
ferent linguistic or cultural backgrounds. The application of activity sequences for the 
identification of communities is also explored. The analysis revealed the most fre-
quent operations as well as problems with the user interface of TEL.  

The University of Hildesheim analyzed sequences of interactions within the log 
file. These were visualized in an interactive user interface which allows the explora-
tion of the sequences [9]. In combination with a heuristic success definition, this sys-
tem lets one identify typical successful activity sequences. This analysis can be done 
for users from one top level domain. A few differences for users from different  
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countries were observed but more analysis is necessary to reveal if these are real dif-
ferences in behavior. In addition, issues with the logging facility were identified.  

The design of future tasks is encouraged by a position paper from the University of 
Amsterdam. The authors argue that the limited knowledge about the user which is 
inherent in log files needs to be tackled in order to gain more context information. 
They argue for the semantic enrichment of the queries by linking them to digital  
objects [7]. 

4   Conclusions and Future Work 

Studies on log files are essential for personalization purposes, since they implicitly 
capture user intentions and preferences in a particular instant of time. There is an 
emerging research activity about log analysis which tackles cross-lingual issues: ex-
tending the notion of query suggestion to cross-lingual query suggestion studying 
search query logs; leveraging click-through data to extract query translation pairs. 

LogCLEF has provided an evaluation resource with log files of user activities in 
multilingual search environments: the Tumba! Search engine and The European Li-
brary (TEL) Web site. With these two different datasets, one related with searches in 
Web sites of interest to the Portuguese community and the other with searches for 
library catalogues in many European libraries, it was possible to define two sub-tasks: 
Log Analysis and Geographic Query Identification (LAGI) and Log Analysis for 
Digital Societies (LADS). 

For LADS, a total of 4 groups submitted a very diverse set of results: identifying a 
list of pairs of queries in two languages combined with session information; correla-
tion between language of the interface and language of the query; activities at query 
time to study different user backgrounds. 

Given the success of LogCLEF 2009, considering the fact that it was a pilot task, 
and the good feedback from people who were at the workshop and also from those 
who could not participate, a second LogCLEF workshop will be organized as a re-
search lab in the CLEF2010 conference. New logs will be offered, in particular:  
- action logs from January 2007 to June 2008 (same logs of LogCLEF 2009); 
- http logs from January 2007 to June 2008 (new, more than 50 millions records); 
- action logs from January 2009 to December 2009 (new, more than 700,000 records).  
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Abstract. The LADS (Log Analysis for Digital Societies) task at CLEF

aims at investigating user actions in a multilingual setting. We carried

out an analysis of search logs with the objectives of investigating how

users from different linguistic or cultural backgrounds behave in search,

and how the discovery of patterns in user actions could be used for com-

munity identification. The findings confirm that users from a different

background behave differently, and that there are identifiable patterns

in the user actions. The findings suggest that there is scope for further

investigation of how search logs can be exploited to personalise and im-

prove cross-language search as well as improve the TEL search system.

1 Introduction

The Log Analysis for Digital Societies (LADS) task is part of the LogCLEF track
at the Cross-Language Evaluation Forum (CLEF) 2009. The LADS dataset con-
tains log entries of user interactions with the TEL1 portal. The logs were anal-
ysed to investigate the following hypotheses: (1) users from different linguistic or
cultural backgrounds behave differently in search; (2) there are patterns in user
actions which could be useful for stereotypical grouping of users; (3) user queries
reflect the mental model or prior knowledge of a user about a search system.

The remainder of this paper is organised as follows: Sect. 2 gives a brief
description of the logs, Sect. 3 discusses the log analysis and results, and the
paper ends with conclusions and outlook to future work in Sect. 4.

1 http://www.theeuropeanlibrary.org/

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 518–525, 2010.
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2 Brief Description of Logs and Preprocessing Operations

A log entry is created for every user interaction with the TEL portal. Log entries
contain the type of action performed, together with attributes such as the inter-
face language, query, and timestamp. The experiments focused on the following
attributes: lang (interface language selected by the user), action, and query. The
main actions that our study investigated were:

– search sim: searching via a simple text box.
– search adv: advanced search by the specific fields of title, creator (e.g. author

or composer), subject, type (e.g. text or image), language, ISBN, or ISSN.
– view brief: clicking on a library’s collection to view its brief list of results.
– view full: clicking on a title link in the list of brief records to expand it.
– col set theme: specifying a certain collection to search within.
– col set theme country: specifying multiple collections to search or browse.

An important part of preprocessing the logs was session reconstruction. Each
action was associated with a session ID and a timestamp. Actions of the same
session were grouped together by session ID and then were sorted by timestamp.
Details of the dataset and the preprocessing can be found in [1] and [2].

3 Analysis of Log File Entries

3.1 General Statistics

Table 1 presents statistics from the log analysis. Only a small proportion of
the actions were performed by signed-in users (0.76%) compared to the number
of actions recorded for guests (99.24%). This may indicate that users find it
easier, and/or perhaps more secure, not to register in a web search system. Such
behaviour sets a challenge to individualised personalisation.

Table 1. Descriptive Statistics

Item Frequency

Actions by guests 1,619,587

Actions by logged-in users 12,457

Queries by guests 456,816

Queries by logged-in users 2,973

Sessions 194,627

User IDs 690

User actions were classified into four categories: Search, Browse (browsing or
navigating result pages), Collection (limiting the search scope by selecting a col-
lection or subject), and Other. Table 2 shows the distribution of actions along
the categories. A considerable number of user actions (11.34%) were performed
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before attempting the search, such as specifying collections for search. This indi-
cates the diversity of user preferences, where users seek to customise the search
environment according to their needs. User profiling may help to save user effort
by automatically adjusting the search environment upon user identification.

Table 2. Broad classification of actions

Classification Percentage

Search 28.17

Browse 56.79

Collection 11.34

Other 3.70

With regards to searching, it was found that there was a great inclination
towards using simple search (16.14% of total actions) compared to using ad-
vanced search (4.35% of total actions). Another inclination was found in the
pre-selection of a single collection for search, which occurred more frequently
than the pre-selection of multiple collections (col set theme: 7.13% of actions;
col set theme country: 2.72%). This suggests that users seeking to limit their
search tend to be very specific in selecting a collection. This may come from
previous experience with the portal, where users found that certain collections
had a higher degree of satisfying their information needs.

3.2 Query Reformulation

There are several types of reformulation of successive user queries: focusing on
search terms and disregarding Boolean operators, a term can be added, deleted,
or modified. For advanced search, in addition, a field can be added, deleted, or
changed (some of the latter actions co-occur with operations on search terms).
We defined four types of query reformulation, depending on the way query terms
are affected: term addition, term deletion, term modification, and term change.
Term modifications are changes to single-term queries.2 No differentiation was
made between queries submitted under different interface languages, because (i)
the major part of the queries were submitted under English, and thus, the data
for other interface languages might not be sufficient, and (ii) some query changes
were manually observed as changing a query to another language.

As some users switch from the simple to the advanced search interface, related
queries are difficult to identify if different types of queries are considered. For
the following experiment, search terms were extracted from queries in order to
identify how users typically modify a query. Only successive searches on the same
topic were considered. To identify queries about the same topic, the following

2 The distinction between term changes and term modifications originates from the

definition of successive queries for queries with one and with more search terms.
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approach was used: consecutive queries must have at least one term in common
(if the query contains more than one search term) or a term in the query must
have a Levenshtein distance [3] less than three to one in the other query. A query
parser was implemented to extract the terms from the query log and identify
the type of query modification and the most frequent changes.

Table 3 shows some of the reformulation classes based on the top 50 reformu-
lations. A hyphen in Table 3 indicates operations which are not observable. It
was found that 16% of term additions (add), 24% of term deletions (del), and
28% of term changes (chg) affected stopwords. Such changes might make sense
under the assumption that users sometimes copy and paste text into a search
box, and they might have just mistakenly inserted unwanted stopwords into the
TEL search box. However, if the underlying indexing/retrieval system of TEL
ignores stopwords, then adding or changing them will have no effect on search
results, and would be considered a waste of effort for TEL users. A quick test
reveals that stopword removal is handled inconsistently by the libraries in TEL,
e.g. a search for “the” returns zero hits for the Austrian and French national
library, but several thousand for the German and Belgian national library.

Table 3. Top 50 changes to terms in successive related queries

Percentage

Type Brief description Example add del mod chg

ST use of stopwords “a” → “the” 16 24 6 28

BL use of Boolean operators “AND” → “OR” 4 6 0 12

CC change of lowercase or upper-

case

“europe” → “Europe” 0 0 8 0

SC spelling change “wolrd” [!] → “world” 0 6 4 4

CH use of special characters “*” at the end of term 6 0 0 4

LC language code change “ita” → “eng” 2 2 0 20

RT related terms “triangulum” → “quadratum” – – 2 4

MO morphologic variant “city” → “cities” – – 26 2

TR translation or transliteration “power” → “kraft” – – 24 4

PN change proper noun/name “mozart” → “amadeus” 42 26 20 8

PI single character (initials) “elzbieta” → “e” 20 20 0 2

DT date/number change “1915” → “1914” 4 6 0 6

OT unknown change/other “test” → “toto” 6 10 10 6

Proper nouns and single characters (mostly denoting initials of names) made
up 62% of term additions, 46% of deletions, 20% of modifications (mod), and 10%
of changes. In contrast, term modification mostly affect morphological variations
and translations (26% and 24%, respectively). Such modifications would not
have any effect on the search results, because the TEL system does not seem to
perform stemming.
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Special characters (e.g. wildcards) were rarely used. Moreover, a small number
of changes involved the use of semantically related terms (including narrower
terms or broader terms). Also, only a small number of changes involved changing
Boolean operators (e.g. “AND” → “OR”). This behaviour implies that some
users are familiar with different search operators supported by the TEL portal.

The query reformulation analysis supports the hypothesis that a large group
of users has little knowledge of the system, as they include stopwords and even
change them (assuming TEL ignores stopwords as is commonly done by search
engines). This group corresponds to novice users. On the other hand, a small
group, corresponding to experienced users, used advanced query operators such
as wildcards.

3.3 Interface Languages

In an attempt to investigate the relation between language and search behaviour,
several variables were studied across the interface language selected by users of
the portal. Actions were distributed among 30 languages. Hereafter, the study
focuses on the top five languages in terms of the number of actions. The top
language was English (86.47% of the actions), followed by French (3.44%), Pol-
ish (2.17%), German (1.48%), and Italian (1.39%). It is to be noted that the
interface language does not necessarily imply the language of the query. One
possible cause for the bias towards English, aside from its inherent popularity,
is that it is the default language in the portal. Due to such anticipated bias, we
will not include English (as an interface language, not as a query language) in
further comparative discussions against other interface languages in this study.
Nevertheless, we will show its associated percentages in subsequent tables for
the sake of completeness. Possible ways to avoid this bias in the future would be
to ask the user to specify a language before attempting the search, or to have
the default language automatically specified according to the client’s IP address.

The frequency distribution of the six main actions across the five languages
is shown in Table 4. It was observed that users of the Polish language seemed
to have a higher rate than others in using the feature of specifying a single
collection before attempting the search. This finding may support the hypothesis
that users from different linguistic or cultural backgrounds behave differently in
search. However, we cannot rule out the fact that such observation may have
been specifically governed by the amount of available collections in TEL.

3.4 Term Frequencies and Categories

As part of our analysis, the number of terms per query and the top queried terms
for simple and advanced search were studied. Table 5 shows the mean and median
of the number of terms per query across interface languages. It can be seen that
German showed the lowest mean in both types of search. Moreover, part of the
analysis revealed that German exhibited the largest distribution of queries made
up of just one term. This may be because German noun compounds, which can
express complex topics, are written as a single word.
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Table 4. Action distribution across languages

Lang search sim search adv view brief view full col set theme col set theme country

English 16.48% 4.32% 25.79% 30.65% 6.79% 2.66%

French 14.27% 4.46% 27.34% 23.55% 10.86% 3.12%

Polish 15.18% 4.23% 26.99% 21.95% 13.58% 3.39%

German 14.75% 4.31% 28.96% 23.53% 9.46% 2.93%

Italian 14.44% 6.16% 24.81% 28.39% 9.35% 2.78%

A comparison was made between the mean of the number of terms per query
in simple search and the results reported in [4], which was a similar study applied
on logs from AlltheWeb.com3 (a European search engine that allows limiting the
search to documents in a language of choice). With the exception of English, the
means were approximately the same, despite the fact that the former is a library
search system and the latter is a general search engine.

Table 5. Number of terms per query across interface languages

Simple Search Advanced Search

Language Mean Median Mean Median

English 2.38 2 3.05 3

French 2.09 1 2.85 2

Polish 1.89 1 2.59 2

German 1.77 1 2.6 2

Italian 2.09 2 3.17 2

Part of the log analysis involved the extraction of the top 20 occurring search
terms for each interface language, excluding stopwords. A term was only counted
once in a session. This was done to avoid bias towards terms that were repeatedly
searched for in the same session. Furthermore, terms were divided into five cat-
egories: creator (author, composer, artist, etc.), location (cities, countries, etc.),
subject (as per Dewey Decimal Classification), title (including proper nouns and
common nouns), and type (document types, e.g. text, image, sound). These cat-
egories were mostly based on the fields of the advanced search in TEL.

Figure 1 shows the category distribution of the top 20 search terms for each
language. Differences were observed in user behaviour between different lan-
guages. For example, in simple search, 20% of the terms under French were
subjects and 25% were creators, while under Italian, only 5% of the terms were
subjects, while 40% of the terms were creators. Such findings reflect the differ-
ences between users of different languages and may contribute towards further
research in multilingual query adaptation, perhaps suggesting a different adap-
tation strategy for each language or group of languages.
3 http://www.alltheweb.com/

http://www.alltheweb.com/
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Fig. 1. Distribution of term categories across languages

3.5 Action Sequences

Table 6 shows patterns of two and three successive user actions. It points out
the top most occurring patterns, as well as some other interesting patterns that
have a high frequency. Related patterns are grouped together. It is observed that
more users, after performing a search action, seem to directly view a full record
(click for expansion) rather than clicking on a collection first (view brief) before
clicking to view full. The reason for this may be that the collection they wanted
was already highlighted (TEL automatically highlights the top most collection
in alphabetical order). This may indicate that more people prefer to specify
collections before they perform the search so as to directly jump to view full
without having to click on a collection.

Table 6. Selected sequential action patterns for two and three successive actions

Action 1 Action 2 Action 3 Frequency

view full view full – 153,952

search sim view full – 112,562

search sim view brief – 86,625

col set theme search sim – 40,044

col set theme country search sim – 12,397

view full view full view full 79,346

col set theme col set theme country col set theme 4,735

col set theme country col set theme search sim 3,159

It can also be observed that users seem to get confused between two features
(both accessible from TEL web site main page), which are: col set theme (choose
a single collection) and col set theme country (browse collections/choose multi-
ple collections, which redirects the user to another page). This was observed as
user actions subsequently alternated between the two features. Based on the pat-
tern frequencies and the findings presented in Sect. 3.1, it can be inferred that
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users prefer the feature of choosing a single collection. Perhaps deeper analysis
of such patterns may introduce certain changes to the TEL portal’s GUI.4

4 Summary and Outlook

We have described an analysis of multilingual search logs from TEL for the
LADS task at CLEF 2009. The results of the analysis support the hypotheses
that: (1) users from different linguistic or cultural backgrounds behave differently
in search; (2) the identification of patterns in user actions could be useful for
stereotypical grouping of users; and (3) user queries reflect the mental model or
prior knowledge of a user about a search system.

The results suggest that there is scope for further investigation of how search
logs can be exploited to improve cross-language search personalisation. Further-
more, the results imply that there is scope for improving the TEL system in
a number of ways: (1) integrating a query adaptation process into TEL, where
queries can be automatically adapted to retrieve more relevant results; (2) offer-
ing focused online help if a user spends an uncharacteristically long time between
some actions or if a user performs a sequence of logically inconsistent actions;
(3) highlighting elements in the TEL GUI as a default action or a typical next
action; and (4) identifying the type of user for the sake of search personalisation.
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Abstract. This work describes a variation on the traditional Information Re-
trieval paradigm, where instead of text documents being indexed according to 
their content, they are indexed according to the search terms previous users 
have used in finding them. We determine the effectiveness of this approach by 
indexing a sample of query logs from the European Library, and describe its 
usefulness for multilingual searching. In our analysis of the search logs, we de-
termine the language of the past queries automatically, and annotate the search 
logs accordingly. From this information, we derive matrices to show that a) us-
ers tend to persist with the same query language throughout a query session, 
and b) submit queries in the same language as the interface they have selected.   

1   Introduction 

The hypothesis behind search log-based approaches to search engine design is that 
previous users’ choices are of interest to new users who input similar queries [1] [2]. 
We take an extreme position on this, since rather than indexing documents based on 
their content as in conventional search engines, we index documents solely with the 
terms past users have used in searching for them, as found in the search logs. Collated 
under each downloaded document ID are the terms of every query ever submitted in a 
session leading up to the downloading of that document. Thus query terms from sepa-
rate sessions leading to the retrieval of the same document will all become index 
terms for that document. This approach is beneficial for multilingual searching, since 
each previously downloaded document is indexed by all search terms which have ever 
been used in a search for that image, irrespective of which language they were in. 
Thus a document might be indexed by search terms in various languages, and there-
fore be accessible to queries in any of those languages. The limitation of this query 
log approach is that if previous users have never downloaded a particular document, 
then that document can never be retrieved by this technique. This means that there is a 
need for large amounts of search log training data, and the system is only suitable for 
indexing a closed corpus. 

2   Implementation of a Search Engine Based on Query Logs 

The experiments described in this paper were performed for the LADS (Log Analysis 
for Digital Societies) task in the LogCLEF track of CLEF in 2009 [3]. The first step in 
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the analysis of query logs necessary to index search engine documents is to be able to 
identify the start and end of each query session. This is non-trivial in some data sets, 
but a unique ID is given to each session in the LogCLEF search logs. Query records 
for which the seventh field was “search_xxx”, “available_at” or “see_online” were 
assumed to indicate the downloading of the relevant URL cited in field 12. These 
URLs would then be indexed by all the search terms submitted in either that session 
or any other session which resulted in the downloading of that same URL. The que-
ries were not stop listed, since multilingual queries would require a stop list for each 
language and increase the danger that a stop word in one language might be meaning-
ful in another. Instead, the tf-idf weighting scheme was used so that each query term 
would be given a weight reflecting its importance with respect to each document. In a 
conventional search engine, the highest tf-idf scores are given to words which occur 
frequently in the document of interest, but in few other documents. In the search en-
gine based on query logs, the highest tf-idf scores are given to those terms which are 
often used in searches for the document of interest, but are not used in searching for 
many other documents. Once all the previously downloaded documents have been 
indexed, we can match the queries of future users against the document index terms 
using the cosine similarity coefficient, as in a conventional search engine. The docu-
ments are ranked according to their similarity to the user’s query, and the best match-
ing documents are presented to the user. The architecture of our query log-based 
search engine is shown in Figure 1. 

 

 

Fig. 1. Architecture of the Query Log-Based Search Engine 

3   Evaluation of the Search Engine 

For training the search engine we used 1399747 records (the first 75% when sorted 
chronologically) and for testing we used 466582 (the remaining 25%). Each record 
was a single line or row in the database of logs. It was necessary to sort the logs into 
chronological order in order to separate the test and the training set. If we define a 
search session as all records with a common session ID, the LogCLEF file contained 
225376 sessions. Average session length according to this definition was 1399747 / 
225376 = 6.21 lines. Some of these sessions recorded more than one retrieved URL.  

For each URL in the test set, we combined all the query terms used in the same 
session into a single text query. We then matched this query against each of the query 
term sets collated under URLs in the test set. We assumed that the URL retrieved in 
the test session was the gold standard, and wished to determine the search engine’s 



528 M. Oakes and Y. Xu 

 

ability to retrieve the session (if there was one) with the same URL from the training 
set. There were 8586 URLs in the test set sessions, and 284 of them matched previous 
records retrieving the same URL in the top 100 best matching training set sessions. 
Thus the percentage of matched URLs was 3.32%. The results appear much better 
when we consider that in the vast majority of cases, the gold standard URL could not 
be retrieved by our search engine, since it did not appear in the training set. When we 
considered only those 679 cases where the gold standard URL could have been re-
trieved, our results were as follows: On 2.9% of occasions, the gold standard URL 
was ranked first. On 13.7% of occasions, the gold standard URL was ranked in the 
top 10 retrieved documents, and on 34.0% of occasions it was ranked in the top 50.  

4   Analysis of the Search Logs 

The overall procedure we have followed for search log analysis is as follows: The 
search logs are read in, and we find the most likely language of the query terms on 
each line. Each line of the search log is then annotated with the name of the query 
language on that line, or “null” if no query is present, as described in section 5. The 
frequencies of each query language used in the first 100000 lines of the logs are given 
in Section 6. Given the sequence of query languages in the logs, we determine the 
likelihood of a query in one language (or a new session) being followed by a query in 
each of the other languages, another query in the same language, or the end of the 
session. This program is described in section 7. For each interface language, we de-
termine the frequency of the query languages used, as described in section 8.   

5   Automatic Language Identification 

Souter et al. [4] describe a technique for automatic language identification, based on 
trigram (sequences of three adjacent characters) frequencies. Following this approach, 
we estimated the trigram frequencies typical of a set of languages from the Europarl 
corpus [5] which contains transcripts of meetings of the European Parliament in each 
of 11 languages. The languages of Europarl are Danish, Dutch, English, Finnish, 
French, German, Greek, Italian, Portuguese, Spanish and Swedish.  

We counted the frequency of each trigram in a sample of just over one million 
characters for each language. The frequency of each trigram was divided by the total 
number of characters (minus two) in the sample of that language, to give the prob-
abilility of that trigram being selected randomly from a text in that language, and 
stored in an external file. For example, the sequence “TZE” was found 37 times in the 
sample of 1058761 characters (1058759 trigrams) of German, giving a probability of 
occurrence of about 3.49 E -5 (3.49 times 10 to the power -5). To prevent trigrams 
which were not found in the million word sample being regarded as impossible in that 
language, we set a default value of 0.5 divided by the number of trigrams in the sam-
ple as the probability of that trigram. We automatically assigned initial and terminal 
blank characters to each query. 
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As an example, the overall probability of encountering the sequence _KATZE_ 
(where the underscore denotes a space character) was found by multiplying the five 
constituent trigram probabilities for each language (shown in Table 1), and multiply-
ing them together to give an overall probability. Since the overall probability was 
much greater for German than the other two languages, KATZE is more likely to be a 
German word than an English or French one. Using this method, each of the first 
100000 queries in the original search logs was annotated with the most likely lan-
guage of that query.  

Table 1. The five constituent trigrams in “_KATZE_”, their individual probabilities and their 
product for three languages 

Trigram _KA KAT ATZ TZE ZE_ Overall 
Probability 

English 1.23E-5 4.72E-7 4.72E-7 3.49E-5 1.70E-5 1.63 E-27 
French 5.00E-7 5.00E-7 5.00E-6 5.00E-7 1.01E-5 6.31 E-32 
German 5.64E-4 1.41E-4 1.41E-4 1.41E-4 1.12E-4 1.77 E-19 

 
Other methods for automatic language identification include the text compression 

technique of Benedetto et al. [6]. An implementation of this technique in Perl is given 
by Goodman [7], but he reports that it performs less well and more slowly than Naïve 
Bayesian methods. A more common technique for automatic language identification 
is counting the number of language-specific stop words in each text, but this needs 
longer texts to work with. 

The performance of our own automatic language identifier (ALI) was estimated by 
manually scoring the languages returned for the first hundred unique queries (ordered 
by the unique identifier in the first column of the search logs). This was a lengthy 
process, since many of the queries had to be checked on Google to shed more light on 
their language of origin. Closely related queries, such as “Johann Elias Reidinger”, 
“JE Reidinger” and “Reidinger” were regarded as separate queries, whereas the eight 
occurrences of the query “Johann Reidinger” were considered a single query. The 
languages of proper nouns were marked according to the nationality of a person (and 
the language spoken there) or the current location of a place. Thus the name “Catha-
rine Arley”, which both sounds English and was identified as English by the system, 
was scored incorrect as a Google search showed that she was a French writer. Simi-
larly, although the name of the town “Bischwiller” sounds German and was returned 
by the ALI as German, this was marked as incorrect as the town is now in France. 
Words which are used by more than one language, such as “aorta” (returned as Por-
tugese), were marked as correct if the ALI identified one of the possible languages. 
Such decisions were verified using online translation systems. Queries such as 
“Rachmaninov” and “manga” which clearly do not belong to any of the languages of 
the ALI were marked incorrect. All the subjectivity inherent in this scoring method 
suggests the need for ground truth to be made available to the search log analysis 
community, consisting of search logs in which the language of each query, as deter-
mined by human expert annotators, is given.  
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As well as returning the most likely language of each query, the ALI also returns 
the second most probable language. The system was scored by the number of queries 
a) where the correct language was ranked first (47), and b) where the correct language 
was ranked either first or second (63). This left 37 queries where the correct language 
was not returned in either of the top two positions. The ALI had particular difficulty 
with the names of people, but performed best with queries consisting of three or more 
words. Of the 44 queries containing the names of people, on 18 occasions the correct 
language was deemed most likely, on 4 occasions it was deemed second most likely, 
and on 22 occasions the correct language was not selected. Of the 16 queries consist-
ing of 3 or more words (including proper nouns), on 13 occasions the correct lan-
guage was deemed most likely, twice it was deemed second most likely, and only 
once the correct language was not selected. It was also apparent from examination of 
the queries that users often have difficulty with spellings, trying several variants such 
as “Reidinger”, “Riedinger” and “Ridinger”. This suggests that the search engine 
would benefit from a spelling checker, like Google’s “Did you mean?” facility, to be 
shared among all the language interfaces. The dictionary for such a spelling checker 
could be created from search log queries which had resulted in documents being 
downloaded, as these would probably be correctly spelled.  

6   The Languages of Individual Queries 

The automatic language identification program was used to estimate the languages of 
the first 100000 individual queries. Only the first 100000 queries were used, since the 
ALI took about one second per query. In 9.56% of the queries, no text was submitted. 
Among the queries where text was submitted, 29.69% were found to be in English, 
13.38% in Italian, 12.27% in German, 9.56% in French, 7.84% in Dutch, 7.47% in 
Spanish, 5.61% in Finnish, 5.36% in Portuguese, 4.69% in Swedish and less than 
0.01% in Greek.  

7   Do Users Change Language within a Session? 

The purpose of this experiment was to use the search logs annotated with the most 
likely language of the query to find whether users tended to stick with one language 
throughout a search session, or whether they tended to change languages in mid-
session as part of the query reformulation process. The time-ordered set of query logs 
was scanned, and each time the session ID did not match the session ID of the previ-
ous query, it was assumed that a new query had begun. Otherwise, if the previous and 
current session IDs were the same, the entry [previous_state][current_state] in the 
matrix was incremented by 1. The results are shown in Table 2, where the earlier 
states (“from”) are on the vertical axis, while the later states (“to”) are found on the 
horizontal axis. “new” denotes the start or end of a session, and “null” indicates no 
query was submitted at this stage.  
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Table 2. Query language used in consecutive stages of query reformulation (Rows denote 
earlier query, Columns denote later query) 

 new null De En Es Fi Fr It Nl others 
New 0 5990 5306 12901 3212 2384 4021 5633 3118 6083 
Null 4838 3557 207 468 116 101 155 182 127  223 
De 5462 48 5287 69 21 19 20 36 37   46 
En 13259 142 63 12921 43 46 50 71 35  102 
Es 3287 26 19 45 3218 11 27 37 20   36 
Fi 2452 34 12 38 11 2412 17 24 13   38 
Fr 4129 35 22 62 28 14 4224 38 22 31 
It 5765 47 30 92 24 22 46 5916 23   42 
Nl 3184 43 54 48 18 18 14 19 3619   39 
Others 6271   53 45    88   35   24   31   51 42 6163 

 
In the vast majority of cases, as shown by the high values on the principal diago-

nal, users having submitted a query in one language tended to use the same language 
for the next query. If users did change language mid-session, there was a slight ten-
dency to change into English, shown by the slightly higher values in the “En” column. 
The other values in the matrix may represent a “noise floor” due to incorrect assign-
ments by the automatic language identifier. A variant of this program was written to 
calculate the proportion of sessions in which more than one language was used. Here 
“null”, or no query submitted, was not considered as a language. An example of this 
would be a query session where every line consisted of the selection of 
“col_set_theme” which did not require the submission of a text query. The relative 
proportions of sessions consisting of zero, one or more than one language were 4701 
(9.66%), 42354 (87.07%) and 1592 (3.27%) respectively.  

8   Correlation between the Portal Interface Language and the 
Query Language 

The purpose of this experiment was to answer the question: Do users tend to submit 
queries in the same language as the interface they have chosen? First, the number of 
sessions conducted in each interface was collated, as shown in Table 3. The matrix in 
Table 4 was then generated by reading in each line of the annotated query logs in turn, 
reading off both the language of the interface and the language of the query and in-
crementing the entry [interface_language][query_language] by 1. For the most popu-
lar interfaces, German, French, Italian, Dutch, Portuguese and English, the most 
common query language was the language of the interface, followed by English. 
When the interface was English, the most common query language apart from English 
itself was Italian. This may in fact be due to fact that users were searching for docu-
ments with Latin titles. Latin is not included in the Europarl corpus, so our automatic 
language identifier in cases of Latin queries may have returned the most similar lan-
guage, Italian. For example, the Latin query  “Commentaria in Psalmos Davidicos” 
was returned as Italian. Another interesting finding was that in the sample of  
the search logs used by us, the Spanish interface was never selected, but many  
users wishing to submit Spanish queries used the interface of the closest language, 
Portuguese. 
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Table 3. Sessions grouped by language of the interface 

Language code Frequency Percentage Language code Frequency Percentage 
En 41109 84.50 Sr 84 0.17 
Pl 2012 4.14 Sk 79 0.16 
Fr 1993 4.10 Cs 75 0.15 
De 1145 2.35 Nl 55 0.11 
It 511 1.05 Lt 41 0.08 
Pt 353 0.73 El 28 0.06 
Lv 346 0.71 Fi 13 0.03 
Sl 340 0.70 --- 10 0.02 
Hu 245 0.50 Da 9 0.02 
Hr 103 0.21 Mt 5 0.01 
Et 91 0.19    

Table 4. Cross-tabulation for the choice of interface language (rows) and query submitted 
(columns) 

 null De En Es Fr It Nl Pt Sk others 
Null 0 0 0 0 0 0 0 0 0 0 
De 380 360 535 167 98 203 243 115 100 184 
En 7856 9109 23892 5496 6985 10107 6014 4126 3650 7292 
Es 0 0 0 0 0 0 0 0 0 0 
Fr 561 320 789 265 1021 406 130 148 66 381 
It 121 30 152 142 88 318 22 29 8 79 
Nl 16 14 43 9 14 9 210 2 4 0 
Pt 106 19 51 222 36 137 64 73 5 30 
Sk 4 26 26 0 0 6 3 23 25 6 

others 15 10 9 8 9 12 0 7 12 8 

9   Conclusion and Future Work 

We have developed a search engine, where previously accessed documents are in-
dexed by all the search terms, derived from search logs, that have ever been submitted 
in the same sessions as those in which that document was downloaded. New queries 
are matched against the old query terms in the indexes, and documents are ranked by 
the degree of match between their index terms and the new query.  This is a radically 
new approach, and initial results were encouraging.  

In order to learn about multilingual searching behaviour, we have performed auto-
matic language identification using trigram frequencies at the time the queries are 
indexed. We found that English was the most frequently selected query language, 
followed by “Italian”, a figure which included the titles of many Ecclesiastical books 
written in Latin, erroneously classified as Italian by the automatic language identifier. 
Secondly, we found that users tend to submit queries in the same language as the 
interface they have selected, and also tend to stick with the same language throughout 
a query session. Due to the difficulties in judging the correctness of the language of 
each query, we feel that there is a need for ground truth judgments of the language of 
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a large number of queries, produced by human annotators, to facilitate the comparison 
of different automatic language identifiers. Examination of the variant spellings in the 
query logs arising within single sessions suggests that multilingual search engines 
would benefit from access to multilingual spelling checkers.     

In future, we will build a hybrid search engine, where the degree of match between 
a query and document is the arithmetic mean of the match between the query and the 
document terms and the match between the query and the relevant search log terms. 
The arithmetic mean (rather than the geometric or harmonic mean) has been chosen 
so that even if one of the components returns a zero match, documents might still be 
found. This is to overcome the problem we encountered in this paper: when using 
search logs alone, we can only retrieve documents which have been retrieved in the 
past. This hybrid approach will be compared against the search engine developed in 
this paper, which uses search logs alone, and a traditional search engine which ranks 
documents by the similarity of their content to the current query. This comparison will 
be done using the same training/test set split that we have described in this paper. We 
will also repeat the experiments described in this paper using search logs recorded by 
the Exalead search engine [8] and BELGA, the Belgian news agency [9], who have 
recorded search logs for a very large searchable collection of commercially 
downloadable images with captions.  
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Abstract. In 2009 we built a system in order to compete in the LAGI task (Log 
Analysis and Geographic Query Identification). The system uses an external re-
source built into GATE in combination with Wikipedia and Tumba in order to 
identify geographical entities in user’s queries. The results obtained with and 
without Wikipedia resources are comparable. The main advantage of only using 
GATE resources is the improved run time. In the process of system evaluation 
we have identified the main problem of our approach: the system has insuffi-
cient external resources for the recognition of geographic entities. 

1   Introduction 

LogCLEF1 deals with the analysis of queries as expression of user behavior. The goal 
of the task is the analysis and classification of queries in order to improve search 
systems [2]. Together with a group of students from the “Al. I. Cuza” University of 
Iasi, we competed in the task named Log Analysis and Geographic Query Identifica-
tion (LAGI). In this task participants must create a system that is able to recognize 
geographic entities within a query stream. Competitors received two sets of logs: (1) 
one from Tumba! (a Portuguese web search engine) and (2) another from The Euro-
pean Library (TEL) multilingual information system. 

The identification of geographic elements within a user query is the main aim for 
geographic information retrieval (GIR). The idea is that a geographical type question 
requires special treatment and, sometimes, a specific output oriented toward the speci-
fication of the geographical element (images, maps, geographical coordinates or 
landmarks). 

The system that we built is based on the use of a geographical entity database. We 
built it starting from the English resources from GATE. We will show how the system 
was implemented and we will present which were the situations in which we did not 
correctly identify geographical entities in queries. 

2   UAIC System for LAGI 

In order to identify geographical entities, in addition to using the Wikipedia resources 
offered by the organizers, we built another resource containing geographical name 
entities starting from English resources from GATE.  

                                                           
1 LogCLEF: http://www.uni-hildesheim.de/logclef/ 
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The test data consisted of two files, one from Tumba!, containing 152 entries, and 
one from TEL, with 108 entries; the aim was to add <place> </place> tags to user 
queries to incase geographical elements. 

Resources: In order to build geographical entity resource, we started from GATE 
resources and additionally, we searched the web in order to add new similar entities. 
For different runs, we loaded either our own resources or the resources provided by 
the organizers (i.e. page titles from Portuguese and English versions of Wikipedia). 
From GATE [1] we used the following sets of named entities: cities, countries, small 
regions, regions, mountains and provinces.  

The main Module loads the GATE or Wikipedia resources in a cache. For that it 
uses a hash map in which the key is the named entity itself, and the value is the num-
ber of words from initial named entity. Using this cache, our system tries to identify, 
in the TEL and Tumba test data, the geographical entities. The most important opera-
tions executed by the main module are: resource loading, test data pre-processing 
and geographical entities identification. 

Resource Loading: Before loading geographical resources into the cache, a special 
method transforms all characters from these entities into lower case. Additionally, our 
program splits every name entity in component words and also loads these separated 
words in the cache, but specifies the number of words from the initial entity (in this 
way it will know if this key in our hash map comes from a simple name entity or from 
a composed name entity). 

Test Data Pre-Processing: In order to identify geographical entities in the test data, 
the system performs pre-processing over it. The most important steps are parsing and 
identification of the user query, excluding of special characters and transforming of 
the query to lower case. The result is a new form of the user query, called new query. 

Geographical Entity Identification is the most important operation of the main mod-
ule. From now on the main question becomes: How do we identify the geographical 
entities in this new query? 

Initially, we check whether the query itself is in the system cache. If we do, then 
the process of geographical entity identification is complete and we skip to the next 
line in test file. This is the case of the following line from TEL test data: 

4752 & 11759 & ("portugal)" 

for which the cache contains the new query portugal from the GATE list of countries.  
If NO, then we try to split new query into single words, if possible. When we have 

only one word in the new query we automatically skip to the next line in test data file. 
When we have more than one word, we apply the following steps: 

1. Step 1 every individual word is searched in the hash map. If the current word 
comes from a simple named entity we simply add <place> tags to it. See line: 
4892 & 5670 & ("climbing on the Himalaya and other mountain ranges)" 

for which the cache contains the separated word Himalaya from the GATE 
mountains category. 
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2. Step 2 for every word found in the hash map that comes from a compound 
named entity the system searches for it to the left and the right of the word, in or-
der to combine more words with the same value in the hash map.  

2.1. If we have neighbors with the same attached value, then we create a common 
tag. This is the case of the following line: 

13128 & 11516 & ("peter woods)" 

for which we have the keys Peter and Woods from GATE cities (first one 
from Peter Tavy and second one from Harper Woods). Because both have 
the same value in hash (2 which represents the number of words from initial 
entity) we create a common tag for both words.  

2.2. If we do not have neighbors with similar hash values, then we eliminate all 
these tags. 

3   Submitted Runs 

We submitted two sets of runs: one in which the main module loaded GATE as exter-
nal resource, and one in which either the Portuguese or the English Wikipedia are 
loaded as external resources. The results are given in Table 1 (Rcount represents the 
Reference count, and Hcount represents Hypothesis count). 

Table 1. UAIC Runs 

Test 
Data 

Resource Rcount Hcount Match Precision Recall F-measure 

TEL GATE 21 29 7 24.14 33.33 28.00 
TEL Wikipedia 21 99 16 16.16 76.19 26.67 
Tumba GATE 35 69 18 26.09 51.43 34.62 
Tumba Wikipedia 35 147 13 8.84 37.14 14.29 

Comparing the results obtained based on the GATE derived resource and those ob-
tained based on the Wikipedia derived resource, we observe that the former yields 
better precision while the latter better recall. Thus, using the GATE derived resource 
we identify a lower number of geographical entities compared to the Wikipedia de-
rived resource (29 versus 99 for TEL test data, and 69 versus 147 for Tumba test data) 
even though the correct matches are comparable, and this is the reason for higher 
precisions in the former case. Regarding correct matches, in the case of TEL test data, 
the Wikipedia based system offered more correct matches and thus higher recall 
(76.19% versus 33.33%). For the Tumba test data the number of correct matches is 
higher for the GATE based system (18 versus 13 for the Wikipedia based system); 
this case yields the top F-measure of the system. 

For the first run of the GATE based system on the TEL test data we have analyzed 
the results. First of all, we identified two cases where we offered partial results: we 
mark “Belgium” as a place together with double quotes and, for this reason, it was 
marked as incorrect, and from the geographical entity mountain ranges only marked 
mountain. From this analysis we deduce that one of the most important problems was 
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the fact that some geographical entities from the test data were not contained in the 
resources used. For example, the geographical resources from GATE lack the entities 
Guttenberg, Peloponnese, Valetta, purnell, rus, Christiania and Arriaga. For other 
entities, like Wenlock Priory we have parts of the name extracted from Little Wenlock 
and Priory Wood respectively, but we do not have the entire entity. An interesting 
case is the combination between Gardner and London, for which we have more than 
one entry in our list of cities, but both entities are not marked by our program. The 
mistake in this case comes from the fact that the application expects to entries of at 
most two words, and these entities have more than 3.   

4   Conclusions 

This paper presents the UAIC system which took part in the LogCLEF track in the 
LAGI task. The system uses external resources derived from GATE files and the two 
files offered by the organizers which were extracted from the Portuguese and English 
versions Wikipedia. 

The main module is responsible for loading the external resources into the cache, 
for pre-processing the input text and for the identification of geographical entities. In 
the process of searching we use a cache mechanism to reduce run time. 

The main problem of our system, and the most important direction of our future 
work, is related to the fact that the resources used were insufficient to identify all 
geographical entities from the test data. Other problems that we want to solve in the 
future were caused by the incorrect parsing of the user’s query and by the incorrect 
handling of the cache containing geographical entities.   
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Abstract. This paper discusses new strategies for the performance eval-

uation of user search behavior. For the Log Analysis for Digital Societies

(LADS) task of LogCLEF 2009 are proposed three different levels of

user performance: success, failure and strong failure. The goal is to com-

pare and measure session performance on a qualitative as well as on a

quantitative level. The results obtained with both methods are in good

agreement. Primarily they show that it is possible to investigate user

performance from interpreting the user interactions recorded in log files.

Both the qualitative and quantitative results give rise to a refinement of

our operational definition of performance.

1 Introduction

This paper describes an approach to analyze logs from The European Library
(TEL) within the LogCLEF track at the Cross Language Evaluation Forum
(CLEF) 2009. Many different approaches have been applied to log file analysis
[1]. We intend to identify deviations between usage behavior of users from dif-
ferent countries. These differences can be found in many aspects and currently
it is unknown where the most relevant observation in this regard can be made.
Consequently, we adopted an open approach, which allows the identification of
differences in many areas and at various steps of the process. We believe that
user path information could be a key to many findings.

Our approach uses the human visual capabilities to find trends and patterns
by providing a visualization of user paths. We particularly decided to employ
the hyperbolic tree view which provides a visualization of focus and context [2]
and which has been applied for showing large hierarchies of data [3].

2 Definition of Performance

In our approach to analyze logs from TEL we assume that there are indicators,
which suggest that a particular session was successful or not. One such indica-
tor is when the user chose the Available at Library link to view the record in
a particular national library interface. See [4] for a more detailed description
of the individual user interactions recorded in the logs. In our judgment this
action indicates that the user came across an interesting document according

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 538–543, 2010.
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to the query and hence the session was successful. Within this paper our oper-
ational definition of performance includes the following three different levels of
performance: A session is considered to be ...

– successful if one of the following actions is carried out at least once: avail-
able at, see online, option print, option save reference, option save session fa-
vorite, option send email, service

– failed if none of the actions above is carried out during the session
– strongly failed if none of the actions above is carried out and the user

never uses the possibility of viewing a full record (view full)

3 Search Path Visualization

We developed a log file analyzing algorithm and applied it to the provided search
action log file. The algorithm is implemented in Java using JDBC as API to
access the PostgreSQL database containing the log data. In the following we
briefly describe our course of action. For a more detailed description see [5].

Fig. 1. Example search path visualization

The performance of each session was determined according to the defini-
tion of performance. For country recognition we integrated the IP-to-Country
Database.1 As the last two octets were missing in the logged IP addresses it was
not possible to locate all users (24.11% could not clearly be assigned).
1 The database is available at http://ip-to-country.webhosting.info/

http://ip-to-country.webhosting.info/
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To enable a more qualitative human assessment we visualized the sequence of
individual user interactions with the interface of TEL. Therefore we generated
several XML files following the GraphML file format2 and adjusted an existing
application for a simple social network visualization3 for the interactive data
visualization. An example search path visualization is shown in Fig. 1. In order
to allow the analysis of multilingual search behavior we created visualizations for
German, Spanish, French, British, Italian, Dutch, Polish and US users, as they
could be identified by their IP addresses. The size of the edges of the search path
graph indicates how often this search path could be observed within the logs.
Aside from the total number of users that followed this path the visualization can
be limited to only display successful, failed and strongly failed search paths. The
user behavior can be retraced by navigating through the different search paths.
Clicking on one of the actions causes the graph to rotate and then displays
this action in the middle of the screen. The results as well as a more detailed
description can be accessed online4.

4 Analysis of User Path Information

Table 1 presents percentage values on the occurrence of sessions within the three
levels of performance. The column entitled total refers to the number of sessions
identified for the respective country. It can be seen from table 1 that, except
for the Dutch and Polish results, the percentages do not vary much between
the different countries. This already indicates that there may not be a lot of
distinguishable differences between the different user groups.

Table 1. Occurrence of performance levels

total success failure str. failure
abs. % % %

all 191781 13.00 56.08 30.92
British 7249 12.03 59.30 28.67
Dutch 6171 20.85 51.29 27.86
French 12574 16.09 51.62 32.29
German 9405 11.89 56.79 31.32
Italian 11979 12.56 57.48 29.96
Polish 7719 11.97 47.05 40.97
Spanish 12105 13.57 60.17 26.27
US 14953 12.22 57.83 29.94

Table 2 illustrates the first ten interactions of the most frequently used search
path broken down into the three different levels of performance. Since we could
not detect striking differences during the qualitative analysis of the user behavior
for different countries at this point we only show the search paths for the group
of all users. The success column contains missing values as after level 7 the most
successful search path was ambiguous.
2 http://graphml.graphdrawing.org/
3 The application is available at http://flare.prefuse.org/download
4 http://app01.iw.uni-hildesheim.de/logclef/visualizations.zip

http://graphml.graphdrawing.org/
http://app01.iw.uni-hildesheim.de/logclef/visualizations.zip
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Table 2. Most frequently used search paths

action frequency success failure str. failure
1 search sim search sim search sim search sim
2 view full view full view full view brief
3 view full view full view full search sim
4 view full available at view full view brief
5 view full search sim view full search sim
6 view full view full view full view brief
7 view full view full view full search sim
8 view full - view full view brief
9 view full - view full search sim
10 view full - view full view brief

Our first observation is that the most frequently used and the most unsuc-
cessful search path are identically for six of the nine user groups (British, Dutch
and Polish users deviate). If we do not assume that most of the sessions (see also
table 1) and the most frequently used search path are not successful, we might
have to rethink our operational definition of failure. Maybe there are users that
are already satisfied by having the possibility to view a full record (view full)
and maybe some TEL users use the library primarily for informative reasons.

As to the most frequently used search path we identified two different search
patterns. British, Dutch, Italian and Spanish users act like we have seen before
in the case of all users (see table 2). They submit a query and then view the
results. German, French and US users submit a second query after viewing two
full records and a third query after viewing again two full records. A possible
interpretation of these differences would be that we deal with two types of users
here. The first type prefers to sift through the list of search results; he submits his
query and then examines at least eight documents without rephrasing his query
once. The second type, however, prefers rephrasing his queries subsequently; he
only examines a few documents of the result list in detail before rephrasing. As
we do not know what results the users viewed it stays open whether the first
type submits more eloquent queries that return better results or whether the
second type is more aware of relevant documents according to his query. Table
3 illustrates these two different search behavior patterns.

Table 3. Two different search patterns

action pattern A pattern B
1 search sim search sim
2 view full view full
3 view full view full
4 view full search sim
5 view full view full
6 view full view full
7 view full search sim
8 view full view full
9 view full view full
10 view full search sim
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As we suspected that pattern B represents a process of substantiating the
initial query, in a further analysis we compared the first four queries of French,
German and US sessions that follow the most frequently used search path of
these countries. Surprisingly users of the second pattern in the majority of cases
do not rephrase their queries while they perform a simple search. Table 4 depicts
the number of sessions found where users actually reformulate their queries. We
examined sessions with a minimum of 4, 7 and 10 first interactions in accordance
with the most frequently used search path (≥ 4, 7 or 10). Total refers to the
number of sessions available with at least 4, 7 or 10 interactions. As can be seen
from table 4 altogether the number of surveyed sessions is rather small in order
to make reliable statements. Within the first four or more interactions of the
most frequently used search path we found 2 German, 11 French and 11 US
sessions with one query reformulation and there was never a second or a third
reformulation. We suspect that this might be due to some technical reason in
connection with the logging of user interactions. Maybe there are several actions
recorded as search sim although the users actually do not perform a new search.

Table 4. Sessions with query reformulation

German French US
≥ 4 7 10 4 7 10 4 7 10

total 49 6 2 70 8 6 93 9 3
1 2 1 1 11 2 1 11 1 1
2 - 0 0 - 0 0 - 0 0
3 - - 0 - - 0 - - 0

5 Relative Frequencies of Performance Levels

With respect to quantitative results we calculated the relative frequencies of the
three levels of performance depending on the number of interactions with the
system as well as on their duration (for further results and figures see [5]).

As expected the success probability increases with the number of interactions,
while the probability of strong failure decreases. Surprisingly the fraction of failed
sessions is from 5 up to 40 interactions per session almost constant at 0.6%. This
effect again points to the fact that our operational definition might not capture
the full picture. As noted earlier some of the 0.6% TEL users might indeed be
satisfied by using the library primarily for informative reasons, e.g. by reading
the full records. In our opinion this long session durations indicate successful
sessions, because otherwise the users would have abandoned their search earlier.

In order to analyze the influence of the session duration we grouped the ses-
sions in five minutes intervals, i.e. from 0 up to 5 minutes, from longer than 5 up
to 10 minutes etc. It can be seen from the data that after the first 20 minutes the
proportions of success, failure and strong failure stay approximately constant.
In other words, after the first 20 minutes the probability of a successful search
becomes independent of the session duration. This could reflect the differences
in the search speed of different users.
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6 Conclusion and Outlook

The aim of this study was to experiment with new methods for log file analysis.
As a starting point we developed an operational definition of search performance
with three different levels. To enable a more qualitative human assessment we
visualized the sequences of individual user interactions with the interface of TEL.
Both, the more qualitative analysis of the search path visualizations as well as
the more quantitative analysis of the logs have shown inconsistencies within
the data which suggest that our operational definition of performance should
be adjusted to include a fraction of the formerly failed sessions in the successful
ones. The problem remains to identify appropriate indicators for this distinction.
One proposal for an additional success indicator for future research is whether
the session ends with a search or not. This could imply that the user did not
find the information he/she was looking for and therefore the session ought to
be evaluated as not successful. During the qualitative analysis of the user path
information we observed some differences between users from different countries,
e.g. that there seem to exist two prevailing search patterns. An interpretation in
terms of query reformulation is not supported by the data, neither do the logs
suggest another apparent explanation.

Although further research is needed to confirm our findings, basically we can
say now that it is possible to investigate user performance from log files and
that our refined definition of performance at least in the context of TEL users
accounts for the user behavior.
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Abstract. This paper presents the participation of the CACAO proto-

type to the Log Analysis for Digital Societies (LADS) task of LogCLEF

2009 track. In our experiment we investigated the possibility to exploit

the TEL logs data as a source for inferring new translations, thus en-

riching already existing translation dictionaries. The proposed approach

is based on the assumption that in the context of a multilingual digital

library the same query is likely to be repeated across different languages.

We applied our approach to the logs from TEL and the results obtained

are quite promising.

1 Introduction

The Log Analysis for Digital Society (LADS) from LogCLEF track is a new task
that focuses on the log analysis as a means to infer new knowledge from user logs
(i.e. users behaviors, multilingual resources). In particular the task proposes to
the participants to deal with logs from The European Library (TEL); [1] provides
an overview of the data proposed for the task.

In the last years, starting from the so-called Web 2.0 revolution, the aca-
demic and research community showed an increasing interest towards the analy-
sis of user generated contents (blogs, forums and collaborative environments like
Wikipedia) in order to exploit this large information source and infer new knowl-
edge from it (see [2] or [3]). Moreover, explicit user contributions are increasingly
integrated in very specific, task-dependent activities like query disambiguation
and translation refinements (i.e. the ’Contribute a better translation’ strategy
in Google Translate services, see [4]); such trend underlines that capitalizing
user generated data is a key challenge in tuning and tailoring search system
performances to real users needs.

In such a broader research context, significant efforts have focused on the
analysis of data stored in transaction logs of Web search engines, Intranets, and
Web sites as a means to provide a valuable insight for understanding how search
engines are used and the users interests and query formulation patterns. These
efforts are directed towards specific goals like inferring the search intents of
users, identifying user categories through their search patterns and facilitating
the personalization of contents or inferring semantic concepts or relations by
clustering user queries.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 544–551, 2010.
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Jansen [5]) presents a review on the Web search transaction log analysis and
constitute a foundation paper for the research on this domain, while several works
investigates on more specific, task related, topics. A paper from Wang and Zhai
(see [6]) proposes to mine search engine logs for individuating patterns at the
level of terms through the analysis of terms’s relations inside a query in order
to support and enhance query refinement. The authors of [7] investigate the use
of query logs in improving Automatic Speech Recognition language models for a
voice search application; Andrejko [8] describes an approach to user characteris-
tics acquisition based on automatic analysis of user behavior within query logs
thus minimizing the amount of necessary user involvement for personalization
purposes.

CACAO (Cross-language Access to Catalogues And On-line libraries) is an EU
project devoted to enabling cross-language access to the contents of a federation
of digital libraries with a set of software services for harvesting, indexing and
searching over such data.

In our experiment we focused on the multilingual aspect of log analysis and
in particular we investigated the possibility to exploit the TEL logs data as a
source for inferring new translations, thus enriching already existing translation
resources for dictionary based cross language access to digital libraries. The
proposed approach is based on the assumption that when users are aware of
consulting a multilingual digital collection, they are likely to repeat the same
query several times, in several languages. Such assumption can be illustrated
with two different scenarios:

– In the first case the same user, that has a good knowledge of different lan-
guages, actively repeats the same query in different languages in order to
increase the number of relevant documents retrieved; for instance, a first
search can be performed in his own native language (i.e. French) and then
repeated in English because he is not satisfied by the results retrieved with
the first query.

– In the second case we can have two different and unrelated users, using
natively different languages and casually searching for the same information,
since they are consulting the same collection and queries tend to be topic-
convergent in specific domains (see [9]).

By adopting the proposed algorithm over the previously described scenarios, it is
possible to discover translationally equivalent queries in logs by monitoring user
queries. The equivalent query pairs extracted can then be exploited in order
to increase the coverage of translation dictionaries as well as providing new
contextual information for disambiguating translations.

This paper is organized as follows: section 2 presents the architecture of our
system, while in section 3 experiments and investigations on the Logs data are
described and the obtained results presented; we finally conclude in section 4.
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2 CACAO Project

CACAO (Cross-language Access to Catalogues And On-line libraries) is an EU
project funded under the eContentplus program and proposes an innovative ap-
proach for accessing, understanding and navigating multilingual textual content
in digital libraries and OPACs, thus enabling European users to better exploit
the available European electronic content (see [10]).

CACAO project proposes a system based on the assumptions that users look
more and more at library contents using free keyword queries (as those used with
a web search engine) rather than more traditional library-oriented access (e.g. via
Subject Heading); therefore, the only way to face the cross-language issue is by
translating the query into all languages covered by the library/collection (rather
than, for instance, translating subject headings, as in the MACS approach,
https://macs.vub.ac.be/pub/). The system will then yield results in all desired
languages; a prototype of the system is available on line at http://www.cross-
library.com.

The general architecture of the Cacao system could be summarized as the
result of the interactions of few functional subsystems, coordinated by a central
manager and reacting to external stimuli represented by end users queries:

Fig. 1. CACAO System Architecture

2.1 Query Processing Subsystem Enhancement through User Logs
Analysis

The CACAO system, as translation strategy, preferred to exploit bilingual dic-
tionaries over machine translation (MT) technology for the following reasons:

– Typical MT systems under-perform in syntactically poor contexts such as
web queries.
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– With ambiguous translations most MT systems make a choice, thus limiting
the retrieval of potentially interesting digital items

– Dictionary based techniques allow for search of (possibly disambiguated)
multiple candidate translations.

– Dictionaries can be easily updated by personnel of the library to remedy spe-
cific lacks of coverage or for proposing translations that are more pertinent
to the domain.

The critical issues that lie within the approach based on a bilingual dictionary
consist in dictionaries coverage and translation candidate disambiguation. The
issue of dictionary coverage originates from the absence of required terms from
the dictionary and a strategy for retrieving such resources (exploiting user sug-
gestions, inferring new translations from user log analysis, manual enrichment
of dictionary by personnel of the library/system). The issue of disambiguation
originates from polisemic terms whose translations bear different meaning (i.e.
bank could be translated in Italian as “banca” or “sponda”, with the first term
related to economy and the second to rivers).

In such a context the analysis of queries from user logs could prove to be a
valuable resource in order to enhance CACAO Query Processing Subsystem in
terms of

– Detecting terms used in the queries and not present in the bilingual dictio-
naries

– Enriching already existing translation resources with new translation pairs
– Learn new Named Entities (this specific aspect is not treated in the present

work)

3 TEL Logs Analysis

In our experiments we investigated the opportunity to exploit the TEL logs data
as a source for inferring new translations. We focused on the identification of sets
of user queries within the TEL logs, expressed in different languages, that are
potential mutual translations and on their evaluation in order to retain only the
eligible candidates. The experiments were designed according to the hypothesis
described in the introduction: users that are consulting a multilingual digital
collection are likely to implicitly and explicitly repeat the same query in different
languages. A first task targeted the identification of queries explicitly repeated
by users aware of the multilinguality of the underlying collection and with a
working knowledge of the different languages, while a second one focused on the
detection of translations candidates implicitly expressed by different users and
presents in the logs. The second task consisted in the creation of a search index
and in the use of the CACAO Cross Language Information Retrieval system
in order to detect the potential candidate translations. The approach proposed
in this paper, named the T-Like algorithm, allows to evaluate the candidate
translations identified in the previous tasks by measuring the probability for two
queries to be one the translation of the other; thus detecting the translationally
equivalent query pairs among the candidate ones.
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3.1 Explicit Query Repetition

The experiment consisted in the detection of a list of successive queries submitted
in different languages by the same user. For each query Q0 present in the logs, it
has been retrieved a list of queries (Q1, Q2, .., QN ) submitted by the same user
(identified by means of information on session ID and user IP as well present
in the logs) in a different language within 5 minutes from the submission time
of Q0 ; the language of the query has been identified by means of a language
guesser. The result of this task consisted in a list of translation candidates.

3.2 TEL Logs Search Index

This experiment consisted in the creation of a Lucene Search index (see [11])
starting from the TEL logs; information contained in the query field of the
logs has been filtered in order to remove terms pertaining to the query syntax
(restrictions on fields, boolean operators,...) and it has been enriched by means
of shallow NLP techniques as lemmatization and named entities recognition. A
language guesser facility was used in order to identify the query source language.

A second step involved the CACAO search engine in order to create a resource
containing all possible translation candidates sets; each distinct query contained
in the logs has been used as input for the CACAO system in order to obtain a set
of translation for the query. The CACAO system translated the query from the
TEL logs into all the languages it natively supports (English, French, German,
polish, Hungarian and Italian) and then it exploited such translations in order
to search for related queries in other languages; the result of this task consisted
in a list of translation candidates proposed by the CACAO engine.

3.3 T-Like Algorithm

The last step of our investigations consisted in applying the T-Like procedure
in order to evaluate the probabilities associated to the different translations
candidates that were extracted from the logs with the previous task and thus
obtain a list of proposed translations.

The TLike algorithm depends on three main resources:

– A system for Natural Language Processing able to perform for each relevant
language basic tasks such as part of speech disambiguation, lemmatization
and named entity recognition, we adopted the well known Incremental Parser
from Xerox (see [12]).

– A set of word based bilingual translation modules following the approach
‘one source, many targets.‘.

– A semantic component able to associate a semantic vectorial representation
to words.
• dog [0.2 0.1 0 0 0 0 0.4 .] (semantic vector)



User Logs as a Means to Enrich and Refine Translation Dictionaries 549

The basic idea beyond the TLike algorithm is to detect the probability for two
queries to be one a translation of the other; given 2 queries Q1,Q2 for each word
(wi) in the query Q1 :

– Obtain translations of Q1 in language T.
– If translations exist

• Verify if there is a word in Q2 that is contained in the translations
• If it exists, set a positive score and mark the word as consumed.
• If intersection is empty, set a negative score and continue

– If translations do not exist or the intersection is empty:
• Obtain the neighbors vector of wi Vs
• Obtain a vector of translations of Vs Vt
• Obtain a set of semantic vectors associated to each word in Vt St
• Compose St to obtain a single semantic vector Vc.
• For each word wj in Q2 :

∗ Compute the cosine distance between Vc and the semantic vector of
that wj

∗ If the distance is lower than a certain threshold accept the possible
candidate

∗ Continue until optimal candidate is found

Overall, the computational costs of the proposed algorithm can be quite high
since it requires, as a prerequisite, the construction of specific corpus-based re-
sources (the semantic vectors and the search index) and the computational costs
involved in their generation directly depend on the size of the log corpus itself.
However, in the scenario we presented, our application aims at enriching trans-
lation resources and the proposed approach is intended as an off-line procedure
without specific constraints on the performance.

3.4 Experiments Results

Table 1 presents some statistic measures on the translationally equivalent groups
retrieved by the system. The table reports a human estimation of a set of trans-
lation groups randomly chosen from the output of the T-Like algorithm: 100
among the translation groups evaluated as eligible candidates and 100 among
the discarded ones. The results presented in the table concerns this evaluation
tests and differs from the ones presented at the CLEF2009 workshop (see [14]))
as they summarized the outcome of the automatic evaluations process performed
by the system.

Looking at the results presented in the table we can observe that the false
positive rate is higher than the false negative one. This behavior depends on
the value of the similarity threshold used to prune away uncorrect translation
candidates since we decided to privilege the precision over the recall in order to
enrich the original translation resources with reliable data.

Table 2 instead presents an excerpt of the translation pairs extracted from
the TEL logs and evaluated as eligible candidates by the T-Like algorithm.
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Table 1. Evaluation Measures

true Positive translations 77

true Negative translations 93

false Positive translations 23

false Negative translations 7

Table 2. Examples of Query Pairs extracted from TEL Logs

Source Query in Logs Candidate Translations from Logs

the road to glory [en] en route pour la gloire [fr]

la vita di gesu narrata [it] essai sur la vie de jsus [fr]

die russische sprache der gegenwart [de] russian language composition and exercises [en]

digital image processing [en] cours de traitement numrique de l’ image [fr]

biblia krolowej zofii [pl] simbolis in the bible [en]

national library of norway [en] biblioteka narodowa [pl]

la guerre et la paix [fr] war+and+peace [en]

storia della chiesa [it] church history [en]

firmen landwirtschaftliche maschinen [de] l’agriculture et les machines agricoles [fr]

dictionnaire biographique [fr] dizionario biografico [it]

deutsche mythologie [de] the mythology of aryan nations [en]

ancient maps [en] carte antique [fr]

around the world in 80 [en] le tour du monde en 80 [fr]

4 Conclusions

This paper represents the first step of a research on NLP based query log anal-
ysis. The translation equivalent pairs identified with the T-Like algorithm and
exemplified in table 2 can be exploited in order to enrich our translation system
by adding new translations into the bilingual dictionaries or by defining specific
translation contexts for terms already present in the translation resources thus
supporting the disambiguation strategies with a corpus of translation equivalent
query pairs.

The preliminary results are quite encouraging and in the future we plan to
extend this research in order to:

– learn Named Entities not present in the translation resources
– extend the semantic matching method to cover cases where the semantic

vectors are not present in the semantic repository. This will imply the use of
the web and web search engines as a dynamic corpus(on this topic see [15]).
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Abstract. The Grid@CLEF track is a long term activity with the aim

of running a series of systematic experiments in order to improve the

comprehension of MLIA systems and gain an exhaustive picture of their

behaviour with respect to languages.

In particular, Grid@CLEF 2009 is a pilot track that has started

to move the first steps in this direction by giving the participants the

possibility of getting experienced with the new way of carrying out ex-

perimentation that is needed in Grid@CLEF to test all the different

combinations of IR components and languages. Grid@CLEF 2009 offered

traditional monolingual ad-hoc tasks in 5 different languages (Dutch, En-

glish, French, German, and Italian) which make use of consolidated and

very well known collections from CLEF 2001 and 2002 and used a set of

84 topics.

Participants had to conduct experiments according to the CIRCO

framework, an XML-based protocol which allows for a distributed, loosely-

coupled, and asynchronous experimental evaluation of IR systems. We

provided a Java library which can be exploited to implement CIRCO

and an example implementation with the Lucene IR system.

The participation has been especially challenging also for the size of

the XML files generated by CIRCO, which can become 50-60 times the

size of the collection. Of the 9 initially subscribed participants, only 2

were able to submit runs in time and we received a total of 18 runs in 3

languages (English, French, and German) out of the 5 offered. The two

participants used different IR systems or combination of them, namely

Lucene, Terrier, and Cheshire II.

1 Introduction

Much of the effort of Cross-Language Evaluation Forum (CLEF) over the years
has been devoted to the investigation of key questions such as “What is Cross
Language Information Retrieval (CLIR)?”, “What areas should it cover?” and
“What resources, tools and technologies are needed?” In this respect, the Ad
Hoc track has always been considered as the core track in CLEF and it has been
the starting point for many groups as they begin to be interested in developing
functionality for the multilingual information access. Thanks to this pioneering
work, CLEF produced, over the years, the necessary groundwork and foundations

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 552–565, 2010.
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to be able, today, to start wondering how to go deeper and to address even more
challenging issues [11,12].

The Grid@CLEF Pilot track1 moves the first steps in this direction and aims
at [10]:

– looking at differences across a wide set of languages;
– identifying best practices for each language;
– helping other countries to develop their expertise in the Information Retrieval

(IR) field and create IR groups;
– providing a repository, in which all the information and knowledge derived

from the experiments undertaken can be managed and made available via
the Distributed Information Retrieval Evaluation Campaign Tool (DIRECT)
system.

The Grid@CLEF pilot track in CLEF 2009 has provided us with an opportu-
nity to begin to set up a suitable framework in order to carry out a first set
of experiments which allows us to acquire an initial set of measurements and
to start to explore the interaction among IR components and languages. This
initial knowledge will allow us to tune the overall protocol and framework, to
understand what directions are more promising, and to scale the experiments
up to a finer-grain comprehension of the behaviour of IR components across
languages.

The paper is organized as follows: Section 2 provides an overview of the ap-
proach and the issues that need to be faced in Grid@CLEF; Section 3 introduces
CIRCO, the framework we are developing in order to enable the Grid@CLEF ex-
periments; Section 4 describes the experimental setup that has been adopted for
Grid@CLEF 2009; Section 5 presents the main outcomes of this year Grid@CLEF
in terms of participation and performances achieved; finally, Section 6 discusses
the different approached and findings of the participants in Grid@CLEF.

2 Grid@CLEF Approach

Individual researchers or small groups do not usually have the possibility of
running large-scale and systematic experiments over a large set of experimental
collections and resources. Figure 1 depicts the performances, e.g. mean average
precision, of the composition of different IR components across a set of languages
as a kind of surface area which we intend to explore with our experiment. The
average CLEF participants, shown in Figure 1(a), may only be able to sample
a few points on this surface since, for example, they usually test just a few
variations of their own or customary IR model with a stemmer for two or three
languages. Instead, the expert CLEF participant, represented in Figure 1(b),
may have the expertise and competence to test all the possible variations of
a given component across a set of languages, as [22] does for stemmers, thus
investigating a good slice of the surface area.

1 http://ims.dei.unipd.it/gridclef/

http://ims.dei.unipd.it/gridclef/
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(a) Average CLEF participants.
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(b) Expert CLEF participant.

Fig. 1. Coverage achieved by different kinds of participants
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Fig. 2. The three main entities involved in grid experiments

However, even though each of these cases produces valuable research results
and contributes to the advancement of the discipline, they are both still far
removed from a clear and complete comprehension of the features and properties
of the surface. A far deeper sampling would be needed for this, as shown in
Figure 2: in this sense, Grid@CLEF will create a fine-grained grid of points over
this surface and, hence, the name of the track comes.

It is our hypothesis that a series of systematic experiments can re-use and
exploit the valuable resources and experimental collections made available by
CLEF in order to gain more insights about the effectiveness of, for example, the
various weighting schemes and retrieval techniques with respect to the languages.

In order to do this, we must deal with the interaction of three main entities:

– Component: in charge of carrying out one of the steps of the IR process;
– Language: will affect the performance and behaviour of the different com-

ponents of an Information Retrieval System (IRS) depending on its specific
features, e.g. alphabet, morphology, syntax, and so on.

– Task: will impact on the performances of IRS components according to its
distinctive characteristics;

We assume that the contributions of these three main entities to retrieval perfor-
mance tend to overlap; nevertheless, at present, we do not have enough knowl-
edge about this process to say whether, how, and to what extent these entities
interact and/or overlap – and how their contributions can be combined, e.g. in
a linear fashion or according to some more complex relation.

The above issue is in direct relationship with another long-standing problem
in the IR experimentation: the impossibility of testing a single component inde-
pendently of a complete IRS. [16, p. 12] points out that “if we want to decide
between alternative indexing strategies for example, we must use these strate-
gies as part of a complete information retrieval system, and examine its overall
performance (with each of the alternatives) directly”. This means that we have
to proceed by changing only one component at time and keeping all the others
fixed, in order to identify the impact of that component on retrieval effectiveness;



556 N. Ferro and D. Harman

this also calls for the identification of suitable baselines with respect to which
comparisons can be made.

3 The CIRCO Framework

In order to run these grid experiments, we need to set up a framework in which
participants can exchange the intermediate output of the components of their
systems and create a run by using the output of the components of other par-
ticipants.

For example, if the expertise of participant A is in building stemmers and
decompounders while participant B’s expertise is in developing probabilistic IR
models, we would like to make it possible for participant A to apply his stem-
mer to a document collection, pass the output to participant B, who tests his
probabilistic IR model, thus obtaining a final run which represents the test of
participant A’ stemmer + participant B probabilistic IR model.

To this end, the objective of the Coordinated Information Retrieval Compo-
nents Orchestration (CIRCO) framework [9] is to allow for a distributed, loosely-
coupled, and asynchronous experimental evaluation of Information Retrieval (IR)
systems where:

– distributed highlights that different stakeholders can take part to the ex-
perimentation each one providing one or more components of the whole IR
system to be evaluated;

– loosely-coupled points out that minimal integration among the different com-
ponents is required to carry out the experimentation;

– asynchronous underlines that no synchronization among the different com-
ponents is required to carry out the experimentation.

The CIRCO framework allows different research groups and industrial parties,
each one with their own areas of expertise, to take part in the creation of collab-
orative experiments. This is a radical departure from today’s IR evaluation prac-
tice where each stakeholder has to develop (or integrate components to build)
an entire IR system to be able to run a single experiment.

The base idea – and assumption – behind CIRCO to streamline the archi-
tecture of an IR system and represent it as a pipeline of components chained
together. The processing proceeds by passing the results of the computations of
a component as input to the next component in the pipeline without branches,
i.e. no alternative paths are allowed in the chain.

To get an intuitive idea of the overall approach adopted in CIRCO, consider
the example pipeline shown in Figure 3(a).

The example IR system is constituted by the following components:

– tokenizer : breaks the input documents into a sequence of tokens;
– stop word remover : removes stop words from the sequence of tokens;
– stemmer : stems the tokens;
– indexer : weights the tokens and stores them and the related information in

an index.
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Tokenizer Stop Word 
Remover

Stemmer Indexer

(a) An example pipeline for an IR system.

Tokenizer Stop Word 
Remover Stemmer Indexex

(b) An example of CIRCO pipeline for an IR system.

Fig. 3. Example of CIRCO approach to distributed, loosely-coupled, and asynchronous

experimentation

Instead of directly feeding the next component as usually happens in an IR sys-
tem, CIRCO operates by requiring each component to input and output from/to
eXtensible Markup Language (XML) [25] files in a well-defined format, as shown
in Figure 3(b).

These XML files can then be exchanged among the different stakeholders that
are involved in the evaluation. In this way, we can meet the requirements stated
above by allowing for an experimentation that is:

– distributed since different stakeholders can take part in the same experiment,
each one providing his own component(s);

– loosely-coupled since the different components do not need to be integrated
into a whole and running IR system but only need to communicate by means
of a well-defined XML format;

– asynchronous since the different components do not need to operate all at
the same time or immediately after the previous one but can exchange and
process the XML files at different rates.

In order to allow this way of conducting experiments, the CIRCO framework
consists of:

– CIRCO Schema: an XML Schema [23,24] model which precisely defines the
format of the XML files exchanged among stakeholders’ components;

– CIRCO Java2: an implementation of CIRCO based on the Java3 program-
ming language to facilitate its adoption and portability.

2 The documentation is available at the following address:

http://ims.dei.unipd.it/software/circo/apidoc/

The source code and the binary code are available at the following address:

http://ims.dei.unipd.it/software/circo/jar/
3 http://java.sun.com/

http://ims.dei.unipd.it/software/circo/apidoc/
http://ims.dei.unipd.it/software/circo/jar/
http://java.sun.com/
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The choice of using an XML-based exchange format is due to the fact that the
main other possibility, i.e. to develop a common Application Program Interface
(API) IR systems have to comply with, presents some issues:

– the experimentation would not be loosely-coupled, since all the IR systems
would have to be coded with respect to the same API;

– much more complicated solutions would be required for allowing the dis-
tributed and asynchronous running of the experiments, since you would need
some kind of middleware for process orchestration and message delivery;

– multiple versions of the API in different languages should be provided to
take into account the different technologies used to develop IR system;

– the integration with legacy code could be problematic and require a lot of
effort;

– overall, stakeholders would be distracted from their main objective, which is
running an experiment and evaluating a system.

4 Track Setup

The Grid@CLEF tracks offers a traditional ad-hoc task – see, for example, [1,13]
– which makes use of experimental collections developed according to the Cran-
field paradigm [5]. This first year task focuses on monolingual retrieval, i.e. query-
ing topics against documents in the same language of the topics, in five European
languages: Dutch, English, French, German, and Italian.

The selected languages allow participants to test both romance and germanic
languages, as well as languages with word compounding issues. These languages
have been extensively studied in the MultiLingual Information Access (MLIA)
field and, therefore, it will be possible to compare and assess the outcomes of
the first year experiments with respect to the existing literature.

This first year track has a twofold goal:

1. to prepare participants’ systems to work according to CIRCO framework;
2. to conduct as many experiments as possible, i.e. to put as many dots as

possible on the grid.

4.1 Test Collections

Grid@CLEF 2009 used the test collection originally developed for the CLEF
2001 and 2002 campaigns [2,3].

The Documents. Table 1 reports the document collections which have been
used for each of the languages offered for the track.

Topics. Topics are structured statements representing information needs. Each
topic typically consists of three parts: a brief “title” statement; a one-sentence
“description”; a more complex “narrative” specifying the relevance assessment
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Table 1. Document collections

Language Collection Documents Size (approx.)

Dutch
NRC Handelsblad 1994/95 84,121 291 Mbyte

Algemeen Dagblad 1994/95 106,484 235 Mbyte

190,605 526 Mbyte

English Los Angeles Times 1994 113,005 420 Mbyte

French
Le Monde 1994 44,013 154 Mbyte

French SDA 1994 43,178 82 Mbyte

87,191 236 Mbyte

German

Frankfurter Rundschau 1994 139,715 319 Mbyte

Der Spiegel 1994/95 13,979 61 Mbyte

German SDA 1994 71,677 140 Mbyte

225,371 520 Mbyte

Italian
La Stampa 1994 58,051 189 Mbyte

Italian SDA 1994 50,527 81 Mbyte

108,578 270 Mbyte

criteria. Topics are prepared in xml format and uniquely identified by means of
a Digital Object Identifier (DOI)4.

In Grid@CLEF 2009, we used 84 out of 100 topics in the set 10.2452/41-AH–
10.2452/140-AH originally developed for CLEF 2001 and 2002 since they have
relevant documents in all the collections of Table 1.

Figure 4 provides an example of the used topics for all the five languages.

Relevance Assessment. The same relevance assessment developed for CLEF
2001 and 2002 have been used; for further information see [2,3].

4.2 Result Calculation

Evaluation campaigns such as TREC and CLEF are based on the belief that the
effectiveness of IRSs can be objectively evaluated by an analysis of a representa-
tive set of sample search results. For this, effectiveness measures are calculated
based on the results submitted by the participants and the relevance assess-
ments. Popular measures usually adopted for exercises of this type are Recall
and Precision. Details on how they are calculated for CLEF are given in [4]. We
used trec eval5 8.0 to compute the performance measures.

The individual results for all official Grid@CLEF experiments in CLEF 2009
are given in the Appendices of the CLEF 2009 Working Notes [7].

4 http://www.doi.org/
5 http://trec.nist.gov/trec_eval

http://www.doi.org/
http://trec.nist.gov/trec_eval
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<?xml version="1.0" encoding="UTF-8" standalone="no"?>
<topic>

<identifier>10.2452/125-AH</identifier>

<title lang="nl">Gemeenschapplijke Europese munt.</title>
<title lang="en">European single currency</title>
<title lang="fr">La monnaie unique européenne</title>
<title lang="de">Europäische Einheitswährung</title>
<title lang="it">La moneta unica europea</title>

<description lang="nl">
Wat is het geplande tijdschema voor de invoering van de gemeenschapplijke Europese 

munt?
</description>
<description lang="en">

What is the schedule predicted for the European single currency?
</description>
<description lang="fr">

Quelles sont les prévisions pour la mise en place de la monnaie unique européenne?
</description>
<description lang="de">

Wie sieht der Zeitplan für die Einführung einer europäischen Einheitswährung aus?
</description>
<description lang="it">

Qual è il calendario previsto per la moneta unica europea?
</description>

<narrative lang="nl">
De veronderstellingen van politieke en economische persoonlijkheden wat betreft het 

tijdschema waarbinnen men zal komen tot de invoering van een gemeenschapplijke munt voor de 
Europese Unie zijn van belang.

</narrative>
<narrative lang="en">

Speculations by politicians and business figures about a calendar for achieving a 
common currency in the EU are relevant.

</narrative>
<narrative lang="fr">

Les débats animés par des personnalités du monde politique et économique sur le 
calendrier prévisionnel pour la mise en &#156;uvre de la monnaie unique dans l'Union 
Européenne sont pertinents.

</narrative>
<narrative lang="de">

Spekulationen von Vertretern aus Politik und Wirtschaft über einen Zeitplan zur 
Einführung einer gemeinsamen europäischen Währung sind relevant.

</narrative>
<narrative lang="it">

Sono rilevanti le previsioni, da parte di personaggi politici e dell'economia, sul 
calendario delle scadenze per arrivare a una moneta unica europea.

</narrative>
</topic>

Fig. 4. Example of topic http://direct.dei.unipd.it/10.2452/125-AH

5 Track Outcomes

5.1 Participants and Experiments

As shown in Table 2, a total of 2 groups from 2 different countries submitted
official results for one or more of the Grid@CLEF 2009 tasks.

Participants were required to submit at least one title+description (“TD”)
run per task in order to increase comparability between experiments: all the
18 submitted runs used this combination of topic fields. A breakdown into the
separate tasks is shown in Table 3.

The participation in this first year was especially challenging because of the
need of modifying existing systems to implement the CIRCO framework. More-
over, it has been challenging also from the computational point of view since,
for each component in a IR pipeline, CIRCO could produce XML files that are
50-60 times the size of the original collection; this greatly increased the indexing
time and the time needed to submit runs and deliver the corresponding XML
files.
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Table 2. Grid@CLEF 2009 participants

Participant Institution Country

chemnitz Chemnitz University of Technology Germany

cheshire U.C.Berkeley United States

Table 3. Breakdown of experiments into tasks and topic languages

Task # Participants # Runs

Monolingual Dutch 0 0

Monolingual English 2 6

Monolingual French 2 6

Monolingual German 2 6

Monolingual Italian 0 0

Total 18

5.2 Results

Table 4 shows the top runs for each target collection, ordered by mean average
precision. The table reports: the short name of the participating group; the mean
average precision achieved by the experiment; the DOI of the experiment; and
the performance difference between the first and the last participant.

Figure 5 compares the performances of the top participants of the Grid@CLEF
monolingual tasks.

6 Approaches and Discussion

Chemnitz [8] approached the participation in Grid@CLEF into the wider con-
text of the creation of an archive of audiovisual media which can be jointly

Table 4. Best entries for the Grid@CLEF tasks

Track Rank Participant Experiment DOI MAP

English
1st chemnitz 10.2415/GRIDCLEF-MONO-EN-CLEF2009.CHEMNITZ.CUT GRID MONO EN MERGED LUCENE TERRIER 54.45%

2nd chesire 10.2415/GRIDCLEF-MONO-EN-CLEF2009.CHESHIRE.CHESHIRE GRID ENG T2FB 53.13%

Difference 2.48%

French
1st chesire 10.2415/GRIDCLEF-MONO-FR-CLEF2009.CHESHIRE.CHESHIRE GRID FRE T2FB 51.88%

2nd chemnitz 10.2415/GRIDCLEF-MONO-FR-CLEF2009.CHEMNITZ.CUT GRID MONO FR MERGED LUCENE TERRIER 49.42%

Difference 4.97%

German
1st chemnitz 10.2415/GRIDCLEF-MONO-DE-CLEF2009.CHEMNITZ.CUT GRID MONO DE MERGED LUCENE TERRIER 48.64%

2nd chesire 10.2415/GRIDCLEF-MONO-DE-CLEF2009.CHESHIRE.CHESHIRE GRID GER T2FB 40.02%

Difference 21.53%
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Fig. 5. Recall-precision graph for Grid@CLEF tasks
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used by German TV stations, stores both raw material as well as produced and
broadcasted material and needs to be described as comprehensively as possible
in order to be easily searchable. In this context, they have developed the Xtrieval
system, which aims to be flexible and easily configurable in order to be adjusted
to different corpora, multimedia search tasks, and annotation kinds. Chemnitz
tested both the vector space model [20,19], as implemented by Lucene6 and
BM25 [17,18], as implemented by Terrier7, in combination with Snowball8 and
Savoy’s [21] stemmers. They found out that the impact of retrieval techniques are
highly depending on the corpus and quite unpredictable and that, even if over
they years they have learned how to guess reasonable configurations for their
system in order to get good results, there is still the need of “strong rules which
let us predict the retrieval quality . . . [and] enable us to automatically configure
a retrieval engine in accordance to the corpus”. This was for them motivation
to participate in Grid@CLEF 2009, which represented a first attempt that will
allow them to go also in this direction.

Chesire [14] participated in Grid@CLEF with their Chesire II system based
on logistic regression [6] and their interest was in understanding what happens
when you try to separate the processing elements of IR systems and look at their
intermediate output, taking this as an opportunity to re-analyse and improve
their system, and, possibly, finding a way to incorporate into Chesire II com-
ponents of other IR systems for subtasks in which they currently cannot do or
cannot do effectively, such as decompounding German words. They also found
that “the same algorithms and processing systems can have radically different
performance on different collections and query sets”. Finally, the participation in
Grid@CLEF actually allowed Cheshire to improve their system and to point out
some suggestions for the next Grid@CLEF, concerning the support for the cre-
ation of multiple indexes according to the structure of a document and specific
indexing tasks related to the geographic information retrieval, such as geographic
names extraction and geo-referencing.
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Abstract. This short paper describes Berkeley’s participation in the

GRID@CLEF task. The GRID@CLEF task is intended to capture in

XML form the intermediate results of the text processing phases of the

indexing process used by IR systems. Our approach was to create a new

instrumented version of the indexing program used with the Cheshire

II system. Thanks to an extension by the organizers, we were able to

submit runs derived from our system.

The system used for this task is a modified version of the Cheshire II

IR system, to which output files for the different intermediate streams

have been added. The additions, like the original system were written

in C. Developing this system required creating parallel modules for sev-

eral elements of the Cheshire II indexing programs. The current version

handles the simplest processing cases, and currently ignores the many

specialized indexing modes in the system (such as geographic name ex-

traction and georeferencing).

1 Introduction

The Berkeley Cheshire group decided to participate in GRID@CLEF for two
primary reasons. The first was that the task goal of separating the processing
elements of IR systems and looking at the their intermediate output was inter-
esting. The second was more concerned with a detailed reanalysis of our existing
processing system and the hope of finding new and better ways to do some of
the things that we have developed over the past decade. Since one goal of the
GRID@CLEF task is for systems to be able to both export and import interme-
diate processing streams and eventually to share them, we also hope to be able
to use others’ streams as inputs for subtasks in which we currently cannot do or
cannot do effectively (such as decompounding German words).

The system that we used for GRID@CLEF is a modified version of the
Cheshire II IR system, which we have used for all of our participation in various
CLEF tracks over the past several years. The modifications made to the sys-
tem (for this year) primarily concerned the pre-processing and “normalization”
of text. In the current implemention of the GRID-enabled system the indexing
program is primarily affected. Essentially the indexing program retains all of the
functionality that it previously had, but now it will generate output XML files for

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 566–569, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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the different intermediate streams during the text processing and normalization
process. These additions, like the original system were written in C. Developing
the modified system required creating parallel modules for several elements of
the Cheshire II indexing program. Those modules needed to pass along data
from a higher level in the call tree down to the low-level code where functions
were called to output tokens, stems, etc. to the appropriate files. There are a
myriad of alternative parsing approaches, etc. controlled by Cheshire II config-
uration files, and in this first-cut version for GRID@CLEF only a very few of
the most basic ones are supported. Because the system developed over time to
support a variety of speciallized index modes and features (such as extracting
and georeferencing place names from texts to permit such things as geographic
searching though proximity, and extracting dates and times in such a way that
they can be searched by time ranges, etc. instead of treating dates as character
strings). For the current implementation of we deal only with text extraction and
indexing, and do not even attempt to deal with separate indexes for different
parts of the documents.

2 Information Retrieval Approach

For retrieval in the GRID@CLEF track we used the same algorithms that we
used in other CLEF participation (including for GikiCLEF and Adhoc-TEL this
year), without change. In fact, the basic processing captured by the output files
submitted for this track has been fairly standard for our participation across all
tracks in CLEF. For retrieval, we used the inverted file and vector file indexes
created during the indexing process using the same Logistic Regression-based
ranking algorithm that we have used elsewhere[1].

3 Text Processing Result Submissions

For GRID@CLEF in addition to the conventional retrieval runs (described in
the next section), we submitted four intermediate streams from the indexing
process. These were:

Basic tokens – in Cheshire II parsing into tokens takes place once an XML sub-
tree of a document required for a particular index specified in a configuration
file is located. To keep things as simple as possible in this version, the XML
sub-tree is the entire document (e.g., the <doc> tag and all of its descen-
dents). Tokenization first eliminates all XML tags in the subtree (replacing
them with blanks) and then uses the ”strtok” C string library function to
include any sequence of alphanumeric characters divided at white space or
punctuation (with the exception of hyphens and periods, which are retained
at this point). Hyphens are treated specially and double extracted, once as
the hyphenated word and then as separate words with the hyphen(s) re-
moved. (At least that is what it SHOULD be doing – in checking results for
this stage I found that only the first word of a hyphenated word was getting
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extracted. This is now being corrected). Sequences of letters and periods are
assumed to be initialisms (like U.S.A.) and are left in the basic token stream.

Lowercase normalization – The default normalization (which can be turned
of by the configuration files) is to change all characters to lowercase. This
step also removes any trailing period from tokens (so U.S.A. becomes u.s.a).

Stopword removal – Each index can have an index-specific stoplist and any
words matching those in the stoplist are thrown out and don’t go on to any
later stages.

Stemming – For each collection the configuration file specified use of particu-
lar stemmers including the Snowball stemmer for various languages and an
extended version of the Porter stemmer. The Snowball stemming system has
been integrated into the Cheshire II system and any of its stemmers can be
invoked via different configuration file options.

Finally the remaining stemmed tokens are accumulated along with their docu-
ment frequency information and stored in a temporary file. In subsequent stages
the information for all of the documents is sorted, merged and an inverted file
created from the tokens and their document frequency information.

In retrieval, the same stages are performed on the tokens derived from the
topics or queries before matching takes place.

The XML files produced for each of these streams ranged in size from 18.5Gb
for raw token files to 4.5Gb after stemming, depending on the test collection and
the position in processing.

4 Retrieval Results

Although our retrieval runs were submitted quite late, the organizers kindly
allowed them to go through the same evaluation as the officially submitted runs.
We submitted only one monolingual run for each of English, French, and German.

The indexes and vector files created during the later stages of the indexing
process (and not yet captured by the GRID@CLEF output streams) were used to
provide the matching used in the logistic regression algorithm described above.
Overall, the retrieval results look fairly good (although there was only one other
participant to compare with) with comparable results in all languages (except
German, where I suspect the other group is using decompounding).

Figure 1 shows the precision-recall graph for all of our submitted runs. The
MAP of our German run was the lowest at 0.4003, with a MAPs of 0.5313 and
0.5188 for English and French, respectively. Interestingly, the identical algorithm
and processing (without capturing the intermediate outputs) was used in our
Adhoc-TEL participation this year, with much worse performance in terms of
average precision when compared to even the same group also participating in
this task, which shows that the same algorithms and processing systems can
have radically different performance on different collections and query sets.
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Fig. 1. Berkeley Monolingual Runs, English, French, and German

5 Conclusions

One of the goals in our participation in GRID@CLEF was to identify problems
and issues with our text processing and normalization stages. In that we have
been quite successful, having identified one definite bug and a number of areas
for re-design and enhancement. The next phase would be to enable the system
to take any of the intermediate streams produced by different participants as in-
put. This is a much more difficult problem, since much further work and analysis
is needed. Since, for example the Cheshire system can create separate indexes
based on different parts of an XML or SGML record, the streams would also
need to carry this kind of information along with them. In addition, some of
our indexing methods perform the text processing in different sequences (for ex-
ample, geographic name extraction uses capitalization as one way of identifying
proper nouns that might be place names, and the output of the georeferencing
process is a set of geographic coordinates instead of a text name).

Overall this has been a very interesting and useful track and provided several
improvements to our system that will carry over to other tasks as well.
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Abstract. The Xtrieval framework, built at the Chemnitz University of Tech-
nology, aims at analyzing the impact of different retrieval models and methods 
on retrieval effectiveness. For the Grid@CLEF task 2009, the CIRCO frame-
work was integrated into the Xtrieval framework. 15 runs were performed 15 
runs in the three languages German, English, and French. For each language 
two different stemmers and two different retrieval models were used. One run 
was a fusion run combining the results of the four other experiments. Whereas 
the different runs demonstrated that the impact of the used retrieval technolo-
gies is highly depending on the corpus, the merged approach produced the best 
results in each language. 

1   Introduction 

It is a well known fact that retrieval methods perform in a different way on different 
corpora. Nevertheless, the exact way the methods perform is still enigmatic. In order 
to understand the impact of the single retrieval methods in accordance to the used 
corpus the media computer science group at Chemnitz University of Technology 
started to design and implement a highly flexible retrieval framework in 2005. The 
aim has been to gain in-depth insight into the effects of the different retrieval tech-
niques in order to apply them to a real world problem: an archive for audiovisual 
media. 

In 2006 the group started participating at CLEF achieving results from acceptable 
to very good at many different tasks. By now we can claim we got some kind of gut 
instinct how to configure our system in order to produce good results. But we did not 
get much closer to gain knowledge about the impact of retrieval techniques based on 
hard facts. 

Until now, the Xtrieval framework has become flexible enough to start an exten-
sive cross evaluation of retrieval methods in relation to corpus types. The 
Grid@CLEF task heads into a similar direction with two exceptions: First, it focuses 
on multilingual retrieval. Though the Xtrieval framework can deal with different 
languages multilinguality has not been is not the main focus of our evaluation. Sec-
ond, the Grid tasks define four different retrieval steps in order to do the evaluation. 
This approach is necessary in order to manage the different participating groups. But 
it is somewhat restrictive since the retrieval process has to be partitioned in exactly 
the four steps.  
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This contribution provides a short description of the Xtrieval framework and its ac-
companying annotation framework AMOPA. A detailed description of the back-
ground and the frameworks is provided by the working notes [1]. The final section 
discusses our results at the Grid@CLEF task in 2009. Some general thoughts and an 
outlook to future work concludes the paper. 

2   The Xtrieval and AMOPA Frameworks 

In 2005 we started conceptualizing and implementing a flexible framework for infor-
mation retrieval purposes. It is a general finding in information retrieval, that the 
performance of retrieval systems highly depends on hardly generalizable aspects like 
for example corpora: Retrieval methods that perform well with one corpus do not 
necessarily work at all when applied to another corpus. After all that is the reason for 
installing different tracks in evaluation campaigns like CLEF1 and TREC2.  

The general idea was to create a framework which is highly flexible and adjustable 
concerning information retrieval technologies. The framework needed to provide 
interfaces (API) to combine different state-of-the-art text retrieval techniques on the 
one hand and to evaluate and integrate new methods for multimedia retrieval on the 
other hand. An in-depth description of the framework design is given in [2].  

The framework, named Xtrieval, implements a Java-based object-orientated API 
specification providing interfaces to all methods necessary for all possible designs of 
retrieval systems. By this, the framework is able to exchange, evaluate, and combine 
different components of other retrieval systems. In a first implementation Apache 
Lucene3 was integrated but by now also Terrier4 and Lemur5 are included in practice. 
The framework supports not only the integration of these and other toolkits but also 
allows combining their retrieval results on the fly.  

Thus, the framework provides a realm of possible configurations. In order to con-
veniently adjust the system to different corpora we created a Graphical User Interface 
(GUI). This GUI provides a general configuration interface that supports the user in 
setting all parameter driven classes. Thus, all parameters of each class can be changed 
during runtime without any changes in the source code of the project. A second inter-
face incorporates methods for calculating and visualizing recall-precision graphs. 
Additional functions to load and save relevance assessments in popular formats (e.g. 
TREC) are provided as well.  

The GUI can be used to configure the three main components: indexing, retrieval 
and evaluation. A general programming interface is able to convert every structured 
data collection into an internal representation which is then used for the application of 
transformation and tokenization procedures like for example different stemming algo-
rithms. The pre-processed data is than passed forward to a programming interface 
which allows connecting indexing libraries like Lucene. In order to integrate the full 
amount of metadata of audiovisual data we created the framework AMOPA. 
                                                           
1 http://www.clef-campaign.org/ 
2 http://trec.nist.gov 
3 http://lucene.apache.org/ 
4 http://ir.dcs.gla.ac.uk/terrier/ 
5 http://www.lemurproject.org/ 
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Probably the most important interface of the Xtrieval framework allows the flexi-
ble use of retrieval algorithms. Queries are pre-processed according to the needs of 
different toolkits. It is also possible to combine searches in different indexes and to 
fuse these results into one result set by for example Sum-RSV, Product-RSV, and  
Z-Score.  

Finally the evaluation component is capable to store and reload experiments and 
their complete parameter sets. This enables us to repeat experiments at a later date. It 
provides several measures to compare retrieval output to assessments. Additionally, it 
is possible to load and store relevance assessments in the TREC format.  

For practical reasons (video analysis tools are written in C, Xtrieval in Java) we 
built for the automated annotation tasks a separate framework called AMOPA-
Automated MOving Picture Annotator. AMOPA uses the FFMPEG6 library to read 
video stream and perform first low level methods. Access for Java code to the C li-
brary FFMPEG is provided by the library FFMPEG-Java, which is part of the 
Streambaby7 project. The actual analysis is performed by AMOPA and organized in 
process chains. This concept allows us to exchange and reorder processes very easily. 
A detailed description of AMOPA is given in [3]. 

3   Grid Retrieval in 2009 

In 2009 we participated the 4th time at CLEF. [1] gives a summary of our experiences 
with different CLEF tasks (Image, Video, QA, Ad-Hoc, Wikimedia) and provides 
short insight into the experiences of other participating groups. Detailed information 
of our results is provided by [4], [5], [6], [7], [8], [9], [10], [11], [12], and [13]. Inter-
estingly, our system performed quite different over the years and the tasks. Perform-
ance seems to be highly depending on the underlying corpus. 

The Xtrieval framework was used to prepare and run our text retrieval experiments 
for the Grid Experiments Pilot Track. The core retrieval functionality is provided by 
Apache Lucene, the Lemur toolkit, and the Terrier framework. This allowed us to 
choose from a wide range of state of the art retrieval models for all kinds of text re-
trieval experiments. Our main goal in this first Grid experiment was to provide strong 
baseline experiments, which could be used as reference for evaluation of sophisticated 
new retrieval approaches. 

In order to participate at the Grid@CLEF track the CIRCO framework [14] had to 
be integrated into Xtrieval. Since one of the main design concepts of the Xtrieval 
framework was flexibility towards enhancements only a small number of classes had 
to be rewritten: two classes that are used to process the token streams during indexing 
and another class that writes the processed token stream in the index format of the 
used retrieval core. Since the integration of the Lemur and Terrier retrieval toolkits 
into Xtrieval had been done lately we did not have the time to test and debug the inte-
gration. Thus, we decided to adapt the Lucene indexing class only.  

                                                           
6 http://ffmpeg.org/ 
7 http://code.google.com/p/streambaby/ 
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Ten collections in five European languages, namely Dutch, English, French, Ger-
man and Italian were provided for the Grid Experiment Pilot Track. For our participa-
tion we chose to run experiments on the English, French and German collections, 
which included six text collections in total. Table 1 shows the used collections and  
the provided fields which were taken for indexing. Table 2 shows some indexing 
statistics. 

Table 1. Fields used for indexing 

Collection  Indexed Fields 
DE: Spiegel 1994/5 LEAD, TEXT, TITLE  
DE: Frankfurter Rundschau 1994 TEXT, TITLE 
DE: German SDA 1994 KW, LD, NO, ST, TB, TI, TX 
EN: LA Times 1994 BYLINE, HEADLINE, TEXT 
FR: Le Monde 1994 CHA1, LEAD1, PEOPLE, SUBJECTS, TEXT, 

TIO1  
FR: French SDA 194 KW, LD, NO, ST, TB, TI, TX 

Table 2. Index statistics and CIRCO output per language 

Lang Stemmer # Docs # Terms # Distinct 
Terms

# Chunk
Files

Compr. File 
Size (MB)

DE Snowball 225,371 28,711,385 3,365,446 225 15,695
DE N-gram 

Decomp
225,371 63,118,598 840,410 225 19,924

EN Snowball 113,005 20,210,424 685,141 114 14,293
EN Krovetz 113,005 20,701,670 704,424 114 14,293
FR Snowball 87,191 12,938,610 1,130,517 88 7,329
FR Savoy [16] 87,191 13,262,848 1,239,705 88 7,323

 
 
We performed 15 runs, five for each language German, English, and French. For 

each language we used two different stemmers and two different retrieval models. 
One run one was a fusion run combining the results of the four other experiments. 
Table 4 provides the general configuration of each experiment as well as the retrieval 
performance in terms of mean average precision (MAP) and geometric mean average 
precision (GMAP).  Please note the French run cut_fr_3. This run was corrupted 
while submitting. We did a separate evaluation for this run: cut_fr_3* is not part of 
the official statistics but shows the correct results. 

All in all, merging models and stemmers brings the best results for all three lan-
guages. Comparing the models and stemmers leads to the following conclusions: 

• German: BM25 performs better than VSM. N-gram performs better than Snowball. 
• English: The results in English are vice versa: VSM performs (slightly) better than 

BM25. Snowball performs (slightly) better than Krovetz. 
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• French: Here the results are even more confusing: VSM performs (especially in 
conjunction with Savoy) better than BM25. In conjunction with VSM Snowball 
performs better but in conjunction with BM25 Savoy is superior. 

Table 3. Results overview 

Lang ID Core Model Stemmer # QE docs 
/ tokens

MAP GMAP

DE cut_de_1 Lucene VSM Snowball 10 / 50 .4196 .2023
DE cut_de_2 Terrier BM25 Snowball 10 / 50 .4355 .2191
DE cut_de_3 Lucene VSM N-gram 10 / 250 .4267 .2384
DE cut_de_4 Terrier BM25 N-gram 10 / 250 .4678 .2682
DE cut_en_5 both both both 10 / 50 & 

250
.4864 .3235

EN cut_en_1 Lucene VSM Snowball 10 / 20 .5067 .3952
EN cut_en_2 Terrier BM25 Snowball 10 / 20 .4926 .3314
EN cut_en_3 Lucene VSM Krovetz 10 / 20 .4937 .3762
EN cut_en_4 Terrier BM25 Krovetz 10 / 20 .4859 .3325
EN cut_en_5 both both both 10 / 20 .5446 .4153
FR cut_fr_3 Lucene VSM Snowball 10 / 20 .0025 .0000
FR cut_fr_3* Lucene VSM Snowball 10 / 20 .4483 .3060
FR cut_fr_1 Terrier BM25 Snowball 10 / 20 .4538 .3141
FR cut_fr_5 Lucene VSM Savoy

[16]
10 / 20 .4434 .2894

FR cut_fr_2 Terrier BM25 Savoy 
[16]

10 / 20 .4795 .3382

FR cut_fr_4 both both both 10 / 20 .4942 .3673
 

 
Thus, some results demonstrate a better performance for VSM, some results show 

superiority of BM25. The results for the stemmers are similarly unpredictable.  But it 
seems that this uncertainty can be overcome by data fusion: As table 4 demonstrates, 
for each language the merging of the retrieval models produced the best results. In our 
framework, merging is done by the z-score operator [16]. The results for the merged 
experiments are shown in figure 1. 

These results confirm our findings described in section 2: the impact of retrieval 
techniques are highly depending on the corpus and quite unpredictable. All in all, 
while participating at CLEF we developed a decent gut instinct in configuring the 
retrieval system to produce good and very good retrieval results. But in fact the con-
figuring task is still at bit like stumbling in the dark. The exact effects of retrieval 
mechanisms remain enigmatic. We still do not have strong rules which let us predict 
the retrieval quality. And so we never know whether or not there is a better configura-
tion we did not predict. Having such rules would enable us to automatically configure 
a retrieval engine in accordance to the corpus. 

It is our belief, that far more experiments are needed before we get even close to 
such rules. The Grid@CLEF track is exactly the platform the community needs to 
answer this question. Unfortunately, this year we were the only participants. Thus, our 
results lack some expressiveness. We will certainly take part again next year and hope 
to be not the only ones then. 
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Fig. 1. Results for the merged experiments 
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Abstract. The goal of Morpho Challenge 2009 was to evaluate unsuper-

vised algorithms that provide morpheme analyses for words in different

languages and in various practical applications. Morpheme analysis is

particularly useful in speech recognition, information retrieval and ma-

chine translation for morphologically rich languages where the amount

of different word forms is very large. The evaluations consisted of: 1. a

comparison to grammatical morphemes, 2. using morphemes instead of

words in information retrieval tasks, and 3. combining morpheme and

word based systems in statistical machine translation tasks. The evalua-

tion languages were: Finnish, Turkish, German, English and Arabic. This

paper describes the tasks, evaluation methods, and obtained results. The

Morpho Challenge was part of the EU Network of Excellence PASCAL

Challenge Program and organized in collaboration with CLEF.

1 Introduction

Unsupervised morpheme analysis is one of the important but unsolved tasks in
computational linguistics and its applications, such as speech recognition (ASR)
[1,2], information retrieval (IR) [3,4] and statistical machine translation (SMT)
[5,6]. The morphemes are useful, because the lexical modeling using words is
particularly problematic for the morphologically rich languages, such as Finnish,
Turkish and Arabic. In those languages the number of different word forms is
very large because of various inflections, prefixes, suffixes and compound words.

It is possible to construct rule based tools that perform morphological analysis
quite well, but of the large number of languages in the world, only few have such
tools available. This is because the work of human experts to generate the rules or
annotate the morpheme analysis of words and texts is expensive. Thus, learning
to perform the analysis based on unannotated text collections is an important
goal. Even for those languages that already have existing analysis tools, the
statistical machine learning methods still propose interesting and competitive
alternatives.

The scientific objectives of the Morpho Challenge are: to learn about the word
construction in natural languages, to advance machine learning methodology,

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 578–597, 2010.
c© Springer-Verlag Berlin Heidelberg 2010

http://www.cis.hut.fi/morphochallenge2009/
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and to discover approaches that are suitable for many languages. In Morpho
Challenge 2009, the participants first developed unsupervised algorithms and
submitted their analyses of the word lists in different languages provided by
the organizers. Then various evaluations were carried out using the proposed
morpheme analysis to find out how they performed in different tasks. In 2009
Challenge the evaluations consisted of both a comparison to grammatical mor-
phemes (Competition 1), IR (Competition 2) and SMT (Competition 3) tasks.
The IR experiments contain CLEF tasks, where the all the words in the queries
and text corpus were replaced by their morpheme analyses. In SMT experi-
ments identical translation systems using the same data are first trained using
morpheme analysis and words, and then combined for the best performance. The
SMT tasks were first time introduced this year for Morpho Challenge and are
based on recent work of the organizers in morpheme based machine translation
[6,7].

2 Participants and Their Submissions

By the submission deadline in 8th August, 2009, ten research groups had sub-
mitted algorithms, which were then evaluated by the organizers. The authors
and the names of their algorithms are listed in Table 1. The total number of
tasks that the algorithms were able to participate in was 11: six in Competition
1, three in Competition 2, and two in Competition 3. The submissions for the
different tasks are presented in Table 2. The final number of algorithms per task
varied from 6 to 15.

Table 1. The participants and the names of their algorithms. The short acronyms of

max 8 characters are used in the result tables throughout the paper.

Authors, Affiliations: Algorithm name [Acronym]

D. Bernhard, TU Darmstadt, D: MorphoNet [MorphNet]

B. Can & S. Manandhar, U. York, UK: 1 [CanMan1], 2 [CanMan2]

B. Golénia et al., U. Bristol, UK: UNGRADE [Ungrade]

J-F. Lavallée & P. Langlais, U. Montreal, CA: RALI-ANA [Rali-ana],

RALI-COF [Rali-cof]

C. Lignos et al., U. Penn. & Arizona, USA: - [Lignos]

C. Monson et al., Oregon Health & Sc. U., USA: ParaMor Mimic [P-Mimic],

ParaMor-Morfessor Mimic [PM-Mimic], ParaMor-Morfessor Union [PM-Union]

S. Spiegler et al., U. Bristol, UK: PROMODES [Prom-1],

PROMODES 2 [Prom-2], PROMODES committee [Prom-com]

T. Tchoukalov et al., U. Stanford & OHSU, USA: MetaMorph [MetaMorf]

S. Virpioja & O. Kohonen, Helsinki U. Tech., FI: Allomorfessor [Allomorf]

Statistics of the output of the submitted algorithms are briefly presented in
Table 3 for English. The corresponding data for each of the languages is pre-
sented in [8]. The average amount of analyses per word is shown in the column
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Table 2. The submitted analyses for Arabic (non-vowelized and vowelized), English,

Finnish, German and Turkish. C2 means the additional English, Finnish and Ger-

man word lists for Competition 2. C3 means the Finnish and German word lists for

Competition 3.

Algorithm ARA-NV ARA-V ENG FIN GER TUR C2 C3

MorphNet X X X X X X X X

CanMan1 - - X - X X - -

CanMan2 - - - - X X - -

Ungrade X X X X X X - -

Rali-ana X X X X X X - -

Rali-cof X X X X X X - -

Lignos - - X - X - - -

P-Mimic X X X X X X X X

PM-Mimic X X X X X X X X

PM-Union X X X X X X X X

Prom-1 X X X X X X - -

Prom-2 X X X X X X - -

Prom-com X X X X X X - -

MetaMorf X X X X X X - X

Allomorf X X X X X X X X

Total 12 12 14 12 15 14 5 6

“#analyses”. It is interesting that in contrary to previous years, now all algo-
rithms ended up mostly suggesting only one analysis per word. From the column
“#morphs” we see the average amount of morphemes per analysis, which reflects
the level of details the algorithm provides. The total amount of morpheme types
in the lexicon is given in the column “#types”.

As baseline results for unsupervised morpheme analysis, the organizers pro-
vided morpheme analysis by a publicly available unsupervised algorithm called
“Morfessor Categories-MAP” (or “Morfessor CatMAP, CatMAP ” for short) de-
veloped at Helsinki University of Technology [9]. Analysis by the original Mor-
fessor [10,11] (or here “Morfessor Baseline, MorfBase”), which provides only
a surface-level segmentation, was also provided for reference. Additionally, the
reference results were provided for “letters”, where the words are simply split
into letters, and “Gold Standard”, which is a linguistic gold standard morpheme
analysis.

3 Competition 1 – Comparison to Linguistic Morphemes

3.1 Task and Data

The task was to return the given list of words in each language with the morpheme
analysis added after each word. It was required that the morpheme analyses should
be obtained by an unsupervised learning algorithm that would preferably be as
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Table 3. Statistics and example morpheme analyses in English. #analyses is the

average amount of analyses per word (separated by a comma), #morphs the average

amount of morphemes per analysis (separated by a space), and #types the total amount

of morpheme types in the lexicon.

Algorithm #analyses #morphs #types example analysis

MorphNet 1 1.75 211439 vulnerabilty ies

CanMan 1 2.09 150097 vulner abilities

Ungrade 1 3.87 123634 vulnerabilities

Rali-ana 1 2.10 166826 vulner abiliti es

Rali-cof 1 1.91 145733 vulnerability ies

Lignos 1 1.74 198546 VULNERABILITY +(ies)

P-Mimic 1 3.03 188716 vulner +a +bilit +ie +s

PM-Mimic 1 2.96 166310 vulner +a +bilit +ies

PM-Union 1 2.87 120148 vulner a +bilit +ies

Prom-1 1 3.28 107111 vul nerabilitie s

Prom-2 1 3.63 47456 v ul nera b ili ties

Prom-com 1 3.63 47456 v ul nera b ili ties

MetaMorf 1 1.58 241013 vulnerabiliti es

Allomorf 1 2.59 23741 vulnerability ies

MorfBase 1 2.31 40293 vulner abilities

CatMAP 1 2.12 132038 vulner abilities

letters 1 9.10 28 v u l n e r a b i l i t i e s

Gold Standard 1.06 2.49 18855 vulnerable A ity s +PL

language independent as possible. In each language, the participants were pointed
to a training corpus in which all the words occur (in a sentence), so that the algo-
rithms may also utilize information about the word context. The tasks were the
same as in the Morpho Challenge 2008 last year.

The training corpora were the same as in the Morpho Challenge 2008, except
for Arabic: 3 million sentences for English, Finnish and German, and 1 million
sentences for Turkish in plain unannotated text files that were all downloadable
from the Wortschatz collection1 at the University of Leipzig (Germany). The
corpora were specially preprocessed for the Morpho Challenge (tokenized, lower-
cased, some conversion of character encodings).

For Arabic, we tried this year a very different data set, the Quran, which
is smaller (only 78K words), but has also a vowelized version (as well as the
unvowelized one) [12]. The corresponding full text data was also available. In
Arabic, the participants could try to analyze the vowelized words or the un-
vowelized, or both. They were evaluated separately against the vowelized and
the unvowelized gold standard analysis, respectively. For all Arabic data, the
Arabic writing script were provided as well as the Roman script (Buckwalter
transliteration http://www.qamus.org/transliteration.htm.). However, only
morpheme analysis submitted in Roman script, was evaluated.

1 http://corpora.informatik.uni-leipzig.de/

http://corpora.informatik.uni-leipzig.de/
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The exact syntax of the word lists and the required output lists with the
suggested morpheme analyses have been explained in [13]. As the learning is un-
supervised, the returned morpheme labels may be arbitrary: e.g., ”foot”, ”mor-
pheme42” or ”+PL”. The order in which the morpheme labels appear after the
word forms does not matter. Several interpretations for the same word can also
be supplied, and it was left to the participants to decide whether they would be
useful in the task, or not.

In Competition 1 the proposed unsupervised morpheme analyses were com-
pared to the correct grammatical morpheme analyses called here the linguistic
gold standard. The gold standard morpheme analyses were prepared in exactly
the same format as the result file the participants were asked to submit, alter-
native analyses separated by commas. For the other languages except Arabic,
the gold standard reference analyses were the same as in the Morpho Challenge
2007 [13]. For Arabic the gold standard has in each line; the word, the root, the
pattern and then the morphological and part-of-speech analysis. See Table 4 for
examples.

Table 4. Examples of gold standard morpheme analyses

Language Examples

English baby-sitters baby N sit V er s +PL

indoctrinated in p doctrine N ate s +PAST

vulnerabilities vulnerable A ity s +PL

Finnish linuxiin linux N +ILL

makaronia makaroni N +PTV

eu-jsenmaissa eu jäsen N maa N +PL +INE

German choreographische choreographie N isch +ADJ-e

zurueckzubehalten zurueck B zu be halt V +INF

durchliefen durch P lauf V +PAST +13PL

Turkish kontrole kontrol +DAT

popUlerliGini popUler +DER lHg +POS2S +ACC,

popUler +DER lHg +POS3 +ACC3

CukurlarIyla Cukur +PL +POS3 +REL,

Cukur +POS3S +REL

Arabic Vowelized AdoEuwAniy dEw faEala dEuw +Verb +Imperative +2P

+Pl +Pron +Dependent +1P

Arabic Unvowelized AdEwny dEw fEl dEw +Verb +Imperative +2P

+Pl +Pron +Dependent +1P

3.2 Evaluation

The evaluation of Competition 1 in Morpho Challenge 2009 was similar as in
Morpho Challenges 2007 and 2008, but a few changes were made to the evalu-
ation measure: small bugs related to the handling of alternative analyses were
fixed from the scripts and points were now measured as one per word, not one
per word pair.
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Because the morpheme analysis candidates are achieved by unsupervised
learning, the morpheme labels can be arbitrary and different from the ones de-
signed by linguists. The basis of the evaluation is, thus, to compare whether any
two word forms that contain the same morpheme according to the participants’
algorithm also has a morpheme in common according to the gold standard and
vice versa. The proportion of morpheme sharing word pairs in the participant’s
sample that really has a morpheme in common according to the gold standard is
called the precision. Correspondingly, the proportion of morpheme sharing word
pairs in the gold standard sample that also exist in the participant’s submission
is called the recall.

In practise, the precision was calculated as follows: A number of word forms
were randomly sampled from the result file provided by the participants; for each
morpheme in these words, another word containing the same morpheme was
chosen from the result file by random (if such a word existed). We thus obtained
a number of word pairs such that in each pair at least one morpheme is shared
between the words in the pair. These pairs were compared to the gold standard;
a point was given if the word pair had at least the same number of common
morphemes according to the gold standard as they had in the proposed analysis.
If the gold standard had common morphemes, but less than proposed, fractions
of points were given. In the case of alternative analyses in the gold standard,
the best matching alternative was used. The maximum number of points for
one sampled word was normalized to one. The total number of points was then
divided by the total number of sampled words. The sample size in different
languages varied depending on the size of the word lists and gold standard:
200,000 (Finnish), 50,000 (Turkish), 50,000 (German), 10,000 (English), and
5,000 (Arabic) word pairs.

For words that had several alternative analyses, as well as for word pairs
that have more than one morpheme in common, normalization of the points
was carried out. In short, an equal weight is given for each alternative analysis,
as well as each word pair in an analysis. E.g., if a word has three alternative
analyses, the first analysis has four morphemes, and the first word pair in that
analysis has two morphemes in common, each of the two common morphemes
will amount to 1/3 ∗ 1/4 ∗ 1/2 = 1/24 of the one point available for that word.

The recall was calculated analogously to precision: A number of word forms
were randomly sampled from the gold standard file; for each morpheme in these
words, another word containing the same morpheme was chosen from the gold
standard by random (if such a word existed). The word pairs were then compared
to the analyses provided by the participants; a full point was given for each
sampled word pair that had at least as many morphemes in common also in
the analyses proposed by the participants’ algorithm. Again, points per word
was normalized to one and the total number of points was divided by the total
number of words.

The F-measure, which is the harmonic mean of precision and recall, was se-
lected as the final evaluation measure:

F-measure = 1/(1/Precision + 1/Recall) . (1)
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Table 5. The morpheme analyses compared to the gold standard in non-vowelized
and vowelized Arabic (Competition 1). The numbers are in %.

Non-vowelized Arabic Vowelized Arabic

Method Precision Recall F-measure Method Precision Recall F-measure

letters 70.48 53.51 60.83 letters 50.56 84.08 63.15

Prom-2 76.96 37.02 50.00 Prom-2 63.00 59.07 60.97

Prom-com 77.06 36.96 49.96 Prom-com 68.32 47.97 56.36

Prom-1 81.10 20.57 32.82 Ungrade 72.15 43.61 54.36

Ungrade 83.48 15.95 26.78 Prom-1 74.85 35.00 47.70

Allomorf 91.62 6.59 12.30 MorfBase 86.87 4.90 9.28

MorfBase 91.77 6.44 12.03 PM-Union 91.61 4.41 8.42

MorphNet 90.49 4.95 9.39 Allomorf 88.28 4.37 8.33

PM-Union 93.72 4.81 9.14 PM-Mimic 93.62 3.23 6.24

PM-Mimic 93.76 4.55 8.67 MorphNet 92.52 2.91 5.65

Rali-ana 92.40 4.40 8.41 MetaMorf 88.78 2.89 5.59

MetaMorf 95.05 2.72 5.29 Rali-ana 91.30 2.83 5.49

P-Mimic 91.29 2.56 4.97 P-Mimic 91.36 1.85 3.63

Rali-cof 94.56 2.13 4.18 Rali-cof 95.09 1.50 2.95

3.3 Results

The results of the Competition 1 are presented in Tables 5 and 6. In three
languages, Turkish, Finnish and German, the algorithms with clearly highest F-
measures were “ParaMor-Morfessor Mimic” and “Union”. In English, however,
“Allomorfessor” was better and also the algorithm by Lignos et al. was quite
close. In Arabic, the results turned out quite surprising, because most algorithms
gave rather low recall and F-measure and nobody was able to beat the simple
“letters” reference. “Promodes” and “Ungrade” methods scored clearly better
than the rest of the participants in Arabic.

The tables contain also results of the best algorithms from Morpho Challenges
2008 [14] [PM-2008], [ParaMor] and 2007 [13] [Bernhard2], [Bordag5a]. From
Morpho Challenge 2008, the best method “Paramor + Morfessor 2008” [PM-
2008] would have also scored highest in 2009. However, this was a combination
of two separate algorithms, ParaMor and Morfessor, where the two different
analyses were just given as alternative analyses for each word. As the evaluation
procedure selects the best matching analysis, this boosts up the recall, while
obtaining precision that is about the average of the two algorithms. By combining
this year’s top algorithms in a similar manner, it would be easy to get even higher
scores. However, exploiting this property of the evaluation measure is not a very
interesting approach.

Excluding “Paramor + Morfessor 2008”, this year’s best scores for the En-
glish, Finnish, German and Turkish tasks are higher than the best scores in
2008. However, Bernhard’s second method from 2007 [Bernhard2] holds still the
highest score for English, Finnish and German. The best result for the Turkish
task has improved yearly.
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Table 6. The morpheme analyses compared to the gold standard in %. The results

below the line are by the winners of the previous Morpho Challenges.

English German

Method Precision Recall F-measure Method Precision Recall F-measure

Allomorf 68.98 56.82 62.31 PM-Union 52.53 60.27 56.14

MorfBase 74.93 49.81 59.84 PM-Mimic 51.07 57.79 54.22

PM-Union 55.68 62.33 58.82 CatMAP 71.08 38.92 50.30

Lignos 83.49 45.00 58.48 P-Mimic 50.81 47.68 49.20

P-Mimic 53.13 59.01 55.91 CanMan2 57.67 42.67 49.05

MorphNet 65.08 47.82 55.13 Rali-cof 67.53 34.38 45.57

PM-Mimic 54.80 60.17 57.36 Prom-2 36.11 50.52 42.12

Rali-cof 68.32 46.45 55.30 Allomorf 77.78 28.83 42.07

CanMan1 58.52 44.82 50.76 MorphNet 67.41 30.19 41.71

CatMAP 84.75 35.97 50.50 Prom-1 49.88 33.95 40.40

Prom-1 36.20 64.81 46.46 Prom-com 48.48 34.61 40.39

Rali-ana 64.61 33.48 44.10 MorfBase 81.70 22.98 35.87

Prom-2 32.24 61.10 42.21 Lignos 78.90 21.35 33.61

Prom-com 32.24 61.10 42.21 Ungrade 39.02 29.25 33.44

MetaMorf 68.41 27.55 39.29 MetaMorf 39.59 19.81 26.40

Ungrade 28.29 51.74 36.58 CanMan1 73.16 15.27 25.27

letters 3.82 99.88 7.35 Rali-ana 61.39 15.34 24.55

letters 2.79 99.92 5.43

PM-2008 69.59 65.57 67.52 PM-2008 64.06 61.52 62.76

ParaMor 63.32 51.96 57.08 ParaMor 70.73 38.82 50.13

Bernhard2 67.42 65.11 66.24 Bernhard2 54.02 60.77 57.20

Finnish Turkish

Method Precision Recall F-measure Method Precision Recall F-measure

PM-Union 47.89 50.98 49.39 PM-Mimic 48.07 60.39 53.53

PM-Mimic 51.75 45.42 48.38 PM-Union 47.25 60.01 52.88

CatMAP 79.01 31.08 44.61 P-Mimic 49.54 54.77 52.02

Prom-com 41.20 48.22 44.44 Rali-cof 48.43 44.54 46.40

P-Mimic 47.15 40.50 43.57 CatMAP 79.38 31.88 45.49

Prom-2 33.51 61.32 43.34 Prom-2 35.36 58.70 44.14

Prom-1 35.86 51.41 42.25 Prom-1 32.22 66.42 43.39

Rali-cof 74.76 26.20 38.81 MorphNet 61.75 30.90 41.19

Ungrade 40.78 33.02 36.49 CanMan2 41.39 38.13 39.70

MorphNet 63.35 22.62 33.34 Prom-com 55.30 28.35 37.48

Allomorf 86.51 19.96 32.44 Ungrade 46.67 30.16 36.64

MorfBase 89.41 15.73 26.75 MetaMorf 39.14 29.45 33.61

MetaMorf 37.17 15.15 21.53 Allomorf 85.89 19.53 31.82

Rali-ana 60.06 10.33 17.63 MorfBase 89.68 17.78 29.67

letters 5.17 99.89 9.83 Rali-ana 69.52 12.85 21.69

letters 8.66 99.13 15.93

CanMan1 73.03 8.89 15.86

PM-2008 65.21 50.43 56.87 PM-2008 66.78 57.97 62.07

ParaMor 49.97 37.64 42.93 ParaMor 57.35 45.75 50.90

Bernhard2 63.92 44.48 52.45 Bordag5a 81.06 23.51 36.45
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4 Competition 2 – Information Retrieval

In Competition 2, the morpheme analyses were compared by using them in IR
tasks with three languages: English, German and Finnish. The tasks and corpora
were the same as in 2007 [4] and 2008 [15]. In the evaluation, words occurring
in the corpus and in the queries were replaced by the morpheme segmentations
submitted by the participants. Additionally, there was an option to access the
test corpus and evaluate the IR performance using the morpheme analysis of
word forms in their full text context.

Morpheme analysis is important in a text retrieval task because the user will
want to retrieve all documents irrespective of which word forms are used in the
query and in the text. Of the tested languages, Finnish is the most complex mor-
phologically and is expected to gain most from a successful analysis. Compound
words are typical of German while English is morphologically the simplest.

4.1 Task and Data

In a text retrieval task, the user formulates their information need to a query and
the system has to return all documents from the collection that satisfy the user’s
infomation need. To evaluate the performance of a retrieval system, a collection
of documents, a number of test queries and a set of human relevance assessments
are needed.

In Competition 2, the participants’ only task was to provide segmentations
for the given word lists. The word lists were extracted from the test corpora and
queries. In addition, the words in the Competition 1 word lists were added to
the Competition 2 lists. Optionally, the participants could also register to the
Cross-Language Evaluation Forum (CLEF)2 and use the full text corpora for
preparing the morpheme analysis. The IR experiments were performed by the
Morpho Challenge organizers by using the submitted word lists to replace the
words both in the documents and in the queries by their proposed analyses.

The corpora, queries and relevance assessments were provided by CLEF and
contained news paper articles as follows:

– In Finnish: 55K documents from short articles in Aamulehti 1994-95, 50 test
queries on specific news topics and 23K binary relevance assessments (CLEF
2004)

– In English: 170K documents from short articles in Los Angeles Times 1994
and Glasgow Herald 1995, 50 test queries on specific news topics and 20K
binary relevance assessments (CLEF 2005).

– In German: 300K documents from short articles in Frankfurter Rundschau
1994, Der Spiegel 1994-95 and SDA German 1994-95, 60 test queries with
23K binary relevance assessments (CLEF 2003).

2 http://www.clef-campaign.org/

http://www.clef-campaign.org/
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4.2 Reference Methods

The participants’ submissions were compared against a number of relevant ref-
erence methods which were the same as used in Morpho Challenge 2008 [15].
Like the participants’ methods, Morfessor baseline [MorfBase] [10,11] and Mor-
fessor Categories-MAP [CatMAP] [9] are unsupervised algorithms. Also evalu-
ated were a commercial word normalization tool [TWOL] and the rule-based
grammatical morpheme analyses [gram] based on the linguistic gold standards
[16]. These methods have the benefit of language specific linguistic knowledge
embedded in them. Because some words may have several alternative interpre-
tations two versions of these references cases were given: either all alternatives
were used (e.g. [TWOL-all]) or only the first one (e.g. [TWOL-1]). Traditional
language-dependent stemming approaches based on the Snowball libstemmer li-
brary [StemEng], [StemGer] and [StemFin] as well as using the words without
any processing were also tested [dummy].

In each task the best algorithm in 2008, i.e. the one that provided the highest
average precision ([PM-2008] and [McNamee4]) can be used as a reference, too,
because the IR tasks in 2009 were identical to 2008.

4.3 Evaluation

English, German and Finnish IR tasks were used to evaluate the submitted
morpheme analyses. Unfortunately, neither Turkish or Arabic IR test corpora
were available for the organizers. The experiments were performed by replacing
the words in the corpus and the queries by the submitted morpheme analyses.
Thus, the retrieval was based on morphemes as index terms. If a segmentation
for a word was not provided, it was left unsegmented and used as a separate
morpheme. The queries were formed by using the title and description (“TD”)
fields from the topic descriptions.

The IR experiments were performed using the freely available LEMUR toolkit3

version 4.4. The popular Okapi BM25 ranking function was used. In the 2007
challenge [4], it was noted that the performance of Okapi BM25 suffers greatly if
the corpus contains morphemes that are very common. The unsupervised mor-
pheme segmentation algorithms tend to introduce such morphemes when they
e.g. separate suffixes. To overcome this problem, a method for automatically
generating a stoplist was introduced. Any term that has a collection frequency
higher than 75000 (Finnish) or 150000 (German and English) is added to the
stoplist and thus excluded from the corpus. Even though the method is quite
simplistic, it generates reasonable sized stoplists (about 50-200 terms) and is ro-
bust with respect to the cutoff parameter. With a stoplist, Okapi BM25 clearly
outperformed TFIDF ranking and thus the approach has been adopted for later
evaluations as well. The evaluation criterion for the IR performance is the Mean
Average Precision (MAP) that was calculated using the trec eval program.

3 http://www.lemurproject.org/

http://www.lemurproject.org/
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4.4 Results

Three research groups submitted total of five different segmentations for the
Competition 2 word lists. In addition, for the 6 groups and 10 algorithms that
did not provide segmentations for the Competition 2 word lists, the smaller
Competition 1 word list was used. None of the participants used the option to
use the full text corpora to provide analyses for words in their context.

Table 7. The obtained mean average precision (MAP) in the IR tasks. Asterisk (*)

denotes submissions that did not include segmentations for Competition 2 and were

evaluated by using the shorter Competition 1 word list. The results below the line are

statistically significantly different from the best result of that language.

Method English Method German Method Finnish

StemEng 0.4081 TWOL-1 0.4885 TWOL-1 0.4976

PM-2008 0.3989 TWOL-all 0.4743 McNamee4 0.4918

TWOL-1 0.3957 PM-2008 0.4734 TWOL-all 0.4845

TWOL-all 0.3922 MorfBase 0.4656 PM-Union 0.4713

Lignos 0.3890* CatMAP 0.4642 Allomorf 0.4601

MorfBase 0.3861 PM-Mimic 0.4490 CatMAP 0.4441

Allomorf 0.3852 PM-Union 0.4478 MorfBase 0.4425

P-Mimic 0.3822 Allomorf 0.4388 gram-1 0.4312

PM-Union 0.3811 CanMan1 0.4006* PM-Mimic 0.4294

gram-1 0.3734 Rali-cof 0.3965* StemFin 0.4275

CatMAP 0.3713 CanMan2 0.3952* gram-all 0.4090

Rali-ana 0.3707* Prom-2 0.3857*

PM-Mimic 0.3649 P-Mimic 0.3819

MetaMorf 0.3623*

Rali-cof 0.3616*

MorphNet 0.3560

gram-all 0.3542

dummy 0.3293 StemGer 0.3865 Rali-cof 0.3740*

Ungrade 0.2996* Lignos 0.3863* MorphNet 0.3668

CanMan1 0.2940* P-Mimic 0.3757 Ungrade 0.3636*

Prom-1 0.2917* MetaMorf 0.3752* Rali-ana 0.3595*

Prom-2 0.2066* Prom-com 0.3634* dummy 0.3519

Prom-com 0.2066* dummy 0.3509 Prom-com 0.3492*

Ungrade 0.3496* Prom-1 0.3392*

Prom-1 0.3484* MetaMorf 0.3289*

gram-1 0.3353

Rali-ana 0.3284*

MorphNet 0.3167

gram-all 0.3014

Prom-2 0.2997*

Table 7 shows the obtained MAP values for the submissions in English, Ger-
man and Finnish. For English, the best performance was achieved by the algo-
rithm by Lignos et al. even though only the shorter Competition 1 word list was
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available for evaluation. “ParaMor-Morfessor Mimic” and “ParaMor-Morfessor
Union” by Monson et. al gave the best performance for German and Finnish
respectively. Overall, the algorithms by Monson et al., especially “ParaMor-
Morfessor Union”, gave good performance across all tested languages. Also,
“Allomorfessor” by Virpioja & Kohonen was a solid performer in all languages.
However, none of the submitted algorithms could beat the winners of last year’s
competition.

In all languages, the best performance was achieved by one of the reference
algorithms. The rule based word normalizer, TWOL, gave best performance in
German and Finnish. In the English task, TWOL was only narrowly beaten by
the traditional Porter stemmer. For German and Finnish, stemming was not
nearly as efficient. Of the other reference methods, “Morfessor Baseline” gave
good performance in all languages while the “grammatical” reference based on
linguistic analyses did not perform well probably because the gold standards are
quite small.

4.5 Statistical Testing

For practical reasons, a limited set of queries (50-60) are used in evaluation of
the IR-performance. The obtained results will include variation between queries
as well as between methods. Statistical testing was employed to determine what
differences in performance between the submissions are greater than expected
by pure chance. The methodology we use follows closely the one used in TREC
[17] and CLEF [18].

Analysis was performed with Two-way ANOVA using MATLAB Statistics
Toolbox. Since ANOVA assumes the samples to be normally distributed, a trans-
formation for the average precision values was made with the arcsin-root func-
tion:

f(x) = arcsin(
√

x). (2)

The transformation makes the samples more normally distributed. Statistical
significances were examined using MATLAB’s multcompare function with the
Tukey t-test and 0.05 confidence level.

Based on the confidence test results a horizontal line is drawn in Table 7 at
the point where all the methods below it are significantly different from the best
result, and the “top group” above it are those that have no significant difference
to the best result of each language. Further analysis of the confidence test results
are in [8]. The confidence intervals are relatively wide and a large proportion of
the submissions are in the top group for all languages. It is well known and
also noted in the CLEF Ad Hoc track [18] that it is hard to obtain statistically
significant differences between retrieval results with only 50 queries.

One interesting comparison is to see if there are significant differences to the
“dummy” case where no morphological analysis is performed. For German and
Finnish, “ParaMor-Morfessor Union” is the only submission that is significantly
better than the dummy method. For English, none of the participants’ results can
significantly improve over “dummy”. Only the Porter stemmer is significantly
better according to the test.
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4.6 Discussions

The results of the Competition 2 suggest that unsupervised morphological anal-
ysis is a viable approach for IR. Some of the unsupervised methods were able
to beat the “dummy” baseline and the best were close to the language specific
rule-based “TWOL” word normalizer. However, this year’s competition did not
offer any improvements to previous results.

The fact that segmentations of the full Competition 2 word list was not pro-
vided by all participants makes the comparison of IR performance a bit more
difficult. The participants that were evaluated using only the Competition 1
word lists had a disadvantage, because then the additional words in the IR task
were indexed as such without analysis. In the experiments in Morpho Challenge
2007 [4], the segmentation of the additional words improved performance in the
Finnish task for almost all participants. In German and English tasks the im-
provements were small. However, if the segmentation algorithm is not performing
well, leaving some of the words unsegmented only improves the results for that
participant.

Most of the methods that performed well in the Competition 2 IR task were
also strong in the corresponding linguistic evaluation of Competition 1 and vice
versa. The biggest exeptions were in the Finnish task where the “PROMODES
committee” algorithm gave reasonably good results in the linguistic evaluation
but not in the IR task. The algorithm seems to oversegment words and the
suggested morphemes give good results when compared to gold standard analysis
but do not seem to work well as index terms. On the other hand, “Allomorfessor”
and the “Morfessor Baseline”methods performed well in the IR task but were
not at the top in the linguistic evaluation where they suffered from low recall.
In general, it seems that precision in the Competition 1 evaluation is a better
predictor of IR performance than recall or F-measure.

The statistical testing revealed very few significant differences in the IR per-
formance between participants. This is typical for the task. However, we feel
that testing the algorithms in a realistic application gives information about the
performance of the algorithms that the linguistic comparison can not offer alone.

The participants were offered a chance to access the IR corpus to use the full
text context in the unsupervised morpheme analysis. Although using the context
of words seems a natural way to improve the models none of the participants
have attempted this. Other future work includes expanding the IR task to new
languages like Arabic which pose new kinds of morphological problems.

5 Competition 3 – Statistical Machine Translation

In Competition 3, the morpheme analyses proposed by the participants’ algo-
rithm were evaluated in a SMT framework. The translation models were trained
to translate from a morphologically complex source language to English. The
words of the source language were replaced by their morpheme analyses before
training the translation models. The two source languages used in the com-
petition were Finnish and German. Both the input data for the participants’
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algorithms and training the SMT system were from the proceedings of the Eu-
ropean Parliament. The final SMT systems were evaluated by measuring the
similarity of the translation results to a human-made reference translation.

5.1 Task and Data

As a data set, we used Finnish-English and German-English parts of the Euro-
pean Parliament parallel corpus (release v2) [19]. The participants were given
a list of word forms extracted from the corpora, and similarly to the Competi-
tions 1 and 2, they were asked to apply their algorithms to the word list, and
return the morphological analyses for the words. It was also possible to use the
context information of the words by downloading the full corpus. Furthermore,
the data sets from Competitions 1 and 2 were allowed to use for training the
morpheme analyses. However, they were used by none of the participants.

For training and testing the SMT systems, the Europarl data sets were divided
into three subsets: training set for training the models, development set for
tuning the model parameters, and test set for evaluating the translations. For
the Finnish-English systems, we had 1 180 603 sentences for training, 2 849 for
tuning, and 3 000 for testing. For the German-English systems, we had 1 293 626
sentences for training, 2 665 for tuning, and 3 000 for testing.

5.2 Evaluation

In principle, the evaluation is simple: First, we train a translation system that can
translate the morphologically analyzed Finnish or German sentence to English.
Then, we use it to translate new sentences, and compare the translation results
to the reference translations. If the morphological analysis is good, it reduces the
sparsity of the data and helps the translation task. If the analysis contains many
errors, they should degrade the translation results. However, a SMT system has
many components and parameters that can affect the overall results. Here we
describe the full evaluation procedure in detail.

As the SMT models and tools are mainly designed for word-based transla-
tions, the results obtained for morpheme-based models are rarely better than
the word-based baseline models (see, e.g., [6]). Thus, following the approach in
[7], we combined the morpheme-based models to a standard word-based model
by generating n-best lists of translation hypotheses from both models, and find-
ing the best overall translation with the Minimum Bayes Risk (MBR) decoding.

Training Phrase-Based SMT Systems. The individual models, including
the baseline word-to-word model and the morpheme-to-word models based on
the participants’ methods, were trained with the open source Moses system [20].
Moses translates sequences of tokens, called phrases, at a time. The decoder finds
the most probable hypothesis as a sequence of target language tokens, given a
sequence of tokens in source language, a language model, a translation model
and possible additional models, such as a reordering model for phrases in the
hypothesis.



592 M. Kurimo et al.

Training a translation model with Moses includes three main steps: (1) align-
ment of the tokens in the sentence pairs (2) extracting the phrases from the
aligned data, and (3) scoring the extracted phrases. As there are more mor-
phemes than words in a sentence, two limitations affect the results: First, the
alignment tool cannot align sentences longer than 100 tokens. Second, the phrases
have a maximum length, which we set to be 10 for the morpheme-based models.

The weights of the different components (translation model, language model,
etc.) are tuned by maximizing the BLEU score [21] for the development set.
Finally, we generated n-best list for the development and test data for the MBR
combination. At most 200 distinct hypotheses were generated for each sentence;
less if the decoder could not find as many.

Minimum Bayes-Risk Decoding for System Combination. Minimum
Bayes-Risk (MBR) decoding for machine translation [22] selects the translation
hypothesis that has the lowest expected risk given the underlying probabilistic
model. For loss function L bounded by maximum loss Lmax, we choose the hy-
pothesis that maximises the conditional expected gain according to the decision
rule

Ê = argmax
E′∈E

∑
E∈E

G(E, E′)P (E|F ), (3)

where G(E, E′) = Lmax − L(E, E′) is the gain between reference E and hy-
pothesis E′ and P (E|F ) is the posterior probability of translation. The search is
performed over all hypotheses E′ in the evidence space E , typically an n-best list
or lattice. An appropriate gain function for machine translation is the sentence-
level BLEU score [21]. For efficient application to both n-best lists and lattices,
our MBR decoder uses an approximation to the sentence-level BLEU score for-
mulated in terms of n-gram posterior probabilities [23]. The contribution of each
n-gram w is a constant θw multiplied by the number of times w occurs in E′ or
zero if it does not occur. The decision rule is then

Ê = argmax
E′∈E

{
θ0|E′| +

∑
w∈N

θw#w(E′)p(w|E)
}

, (4)

where p(w|E) is the posterior probability of the n-gram w and N = {w1, . . . , w|N |}
denotes the set of all n-grams in the evidence space. The posterior probabilities
are computed efficiently using the OpenFst toolkit [24].

We used minimum Bayes-risk system combination [25] to combine n-best list
evidence spaces generated by multiple MT systems. The posterior probability
of n-gram w in the union of two n-best lists E1 and E2 is computed as a linear
interpolation of the posterior probabilities according to each individual list:

p(w|E1∪E2) = λP (w|E1) + (1 − λ)P (w|E2). (5)

The parameter λ determines the weight associated with the output of each trans-
lation system and was optimized for BLEU score on the development set.



Overview and Results of Morpho Challenge 2009 593

Evaluation of the Translations. For evaluation of the performance of the
SMT systems, we applied BLEU scores [21]. BLEU is based on the co-occurrence
of n-grams: It counts how many n-grams (for n = 1, . . . , 4) the proposed transla-
tion has in common with the reference translations and calculates a score based
on this. Although BLEU is a very simplistic method, it usually corresponds well
to human evaluations if the compared systems are similar enough. In our case
they should be very similar, as the only varying factor is the morphological anal-
ysis. In addition to the MBR combinations, we calculated the BLEU scores for
all the individual systems.

5.3 Results

Six methods from four groups were included in Competition 3. In addition, Mor-
fessor Baseline [MorfBase], Morfessor Categories-MAP [CatMAP] and grammat-
ical morphemes [gram-1] were tested as reference methods. We calculated the
BLEU scores both for the individual systems, including a word-based system
[words], and for MBR combination with the word-based system. The results are
in Table 8.

Between the results from the MBR combinations, only some of the differences
are statistically significant. The significances were inspected with paired t-test on
ten subsets of the test data. In the Finnish to English task, Morfessor Baseline,
Allomorfessor, Morfessor CatMAP and MetaMorph are all significantly better
than the rest of the algorithms. Between them, the difference between Allomor-
fessor and the both Morfessor algorithms is not significant, but Allomorfessor
and Morfessor Baseline are significantly better than MetaMorph. The differences
between the results of the last four algorithms (MorphoNet and ParaMor:s) are
not statistically significant. Neither they are significantly better than the word-
based system alone.

In the German to English task, only the results of Morfessor Baseline and
Allomorfessor have significant differences to the rest of the systems. Morfessor
Baseline is significantly better than any of the others expect Allomorfessor and
ParaMor Mimic. Allomorfessor is significantly better than the others expect
Morfessor Baseline, ParaMor Mimic, ParaMor-Morfessor Mimic and Morfessor
CatMAP. None of the rest of the MBR results is significantly higher than the
word-based result.

Overall, the Morfessor family of algorithms performed very well in both trans-
lation tasks. Categories-MAP was not as good as Morfessor Baseline or Allomor-
fessor, which is probably explained by the fact that it segmented words to shorter
tokens. Also MetaMorph improved significantly the Finnish translations, but was
not as useful in German.

5.4 Discussion

This was the first time that a SMT system was used to evaluate the quality of
the morphological analysis. As the SMT tools applied are designed mostly for
word-based translations, it was not a surprise that some problems arose.
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Table 8. The BLEU results of the submitted unsupervised morpheme analyses used in

SMT from Finnish and German for both Individual systems and MBR combination

with word-based models (Competition 3)

Finnish-English German-English

Method Comb. Method Indiv. Method Comb. Method Indiv.

MorfBase 0.2861 MorfBase 0.2742 MorfBase 0.3119 Allomorf 0.3001

Allomorf 0.2856 Allomorf 0.2717 Allomorf 0.3114 MorfBase 0.3000

gram-1 0.2821 MetaMorf 0.2631 gram-1 0.3103 CatMAP 0.2901

MetaMorf 0.2820 CatMAP 0.2610 P-Mimic 0.3086 gram-1 0.2873

CatMAP 0.2814 gram-1 0.2580 PM-Union 0.3083 MetaMorf 0.2855

PM-Union 0.2784 PM-Mimic 0.2347 PM-Mimic 0.3081 P-Mimic 0.2854

MorphNet 0.2779 P-Mimic 0.2252 CatMAP 0.3080 PM-Mimic 0.2821

PM-Mimic 0.2773 MorphNet 0.2245 MetaMorf 0.3077 MorphNet 0.2734

P-Mimic 0.2768 PM-Union 0.2223 MorphNet 0.3072 PM-Union 0.2729

words 0.2764 words 0.3063

The word alignment tool used by the Moses system, Giza++, has strict limits
on sentence lengths. A sentence cannot be longer than 100 tokens, and neither
over 9 times longer or shorter than its sentence pair. Too long sentences are
pruned away from the training data. Thus, the algorithms that segmented more,
generally got less training data for the translation model. However, the depen-
dency between average tokens per word and the amount of filtered training data
was not linear. For example, the Morfessor CatMAP system could use much
more training data than some of the algorithms that, on average, segmented
less. Even without considering the decrease to the amount of training data avail-
able, oversegmentation is likely to be detrimental in the task, because it makes,
e.g., the word alignment problem more complex. However, this sentence length
restriction should be solved for the future evaluations.

After MBR combination, the rank of the algorithms was not the same as with
the individual systems. Especially ParaMor-Morfessor Union system helped the
word-based model more than its own BLEU score indicated. However, as the
improvements were not statistically significant, the improved rank in the MBR
combination may be affected more by just chance.

6 Conclusion

The Morpho Challenge 2009 was a successful follow-up to our previous Morpho
Challenges 2005-2008. Since some of the tasks were unchanged from 2008, the
participants of the previous challenges were able to track improvements of their
algorithms. It also gave a possibility for the new participants and those who
missed the previous deadlines to try more established benchmark tasks. New
tasks were introduced for SMT which offer yet another viewpoint on what is
required from morpheme analysis in practical applications.
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The various evaluation results indicate the benefit of utilizing real-world ap-
plications for studying the morpheme analysis methods. Some algorithms that
succeeded relatively well in imitating the grammatical morphemes did not per-
form as well in applications as others that differed more from the grammatical
ones. Although the mutual performance differences of various algorithms in ap-
plications are often small, it seems that different applications may favor different
kinds of morpheme, and thus, proposing the overall best morphemes is difficult.
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Abstract. This paper investigates a novel approach to unsupervised

morphology induction relying on community detection in networks. In a

first step, morphological transformation rules are automatically acquired

based on graphical similarities between words. These rules encode sub-

string substitutions for transforming one word form into another. The

transformation rules are then applied to the construction of a lexical net-

work. The nodes of the network stand for words while edges represent

transformation rules. In the next step, a clustering algorithm is applied to

the network to detect families of morphologically related words. Finally,

morpheme analyses are produced based on the transformation rules and

the word families obtained after clustering. While still in its preliminary

development stages, this method obtained encouraging results at Morpho

Challenge 2009, which demonstrate the viability of the approach.

1 Introduction

Unsupervised morphology induction, which is the goal of the Morpho Challenge
competition series [1], consists in automatically discovering a word’s morphemes
using only minimal resources such as a list of the words in the target language
and a text corpus. Ideally, unsupervised algorithms should be able to learn the
morphology of a large variety of languages; for Morpho Challenge 2009, the
target languages were English, Finnish, German, Turkish and Arabic.

For our participation at Morpho Challenge 2009 we developed a novel method
for unsupervised morphology induction called MorphoNet. MorphoNet relies on a
network representation of morphological relations between words, where nodes
correspond to whole word forms and edges encode morphological relatedness.
Networks have been successfully used in recent years to represent linguistic phe-
nomena for tasks such as word clustering [2], word sense disambiguation [3],
summarisation, or keyword extraction [4]. Moreover, network-based methods
have been shown to perform well for a wide range of NLP applications. In line
with this body of research, we propose to represent morphological phenonema
as a network. This approach has two major advantages. First, it is theoreti-
cally related to linguistic theories such as the Network Model by J. Bybee [5] or
� This work was done while the author was at the UKP Lab, Darmstadt, Germany.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 598–608, 2010.
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whole word morphology [6]. It differs from traditional linear concatenative ap-
proaches to morphology in that words are not explicitely split into a sequence of
morphemes, but related to one another through morphological transformations.
Second, it enables the use of effective network-based clustering and ranking meth-
ods. Our model thus benefits from research done on graphs in other domains such
as sociology [7] or other areas of NLP. We especially investigate the use of com-
munity structure for morphology induction. Networks with community structure
contain groups of nodes with dense interconnections; in our case, communities
correspond to families of morphologically related words. Communities can be
automatically identified in networks with community detection algorithms. To
our knowledge, this is the first time that community detection algorithms are
applied to the task of unsupervised morphology induction.

Though in its very early development stages, the approach yields promising
results at Morpho Challenge 2009 when compared to standard baselines such as
the Morfessor algorithms [8, 9].

The article is structured as follows. In the next section, we report related work.
Then, we describe our method for building lexical networks. In Sect. 4, we explain
how word families can be discovered based on the network structure, while in
Sect. 5 we detail our approach for obtaining morpheme analyses. Evaluation
results are given in Sect. 6.

2 Related Work on Morphology Induction

Morphological analysis is useful for many applications like speech recognition
and synthesis, machine translation or information retrieval. However, all these
applications of morphology necessitate morphological resources which are not
available for all languages, or, when available, are often incomplete. Much re-
search has therefore been devoted to the unsupervised acquisition of morpholog-
ical knowledge.

Methods for the unsupervised acquisition of morphological knowledge can be
classified according to the intended result: (i) identification of morphologically
related words (clustering), (ii) splitting of words into morphs (segmentation),
and (iii) identification of morphemes (analysis). Morpheme analysis is the goal
of the latest Morpho Challenge competitions, while for some applications, such
as information retrieval, it is often sufficient to retrieve morphologically related
words without proceeding to a full analysis. The identification of morphologi-
cally related words has been attempted by unsupervised methods [10] as well as
approaches using dictionaries as input data [11].

Segmentation is certainly the method which has gathered the largest amount
of interest in the NLP research community [8, 12–14]. It follows linear concatena-
tive approaches to morphology such as item-and-arrangement, which postulates
that words are formed by putting morphemes together. There are, however, some
well known limitations to purely concatenative approaches, which are seldom
dealt with by unsupervised segmentation methods. These limitations include
ablaut, umlaut, and infixation. Contrarily to unsupervised morpheme segmen-
tation methods, MorphoNet makes no assumption on the internal structure and
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morphotactics of words. It identifies flexible word transformation rules which
encode substring substitutions for transforming one word form into another.
These transformation rules are not limited to concatenative processes such as
prefixation or suffixation (see Sect. 3.2) and thus aim at addressing some of the
limitations of concatenative approaches.1

Unsupervised methods rely on many properties for morphology induction,
which are too numerous to be listed here. The most obvious cue is usually
graphical relatedness: two words which share a long enough common substring
are likely to be morphologically related. Graphical relatedness can be estimated
by measures of orthographic distance [15] or by finding the longest initial (or
final) substring [16, 17]. Our system is related to these methods in that it uses
fuzzy string similarity to bootstrap the morphology induction process.

3 Lexical Networks

3.1 Use of Graphs for Morphology Induction

A network can be mathematically represented as a graph. Formally, a graph G
is a pair (V, E), where V is a set of vertices (nodes) and E ⊆ V × V is a set of
edges (lines, links). The main advantage of graphs is that they make it possible
to take into account multiple dependencies across elements, so that the whole
network plays an important role on the results obtained for a single element.

The lexical networks built by our method consist of word nodes linked by edges
which encode morphological relations. Similar lexical networks have been previ-
ously described by Hathout [18]. Our approach differs however from Hathout’s
in two main aspects: (i) it uses only a raw list of words as input, while Hathout’s
method acquires morphological links from WordNet, and (ii) we attempt to take
a broader range of morphological phenomena into account by acquiring morpho-
logical transformation rules which are not limited to suffixation.

3.2 Acquisition of Morphological Transformation Rules

The first step in our method consists in acquiring a set of morphological transfor-
mation rules. Morphological transformation rules make it possible to transform
one word into another by performing substring substitutions. We represent a
rule R with the following notation: pattern → repl, where pattern is a reg-
ular expression and repl is the replacement with backreferences to capturing
groups in the pattern. For instance, the rule ^(.+)ly$ → \1 applies to the word
totally to produce the word total.

Tranformation rules are in principle not limited to concatenative processes,
which should be especially useful for languages such as Arabic, e.g. when inducing
rules for word pairs such as kataba (he wrote) and kutiba (it was written).

1 However, MorphoNet does not address cases of morphologically related words with

no orthographic overlap, such as be and was.
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These rules are acquired using a subset L of the wordlist W provided for each
language to avoid noise given the substantial length of the word lists provided
for MorphoChallenge. In our experiments, we used the 10,000 most frequent
words whose length exceeds the average word (type) length.2 The method used
to acquire the rules is described in detail in Algorithm 1.

Algorithm 1. Procedure for the acquisition of morphological transformation
rules, given an input list of words L

1: rules ← ∅
2: n ← len(L)

3: for i = 1 to n do
4: w ← L[i]
5: matches ← get close matches(w, L[i + 1 : n])

6: for w2 in matches do
7: r ← get rule from word pair(w, w2)

8: add r to rules
9: end for

10: end for
11: return rules

For each word w in the list L we retrieve graphically similar words (Line 5,
get close matches) using a gestalt approach to fuzzy pattern matching based on the
Ratcliff-Obershelp algorithm.3 This string comparison method computes a mea-
sure of the similarity of two strings relying on the number of characters in match-
ing subsequences. For example, given the target word democratic, the following
close matches are obtained: undemocratic, democratically, democrats, democrat’s,
anti-democratic. We then obtain rules (Line 7, get rule from word pair) by compar-
ing the target word with all its close matches and identifying the matching subse-
quences;4 for instance given the word democratic and its close match undemocratic,
we obtain the following rule: ^un(.+)$→ \1.

We have kept all rules which occur at least twice in the training data.5 More-
over, no attempt is made to distinguish between inflection and derivation.

Table 1 lists the number of transformation rules obtained from the datasets
provided for Morpho Challenge 20096 along with some examples:

3.3 Construction of a Lexical Network

Once transformation rules have been acquired, they are used to build a lexical
network represented as a graph. Nodes in the graph represent words from the
2 Except for Arabic, where there are only 9,641 word forms which are longer than the

average word length in the vowelized version and 6,707 in the non-vowelized version.
3 We used the implementation provided by the Python difflib module with the cutoff

argument set to 0.8.
4 Matching subsequences are identified by the get matching blocks Python method.
5 For Arabic, we even kept all rules given the small size of the input word list.
6 http://www.cis.hut.fi/morphochallenge2009/

http://www.cis.hut.fi/morphochallenge2009/
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Table 1. Morphological transformation rules acquired for the input datasets

Language # rules Examples

English 834 ^re(.+)s$ → \1 ^(.+)’s$ → \1
Finnish 1,472 ^(.+)et$ → \1ia ^(.+)ksi$ → \1t
German 771 ^(.+)ungen$ → \1t ^(.+)ge(.+)t$ → \1\2en
Turkish 3,494 ^(.+)n(.+)$ → \1\2 ^(.+)nde$ → \1
Arabic vowelized 8,974 ^(.+)iy(.+)$ → \1uw\2 ^(.+)K$ → \1N
Arabic non-vowelized 2,174 ^(.+)wA$ → \1 ^(.+)hm$ → \1

input word list W . Two words w1 and w2 are connected by an edge if there exists
a transformation rule R such that R(w1) = w2. The graph obtained using this
method is directed based on the direction of the rules applied. Figure 1 displays
an example lexical network.

Fig. 1. Example lexical network

4 Acquisition of Word Families

The graphs we obtain usually contain one large connected component, along
with smaller connected components. Extracting connected components is thus
not reliable enough to identify word families, i.e. groups of words which are
related both semantically and orthographically. For instance, the lexical net-
work depicted in Fig. 1 contains one large connected component, which clearly
consists of two different word families. The induction of word families can be for-
mulated as a classical problem of community detection in graphs. Communities
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correspond to groups of tightly-knit nodes characterised by a high intra-group
density and a lower inter-group density [19]. There are several methods to detect
communities in graphs. Markov Clustering [20] for instance consists in partition-
ing a graph by simulating random walks in the graph; it has been used to detect
communities in a graph of nouns by Dorow et al. [21]. The community detection
method described by Newman [19] has been applied to natural language data by
Matsuo et al. [2] for graphs based on word similarity measures by web counts.

The method proposed by Newman relies on the modularity function Q which
measures the quality of a division of a graph into communities. The advantages
of this method are that it is not necessary to know the number of communities
beforehand and it needs no fine parameter tuning. Modularity compares the
number of edges within communities to the number of expected edges:

Q =
∑

i

(eii − (
∑

j

eij)2) (1)

where eii is the fraction of the edges in the network that connect nodes within
community i, eij is one-half of the fraction of edges in the network that connect
nodes in community i to those in community j and

∑
j eij is the fraction of

edges connected to nodes in community i.
A good division corresponds to more edges within communities than would be

expected by random chance, that is a positive modularity value Q. Modularity is
high when there are many edges within communities and few between them. By
applying Newman’s algorithm on the lexical network of Fig. 1, two communities
are identified: {insulation’s, insulating, insulators, insulation, insulated, insu-
lates, insulator, insulate} and {insultingly, insulting, insulted, insults, insult}.

The main difficulty lies in finding the division which yields the best value for
Q. It is of course infeasible to test each possible division of the network. Newman
[19] therefore proposes a method of agglomerative hierarchical clustering starting
from communities made of a single node. Communities are repeatedly joined
together in pairs, choosing the join that leads to the biggest increase (or slightest
decrease) of Q. The best partition of the network in communities corresponds
to the biggest value of Q.

Our experiments with the Newman Clustering algorithm have nevertheless
shown that it tends to detect bigger communities than wanted, thus decreasing
the precision. We have therefore added an additional constraint on possible joins
by measuring the density of edges across communities (cross-community edge
density).

Cross-community edge density between communities A and B is defined as
follows:

DAB =
number of edges(A, B)

|A| × |B| (2)

where number of edges(A, B) is the number of edges linking nodes in commu-
nity A to nodes in community B, and |A| and |B| are the number of nodes in
community A and B, respectively. The minimum cross-community edge density
is fixed by a parameter d whose value ranges from 0 to 1.
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5 Morpheme Analyses

After performing clustering, morpheme analyses are obtained based on the word
families identified and the transformation rule edges linking words which belong
to the same family. First, a representative word is identified for each word fam-
ily: this is the shortest word in the family; in case of a tie, the most frequent
among the shortest words is chosen. The full morpheme analysis for a word
form w consists of its family representative and a string representation of the
transformation rules that apply to w. The method is detailed in Algorithm 2.

Algorithm 2. Procedure for obtaining the morpheme analyses, given a word
family C and the lexical network G

1: analyses[∗] ← ∅
2: subg ← get subgraph(G, C)

3: for edge (w1, w2, rule) in subg do
4: analyses[w1] ← analyses[w1] ∪ to plain string(rule.pattern)

5: analyses[w2] ← analyses[w2] ∪ to plain string(rule.repl)
6: end for
7: rep ← get family representative(C)

8: for word w in word family C do
9: analyses[w] ← analyses[w] ∪ rep

10: end for
11: return analyses

Example 1. Consider for instance the communities obtained for Fig. 1. The rep-
resentative for the word family {insulted ;insulting;insult ;insults ;insultingly} is
insult since it is the shortest word. The complete analyses for the words are the
following:

insultingly insult ly ingly
insulting insult ing
insulted insult ed
insults insult s
insult insult

Two transformation rules apply to the word insultingly: ^(.+)ly$ → \1 and
^(.+)ingly$ → \1, which are represented in the final analysis as ly ingly.

6 Evaluation

In this section, we report the results obtained by MorphoNet at Morpho Chal-
lenge 2009 competition 1 (linguistic evaluation) and 2 (information retrieval).
For all languages, the value of parameter d (cross-community edge density) was
empirically set to 0.1 for community detection.
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6.1 Morpho Challenge Competition 1

Table 2 contains the results of the linguistic evaluation (competition 1) for Mor-
phoNet and a simple reference method consisting in splitting words into letters.
Results are measured in terms of Precision, Recall and F-Measure.

Table 2. Results for competition 1

Language Method Precision Recall F-Measure Rank

English MorphoNet 65.08% 47.82% 55.13% 7 / 14

letters 3.82% 99.88% 7.35%

German MorphoNet 67.41% 30.19% 41.71% 8 / 15

letters 2.79% 99.92% 5.43%

Finnish MorphoNet 63.35% 22.62% 33.34% 9 / 12

letters 5.17% 99.89% 9.83%

Turkish MorphoNet 61.75% 30.90% 41.19% 7 / 14

letters 8.66% 99.13% 15.93%

Arabic vowelized MorphoNet 92.52% 2.91% 5.65% 8 / 12

letters 50.56% 84.08% 63.15%

Arabic non vowelized MorphoNet 90.49% 4.95% 9.39% 6 / 12

letters 70.48% 53.51% 60.83%

MorphoNet performs best for English. The lowest results are obtained for
Arabic, which is characterized by good precision but very low recall. Most of the
participating systems obtained comparably low results for Arabic and none was
able to beat the “letters” reference. This could be explained by the following
reasons: (i) the datasets provided for Arabic were too small for MorphoNet to
perform well and (ii) the analyses required for Arabic were far more complex (in
terms of the number of morphemes per word) than for the other languages.

The results also show that MorphoNet consistently obtains better precision
than recall, especially in Arabic. The method relies on a list of transformation
rules which are automatically acquired in a first step. It is therefore likely that
some important rules are missing, leading to low recall. This problem might be
solved by performing multiple iterations of rule induction and clustering or by
applying rules in a cascaded manner, so that one rule applies to the output of
another rule.

Moreover, the procedure for obtaining morpheme analyses is still very coarse,
leading to composite morphemes such as ingly. This could easily be improved
by detecting and further decomposing such morphemes.

Finally, transformation rules could be weighted by their productivity or their
frequency to improve clustering, since some transformation rules might be more
reliable than others.

6.2 Morpho Challenge Competition 2

Table 3 summarises the results of the information retrieval (IR) task (competi-
tion 2). Results without morpheme analysis (no analysis) are also provided.
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Table 3. IR results (mean average precision MAP)

Method English German Finnish

MorphoNet 0.3560 0.3167 0.3668

No analysis 0.3293 0.3509 0.3519

MorphoNet improves the IR results over unanalysed words for English and
Finnish, but not for German. While it is difficult to come up with a clear expla-
nation, this might be due to the compounding nature of German. Indeed, the
MorphoNet system does not directly cope with compounding for the time being,
which might be especially detrimental to the IR task.

7 Conclusions and Future Work

We have described a novel linguistically motivated approach to unsupervised
morpheme analysis relying on a network representation of morphological rela-
tions between words. Due to the underlying network representation, it is possible
to use community detection and ranking methods devised for other kinds of data.
This approach is still in its very early stage, yet the results obtained at Mor-
pho Challenge 2009 demonstrate that it yields very promising results and thus
deserves further investigation.

The method described in this paper can be considered as a baseline for
network-based morphology induction. It leaves lots of room for improvement.
A first objective would be to obtain a better recall for morpheme analysis. This
necessitates to provide a better mechanism for the acquisition of transformation
rules. It should be possible to perform multiple iterations of the rule induction
and clustering cycle or to apply rules in a cascaded manner. This is especially
needed for languages which are morphologically more complex than English such
as Turkish or Finnish. Also, we have not weighted the edges in the graph, which
could be useful to improve clustering.

The clustering method performs hard-clustering: each word belongs to only
one family. This is especially detrimental for languages like German, for which
it would be desirable to allow multiple family membership in order to take com-
pounding into account. In the future, we would therefore like to better address
compounding.

Graphs also open up the way for a new form of modelisation of morphology
enabling the analysis of crucial morphological properties. In particular, node
properties in the graph could be used to rank nodes and better detect base
words in families, using algorithms such as PageRank.
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Abstract. Allomorfessor extends the unsupervised morpheme segmen-

tation method Morfessor to account for the linguistic phenomenon of al-

lomorphy, where one morpheme has several different surface forms. The

method discovers common base forms for allomorphs from an unanno-

tated corpus by finding small modifications, called mutations, for them.

Using Maximum a Posteriori estimation, the model is able to decide the

amount and types of the mutations needed for the particular language. In

Morpho Challenge 2009 evaluations, the effect of the mutations was dis-

covered to be rather small. However, Allomorfessor performed generally

well, achieving the best results for English in the linguistic evaluation,

and being in the top three in the application evaluations for all languages.

1 Introduction

Many successful methods for unsupervised learning of morphology are based
on the segmentation of word forms into smaller, morpheme-like units (see, e.g.,
[1,4,6]). Although the segmentation approach is reasonable for many languages
with mostly concatenative morphology, it does not model the phenomenon of
allomorphy. Allomorphs are different morph-level surface realizations of an un-
derlying morpheme-level unit, of which only one may appear in a certain morpho-
and phonotactical context. For example, in English, pretty has an allomorph
pretti as in pretti+er. Similarly for German Haus (house) – Häus+er (houses),
and for Finnish kenkä (shoe) – kengä+n (shoe’s).

We focus on the problem of unsupervised learning of a morpheme analyzer,
in contrast to finding morphologically related words or morphological segmenta-
tions. A limitation in most of the suggested methods for this task is that they do
not model general concatenative morphology, including, e.g., compound words.
Either only stem-suffix pairs are considered [11], or there can be multiple suffixes
but only one stem [2]. In [5], many stems are allowed, but the approach cannot
find, e.g., affixes between stems. In contrast, our work [7,10] combines the learn-
ing of allomorphy to the modeling of general concatenative morphology. The
model, called Allomorfessor, is based on Morfessor Baseline [3,4]. In Allomorfes-
sor, a word is assumed to consist of a sequence of one or more morphemes and
mutations that transform the common base form into the different allomorphs.
In this article, we describe our methodology for modeling allomorphic variations

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 609–616, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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in stems, the current probabilistic model, and the algorithms for learning the
model parameters and applying the model for analyzing new words. In addition,
we discuss our results in the Morpho Challenge 2009 tasks.

2 Modeling Allomorphy with Mutations

We model allomorphy with orthographic transformations that make minor mod-
ifications to the surface forms of the morphemes. We call these transformations
mutations. The choice for the class of mutations is not trivial: The mutations
should be general enough so that similar variations in different stems can be
modeled with the same mutation, but they should also be restricted so that the
number of wrong analyses becomes as small as possible. We apply mutations that
consist of a sequence of substitution and deletion operations (Table 1), which are
applied in order, starting from the end of the stem. Each operation modifies the
k:th letter that is equal to the target letter of the operation, starting from the
current position. The smallest mutation between two arbitrary strings is trivial
to find with a dynamic programming algorithm.

Table 1. The allowed operations in mutations and some examples in Finnish

Operation Notation Description

substitution kx|y Change k:th x to y

deletion -kx Remove k:th x

(k is omitted when k = 1)

Source Mutation Target

kenkä (shoe) (k|g) kengä (e.g. kengä+ssä, in a shoe)

tanko (pole) (k|g) tango (e.g. tango+t, poles)

ranta (shore) (-a t|n) rann (e.g. rann+oi+lla, on shores)

ihminen (human) (2n|s) ihmisen (human’s)

To make the approach more feasible, we attempt to consider mutations only
in stems. In practice, we do not allow mutations to the last morph of a word
form, nor to any morph having a length less than four characters. For short
morphs, such as typical affixes, even a minor modification is likely to change a
morpheme into a different one (consider, e.g., prefixes re and pre).

To get an estimate of how much these restrictions limit the ability to model
allomorphic variation, we calculated to which extent the allomorphs in a linguis-
tic gold standard segmentation could be described using such mutations. We
calculated statistics separately for morph types and morph tokens in the corpus
using the Morpho Challenge 2009 data sets for English, Finnish, and Turkish.
As shown in Table 2, mutations provide a reasonably good coverage for English
and Finnish. E.g., for English, we can describe 82% of the real allomorphs in the
gold standard segmentation. The percentages for the corpora are lower, as affixes
are more frequent than stems. For Turkish, where most of the allomorphy seems
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to be in affixes or other short morphemes, only 2% of the cases with allomorphic
variants in a corpus can be found using the type of mutations that we apply.

Table 2. The proportion of morphs with allomorphic variation and how many variants

can be modeled with mutations for English, Finnish, and Turkish. The first column

shows the number of morphs in the data, the second column shows how many of the

morphs are surface realizations of a morpheme with allomorphic variation, and the

third column shows how many of the allomorphs can be constructed with mutations.

Morphs Allomorphs Mutation found

English types 21 173 10 858 (51.3%) 8 912 (82.1%)

Finnish types 68 743 56 653 (82.4%) 36 210 (63.9%)

Turkish types 23 376 646 (2.8%) 102 (15.8%)

English tokens 76 968 382 42 282 837 (54.9%) 14 706 543 (34.8%)

Finnish tokens 73 512 023 61 583 251 (83.8%) 18 751 022 (30.5%)

Turkish tokens 23 288 821 11 978 142 (51.4%) 225 708 (1.9%)

3 Allomorfessor Model and Algorithms

We learn morphology using a probabilistic model that assumes that the observed
word lexicon LW is generated from a set of morphs that can be modified by
mutations. Our model is an extension to Morfessor Baseline [3], for which the
Maximum a Posteriori (MAP) formulation can be expressed as:

MMAP = argmax
M

P (M|LW ) = argmax
M

P (M)P (LW |M) (1)

P (LW |M) =
W∏

j=1

∏
μjk ∈ zj

P (μjk), (2)

where μjk is the k:th morph in wj . We assume that the observed W word forms
are independent. Furthermore, the probability of each morph, given by P (μ), is
assumed to be independent. The hidden variables zj give the analysis of the word
forms wj . Each zj is a list of substrings specifying one of the non-overlapping
segmentations of the word form into morphs. P (M) is the prior probability for
the model. It is derived using the Minimum Description Length (MDL) principle
[9] and it controls the model complexity, for example, the amount of morphs.

In Allomorfessor, we extend the analyses zj so that each substring is produced
by applying the mutation δj(k+1) to the previous morph μjk. I.e., if s is the start
and t is the end position of the surface form of the k:th morph of wj , there is a
constraint δj(k+1)(μjk) = wjs..t, where wjs..t is the corresponding substring. The
mutation may be empty, denoted ε, such that ε(μ) = μ. The mutation in the first
position of an analysis is always empty, as it cannot be applied to any morph.
For example, if the word wj is prettier, a possible analysis is zj = [(ε, pretty),
((y|i), er)]. Assuming that the morphs and mutations are independent leads to
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severe undersegmentation [7], and therefore we condition the probability of the
mutation δjk on the following morph μjk. This results in the likelihood:

P (LW |M) =
W∏

j=1

∏
(δjk ,μjk)∈ zj

P (δjk|μjk)P (μjk) (3)

The prior P (M), described in detail in [10], is very similar to that of Morfessor
Baseline. For mutations, the prior follows an MDL-based derivation similar to
morphs. Informally, the fewer different morph or mutation types there are, the
higher the prior probability is. Moreover, shorter morphs and mutations have
higher probabilities than longer ones.

3.1 Algorithm for Learning Model Parameters

For learning the model parameters, we apply an iterative greedy algorithm sim-
ilar to the one in Morfessor Baseline [3]. The algorithm finds an approximate
solution for the MAP problem in Equation 1. Initially, the set of morphs contains
all the words in the corpus and only an empty mutation exists. In one epoch,
all words are picked in a random order. For each word wj , different analyses zj

are considered, and the probabilities P (δjk|μjk) and P (μjk) are updated to their
Maximum Likelihood parameters corresponding to the analysis zj . The analysis
z∗j that maximizes the posterior probability P (M|LW ) is then selected. The al-
gorithm considers analyzing the word w (1) without splits, (2) with all possible
two-way splits of w and an empty mutation, and (3) with all possible two-way
splits where the prefix part is modified by a non-empty mutation. If the selected
analysis includes a split, the prefix and suffix are analyzed recursively. To make
the approach computationally feasible, heuristic restrictions are applied when
testing splits with non-empty mutations: The morph and its potential base form
have to begin with the same letters, the base form has to occur as a word, and
the suffix has to be already in the lexicon. Finally, only K analyses per morph
are tested, which results in time complexity O(KW log(W )) for one epoch of the
learning algorithm. Pseudocode for the algorithm is presented in [7] and [10].

3.2 Algorithm for Analyzing New Data

After training a model, it can be used to analyze words with a variant of the
Viterbi algorithm, a dynamic programming algorithm that finds the most prob-
able state sequences for Hidden Markov Models (HMM). Here, the observation
is the sequence of |w| letters that form the word w and the hidden states are
the morphemes of the word. Unlike standard HMMs, the states can emit obser-
vations of different lengths. We need a grid s of length |w| to fill with the best
unnormalized probability values α(si) and paths. Without mutations, the model
is 0th order Markov model and the grid is a one dimensional table. The grid
position si indicates that the first i letters are observed. At each time step, we
proceed with one letter and insert the value α(si) = maxj α(sj)P (μji) and path
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indicator ψ(si) = arg maxj α(sj)P (μji) to the grid. We can arrive at si from any
of the positions sj between s1 and si−1: The letters between j and i form the
next morpheme μji. The time complexity of the algorithm is thus O(|w|2).

With mutations, the algorithm becomes a bit more complicated. As mutations
are conditioned on the suffixes, it is easier to run the algorithm from right to
left. The grid has to be two dimensional: For each si there can be several states
(morphemes) with their own costs and paths. The rule for updating the grid
value for si is

α(si, μ̂ij) = max
j∈[i+1,|w|]

{
max
μ∈sj

{
max
δ∈Δ

{
α(sj , μ)P (δ|μ)P (μ̂ij)

}}}
, (4)

where μ̂ij is a morpheme that produces the letters between i and j when modified
by the mutation δ. Only those mutations Δ that are observed before μ need to be
tested, otherwise P (δ|μ) = 0. For the morphemes that are not observed before,
we use an approximate cost of adding them into the lexicon. The worst case time
complexity for the algorithm is O(MD|w|2). In practice, however, the number
of morphemes M and mutations D tested in each position is quite limited.

4 Experiments and Discussion

The algorithm was evaluated in Morpho Challenge 2009. Details of the compe-
titions and results are presented in [8]. For Competitions 1 and 2 we trained the
model with the Competition 1 data, where all words occurring only once were
filtered out to remove “noisy” data such as misspelled words, with the excep-
tion of the very small Arabic data sets. The training algorithm converged in 5–8
epochs and the total training time varied from ten minutes (Arabic) to one week
(Finnish). After training the model, we analyzed all the words with the Viterbi
algorithm. For Competition 3, we used the Europarl data set for training without
any filtering and then applied the Viterbi algorithm. In all models, the following
priors and parameter settings were used: Morpheme length distribution was ge-
ometric with the parameter p = W/(W + C), where W is the number of words
and C is the number of characters in the training corpus. For mutation lengths,
we used a gamma distribution with parameters equal to one. The number of
candidates K considered for each morph during the training was 20.

In Competition 1, the algorithms were compared to a linguistic gold standard
analysis and scored according to F-measure, i.e., the geometric mean of preci-
sion and recall. For English, Allomorfessor achieved the winning F-measure. For
the other languages, the results were only moderate due to the low recall: All
methods that outperformed Allomorfessor had a higher recall. In Competition
2, the algorithms were applied in an information retrieval system for English,
Finnish and German. There, Allomorfessor performed reasonably well, being sec-
ond in English and Finnish and third in German. In Competition 3, where the
algorithms were applied to Finnish-to-English and German-to-English machine
translation systems, Allomorfessor was the best of the submitted methods.

As Allomorfessor is very close to Morfessor Baseline, we have to compare
them to see the effect of mutations. In Table 3, the performance of the current
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Table 3. Evaluation results for different versions of Allomorfessor and Morfessor. For

Competition 1 results (C1), precision, recall and F-measure are given. C2 is scored

with mean average precision (MAP) and C3 with BLEU. The methods marked with

an asterisk were trained with data where words occurring only once were excluded.

Allomorfessor Allomorfessor Morfessor Morfessor Morfessor

Alpha (-08) Baseline* Baseline* Baseline CatMAP

English

C1 precision 83.31% 68.98% 68.43% 74.93% 84.75%

C1 recall 15.84% 56.82% 56.19% 49.81% 35.97%

C1 F-measure 26.61% 62.31% 61.71% 59.84% 50.50%

C2 MAP - 38.52% 38.73% 46.56% 37.13%

Finnish

C1 precision 92.64% 86.51% 86.07% 89.41% 79.01%

C1 recall 8.65% 19.96% 20.33% 15.73% 31.08%

C1 F-measure 15.83% 32.44% 32.88% 26.75% 44.61%
C2 MAP - 46.01% 44.75% 44.25% 44.41%

C3 BLEU - 28.56% - 28.61% 28.14%

German

C1 precision 87.82% 77.78% 76.47% 81.70% 71.08%

C1 recall 8.54% 28.83% 30.49% 22.98% 38.92%

C1 F-measure 15.57% 42.07% 43.60% 35.87% 50.30%
C2 MAP - 43.88% 47.28% 38.61% 46.42%

C3 BLEU - 31.14% - 31.19% 30.80%

Turkish

C1 precision 93.16% 85.89% 85.43% 89.68% 79.38%

C1 recall 9.56% 19.53% 20.03% 17.78% 31.88%

C1 F-measure 17.35% 31.82% 32.45% 29.67% 45.49%

algorithm (Baseline) is compared to the Allomorfessor version presented in the
Challenge 2008 (Alpha) [7], Morfessor Baseline [3], and Morfessor Categories-
MAP (CatMAP) [4]. The first Morfessor Baseline, marked with an asterisk, was
trained similarly to our Allomorfessor submission, whereas the second Morfessor
Baseline and Morfessor CatMAP were trained with the full data sets.

From the results of Competition 1, we can note the following: The current
Allomorfessor version clearly outperforms the old one, which tends to underseg-
ment. Compared to Morfessor Baseline trained with the same data, the differ-
ences are small but statistically significant. For English, Allomorfessor has both
higher recall and precision. For all the other languages, Morfessor has higher
recall and lower precision, and thus also higher F-measure, as improving the
lower measure (recall) affects the geometric mean more. Both Allomorfessor and
Morfessor clearly benefit from the exclusion of rare word forms: Trained with
the full data, Morfessor segments less and has higher precision, but much lower
recall. Morfessor CatMAP outperforms both Allomorfessor and Morfessor Base-
line in all the other languages of Competition 1 except for English, due to higher
recall. In Competitions 2 and 3, Allomorfessor and Morfessor had no statistically
significant differences. This implies that either the mutations are so rare that
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they have no effect on the results, or the possible incorrect analyses cancel out
the effect of the correct ones.

The amounts of mutations found by Allomorfessor are shown in Table 4. Gen-
erally, mutations are not used as much as linguistic analysis would prefer. The
method finds, e.g., the morph pretti instead of deriving it as pretty (y|i).
The mutations in the English and Finnish results are analyzed in [10]. To sum-
marize, a large part of the mutations correspond to a linguistic analysis. The
most common error, especially for Finnish, is having a derived form as the base
form. However, if the analyzed morph is semantically related to the induced base
form, such analyses can be useful in applications. Other errors include not find-
ing the linguistically correct suffix, using a more complex mutation and suffix
combination than necessary, and using a semantically unrelated base form. Mu-
tations are also used commonly on misspelled word forms. Overall, the problem
seemed to be the low quantity of the mutations, not lack of quality.

The mutations are mostly used for morphs that occur only in few different
word forms. In fact, this is a property of the Morfessor Baseline model: The
model favors storing frequent words directly, as splitting them into parts de-
creases the likelihood significantly. In contrast, Morfessor CatMAP utilizes a
hierarchical morph lexicon, where a word can be encoded by reusing the encod-
ings of other words: E.g., if there are several word forms containing uncertain,
the segmentation into un and certain needs to be stored only once and can be
shared between all the different forms. This is beneficial especially for aggluti-
native languages, where words typically consist of many segments and, in part,
explains the good results of CatMAP for them. The low recall of the previous Al-
lomorfessor model [7], which also used a hierarchical lexicon, might then be due
to other issues such as the assumed independence of mutations from morphemes.

Table 4. The number of non-empty mutations applied by Allomorfessor after the

Viterbi analysis. Mutation usage is the number of non-empty mutation tokens divided

by the number of morph tokens. For Arabic, “v” indicates vowelized script.

Language Arabic Arabic v English Finnish German Turkish

Mutation types 0 69 15 66 26 55

Mutation usage 0.0% 4.61% 0.18% 0.44% 0.17% 0.12%

5 Conclusions

We have described the Allomorfessor method for unsupervised morphological
analysis. It attempts to find the morphemes of the input data by segmenting the
words into morphs and finding mutations that can restore allomorphic variations
in stems back to their base forms. In the Morpho Challenge 2009 evaluations,
significant improvements were obtained over the previous version of the method.
The results are now close to those of the Morfessor Baseline method. In compari-
son to the methods by the other participants, Allomorfessor performed especially
well in the linguistic evaluation for English (the best result in the task) and in



616 S. Virpioja, O. Kohonen, and K. Lagus

the information retrieval and machine translation evaluations for all the lan-
guages. The main reason for not improving over Morfessor Baseline in most of
the languages seems to be the low number of mutations applied by the algorithm.
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Abstract. While classical approaches to unsupervised morphology ac-

quisition often rely on metrics based on information theory for identifying

morphemes, we describe a novel approach relying on the notion of for-
mal analogy. A formal analogy is a relation between four forms, such

as: reader is to doer as reading is to doing. Our assumption is that

formal analogies identify pairs of morphologically related words. We first

describe an approach which simply identifies all the formal analogies in-

volving words in a lexicon. Despite its promising results, this approach is

computationally too expensive. Therefore, we designed a more practical

system which learns morphological structures using only a (small) sub-

set of all formal analogies. We tested those two approaches on the five

languages used in Morpho Challenge 2009.

1 Introduction

Two major approaches are typically investigated for accomplishing unsupervised
morphological analysis. The first one uses statistics in order to identify the most
likely segmentation of a word. The basic idea is that low predicability of the
upcoming letter in a string indicates a morpheme boundary. This approach has
been around for quite some time. Indeed, Harris [1] described such a system
in the fifties. Variants of this idea have recently been investigated as well. For
instance, both the system in [2] as well as Morfessor [3] utilize perplexity as
one feature to score potential segmentations. The second approach consists of
grouping words into paradigms and removing common affixes. Variants of this
approach [4, 5] have yielded very good results in Morpho Challenge 2008 and
2009 [6].

The potential of analogical learning in solving a number of canonical prob-
lems in computational linguistics has been the subject of recent research [7–9].
In particular, several authors have shown that analogical learning can be used to
accomplish morphological analysis. Stroppa & Yvon [10] demonstrate its useful-
ness in recovering a word’s lemma. They report state-of-the-art results for three
languages (English, Dutch and German). Hathout [11, 12] reports an approach
where morphological families are automatically extracted thanks to formal analo-
gies and some semantic resources. However, to the best of our knowledge, it has

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 617–624, 2010.
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not been shown that analogical learning on a lexicon alone can be used as a
means of acquiring a given language’s morphology. This study aims to fill this
gap.

The remainder of this paper is as follows. First, we provide our definition of
formal analogy in Sect. 2. We then describe the two systems we devised based on
this definition in Sect. 3. We present our experimental protocol and the results
we obtained in Sect. 4. We conclude and discuss future avenues in Sect. 5.

2 Formal Analogy

A proportional analogy, or analogy for short, is a relation between four items
noted [x : y = z : t ] which reads “x is to y as z is to t”. Among propor-
tional analogies, we distinguish formal analogies, that is, those we can iden-
tify at a graphemic level, such as [cordially : cordial = appreciatively :
appreciative].

Formal analogies can be specified in many ways [13, 14]. In this study we
define them in terms of factorization. Let x be a string over alphabet Σ, a n-
factorization of x, noted fx, is a sequence of n factors fx = (f1

x, . . . , fn
x), such

that x = f1
x � f2

x � fn
x , where � denotes the concatenation operator. Based on

[14] we define a formal analogy as:

Definition 1. ∀ (x, y, z, t) ∈ Σ�4
, [x : y = z : t] iff there exist d-factorizations

(fx, fy, fz, ft) ∈ (Σ�d

)4 of (x, y, z, t) such that: ∀i ∈ [1, d], (f i
y, f i

z) ∈ {(f i
x, f i

t),
(f i
t, f i

x)}.The smallest d for which this definition holds is called the degree of the
analogy.

According to this definition, [cordially : cordial = appreciatively :
appreciative] is an analogy because we can find a quadruplet of 4-factorizations
(factorizations involving 4 factors) as shown in the first column of Fig. 1. The
second column of this figure also shows that a quadruplet of 2-factorizations
also satisfies the definition. This illustrates the alternations passively captured
by this analogy, that is, appreciative/cordial and ly/ε; the latter one (pas-
sively) capturing the fact that in English, an adverb can be constructed by
appending ly to an adjective.

fcordially ≡ cordia l l y fcordially ≡ cordial ly

fcordial ≡ cordia ε l ε fcordial ≡ cordial ε
fappreciatively ≡ appreciative l ε y fappreciatively ≡ appreciative ly

fappreciative ≡ appreciative ε ε ε fappreciative ≡ appreciative ε

Fig. 1. Two factorizations of the analogy of degree 2 [cordially : cordial =

appreciatively : appreciative ]
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3 Analogical Systems

The two systems we have designed rely on the assumption that a formal anal-
ogy implicitly identifies two pairs of forms that are morphologically related.
For instance, the analogy in Fig. 1 relates cordial to cordially, as well as
appreciative to appreciatively. Linking related words together is precisely
the main task evaluated at Morpho Challenge. Therefore, given a lexicon L, we
need to identify all formal analogies involving its words. That is, we seek to
compute:

A(L) = {(x, y, z, t) ∈ L4 : [x : y = z : t ]} (1)

Stroppa [15] describes a dynamic programming algorithm which checks whether
a quadruplet of forms (x, y, z, t) is a formal analogy according to the previous
definition. The complexity of this algorithm is in O(|x| × |y| × |z| × |t|).

As simple as it seems, identifying formal analogies is a very time consuming
process. A straightforward implementation requires checking O(|L|4) analogies,
where |L| is the number of words in the lexicon. For all but tiny lexicons, this is
simply not manageable. In order to accelerate the process, we used the tree-count
strategy described in [8].

Unfortunately, computing A(L) for Morpho Challenge’s largest lexicons still
remains too time consuming.1 Instead, we ran the analogical device on multiple
languages for a week’s time on randomly selected words. This enabled us to
acquire a large set of analogies per language. From 11 (Arabic) to 52 (Turkish)
million analogies were identified this way. While these figures may seem large
at first, it is important to note that they represent only a fraction of the total
potential analogies.

These sets of formal analogies are used by two systems we specifically designed
for the first task of Morpho Challenge 2009. Rali-Ana is a pure analogical system,
while Rali-Cof computes a set of c-rules (a notion we will describe shortly)
which is used to accomplish the morphological analysis. The following sections
describe both systems in detail.

3.1 Rali-Ana

This system makes direct use of the analogies we collected. Each time a word is
involved in an analogy, we compute its factorization, as explained in Sect. 2. It
is therefore possible to maintain a distribution over the segmentations computed
for this word. The most frequent segmentation observed is kept by the system.
Figure 2 illustrates the six segmentations observed for the 21 analogies involving
the English word abolishing from which Rali-Ana selects abolish+ing.

It is important to note that because we computed only a small portion of all
analogies, there are many words that this system cannot process adequately. In
1 We roughly estimated that a few months of computation would be required for a

single desk-computer to acquire all the possible analogies involving words in the

Finnish lexicon of Morpho Challenge 2009.
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particular, words for which no analogy is identified are added without modifica-
tion to the final solution, clearly impacting recall.

abolish ing 12 ab olishing 4 abol ishing 2

a bo lishing 1 abolis hing 1 abolish in g 1

Fig. 2. Factorizations induced by analogy for the word abolishing. Numbers indicate

the frequency of a given factorization.

3.2 Rali-Cof System

One drawback of Rali-Ana is that formal analogies capture information which is
latent and highly lexical. For instance, knowing that [cordial : cordially =
appreciative : appreciatively] does not tell us anything about [cordial :
appreciative = cordialness : appreciativeness] or [live : lively =
massive : massively]. Therefore, we introduce the notion of c-rule as a way
to generalize the information captured by an analogy. Those c-rules are used
by Rali-Cof in order to cluster together morphologically related words, thanks
to a graph-based algorithm described hereafter.

CoFactor and C-Rule. In [8], the authors introduce the notion of cofactor of
a formal analogy [x : y = z : t ] as a vector of d alternations [〈f, g〉i]i∈[1,d] where
d is the degree (see Definition 1) of the analogy and an alternation is defined
formally as:

〈f, g〉i =

{
(f (i)
x , f

(i)
z ) if f

(i)
x ≡ f

(i)
y

(f (i)
y , f

(i)
z ) otherwise

(2)

For instance, the cofactors for our running example are: [(cordial,apprecia-
tive ), (ε,ly )]. Note that the pairs of factors in this definition are not
directed, that is, (ε, ly) equals (ly, ε). Cofactors such as (ε, ly) or (ity, ive)
represent suffixation operations frequently involved in English. Similarly, a co-
factor such as (un, ε) which might capture a prefixation operation in English (e.g.
loved/unloved ) can relate a form such as aunt to the form at, just because the
former happens to contain the substring un. Clearly, the generalization offered
by a cofactor might introduce some noise if applied blindly.

This is the motivation behind the c-rule, a concept we introduce in this work.
A c-rule is a directed cofactor which is expressed as a rewriting rule 〈α → β〉,
where α and β are the two factors of a cofactor, such that |α| ≥ |β|.2 As a result,
applying a c-rule to a word always produces a shorter one.

In order to distinguish prefixation and suffixation operations which are very
frequent, we add the symbol � to the left and/or to the right of the factors in
order to indicate the existence of a non empty factors. In our running example,
the two c-rules 〈�ly → �ε〉 and 〈appreciative� → cordial�〉 are collected.
2 In case both factors have the same length, alphabetical ordering is used.



Unsupervised Morphological Analysis by Formal Analogy 621

For this paper, we note R(x), the application of the c-ruleR on a word x. For
instance, if R is 〈�ly → �ε〉, R(elderly) equals elder. By direct extension, we
also note [R1, . . . ,Rn](x) the form3 resulting from the application of n c-rules:
Rn(. . .R2(R1(x)) . . .).

Extraction of C-Rules. From the set of computed analogies, we extract ev-
ery c-rule and its frequency of occurrence. As previously stated, the number
of analogies generated is huge and so is the number of c-rules. Therefore,
we applied a filter which removes low-frequency ones.4 Relying on counts fa-
vors c-rules which contain short factors. For instance in English, the c-rule
〈anti-� → ε�〉 is seen 2 472 times, while 〈ka� → ε�〉, which is likely fortuitous, is
seen 13 839 times. To overcome this, we further score a c-rule R by its produc-
tivity prod(R) defined as the ratio of the number of times its application leads
to a valid form over the number of times it can be applied. Formally:

prod(R) =
|{x ∈ L : R(x) ∈ L}|
|{x ∈ L : R(x) �= x}| (3)

Using productivity, the c-rule 〈anti-� → ε�〉 has a score of 0.9490 compared
to 0.2472 for 〈ka� → ε�〉.

Word Relation Trees (WRT) Construction. Rali-Cof builds a forest of
wrts, where each tree identifies morphologically related words. A wrt is a
structure where the nodes are the lexicon’s words. An edge between nodes na and
nb, noted na → nb, is labelled by a set of c-rules which transforms word na into
word nb. The construction of the WRT forest is a greedy process, which applies
the three following steps until all words in the lexicon have been processed:

1. Pick untreated word n from the lexicon.5

2. Compute set S(n) which contains words that can be reached by applying
any strictly positive number of c-rules to word n.

3. Add an edge from n to b ≡ argmaxw∈S(n) score(n, w), the word of S(n)
which maximizes a score (described hereafter), provided this score is greater
than a given threshold.6

While building S(n) during step 2, it is often the case that different paths from
word n to word w exist, as illustrated in Fig. 3. Therefore, the score between two
words is computed by summing the score of each path. In turn, the score of one
path [R1, . . . ,Rm], where [R1, . . . ,Rm](n) ≡ w, is computed as

∏m
i=1 prod(Ri).

If w happens to be the word selected at step 3, the retained path becomes an
edge in the wrt labelled by the sequence of c-rules leading word n to word w.
3 For the sake of clarity, we omit the case where the application of a c-rule leads to

several forms.
4 C-rules occurring less than 20 times are removed.
5 The order in which the words are considered is unimportant.
6 Set to 0.35 in this study.
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disableddis

disableabled

disa

able

〈�abled → �ε〉 0.52

〈�bled→
�ble〉 0.49

〈�abled→
�able〉 0.47

〈�bled → �ε〉 0.37

〈dis
�→

ε�
〉 0.

43

〈dis� → ε�〉 0.43〈�bled → �ble〉 0.49

1

Fig. 3. Graph for the word disabled. The most probable link is disable with a score

of 0.96. The dotted edges indicate the path considered for the computation of the score

between disabled and able.

Segmentation into Morphemes. Each node in a wrt contains the segmen-
tation of its associated word into its morphemes. In case of the root node, the set
of morphemes is a singleton containing the word itself. For any other node (n),
the set of morphemes is obtained by grouping together the morphemes of the
father node (f) and those involved in the c-rules labeling the edge n → f . To
take one simple example, imagine a wrt contains the edge disabled→ able, la-
belled by [〈ε → dis�〉,〈ε → � d〉]. The morphemes of disabled are [able,dis,d ],
where dis and d are the two morphemes present in the c-rules. As intuitive
as it seems, the segmentation process is rather complex, the details of which are
omitted for the sake of simplicity.

4 Experiments

The evaluation of the two systems we designed has been conducted by the Mor-
pho Challenge 2009 organizers. The details of the evaluation protocol and the
results can be found in [6]. Table 1 gives the official performance of our two sys-
tems compared to the one of Morfessor [3], a widely used system also employed
as a baseline in Morpho Challenge. As can be observed, Rali-Cof outperforms
both Rali-Ana and Morfessor for Finnish, Turkish and German.

The low recall of Rali-Ana can be explained by the fact that only a small subset
of the analogies have been identified (See Sect.3.1). Nevertheless, the results
yielded by this system are encouraging considering its simplicity. Especially since
the precision for each language is rather good. We know that if we compute more
analogies, recall will increase with the lexicon’s coverage. Since the analyzed
words were chosen without bias, precision will predictably not change much.

We observe that Rali-Cof’s performances are similar for all languages except
for Arabic, for which we have a low recall. This might be caused by the pro-
vided lexicon’s size, which is over 10 times inferior to that of the next smallest.
Since analogical learning somehow relies on the pattern frequency to identify
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morphemes, several valid morphemes might be overlooked due to their low fre-
quency in the training set.

Although Morfessor has a higher F-Score in English, our approach surpasses
it for languages with higher morphological complexity. This is noteworthy since
the potential benefit of morphological analysis is greater for those languages.

Table 1. Precision (Pr.), Recall (Rc.) and F-measure (F1) for our systems and for the

reference system, Morfessor, in the Morpho Challenge 2009 workshop

Rali-Cof Rali-Ana Morfessor Baseline
Pr. Rc. F1 Pr. Rc. F1 Pr. Rc. F1

Eng. 68.32 46.45 55.30 64.61 33.48 44.10 74.93 49.81 59.84
Fin. 74.76 26.20 38.81 60.06 10.33 17.63 89.41 15.73 26.75

Tur. 48.43 44.54 46.40 69.52 12.85 21.69 89.68 17.78 29.67

Ger. 67.53 34.38 45.57 61.39 15.34 24.55 81.70 22.98 35.87

Arb. 94.56 2.13 4.18 92.40 4.40 8.41 91.77 6.44 12.03

5 Discussion and Future Work

We have presented the two systems we designed for our participation in Morpho
Challenge 2009. While both use formal analogy, Rali-Cof extracts the lexicalized
information captured by an analogy through the use of c-rules a concept we
introduced here. While Rali-Ana requires computing the full set of analogies
involving the words found in a lexicon, Rali-Cof only requires a (small) subset
of those analogies to function correctly and is therefore more practical.

Considering that only a fraction of the total available words have been pro-
cessed by Rali-Ana, its performances are rather promising. We are also pleased
to note that Rali-Cof outperforms a fair baseline (Morfessor) on Turkish, Finnish
and German.

We developped our systems within a very short period of time, making many
hard decisions that we did not have time to investigate further. This reinforces
our belief that formal analogies represent a principled concept that can be effi-
ciently used for unsupervised morphology acquisition.

Still, a number of avenues remain to be investigated. First, we did not adjust
the meta-parameters controlling the Rali-Cof system to a specific language. This
could be done using a small supervision set, that is, a set of words that are
known to be morphologically related. Second, we plan to investigate the impact
of the quantity of analogies computed. Preliminary experiments showed that
in English, formal analogies computed on less than 10% of the words in the
lexicon could identify most of the major affixes. Third, while c-rules capture
more context than cofactors do, other alternatives might be considered, such as
regular expressions, as in [16]. Last, we observed that sometimes, words in a
wrt are not morphologically related. We think it is possible to consider formal
analogies in order to filter out some associations made while constructing the
wrt forest.



624 J.-F. Lavallée and P. Langlais

References

1. Harris, Z.S.: From phoneme to morpheme. Language 31, 190–222 (1955)

2. Bernhard, D.: Simple morpheme labelling in unsupervised morpheme analysis. In:

Peters, C., Jijkoun, V., Mandl, T., Müller, H., Oard, D.W., Peñas, A., Petras, V.,
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Abstract. We present Promodes, an algorithm for unsupervised word

decomposition, which is based on a probabilistic generative model. The

model considers segment boundaries as hidden variables and includes

probabilities for letter transitions within segments. For the Morpho Chal-

lenge 2009, we demonstrate three versions of Promodes. The first one

uses a simple segmentation algorithm on a subset of the data and applies

maximum likelihood estimates for model parameters when decomposing

words of the original language data. The second version estimates its pa-

rameters through expectation maximization (EM). A third method is a

committee of unsupervised learners where learners correspond to different

EM initializations. The solution is found by majority vote which decides

whether to segment at a word position or not. In this paper, we describe

the probabilistic model, parameter estimation and how the most likely

decomposition of an input word is found. We have tested Promodes

on non-vowelized and vowelized Arabic as well as on English, Finnish,

German and Turkish. All three methods achieved competitive results.

1 Introduction

Morphological analysis can be defined as study of the internal word structure [1].
According to [2], there are four tasks involved in morphological analysis: 1) de-
composing words into morphemes, 2) building a morpheme dictionary, 3) defin-
ing morphosyntactical rules stating how morphemes are combined to valid words
and 4) defining morphophonological rules specifying phonological changes when
combining morphemes. For the Morpho Challenge, the task is unsupervised mor-
pheme analysis of words contained in a word list using a generic algorithm with-
out any further information.

Related Work. Goldsmith [3] presented the morphological analyzer Linguistica
which learns signatures. A similar approach has been chosen by Monson [4] who
developed Paramor, an algorithm which induces paradigmatic structures of mor-
phology. Morfessor is a model family for unsupervised morphology induction de-
veloped by Creutz et al. [5]. The two main members of this family are Morfessor
baseline based on minimum description length (MDL) and Morfessor Categories-
MAP with a probabilistic maximum a posteriori (MAP) framework and mor-

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 625–632, 2010.
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pheme categories.1 Linguistica, Paramor and Morfessor carry out morphological
analysis in terms of word decomposition, learning a morpheme dictionary and
finding morphosyntactical rules. Other approaches [6,7] focused on word decom-
position by analyzing words based on transition probabilities or letter successor
variety which originates in Harris’ approach [8]. Moreover, Snover [9] described
a generative model for unsupervised learning of morphology, however, it differs
from ours. Snover searched, similar to Monson, for paradigms, whereas we are
interested in word decomposition based on the probability of having a boundary
in a certain position and the resulting letter transition of morphemes. The re-
mainder of the paper is structured as follows. In Sec. 2 we present Promodes,
its mathematical model, the parameter estimation and word decomposition. In
Sec. 3 and 4 experiments are explained, results analysed and conclusions drawn.

2 Algorithm

The Promodes algorithm is based on a probabilistic generative model which can
be used for word decomposition when fully parameterized. Its parameters can be
estimated using expectation maximization (EM) [10] or by computing maximum
likelihood estimates (MLE) from a pre-segmented training set. Independently of
the parameter estimation, either a single model is used for decomposition or a set
of separate models as a committee of unsupervised learners where η different re-
sults are combined by majority vote. In Sec. 2.1 we will introduce the PGM and
show how we apply it to find a word’s best segmentation. Subsequently, in Sec.
2.2 we will explain how we estimate model parameters and in Sec. 2.3 we demon-
strate how a committee of unsupervised learners is used to decompose words.

2.1 Probabilistic Generative Model

A probabilistic generative model (PGM) is used to describe the process of data
generation based on observed variables X and target variables Y with the goal of
forming a conditional probability distribution Pr(Y |X). In morphological anal-
ysis the observables correspond to the original words and the hidden variables to
their segmentations. A word wj from a list W with 1 ≤ j ≤ |W | consists of n let-
ters and has m = n−1 positions for inserting boundaries. A word’s segmentation
bj is described by a binary vector (bj1, . . . , bjm). A boundary value bji is {0, 1}
depending on whether a boundary is inserted or not in i with 1 ≤ i ≤ m. A letter
transition tji consists of letter lj,i−1 and lji, which belong to some alphabet, and
traverses position i in wj . By convention, lj0 is the first letter of wj .

Finding a Word’s Segmentation. Since a word has an exponential number
of possible segmentations2, it is prohibitive to evaluate all of them in order
to find the most likely one. Therefore, the observables in our model are letter
1 Both morphological analyzers are reference algorithms for the Morpho Challenge.
2 A word can be segmented in 2m different ways with m = n−1 and n as letter length.
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transitions tji with Pr(tji|bji) and the hidden variables are the boundary values
bji with Pr(bji) assuming that a boundary in i is inserted independently of other
positions. Knowing the parameters of the model, the letter transition probability
distribution and the probability distribution over non-/boundaries, we can find
the best segmentation of a given word with 2m evaluations using (1).

arg max
bji

Pr(bji|tji) =

⎧⎪⎨
⎪⎩

1, if Pr(bji = 1) · Pr(tji|bji = 1)
> Pr(bji = 0) · Pr(tji|bji = 0)

0, otherwise .

(1)

Below, we will define the two parameter distributions explicitly.

Letter Transition Probability Distribution. In the Markovian spirit we
describe a word by transitions from letters x to y within a morpheme where y is
drawn from alphabet A and x from AB = A∪{B} where B is a silent start symbol
pointing to the first letter of a morpheme. By introducing such a symbol it is
guaranteed that all segmentations of a word have the same number of transitions.

px,y = Pr(Xi = y|Xi−1 = x) (2)

with
∑
y∈A

px,y = 1 ∀x ∈ AB and 1 ≤ i ≤ m .

Equation (2) is used in (7) and (8) for describing the probability of a letter
transition in position i in the PGM.

Probability Distribution over Non-/Boundaries For describing a segmen-
tation we chose a position-dependent and non-identical distribution. Each posi-
tion i is therefore assigned to a Bernoulli random variable Zi and the existence
of a boundary corresponds to a single trial with positive outcome.

pzi,m = Pr(Zi = 1|m) (3)

with Pr(Zi = 0|m) + Pr(Zi = 1|m) = 1, 1 ≤ i ≤ m and Zi ∈ Z. The model can
be summarised as θ = {X, Z}. Equation (3) is subsequently applied to define
the probability of segmenting in position i.

Probability of Segmenting in Position i Derived from (3) the probability
of putting a boundary in position i is defined as

Pr(bji|m, θ) = pzi,m (4)

where pzi,m is the probability of having a boundary value bji = zi in i given
length m of the segmentation. We rewrite this equation as

Pr(bji|m, θ) =
1∏

r=0

(pr,m)μbji,r,i,m , (5)

μbji,r,i,m =

{
1, if bji = r in position i given m ,

0, otherwise
(6)
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where we iterate over possible boundary values r = {0, 1} and use μbji,r,i,m to
eliminate all r’s in the product which do not correspond to bji in i given m.

Probability of a Letter Transition in Position i. If the segmentation in i
is known we can assign a letter transition probability based on (2) and get

Pr(tji|bji, θ) = px,y (7)

where transition tji consists of letter lj,i−1 = x and lji = y given boundary
value bji in position i. For later derivations, we rewrite (7) such that we iterate
over the alphabet using x′ and y′, and eliminate all probabilities which do not
correspond to the original x and y using function μxy,x′y′ .

Pr(tji|bji, θ) =
∏

x′,y′∈A

(px,y)
μxy,x′y′ . (8)

μxy,x′y′ =

{
1, if x′ = x and y′ = y ,

0, otherwise .
(9)

Finding the Best Segmentation of a Word. With (5) and (8) the solution
of the problem in (1) becomes

b∗ji =

⎧⎪⎨
⎪⎩

1, if Pr(Zi = 1|mj) · Pr(Xi = li|Xi−1 = B)
> Pr(Zi = 0|mj) · Pr(Xi = li|Xi−1 = li−1) ,

0, otherwise ,

(10)

b∗j = (b∗j,1, . . . , b
∗
j,m) . (11)

2.2 Parameter Estimation

Before applying the probabilistic model, its parameters have to be estimated
using maximum likelihood estimates or expectation maximization.

Maximum Likelihood Estimates (MLE). We segmented each training set
using a heuristic similar to the successor variety [8] in a separate pre-processing
step. All possible substrings of each word were collected in a forward trie along
with statistical information, e.g. frequencies. A particular word was decomposed
based on probabilities of a letter following a certain substring. From the segmen-
tations we estimated the parameters of Promodes 1 (P1) using MLE.

Expectation Maximization (EM). Parameter estimation by EM [10] was
used in Promodes 2 (P2). The EM algorithm iteratively alternates between
two distinctive steps, the expectation or E-step and the maximization or M-step,
until a convergence criterion is met. In the E-step the log-likelihood of the current
estimates for the model parameters are computed. In the M-step the parameters
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are updated such that the log-likelihood is maximized. The Q function as the
expected value of the log-likelihood function is defined as:

Q(θ, θt) =
|W |∑
j=1

mj∑
i=1

1∑
r=0

(Pr(bji = r|tji, θt) log Pr(tji, bji = r|θ)) , (12)

θ∗ = arg max
θ

Q(θ, θt) . (13)

The objective function which we want to maximize during the M-step is built
from the Q function and includes constraints and Lagrange multipliers.3 The
parameters of the model are re-estimated by using partial derivatives which
result in the new estimates for the letter transition probabilities as

p̂x,y =

∑|W |
j=1

∑mj

i=1

∑1
r=0

(
Pr(bji = r|tji, θt)

∑
x′,y′∈A μxy,x′y′

)
∑

y′∈A

∑|W |
j=1

∑mj

i=1

∑1
r=0

(
Pr(bji = r|tji, θt)

∑
x′′,y′′∈A μxy′,x′′y′′

) ,

(14)

and for the probability distribution over boundary positions as

p̂zi,m =

∑|W |
j=1

∑mj

i=1

∑1
r=0

(
Pr(bji = r|tji, θt)

∑1
r′=0 μzi,r′,i,m

)
∑1

r′=0

∑|W |
j=1

∑mj

i=1

∑1
r=0

(
Pr(bji = r|tji, θt)

∑1
r′′=0 μr′,r′′,i,m

) . (15)

Although both estimates look complicated, they have an intuitive interpretation.
In (14) we count the occurrences of letter transitions from x to y weighted by the
posterior probability Pr(bir |tji, θt) and divide it by the weighted sum of all tran-
sitions from x. In (15) the weighted sum for putting a boundary in i of words with
length m is divided by the weighted sum of all boundaries and non-boundaries
in i for the same words.

2.3 Committee of Unsupervised Learners

Since different initializations of the EM may converge in different local optima,
corresponding models might give slightly different analyses for a single word.
Promodes Committee (PC) averages results varying initializations and com-
bines them into a single solution using a committee of unsupervised learners
similar to [12]. A committee can combine results from different algorithms or in
our case different initializations. Each committee member can vote for a certain
partial or complete solution. The weight of each vote can be uniform or non-
uniform, e.g. based on performance or confidence of the algorithm. Our approach
is completely unsupervised and purely based on majority vote where each vote
for putting a boundary in a certain position counts equally. Given η analyses for
a single word wj in position i we introduce scorej,i as

3 The objective function is specified in detail in [11].
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scorej,i =
η∑

h=1

πh,j,i (16)

πh,j,i =

{
+1, if analysis h contains boundary in i of word wj ,
−1, otherwise

(17)

and put a boundary at the ith position of word wj if scorej,i > 0.

3 Experimental Results

Although Promodes is intended for agglutinating languages like Finnish and
Turkish, it was also applied to fusional languages like Arabic, German and En-
glish. Promodes decomposes words into their morphemes. Morphosyntactic
rules are implicitly stored as statistics in the form of probabilities for segment-
ing at certain word positions and probabilities for the resulting letter transitions
within morphemes. There is no further grammatical analysis like building signa-
tures or paradigms. Morpheme labels are the morphemes themselves or simple
labels consisting of morpheme[index number]. The results across languages are
listed in Tab. 1 with the highest precision, recall and f-measure written in bold.

General Setup of Experiments. Independently of the Promodes version,
we generated a training subset for each language consisting of 100,000 words
randomly sampled4 from each corpus. In the case of Arabic, we employed the
entire corpus since it contained less words. For P1 we estimated parameters from
the pre-segmented training set which was generated with a simple segmentation
algorithm described in Sec. 2.2. By using MLE we averaged statistics across the
subset. Subsequently, the model was applied to the entire dataset to decompose
all words. P2 used EM to estimate its parameters. Initially, words from the
training set were randomly segmented and then the EM algorithm improved
the parameter estimates until the convergence criterion was met.5 The resulting
probabilistic model was then applied to the entire dataset. PC made use of the
different initializations and resulting analyses of P2. Instead of choosing a single
result a committee, described in Sec. 2.3, combined different solutions into one.

Analysis of Results. In general, Promodes performed best on non-vowelized
(nv.) and vowelized (vw.) Arabic, well on Finnish and Turkish, and moderately
on English and German compared to other approaches in the Morpho Chal-
lenge 2009. For a detailed comparison see [14]. Of the three Promodes versions
there was no best method for all languages. An analysis of the different gold
standards suggested, however, that all Promodes methods performed better
on languages with a high morpheme per word ratio. In detail, the best result
4 No frequency or word length considerations.
5 We used the Kullback-Leibler divergence [13] which measures the difference between

the model’s probability distributions before and after each iteration of the EM.
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(f-measure) for English was achieved by P1, for Arabic (nv./vw.), German and
Turkish by P2, and for Finnish by PC. Especially for nv. Arabic, Promodes

achieved a high precision (at the cost of a lower recall). This implies that most
morphemes returned were correct but only few were found. The reason for that
might be that words were quite short (5.77 letters on av.)6 and lacking the gram-
matical information carried by the vowels. Furthermore, words contained more
morpheme labels per word (8.80 morphemes on av.) than letters which made
morpheme analysis challenging. Promodes showed better results on vw. Ara-
bic which were also more balanced between precision and recall. Especially for
English with longer words (8.70 letters on av.) and fewer morphemes per word
(2.25 morphemes on av.), Promodes exhibited a different behavior with a low
precision but a high recall. This suggests that the algorithm splits words into
too many morphemes. A similar effect was encountered for the morphologically
more complex languages Finnish and Turkish where Promodes tended to over-
segment as well. For German, precision and recall varied a lot with different
Promodes versions so that a general pattern could not be identified.

Table 1. Results of P1, P2, PC in Competition 1

Language Precision Recall F-measure

P1 P2 PC P1 P2 PC P1 P2 PC

Arabic (nv) .8110 .7696 .7706 .2057 .3702 .3696 .3282 .5000 .4996

Arabic (vw) .7485 .6300 .6832 .3500 .5907 .4797 .4770 .6097 .5636

English .3620 .3224 .3224 .6481 .6110 .6110 .4646 .4221 .4221

Finnish .3586 .3351 .4120 .5141 .6132 .4822 .4225 .4334 .4444
German .4988 .3611 .4848 .3395 .5052 .3461 .4040 .4212 .4039

Turkish .3222 .3536 .5530 .6642 .5870 .2835 .4339 .4414 .3748

4 Conclusions

We have presented three versions of the Promodes algorithm which is based on
a probabilistic model. The parameters of Promodes 1 (P1) were estimated
using maximum likelihood estimates. Expectation maximization was applied
in Promodes 2 (P2). Promodes Committee (PC) combined results from
different initialisations of P2 by using a committee of unsupervised learners. All
three methods achieved competitive results in the Morpho Challenge 2009. The
strengths of Promodes, in general, are that it does not make assumptions about
the structure of the language in terms of prefix and suffix usage. Furthermore,
instead of building a morphological dictionary and a rule base which are likely
to be incomplete, it applies statistics of a small training set to a larger test
set. This is achieved at the cost of over-segmenting since there is no inductive
bias towards a compressed morphological dictionary. Our future work includes

6 Average measures based on the respective gold standard.
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extending the probabilistic model to a higher order which should increase the
model’s memory and therefore reduce over-segmentation. We also intend to fur-
ther analyse the behaviour of the committee and examine the impact of different
training set sizes.
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Abstract. In this paper, we present an unsupervised algorithm for mor-

pheme discovery called UNGRADE (UNsupervised GRAph DEcomposi-

tion). UNGRADE works in three steps and can be applied to languages

whose words have the structure prefixes-stem-suffixes. In the first step, a

stem is obtained for each word using a sliding window, such that the de-

scription length of the window is minimised. In the next step prefix and

suffix sequences are sought using a morpheme graph. The last step con-

sists in combining morphemes found in the previous steps. UNGRADE

has been experimentally evaluated on 5 languages (English, German,

Finnish, Turkish and Arabic) with encouraging results.

1 Introduction

Morphological analysis is concerned in part with the process of segmenting words
of a given corpus into their morphemes. Morphemes are the smallest units in a
word bearing a meaning. In various applications such as speech synthesis, we
need a language model which should describe all possible words, preferably in a
complete manner. One way of obtaining such a model is by simply listing words
in a dictionary. This, however, is not feasible for most languages since there
exists a large number of possible words. Furthermore, for a given corpus, the
quantity of different morphemes is usually smaller than the quantity of different
words. From this follows that it is more meaningful to create a dictionary of
morphemes using morphological analysis. Analysis can be either carried out
manually by linguistic experts or in an automated fashion by a machine. Since
manual analysis is time-consuming and labour-intensive it is worth studying
machine learning approaches to reduce the quantity of work needed to create a
vocabulary of morphemes by linguistic experts.

In the past, research in computational linguistics mainly focused on unsuper-
vised morphological analysis for large datasets with approaches like Linguistica
[9] and Morfessor [4]. Shalonova et al. introduced a semi-supervised approach
specifically designed for small data sets [17]. Spiegler et al. compared the ap-
proach with Morfessor [18]. In this paper, we extend the semi-supervised ap-
proach of Shalonova et al. for large data sets and make it unsupervised through
window-based pre-processing. We assume that each word follows the structure
prefixes, a stem and suffixes without limiting on the number of prefixes and
suffixes.

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 633–640, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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The method that we propose can be broken down into three steps. First
of all, stems are found using a window under a MDL (Minimum Description
Length) paradigm. Secondly, a graph-based algorithm GBUMS (Graph-Based
Unsupervised Morpheme Segmentation) is applied to determine independently
the sequences of prefixes and suffixes. GBUMS follows a bottom-up approach,
where each node represents a morpheme. GBUMS merges morphemes according
to a lift function and uses a stopping criterion based on BIC (Bayesian Informa-
tion Criterion) to stop merging. Finally, in the last step, UNGRADE aggregates
the segmentations from the previous steps.

2 Related Work

Much research on Unsupervised segmentation of morphology has focused on sta-
tistical approaches according to the work of Harris [12,6] and tuning of parame-
ters according to a language like Gaussier [7]. Brent (1993) presented the MDL
theory for Computational linguistic problems with a probabilistic approach us-
ing the spelling of words [1]. Afterwards, Brent (1995) defined an approach for
finding suffixes in a language [2]. Unfortunately, Brent required a special tag-
ging of the data. Subsequently, Goldsmith (2001) used MDL [9] to combine the
results of multiple heuristics based on statistic like [6,7] in a software called
Linguistica. Goldsmith defined a model for MDL with signature. However, Lin-
guistica was only focused on European languages. More recently, Creutz et al.
[4] (2005) presented Morfessor with two new approaches to discover morphemes
named Morfessor baseline and Morfessor Categories-MAP. The former method
was based on MDL in a recursive method. The latter one, the most efficient, com-
bined Maximum A Posteriori and Viterbi for an optimal segmentation. Morfes-
sor was developed independently of languages and provided good results. Lately,
Paramor (2007) developed by Monson, in a similar way to Goldsmith with sig-
natures, used paradigm without using MDL [15]. Paramor worked in two steps
and provided results as good as Morfessor. In 2008, results from Paramor and
Morfessor were combined and provided better results than one of them alone [16].

3 Stem Extraction Using a Window of Letters

Extraction of morpheme sequences is a hard task in languages where the word
form includes a sequence of prefixes, a stem and sequence of suffixes. However, by
finding the boundaries of the stem first, it is possible to extract prefix sequences
and suffix sequences efficiently. In order to extract the stems, we look for a stem
in the middle of each word, assuming it as the most often position overlapping
the real stem. We develop a heuristic to seek the most probable stem given
a word through a window by using the MDL principle. We define a window
by two boundaries within a word between letters. In other words, a window is a
substring of a word. During initialisation, the width is fixed to 1 and the window
corresponds to a single letter which is the middle of the word. Thereafter, an
algorithm is used to shift, increase or decrease the width of the window from
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its initial point to its left and/or to its right side. Consequently, an evaluation
function is used for each window and repeated for the best windows until no
better windows are found. The final boundaries are considered as the limit of
the stem in the word. We iterate the algorithm for each word in the corpus,
the evaluation function used is the Minimum Description Length Window Score
(MDLWS).

Definition 1. Let win = (lwin, rwin) be a window with a left boundary lwin

and a right boundary rwin. Given a word w and a window win, the MDLWS is
defined by:

MDLWS(win, w) = log2(rwin − lwin + 1) + log2(np(w, lwin, rwin)) (1)

where np denotes the n-gram probability of the window win in the word w.

The n-gram probability is estimated using all n-subsequences of each word in
a corpus. Therefore, the best window is acquired by the minimum of MDLWS
using the successive application of three operators (shift, increase and decrease)
from the initial point of the window. As soon as the algorithm has been applied
to each word from a corpus, we process the left side of each window to extract the
prefixes. In a similar way, we process the right side of the window to extract the
suffixes. To do so, we use the GBUMS (Graph-Based Unsupervised Morpheme
Segmentation) algorithm presented in the next section.

4 Graph-Based Unsupervised Morpheme Segmentation

In the previous section, we showed how to find stems. In this section, we intro-
duce GBUMS (Graph-Based Unsupervised Morpheme Segmentation) to extract
sequences of prefixes and suffixes. The algorithm GBUMS was developed in [10]
under the name GBUSS (Graph-Based Unsupervised Suffix Segmentation) to ex-
tract suffix sequences efficiently and applied to Russian and Turkish languages
on a training set in [10,17]. Afterwards, we use GBUSS to extract independently
both prefix and suffix sequences, instead of only suffix sequences. We refer to
prefixes and suffixes generally as morphemes. We call GBUMS the extended
version of the GBUSS algorithm for morpheme extraction. We call L-corpus
(R-corpus) the list of substrings obtained from the left-side (right-side) of the
windows. In an independent manner, we use the term M-corpus for a L-corpus
(R-corpus) in a prefix (suffix) graph-based context. GBUMS uses a morpheme
graph in a bottom-up fashion. Similar to Harris [12], we base our algorithm on
letter frequencies. However, where Harris builds on successor and predecessor
frequencies, we use position-independent n-gram statistics to merge single let-
ters to morphemes until a stopping criterion has been met. In the morpheme
graph, each node represents a morpheme and each directed edge the concatena-
tion of two morphemes labeled with the frequencies in a M-corpus (example on
Figure 1).
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Definition 2. Let M = {mi|1 ≤ i ≤ |M |} be a set of morphemes, let fi be
the frequency with which morpheme mi occurs in a M-corpus X of morpheme
sequences, let vi = (mi, fi) for 1 ≤ i ≤ n, and let fi,j denote the number
of morpheme sequences in the corpus in which morpheme mi is followed by
morpheme mj. The morpheme graph G = (V, E) is a directed graph with vertices
or nodes V = {vi|1 ≤ i ≤ |V |} and edges E = {(vi, vj)|fi,j > 0}. We treat fi,j

as the label of the edge from vi to vj.

(im,3)

(ym,1)

1

(om,2)

2

(am,1)

1

Fig. 1. Morpheme graph with 4 nodes having morphemes im, ym, om and am

In G, each node is initialised with a letter according to a M-corpus X , then,
one by one nodes are merged to create the real morphemes. To merge nodes an
evaluation function is necessary. In [17], Shalonova et al. proposed one based on
frequency and entropy. For large data sets, due to high computational costs we
simplify the equation and do not take the entropy into account. The approach
that we present can be viewed as the lift of a rule for association rules in data
mining [3]. Consequently, we name the evaluation function Morph Lift.

Definition 3. Morph Lift is defined for a pair of morphemes m1 and m2 as
follows:

Morph Lift(m1, m2) =
f1,2

f1 + f2
(2)

From now on, we know how to merge nodes. Now, we need to figure out the
most important part of GBUMS, which is the stopping criterion. The stopping
criterion is to prevent over-generalisation. In other words, we need to stop the
algorithm before getting the initial M-corpus (since no merging is possible). The
criterion comes from [14]. This criterion is based on the Bayesian Information
Criterion (BIC) and Jensen-Shannon divergence.

BIC is used for selecting a model (set of morphemes) which fits a data set
(M-Corpus) without being too complex. BIC is a trade-off between the maxi-
mum likelihood, the parameters of the model (probability and length of each
morpheme) and the number of elements in the data set (frequency of each mor-
pheme). The smaller the value of BIC is, the better the model is. We use the max-
imum of the Jensen-Shannon divergence to analyse the increase of log-likelihood
between two models. The Jensen-Shannon divergence is defined as follows [5]:
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Definition 4. The Jensen-Shannon divergence is defined for two morphemes
m1 and m2 as the decrease in entropy between the concatenated and the individual
morphemes:

DJS(m1, m2) = H(m1 · m2) − Lm1H(m1) + Lm2H(m2)
N

(3)

where H(m) = −P (m) log2 P (m), N =
∑

m Freq(m) and Lm is the string length
of m.

Stopping criterion requires that ΔBIC < 0 which translates to:

max
m1,m2

DJS(m1, m2) ≤ 2 log2 N (4)

We stress that the BIC is equal to MDL except that the BIC sign is opposite
[8]. To sum up, the GBUMS is presented in Algorithm 1.

Algorithm 1. The GBUMS morpheme segmentation algorithm
input M-Corpus = List of Strings

output M-CorpusSeg = List of Strings

M-CorpusSeg ← SegmentInLetters(M-Corpus);

Graph ← InitialiseGraph(M-CorpusSeg);

repeat
Max ← 0;

for all (p,q) ∈ Graph do
ML Max ← Morph Lift(p, q);

if ML Max > Max then
Max ← ML Max;

pMax ← p;

qMax ← q;

end if
end for
Graph ← MergeNodes(Graph, pMax, qMax);

M-CorpusSeg ← DeleteBoundaries(M-CorpusSeg, Label(pMax), Label(qMax));

Graph ← AdjustGraph(M-corpusSeg, Graph);

until StoppingCriterion(pMax, qMax, Max)

Note that the M-Corpus is completely segmented at the beginning of the al-
gorithm. Then, the boundaries in the segmented M-Corpus are removed step
by step according to a pair found in the graph with the maximum value for
Morph Lift. When the stopping criterion is fulfilled, the segmented M-Corpus
represents the morpheme sequences. In section 3, we showed how to extract
stems using MDLWS. Here, we presented a method to extract sequences of pre-
fixes and suffixes using GBUMS. The UNGRADE (UNsupervised GRAph DE-
composition) algorithm combines the results found with MDLWS and GBUMS.
This aggregation step is straightforward and realized by merging the results of
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the prefix analysis with the stem and suffix analysis for each word which were
found by MDLWS and GBUMS. The complete algorithm called UNGRADE
(UNsupervised GRAph DEcomposition) including all phases is detailed in [11].

5 Processing and Results

In order to test UNGRADE, we used the Morpho Challenge 2009 data sets which
include Arabic (non-vowelized 14957 words, vowelized 19244 words), German
(1266159 words), Turkish (617298 words), Finnish (2206719 words) and English
(384903 words). Before running UNGRADE on the different data sets, we de-
cided to use a pre-processing algorithm to remove marginal words and potential
noise. To do so, we analysed the word length distribution to remove infrequent
short and long words [11]. The new data sets included Arabic (non-vowelized
14919 words, vowelized 19212 words), German (868219 words), Turkish (534702
words), Finnish (1991275 words) and English (252364 words). Therefore, we used
smaller data sets as input to UNGRADE. After running UNGRADE, in order
to segment the remaining words of the original data sets, we used a segmented
corpus from the output of UNGRADE as a model of segmentation and applied
it to all words from the original corpus. Our model was simply a mapping from
word to segments (e.g cars becomes c-ar-s). Thus, we did not manage multiple
solutions. Also, unseen words without a mapping from our model were left un-
segmented. For unseen words, it is clear that there is a search problem which
needs a cost function to decide between multiple solutions. This search problem
will be investigated in future work.

The evaluation measure used is the F-measure which is the harmonic mean
of precision and recall [13]. We stress that in our approach morphemes are not
labeled by grammatical categories but simply by themselves (i.e., every dis-
tinct morpheme has a distinct label). The final results are computed using the
Morpho Challenge gold standard and are given in Table 2. The F-measure for
German, English, Turkish and Finnish are of the same order of magnitude (be-
tween 33.44% and 36.58%). Surprisingly, Arabic non-vowelized provided the
worst (26.78%) and Arabic vowelized the best (54.36%) F-measure among all
languages. The difference in F-measure for Arabic is explained by the average
word length. For Arabic, the non-vowelized words are on average almost half the
length for the same number of morphemes.

We note that the precision is higher than recall for all data sets except En-
glish. The low level of precision in English is due to the low average number of
morphemes. This observation is confirmed in Arabic (vowelized) where the av-
erage number of morphemes is higher and therefore gives a high precision. It is
interesting to remark that even if the starting point to look for a stem of the UN-
GRADE algorithm is less correct for Turkish (Turkish does not have prefixes),
the results are quite competitive for Finnish. To sum up, UNGRADE is more
efficient for a language with long words on average and a high average number of
morphemes per word. Analysing the mistakes committed by UNGRADE showed
a difficulty to identify words having no prefixes, no suffixes or both. For Turkish,
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Table 1. Pre-processing of data sets

Language Word Real Segmentation UNGRADE segmentation

Prefix sequence Stem Suffix sequence

English young young y oun g

broadcasting broad-cast-ing broa dc asting

Turkish canlandIrmIStIr can-lan-dIr-mIS-tIr canla-n-dI rmI StIr

Table 2. Results from the Morpho Challenge 2009

Language Precision Recall F-Measure

English .2829 .5174 .3658

German .3902 .2925 .3344

Finnish .4078 .3302 .3649

Turkish .4667 .3016 .3664

Arabic (non-vowelized) .8348 .1595 .2678

Arabic (vowelized) .7215 .4361 .5436

we observed that the major problem was the identification of the stem since in
most cases it is the first morpheme of each word (Table 1).

6 Conclusion and Future Directions

We have presented UNGRADE, an unsupervised algorithm to decompose words.
We assumed that each word for languages contains prefixes, a stem and suffixes
without giving a limit on the number of prefixes and suffixes. UNGRADE has
been tested on 5 languages (English, German, Finnish, Turkish and Arabic vow-
elized and Arabic non-vowelized) and results are provided according to a gold
standard. UNGRADE gives similar results of F-measure for English, Finnish,
German and Turkish with 35.79% of F-measure on average. For Arabic, the re-
sults demonstrate that UNGRADE is more efficient with long words including a
high number of morphemes (54.36% of F-measure for vowelized against 26.78%
for non-vowelized). In future work we will investigate different starting points
for the search for stems, e.g. the beginning of the word, the end of the word, etc.
Futhermore, a committee could choose the best segmentation under some MDL
criterion which may improve the results.
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Abstract. We propose a new clustering algorithm for the induction of

the morphological paradigms. Our method is unsupervised and exploits

the syntactic categories of the words acquired by an unsupervised syn-

tactic category induction algorithm [1]. Previous research [2,3] on joint

learning of morphology and syntax has shown that both types of knowl-

edge affect each other making it possible to use one type of knowledge

to help learn the other one.

1 Introduction

Morphological analysis has been an important subtask for most Natural Lan-
guage Processing (NLP) problems such as Machine Translation, Question An-
swering, Information Retrieval, Part-of-Speech Tagging etc. For languages hav-
ing an agglutinative morphology such as Finnish, and Turkish, it would require
a massive effort to create a dictionary with the all possible word forms in the
language. For example, in Turkish, the verb oku-mak which means to read, can
take: oku-yor (he/she is reading), oku-yor-um (I am reading), oku-r (he/she
reads or the reader), oku-maz (he/she does not read), oku-n-mak (to be read),
oku-n-du (it was read) etc. These are, however, only a small number of the word
formations of the word oku. For example, in Finnish, if all the derivational and
inflectional morphemes are considered, the number of the different forms of a
verb can be in thousands [4].

Unsupervised morphology learning is a challenging problem especially for ag-
glutinative languages. Initial foundational work on unsupervised morphology
learning is due to Harris [5]. Harris’ work was based on exploiting the distribu-
tional signature of the character-character bigrams within words. Since then,
there has been a huge amount of progress made in the field. These can be
classified into the following approaches: Minimum Description Length (MDL)
model [6,7,8], Letter Successor Variety (LSV) model [9], Semantic models (ex:
Latent Semantic Analysis - LSA) [10], Probabilistic models [11,12], and Paradig-
matic models [13].

The strong correspondence between morphological and PoS tag information,
makes it possible to use one type of knowledge to help learn the other. For
example, most adverbs end with -ly, most verbs in past tense form ends with -
ed, and so on. Therefore it is more effective to treat this process as a joint learning

C. Peters et al. (Eds.): CLEF 2009 Workshop, Part I, LNCS 6241, pp. 641–648, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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problem. Hu et. al. [3] extend Goldsmith’s model [8] by using the Part-of-Speech
tags assigned by the Tree Tagger [14] and explore the link between morphological
signatures and PoS tags. However, their method is not fully unsupervised due
to the use of a supervised PoS tagger. Another method [2] uses fixed endings
of the words for PoS clustering. Although the characters sequences used are not
morphologically meaningful, their results show that these sequences also help in
PoS clustering.

In this paper, we describe an unsupervised morphological paradigm induction
method that exploits the syntactic categories induced by a syntactic category
clustering algorithm. The system was evaluated in Morpho Challenge 2009 where
proposed morphological analyses were compared to a gold standard. Section 2
describes the model in detail, Section 3 gives the evaluation results of Morpho
Challenge 2009, and finally Section 4 presents a discussion of the model and
addresses the future work.

2 Morphological Paradigms through Syntactic Clusters

In this section, we describe our method step by step.

2.1 Syntactic Category Induction

We use context distribution clustering algorithm due to Clark [1]. In this ap-
proach, a context for a word is defined as the pair <left context word, right
context word>. Thus, in the sentence, “John likes Mary”, the context pair for
“likes” will be the pair <John, Mary>. Using the corpus supplied from the Mor-
pho Challenge 2009 and the Cross Language Evaluation Forum (CLEF) 2009,
we generate the context vectors for every word. These vectors are clustered us-
ing average link clustering and Kullback-Leibler (KL) divergence as the distance
metric. It also should be emphasised that any other unsupervised syntactic cat-
egory induction method can be replaced with this algorithm without affecting
the method presented in this paper.

We cluster words into 77 syntactic categories which is the number of the tags
defined in CLAWS tagset used for tagging the British National Corpus (BNC).
Initial clusters are created by taking 77 most frequent words in the corpus. The
same number of clusters are used for Turkish and German. The resulting clusters
are the reflections of the mirror syntactic categories such as verbs in past tense
form, verbs in progressive form, nouns, comparative adjectives, adverbs, and
so on.

2.2 Identifying Potential Morphemes

Each syntactic cluster includes a set of potential morphemes produced by split-
ting each word into all possible stem-suffix combinations. For each potential
morpheme we calculate its conditional probability p(m|c) where m denotes the
morpheme, and c denotes the cluster. When the potential morphemes are ranked



Clustering Morphological Paradigms Using Syntactic Categories 643

according to their conditional probabilities, only those above a threshold value
(see Evaluation and Results) are considered in the following step. This rank-
ing is used to eliminate the potential non-morphemes with a low conditional
probability.

2.3 Capturing Morphological Paradigms

Our definition of a paradigm deviates from that of Goldsmith [8] due to the
addition of syntactic categories. In our framework, each morpheme is tied to a
syntactic cluster. More precisely, a paradigm P is a list of morpheme/cluster
pairs together with a list of stems: P = < {m1/c1, . . . , mr/cr}, {s1, . . . , sk} >
where mi denotes a morpheme belonging to the cluster ci, and sj denotes a stem
such that ∀mi/ci ∈ {m1/c1, . . . , mr/cr} and ∀sj ∈ {s1, . . . , sk} : sj + mi ∈ ci.

Fig. 1. A sample set of syntactic clusters, and the potential morphemes in each cluster

In each iteration, a potential morpheme pair across two different syntactic
clusters with the highest number of common stems is chosen for merging. Once
a morpheme pair is merged, the words that belong to this newly formed paradigm
are removed from their respective clusters (see Fig. 1). This forms the basis of
the paradigm-capturing mechanism. We assume that a word can only belong
to a single morphological paradigm. The above procedure is repeated until no
further paradigms are created.

2.4 Merging Paradigms

In this step, the initial paradigms are merged to create more general paradigms.
The decision to merge two paradigms P1, P2 is based on the expected accuracy of
the merged paradigm. The expected paradigm accuracy is defined as the ratio of
the common stems to the total number of stems included in the two paradigms.
More precisely, given paradigms P1, P2, let S be the total number of common
stems. Let N1 be the total number of stems in P1 that are not present in P2 and
N2 vice versa. Then, we compute the expected paradigm accuracy by:
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Algorithm 1. Algorithm for paradigm-capturing using syntactic categories
1: Apply syntactic category induction algorithm to the input corpus.

2: Generate all possible morphemes by splitting the words in all possible stem-suffix

combinations.

3: For each cluster c and morpheme m, compute maximum likelihood estimates of

p(m | c).
4: Keep all m (in c) with p(m | c) > t, where t is a threshold.

5: repeat
6: for all Clusters c1, c2 do
7: Pick morphemes m1 in c1 and m2 in c2 with the highest

number of common stems.

8: Store P = {m1/c1, m2/c2} as the new paradigm.

9: Remove all words in c1 with morpheme m1 and associate

these words with P .

10: Remove all words in c2 with morpheme m2 and associate

these words with P .

11: end for
12: for each paradigm pair P1, P2 such that Acc(P1, P2) > T , where T is

a threshold do
13: Create new merged paradigm P = P1 ∪ P2.

14: Associate all words from P1 and P2 with P .

15: Delete paradigms P1, P2. .

16: end for
17: until No morpheme pair consisting of at least one common stem is left

Acc1 = S
S+N1

, Acc2 = S
S+N2

, Acc = Acc1+Acc2
2 (1)

Algorithm 1 describes the complete paradigm-capturing process.
During each iteration, the paradigm pair having an expected accuracy greater

than a given threshold value (see Evaluation and Results) is merged. Once two
paradigms are merged, stems that occur in only one of the paradigms inherit the
morphemes from the other paradigm. This mechanism helps create more general
paradigms and recover missing word forms. As we see from the example (given
in Figure 2), although the words complements, complement, betrayed, betraying,
altered, altering, finding do not exist in the corpus, with the proposed paradigm-
merging mechanism non-occurring forms of the words are also captured.

2.5 Morphological Segmentation

To segment a given word using the learnt paradigms we follow the following
procedure. Words already included in the paradigms are simply segmented by
using the morpheme set in the paradigm. For words that are not included in
the paradigms, a morpheme dictionary is created with the morphemes in all
paradigms. Therefore, unknown words are segmented with the longest morpheme
available in the morpheme dictionary recursively. For compound words (e.g. the
word hausaufgaben including words haus, auf and gaben in German), the same
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Fig. 2. A sample of paradigm-merging procedure

Algorithm 2. Morphological Segmentation
1: for all For each given word, w, to be segmented do
2: if w already exists in a paradigm P then
3: Split w using P as w = u + m
4: else
5: u = w
6: end if
7: If possible split u recursively from the rightmost end by using the morpheme

dictionary as u = s1 + . . . + sn otherwise s1 = u
8: If possible split s1 into its sub-words recursively from the rightmost end as

s1 = w1 + . . . + wn

9: end for

recursive approach is applied by using the corpus as a word dictionary. The
algorithm for the segmentation of the words is given in Algorithm 2.

3 Evaluation and Results

The model has been evaluated in the Morpho Challenge 2009 competition. The
corpus from Morpho Challenge 2009 and the Cross Language Evaluation Fo-
rum (CLEF) 2009 were used for training our system on 3 different languages:
English, German and Turkish. For the initial clustering, corpora provided in
Morpho Challenge 20091 were used. For clustering the words in the word list to
be segmented, for English and German, datasets supplied by the CLEF organi-
zation2 were used. For Turkish, we made use of manually collected newspaper
archives.
1 http://www.cis.hut.fi/morphochallenge2009
2 http://www.clef-campaign.org/ . English datasets: Los Angeles Times 1994 (425

mb), Glasgow Herald 1995 (154 mb). German datasets: Frankfurter Rundschau 1994

(320 mb), Der Spiegel 1994/95 (63 mb), SDA German 1994 (144 mb), SDA German

1995 (141 mb).

http://www.cis.hut.fi/morphochallenge2009
http://www.clef-campaign.org/
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Table 1. Evaluation results of the Morpho Challenge Competition 1

Language Precision(%) Recall(%) F-measure(%) F/Winner(%)

English 58.52 44.82 50.76 62.31

German 57.67 42.67 49.05 56.14

Turkish 41.39 38.13 39.70 53.53

Table 2. Obtained average precisions (AP) for the Morpho Challenge Competition 2

Language AP(%) AP(%)-Winner

English 0.2940 0.3890

German 0.4006 0.4490

Although our model is unsupervised, two prior parameters are required to be
set: t for the conditional probability p(m|c) of the potential morphemes and T
for the paradigm accuracy threshold for merging the paradigms. We set t=0.1
and T=0.75 in all the experiments.

The system was evaluated in Competition 1 & 2 of Morpho Challenge 2009.
In Competition 1, proposed analyses are compared to a gold standard analysis
of a word list. Details of the tasks and evaluation can be found in the Overview
and Results of Morpho Challenge 2009 [15]. Evaluation results corresponding to
the Competition 1 are given in Table 1.

In the Competition 2, proposed morphological analyses are used in an infor-
mation retrieval task. To this end, words are replaced with their morphemes.
Our results for German had an average precision of 0.4006% whereas the win-
ning system [16] had an average precision of 0.4490%. Our results for English
had an average precision of 0.2940% whereas the winning system [17] had an
average precision of 0.3890% (see Table 2).

4 Discussion and Conclusions

To our knowledge, there has been limited work on the combined learning of
syntax and morphology. In Morpho Challenge 2009, our model is the only system
making use of the syntactic categories. Morphology is highly correlated with the
syntactic categories of words. Therefore, our system is able to find the potential
morphemes by only considering conditional probabilities p(m|c). A list of highest-
ranked potential morphemes belonging to different syntactic categories are given
in Table 3 for English, German and Turkish.

The paradigm including the most number of stems for English has the mor-
pheme set {s, ing, ed, ∅} where ∅ denotes the NULL suffix, for Turkish it has {u,
a, e, i}, and for German it has {er, ∅, e, en}. Our paradigm merging method is
able to compensate for the missing forms of the words. For example, as shown
in Fig. 2, although the words such as altering, and finding do not exist in the
real corpus, they are produced during the merging. However, our system still re-
quires a large dataset for syntactic category induction. We only consider words
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Table 3. Examples for high ranked potential morphemes in clusters

English German Turkish

Cluster Morphemes Cluster Morphemes Cluster Morphemes

1 -s 1 -n,-en 1 -i,-si,-ri

2 -d,-ed 2 -e,-te 2 -mak,-mek,-mesi,-masi

3 -ng,-ing 3 -g,-ng,-ung 3 -an,-en

4 -y,-ly 4 -r,-er 4 -r,ar,er,-ler,-lar

5 -s,-rs,-ers 5 -n,-en,-rn,-ern 5 -r,-ir,-dir,-ır,-dır

6 -ing,-ng,g 6 -ch,-ich,-lich 6 -e,-a

having a frequency greater than 10 to eliminate noise. To segment non-frequent
words we propose a heuristic method based on using a morphmeme dictionary.
However, the usage of such a morpheme dictionary can often have undesirable
results. For example, the word beer is forced to be segmented as be-er due to
the morpheme er found in the dictionary.

Our model allows more than one morpheme boundary. This makes our system
usable for the morphological analysis of the agglutinative languages. For exam-
ple, in Turkish, the word çukurlarıyla (which means “with their burrows”) has
the morpheme boundaries: çukur-lar-ı-y-la. However, in our heuristic method,
the use of morpheme dictionary causes undesirable results. For example, the
same word çukurlarıyla is segmented by our method as: çu-kurları-y-la.

Finally, our system is sensitive to the thresholds we set for 1. identifying
potential morphemes and 2. expected paradigm accuracy. In future work, we
hope to address these and previously mentioned deficiencies.

Despite the observed deficiencies, we obtained promising results in Morpho
Challenge 2009. Our precision and recall values are balanced and undersegmen-
tation is not very prominent for all languages that we evaluated. We believe that
our work clearly demonstrates that joint modeling of syntactic categories and
morphology is the key for building successful morphological analysis system. In
addition, our work demonstrates how morphological paradigms can be learnt by
taking advantage of the syntactic information.
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Abstract. We propose a method for providing stochastic confidence estimates 
for rule-based and black-box natural language (NL) processing systems. Our 
method does not require labeled training data: We simply train stochastic mod-
els on the output of the original NL systems. Numeric confidence estimates en-
able both minimum Bayes risk–style optimization as well as principled system 
combination for these knowledge-based and black-box systems. In our specific 
experiments, we enrich ParaMor, a rule-based system for unsupervised mor-
phology induction, with probabilistic segmentation confidences by training a 
statistical natural language tagger to simulate ParaMor’s morphological seg-
mentations. By adjusting the numeric threshold above which the simulator  
proposes morpheme boundaries, we improve F1 of morpheme identification on 
a Hungarian corpus by 5.9% absolute. With numeric confidences in hand, we 
also combine ParaMor’s segmentation decisions with those of a second (black-
box) unsupervised morphology induction system, Morfessor. Our joint Pa-
raMor-Morfessor system enhances F1 performance by a further 3.4% absolute, 
ultimately moving F1 from 41.4% to 50.7%.  

1   Background 

The Importance of Confidence Estimation. Confidence estimation, one of the key 
benefits of probabilistic modeling of natural language (NL), is crucial both for mini-
mum Bayes risk inference as well as for stochastic system combination. Minimum 
Bayes risk inference enables the tuning of NL systems to achieve high precision, high 
recall, or something in between, while system combination can unite the complemen-
tary strengths of independent systems. Unfortunately, NL systems that we would like 
to optimize or combine do not always produce weights from which confidence esti-
mates may be calculated. In some domains, knowledge-based systems are widely used 
and are effective, e.g., the best stemming, tokenization, and morphological analyzers 
for many languages are hard clustering approaches that do not involve weights or 
even yield alternative analyses. For other tasks, weights may be used system-
internally, but are not immediately accessible to the end-user—such a system is a 
black-box to the user.  

Here, we investigate simulating knowledge-based and black-box systems with sto-
chastic models by training in a supervised manner on the output of the non-stochastic 
(or black-box) systems. The specific systems that we mimic are unsupervised morpho-
logical analyzers, which we simulate via discriminatively trained character taggers. 
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The taggers’ easily accessible posterior probabilities can serve as confidence measures 
for the original systems. Leveraging these newfound confidence scores, we pursue 
minimum Bayes risk–style thresholding of tags (for higher morpheme recall) as well as 
principled system combination approaches (for higher overall accuracy). As an added 
benefit, the shallow tag-and-character features that are employed by our simulation 
taggers enable generalization from the baseline system—the simulation taggers make 
correct decisions in contexts where the original systems do not.  
 
A Brief History of Unsupervised Morphology Induction. Unsupervised morphol-
ogy induction is the task of learning the morphological analyses of the words of an 
arbitrary natural language from nothing more than a raw corpus of unannotated text. 
Analyzing words down to the morpheme level has helped natural language processing 
tasks from machine translation [1] to speech recognition [2]. But building a morpho-
logical analysis system by hand can take person-months of time—hence the need for 
automatic methods for morphology induction.  

Many approaches to unsupervised morphology induction have been proposed. 
Techniques inspired by Zellig Harris [3] measure the probabilities of word-internal 
character transitions to identify likely morpheme boundaries [4]. Other systems rely 
on the minimum description length principle to pick out a set of highly descriptive 
morphemes [5], [2]. Recent work on unsupervised morphology induction for Semitic 
languages has focused on estimating robust statistical models of morphology [6], [7]. 
And this paper extends ParaMor,1 an induction system that leverages morphological 
paradigms as the inherent structure of natural language morphology [8].  

Section 2 introduces the baseline systems that our taggers simulated together with 
the specific tagging approach that we take; Section 3 presents empirical results, dem-
onstrating the ultimate utility of simulation; while Section 4 concludes.  

2   Simulating Morphological Analyzers 

The ParaMor system for unsupervised morphology induction builds sets of suffixes 
that model the paradigm structure found in natural language inflectional morphology. 
ParaMor competed in both the 2007 and 2008 Morpho Challenge Competitions [9], 
both solo and in a joint submission with a second unsupervised morphology induction 
system Morfessor [2]. Setting aside the joint ParaMor-Morfessor submission, the solo 
ParaMor placed first in the 2008 Turkish Linguistic competition, 46.5% F1, and sec-
ond in English, at 52.5% F1. Meanwhile the joint ParaMor-Morfessor system placed 
first overall in the 2008 Linguistic competitions for German, Finnish, Turkish, and 
Arabic. ParaMor’s successes are particularly remarkable given that ParaMor is a rule-
based system incapable of measuring the confidence of the morphological segmenta-
tions it proposes—without a confidence measure, ParaMor cannot optimize its seg-
mentation strategy toward any particular metric. 

Simulating ParaMor with a Statistical Model. To gain the advantages that stochastic 
confidence measures provide, while retaining the strengths of the ParaMor morphology 
induction algorithm, we train a statistical model to simulate ParaMor’s morphological 

                                                           
1 ParaMor is freely available from: http://www.cslu.ogi.edu/~monsonc/ParaMor.html 



 Simulating Morphological Analyzers with Stochastic Taggers 651 

 

segmentations. Specifically, we view the morphology segmentation task as a labeling 
problem akin to part-of-speech tagging. Statistical tagging is a proven and well-
understood natural language processing technique that has been adapted to a variety of 
problems beyond part-of-speech labeling. Taggers have been used for named entity 
recognition [10] and NP-chunking [11]; to flag words on the periphery of a parse con-
stituent [12]; as well as to segment written Chinese into words [13]—a task closely 
related to morphology segmentation.  

We trained a finite-stage tagger [14] to identify, for each character, c, in a given 
word, whether or not ParaMor would place a morpheme boundary immediately before 
c. We supplied the tagger with three types of features: 1. One-sided character 
n-grams, 2. Two-sided character n-grams, and 3. Morpheme-tag n-grams. The one-
sided n-grams are the uni-, bi-, tri-, and 4-grams that either end or begin with c; The 
two-sided n-grams are all 7-grams that extend up to five characters to the left or right 
of c; And the morpheme-tag features are the unigram, bigram, and trigram mor-
pheme-tags, covering the current and two previous tags. 

We used the averaged perceptron algorithm [15] to train the tagger. During train-
ing, the decoding process is performed using a Viterbi search with a second-order 
Markov assumption. At test-time, we use the forward-backward algorithm, again with 
a second-order Markov assumption, to output the perceptron-score of each morpho-
logical tag for each character in the word. The main benefit of decoding in this man-
ner is that, by normalizing the scores at each character (using softmax due to the log 
linear modeling), we can extract the posterior probability of each tag at each character 
rather than just the single perceptron-preferred solution for the entire word.  

Fidelity. Using our finite state tagger, we construct a baseline ParaMor-simulated 
segmentation by placing morpheme boundaries before each character that is tagged as 
the start of a new stem or affix with a posterior probability greater than 0.5. This base-
line mimic segmentation, although trained to emulate ParaMor’s segmentations, will 
not be identical to ParaMor’s original segmentations of a set of words. Table 1 sum-
marizes our tagging accuracy at emulating segmentations for the five languages and 
six data sets of the Linguistic competition of Morpho Challenge 2009 [16]. Tagging 
accuracy, the percentage of correctly tagged characters, is the standard metric used to 
evaluate performance in the tagging literature. We calculate accuracy by averaging 
over held-out test folds during 10-fold cross validation. Resource constraints com-
pelled us to divide the full Morpho Challenge data for each language into disjoint 
subsets each containing approximately 100,000 word types. We then trained separate 
taggers over each data subset, and accuracy numbers are averaged over all subsets.  

For all the test languages and scenarios, our tagger successfully emulates ParaMor 
at a tagging accuracy above 93%, with particular strength on German, 96.6%, and 
English, 97.6%. Tagging accuracies in the mid 90%s are comparable to accuracies 
reported for other tagging tasks. 

English German Finnish Turkish Arabic -V Arabic +V 

97.6% 96.6% 93.5% 93.6% 93.3% 93.7% 

Table 1. Tagging accuracy at simulating ParaMor’s morphological segmentations 
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Generalization. The mimic tagger’s departures from the original ParaMor segmenta-
tion may either hurt or improve the segmentation quality. On the one hand, when the 
mimic tagger deviates from the ParaMor segmentation, the mimic may be capturing 
some real generalization of morphological structure that is hidden in the statistical 
distribution of ParaMor’s original segmentation. On the other hand, a disagreement 
between the original and the simulated ParaMor segmentations may simply be a fail-
ure of the tagger to model the irregularities inherent in natural language morphology.  

To evaluate the generalization performance of our ParaMor tagging simulator, we 
performed a development evaluation over a Hungarian dataset. We used Hunmorph 
[17], a hand-built Hungarian morphological analyzer, to produce a morphological 
answer key containing 500,000 unique Hungarian word types from the Hunglish cor-
pus [18]. Our Hungarian ParaMor tagger mimic successfully generalizes: Where the 
original ParaMor attained an F1 of 41.4%, the ParaMor simulator improved F1 to 
42.7%, by virtue of slightly higher recall; this improvement is statistically significant 
at the 95% confidence level, assuming normally distributed F1 scores. 

Optimization. Having retained ParaMor’s underlying performance quality by training 
a natural language tagger to simulate ParaMor’s segmentations, we next increase F1 
further by leveraging the tagger’s probabilistic segmentation scores in a minimum 
Bayes risk–style optimization procedure, as follows:  

1. For each word, w, in a corpus 
For each character, c, that does not begin w  

Record, in a list, L, the tagger mimic’s probability that c begins a morpheme.  
2. Sort the probabilities in L 
3. Assign k to be the number of probability scores that are larger than 0.5  
4. For a given positive factor, α, identify in L the probability score, S, above which αk 

of the probabilities lie 
5. Segment at characters which receive a probabilistic segmentation score above S 

In prose, to trade off recall against precision, we move the probability threshold from 
the default of 0.5 to that value which will permit αk segmentations. Given the ex-
tremely peaked probability scores that the mimic tagger outputs, we adjust the number 
of segmentation points via α rather than via the probability threshold directly. 

The Linguistic competition of Morpho Challenge evaluates morphological seg-
mentation systems using precision, recall, and F1 of morpheme identification. Fig. 1 
plots the precision, recall, and F1 of the ParaMor tagger mimic as the number of word-
internal morpheme boundaries varies between one half and four times the baseline k 
number of word-internal boundaries. As Fig. 1 shows, adjusting α allows for a smooth 
tradeoff between precision and recall. F1 reaches its maximum value of 47.5% at 
α = 4/3. As is typical when trading off precision against recall, the maximum F1 oc-
curs near the α location where recall overtakes precision. The improvement in F1 for 
the ParaMor tagger mimic of 4.8% is statistically significant at a 95% confidence. 

System Combination of with Morfessor. In addition to enabling optimization of the 
ParaMor tagging simulator, numeric confidence scores permit us to combine segmen-
tations derived from ParaMor with segmentations obtained from the freely available 
unsupervised morphology induction system Morfessor Categories-MAP [2]. In  
brief, Morfessor searches for a segmentation of a corpus that maximizes the corpus  
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Fig. 1. Precision, Recall, and F1 of the Hungarian ParaMor tagger mimic as α moves between 
0.5 and 4.0. The error bars are 95% confidence intervals on each F1 value. 

probability score according to a specific generative probability model. The Morfessor 
system then further refines the morphological segmentations it proposes by restricting 
morpheme sequences with a Hidden Markov Model which permits only (prefix* stem 
suffix*)+ sequences. Our combined ParaMor-Morfessor systems differ substantially 
from the ParaMor-Morfessor systems that the lead author submitted to Morpho Chal-
lenge 2008—both of our updated combinations merge the ParaMor and the Morfessor 
segmentations of each word into a single analysis.  

Joint ParaMor-Morfessor Mimic. The first of our combined ParaMor-Morfessor 
submissions builds on the idea of tagger mimics. While Morfessor has itself a statisti-
cal model that internally scores individual morphological segmentations, the final 
segmentations that Morfessor proposes are not by default annotated with confidences. 
Hence, we followed the procedure outlined in Section 2 to train a natural language 
tagger to simulate Morfessor’s morphological analyses. It is encouraging that our 
technique for inducing probabilities through a mimic tagger immediately extends 
from a non-statistical system like ParaMor to the black-box scenario for Morfessor. 

With separate taggers now simulating both ParaMor and Morfessor we then sum, 
for each character, c, in each word, the tag probabilities from the ParaMor mimic with 
the corresponding probabilities from the Morfessor mimic. We weighted the probabil-
ity scores from the ParaMor mimic and the Morfessor mimic equally. To obtain the 
final morphological segmentation of each word, our combined ParaMor-Morfessor 
mimic followed the methodology described in Section 2 of optimizing F1 against our 
Hungarian development set, with one caveat. Because we weighted the probabilities 
of ParaMor and Morfessor equally, any segmentation point that is strongly suggested 
by only one of the two systems receives an adjusted probability score just less than 
0.5. Hence, we moved the baseline probability threshold from 0.5 to 0.49. With this 
single adjustment, the α factor that maximized Hungarian F1 was 10/9, an 11% in-
crease in the number of proposed morpheme boundaries. 

ParaMor-Morfessor Union. The second of the two system combinations that we 
submitted to Morpho Challenge 2009 fuses a single morphological segmentation from 
the disparate segmentations proposed by the baseline ParaMor and Morfessor systems 
by segmenting each word at every location that either ParaMor or Morfessor suggests. 
Hence, this submission is the union of all segmentation points that are proposed by 
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ParaMor and Morfessor. As an example union segmentation, take the English word 
polymers’: ParaMor’s segmentation of this word is polym +er +s’, Morfessor’s is 
polymer +s +’, and the union analysis: polym +er +s +’. 

3   Results 

ParaMor in Morpho Challenge 2009. To evaluate our ParaMor tagging simulator, 
we competed in all the language tracks of all three competitions of Morpho Challenge 
2009. Here we focus on the results of the Linguistic competition, see [16] for full de-
tails on ParaMor’s performance at Morpho Challenge 2009.  

To analyze morphology in a purely unsupervised fashion, a system must freeze all 
free parameters across all language tracks of Morpho Challenge. Our tagging mimic 
systems have one free parameter, α. For all languages of the Linguistic, Information 
Retrieval, and Machine Translation competitions of Morpho Challenge we set α at 
that setting which produced the highest F1 Linguistic score on our Hungarian devel-
opment set: 4/3 in the case of the ParaMor stand-alone mimic; and 10/9 for the joint 
ParaMor-Morfessor mimic.  

The top two rows of Table 2 contain the precision, recall, and F1 scores for the 
original ParaMor, which competed in the 2008 Challenge, and for the ParaMor Tag-
ger Mimic on the non-Arabic languages2 of Morpho Challenge 2009. Across the 
board, the gap between precision and recall is smaller for the ParaMor Mimic than it 
is for the 2008 ParaMor system. In all languages but English, the reduced precision-
recall gap results in a higher F1 score. The increase in F1 for German, Finnish, and 
Turkish is more modest than the Hungarian results had led us to hope—about one 
percentage point in each case. Three reasons likely limited the improvements in F1. 
First, the performance rose by a smaller amount for the Challenge test languages than 
they did for our Hungarian development set because we were explicitly tuning our α 
parameter to Hungarian. Second, it may be atypical that the tagger mimic generalized  
 

Table 2. (P)recision, (R)ecall, and F1 scores for the ParaMor and Joint ParaMor-Morfessor 
systems. *For English, Joint ParaMor-Morfessor achieved its highest F1 in 2007.  

English German Finnish Turkish
P R F1 P R F1 P R F1 P R F1

ParaMor 2008 63.3 52.0 57.1 57.0 42.1 48.4 50.0 37.6 42.9 57.4 45.8 50.9

ParaMor Mimic 53.1 59.0 55.9 50.8 47.7 49.2 47.2 40.5 43.6 49.5 54.8 52.0
Union 55.7 62.3 58.8 52.3 60.3 56.1 47.9 51.0 49.4 47.3 60.0 52.9

Joint Mimic 54.8 60.2 57.4 51.1 57.8 54.2 51.8 45.4 48.4 48.1 60.4 53.5
Joint from 2008 70.1* 67.4* 68.7* 64.1 61.5 62.8 65.2 50.4 56.9 66.8 58.0 62.1

 
 

                                                           
2 The small size of the Arabic training data as well as Arabic’s use of morphological processes 

other than suffixation caused the underlying ParaMor algorithm to suffer extraordinarily low 
recall in both the vowelized and unvowelized Arabic scenarios. 
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to outperform the baseline ParaMor system on the Hungarian data. Third, time and 
resources constrained us to train the tagging simulators over subsets of the full Mor-
pho Challenge data, anecdotally lowering tag-mimic accuracy by a percentage point.  

The Joint ParaMor-Morfessor Systems. The bottom three rows of Table 2 summa-
rize the performance of three combined ParaMor-Morfessor systems. The third and 
fourth rows of Table 2 give performance numbers for, respectively, the ParaMor-
Morfessor Union system and for the Joint ParaMor-Morfessor Tagging Mimic. The 
final row of Table 2 lists the performance of the Joint ParaMor-Morfessor system that 
was submitted by the lead author to Morpho Challenge 2008.  

Although the Union and Joint Mimic systems do outperform at F1 the solo Pa-
raMor Mimic, it was disappointing that the simple Union outscored the ParaMor-
Morfessor Tagger Mimic in three of the four relevant language scenarios. Particularly 
surprising is that the recall of the Joint Mimic falls below the recall of the Union sys-
tem in every language but Turkish. With an α factor above 1, the Joint Tagger Mimic 
is proposing all the segmentation points that either the ParaMor Mimic or the Morfes-
sor Mimic hypothesize—effectively the union of the mimic systems. And yet recall is 
below that of the raw Union system. We can only conclude that the cumulative failure 
of the ParaMor and Morfessor Mimics to emulate, let alone generalize from, the orig-
inal systems’ segmentations drags down the recall (and precision) of the Joint Mimic. 

Table 2 also highlights the relative success of the 2008 Joint ParaMor-Morfessor 
system. In particular, the precision scores of the 2008 system are significantly above 
the precision scores of the Joint Mimic and Union systems that we submitted to the 
2009 Challenge. The 2008 system did not form a single unified segmentation for each 
word, but instead simply proposed the ParaMor analysis of each word alongside the 
Morfessor analysis—as if each word were ambiguous between a ParaMor and a Mor-
fessor analysis. The evaluation procedure of Morpho Challenge performs a non-trivial 
average over alternative segmentations of a word. It is a shortcoming of the Morpho 
Challenge evaluation methodology to inflate precision scores when disparate systems’ 
outputs are proposed as ‘alternative’ analyses. 

4   Summary and Next Steps 

Using a statistical tagging model we have imbued rule-based and black-box morphol-
ogy analysis systems with confidence scores. These probabilistic scores have allowed 
us to successfully optimize the systems’ morphological analyses toward a particular 
metric of interest, the Linguistic evaluation metric of Morpho Challenge 2009.  

Looking forward, we believe our statistical taggers can be enhanced along two 
separate avenues. First, via careful feature engineering: Tagging accuracy might im-
prove by, for example, employing character n-grams longer than 7-grams. Second, we 
hope to optimize our segmentation threshold α for each language separately via co-
training of ParaMor against Morfessor. We are also interested in using statistical 
models to simulate rule-based and black-box systems from other areas of NLP. 
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Abstract. We adapt the cognitively-oriented morphology acquisition

model proposed in (Chan 2008) to perform morphological analysis, ex-

tending its concept of base-derived relationships to allow multi-step deriva-

tions and adding features required for robustness on noisy corpora. This

results in a rule-based morphological analyzer which attains an F-score of

58.48% in English and 33.61% in German in the Morpho Challenge 2009

Competition 1 evaluation. The learner’s performance shows that acquisi-

tion models can effectively be used in text-processing tasks traditionally

dominated by statistical approaches.

1 Introduction

Although extensive work has been done on creating high-performance unsuper-
vised or minimally supervised morphological analzyers (Creutz and Lagus 2005,
Monson 2008, Wicentowski 2002), little work has been done to bridge the gap
between the computational task of morphological analysis and the cognitive task
of morphological acquisition. We address this by adapting the acquisition model
presented in (Chan 2008) to the task of morphological analysis, demonstrating
the effectiveness of cognitively-oriented models on analysis tasks.

The most well-known cognitive models (Pinker 1999, Rumelhart and McClel-
land 1986) are poorly suited for unsupervised morphological analysis given that
they are commonly focused on a single morphological task, the English past
tense, and are based on the assumption that pairs of morphologically related
words, such as make/made, are given to the learner. While there is evidence
that clustering-based approaches can identify sets of morphologically related
words (Parkes et al. 1998, Wicentowski 2002), word-pair based algorithms have
only been evaluated on error-free pairs.

Many computational models have focused on segmentation-based approaches,
most commonly using simple transitional-probability heuristics (Harris 1955,

� Thanks to Jana Beck for her assistance in analyzing the German results and for

her insightful comments throughout the development process. Portions of this paper

were adapted from the material presented in the CLEF 2009 Morpho Challenge

Workshop (Lignos et al. 2009).
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1. Pre-process words and populate the Unmodeled set.

2. Until a stopping condition is met, perform the main learning loop:

(a) Count suffixes in words of the Base ∪ Unmodeled set and the Unmodeled

set.

(b) Hypothesize transforms from words in Base ∪ Unmodeled to words in Un-

modeled.

(c) Select the best transform.

(d) Reevaluate the words that the selected transform applies to, using the Base,

Derived and Unmodeled sets

(e) Move the words used in the transform accordingly.

3. Break compound words in the Base and Unmodeled sets.

Fig. 1. The Learning Algorithm

Keshava and Pitler 2006), or n-gram-based statistical models (most recently
Spiegler 2009). Often segmentation-based approaches organize the segmenta-
tions learned into paradigms (Goldsmith 2001, Monson 2008). While the use of
paradigms creates what appears to be a useful organization of the learned rules,
recent work questions the learnability of paradigms from realistic input (Chan
2008).

Although the highest performance has traditionally come from segmentation-
based approaches, it is difficult to define linguistically reasonable segmentation
behavior for even simple cases (make/mak + ing), and from the point of view of
an acquisition model segmentation suggests a notion of an abstract stem whose
psychological and linguistic reality is not obvious (Halle and Marantz, 1993).

This research seeks to build a practical morphological analyzer by adapting
a cognitive model that embraces the sparsity seen among morphological forms
and learns a linguistically inspired representation. By doing so, we bring com-
putational and cognitive models of morphology learning closer together.

2 Methodology

We use the Base and Transforms Model developed in (Chan, 2008 chap. 5)
and extend the accompanying algorithm to create a morphological analyzer. We
present a brief summary of the Base and Transforms model here and present our
modified version of the algorithm. Our algorithm is summarized in Figure 1.

2.1 The Base and Transforms Model

A morphologically derived word is modeled as a base word with an accompanying
transform that changes the base to create a derived form. A base must be a word
observed in the input, not an abstract stem, and a transform is an orthographic
modification made to a base to create a derived form. It is defined as two affixes
(s1, s2), where s1 is removed from the base before concatenating s2. Thus to
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derive making from make we apply the transform (e, ing), removing −e from the
base and then concatenating −ing. We represent a null suffix as $. A transform
also has a corresponding word set, which is the set of base-derived pairs that the
transform accounts for. The bases of a transform are the only words that the
transform can be applied to.

We now give an overview here of the learning algorithm used in this work. For
further details on the algorithm’s implementation and performance, see (Lignos
et al., 2009).

Word Sets. Each word in the corpus belongs to one of three word sets at any
point in execution: Base, Derived, or Unmodeled. The Base set contains the
words that are used as bases of learned transforms but are not derived from any
other form. The derived set contains words that are derived forms of learned
transforms, which can also serve as bases for other derived forms. All words
begin in the Unmodeled set and are moved into Base or Derived as transforms
are learned.

Pre-processing. We perform a minimal amount of pre-processing to support
learning on hyphenated words. Any word with a hyphen is placed into a set of
words excluded from the learning process, but each segment in the hyphenated
word is included in learning. For example, punk-rock-worshipping would not be
included in learning, but punk, rock, and worshipping would. The analysis of
any hyphenated word is the concatenation of the analysis of its segments, in this
case PUNK ROCK WORSHIP +(ing).

2.2 The Learning Loop

Affix Ranking. We count the affixes contained in each word in the base and
unmodeled sets by brute force, scanning the first and last 5 letters in each word.
To prevent rare words and foreign words from affecting the affix and transform
ranking process, words only count toward an affix or transform’s score if they
are relatively frequent in the corpus. For a word to be considered common, it
must appear more than once in the corpus and have a frequency greater than
one in one million. This frequency cutoff was set by examining the list of words
in the Morpho Challenge 2009 evaluation corpora above the cutoff frequency to
find a point where less common morphological productions are still included but
most typos and foreign words are excluded.

Transform Ranking. We hypothesize transforms of all combinations of the
top 50 affixes and count the number of base-derived pairs in each transform.
The score of a transform is the number of word pairs it accounts for multiplied
by the net number of characters that the transform adds or removes to a base.
For example, if the transform (e, ing), which removes one letter from the base
and adds three, has 50 base-derived pairs, its score would be 50 ∗ |3 − 1| = 100.

To approximate orthographic gemination and the merging of repeated charac-
ters when a morpheme is attached, we relax the conditions of testing whether a
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base-derived pair is acceptable. For each potential base word for a transform, we
compute two derived forms: a standard derived form that is the results of apply-
ing the transform precisely to the base, and a “doubled” derived form where s1
is removed from the base, the last character of the remaining base is repeated,
and then s2 is attached. For example, when checking the transform ($, ing) ap-
plied to run, we generate the standard derived form runing and the doubled form
running. Additionally, in cases where the final character of the base after s1 has
been removed is the same as the first character of s2, we also create an “undou-
bled” derived form where the first character of s2 is removed such that applying
the transform does not result in a repeated character. For example, when applying
($, ed) to bake, the standard form would be bakeed, but the undoubled form would
be baked. All derived forms that are observed in the Unmodeled set are added, so
if the standard, doubled, and undoubled forms are all observed, three base-derived
pairs would be added to the transform. These doubling and undoubling effects are
most commonly attested in English, but the doubling and undoubling rules are de-
signed to allow the learner to broadly approximate orthographic changes that can
occur when morphemes are attached in any language.

Transform Selection. The learner selects the transform of the higest rank
that has acceptable segmentation precision. Segmentation precision represents
the probability that given any Unmodeled word containing s2 reversing the
transform in question will result in a word. Segmentation precision must exceed
a set threshold for the learner to accept a hypothesized transform. By observing
the precision of transforms during development against the Brown corpus, we
set a threshold of 1% as the threshold of an acceptable transform. If more than
20 transforms are rejected in an iteration because of unacceptable segmentation
precision, the learning loop stops as it is unlikely that there are good transforms
left to model.

Transform Word Set Selection. After a transform is selected, we apply the
selected transform as broadly as possible by relaxing word sets that the trans-
form’s bases and derived words can be members of. This allows our algorithm
to handle multi-step derivations, for example to model derivational affixes on
an base that is already inflected or allow derived forms to serve as bases for
unmodeled words.

This expansion of the permissible types of base/derived pairs requires similar
changes to how words are moved between sets once a transform has been selected.
We developed the following logic for moving words:

1. No word in Base may be the derived form of another word. If a word pair
of the form Base → Base is used in the selected transform, the derived word
of that pair is moved to Derived. After movement the relationship is of the
form Base → Derived.

2. A word in Derived may be the base of another word in Derived. If a word
pair of the form Derived → Unmodeled is used in the selected transform, the
derived word of that pair is moved to Derived, and the base word remains in
Derived. After movement the relationship is of the form Derived → Derived.
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Table 1. Transforms learned in English and German on Morpho Challenge 2009 eval-

uation data sets

English

Trans. Sample Pair

1 +($, s) scream/screams

2 +($, ed) splash/splashed

3 +($, ing) bond/bonding

4 +($, ’s) office/office’s

5 +($, ly) unlawful/unlawfully

6 +(e, ing) supervise/supervising

7 +(y, ies) fishery/fisheries

8 +($, es) skirmish/skirmishes

9 +($, er) truck/trucker

10 ($, un)+ popular/unpopular

11 +($, y) risk/risky

12 ($, dis)+ credit/discredit

13 ($, in)+ appropriate/inappropriate

14 +($, ation) transform/transformation

15 +($, al) intention/intentional

16 +(e, tion) deteriorate/deterioration

17 +(e, ation) normalize/normalization

18 +(e, y) subtle/subtly

19 +($, st) safe/safest

20 ($, pre)+ school/preschool

21 +($, ment) establish/establishment

22 ($, inter)+ group/intergroup

23 +(t, ce) evident/evidence

24 ($, se)+ cede/secede

25 +($, a) helen/helena

26 +(n, st) lighten/lightest

27 ($, be)+ came/became

German

Trans. Sample Pair

1 +($, en) produktion/produktionen

2 +($, er) ueberragend/ueberragender

3 +($, es) einfluss/einflusses

4 +($, s) gewissen/gewissens

5 +($, ern) schild/schildern

6 +(r, ern) klaeger/klaegern

7 ($, ver)+ lagerung/verlagerung

8 ($, ge)+ fluegel/gefluegel

9 ($, ueber)+ nahm/uebernahm

10 ($, vor)+ dringlich/vordringlich

11 ($, be)+ dachte/bedachte

12 ($, unter)+ schaetzt/unterschaetzt

13 ($, ein)+ spruch/ einspruch

14 ($, er)+ sucht/ersucht

15 ($, auf)+ ruf/aufruf

16 ($, an)+ treibt/antreibt

17 ($, zu)+ teilung/zuteilung

18 ($, aus)+ spricht/ausspricht

19 ($, ab)+ bruch/abbruch

20 ($, ent)+ brannte/entbrannte

21 ($, in)+ formiert/informiert

22 +(t, ren) posiert/posieren

23 +($, lich) dienst/dienstlich

24 ($, un)+ wichtig/unwichtig

25 +(t, rung) rekrutiert/rekrutierung

26 ($, he)+ rauf/herauf

2.3 Post-processing

Once the learning loop has stopped, the learner tries to break the compound
words that remain in the Base and Unmodeled sets using a simple 4-gram
character-level model trained on the words in Base. Words are broken at the
lowest point of forward probability if the resulting substrings are words seen in
the input. For further detail, see (Lignos et al. 2009).

3 Results

3.1 Performance

The learner completes 27 iterations in English and 26 iterations in German before
stopping. The resulting analyses achieve an F-measure of 58.48% in English
and 33.61% in German in the official Morpho Challenge 2009 competition 1
evaluation, learning the rules presented in Table 1. Among non-baseline methods
in competition 1, a comparison against a linguistic gold standard, it achieved the
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third highest F-measure and highest precision in English, and the 11th highest
F-measure and highest precision in German. Among non-baseline methods in
competition 2, an information retrieval task, it achieved the highest average
precision in English and the 7th highest in German.

3.2 Errors

While it is difficult to assign precise, mutually exclusive categories to the learner’s
errors, they can be grouped into these categories:

Rare affixes. Many productive affixes in the gold standard are rarer than would
be expected in the training corpus, for example the English suffixes −ness and
−able, and thus the learner fails to distinguish them from noise in the data.

Unproductive affixes. Some affixes in the gold standard are no longer pro-
ductive in the language being learned. For example, the gold standard suggests
that embark be analyzed as em + bark, but the Germanic prefix em− is not
productive in modern English and thus appears in few pairs. It is unlikely that
a cognitively oriented learner would learn these rules from the input data.

Multi-step derivations. The learner fails to learn multi-step derivations, for
example acidified as ACID +ify +ed, if any intermediate derivations (acidify)
are not present in the corpus. These multi-step derivations account for the lower
recall of the learner compared to other methods in Morpho Challenge 2009.
However, the absence of errors in attempting to generalize rules to analyze these
derivations is partly responsible for the learner’s high precision.

Spurious relationships. The learner can form word pairs of unrelated words
that fit the pattern of common rules, for example pin/pining in English. In
German, this appears to cause a significant number of errors for even very fre-
quent transforms. In the development set, the three most common transforms
in German have a precision of 47.4%, while in English they have a precision of
83.9%.

4 Discussion

4.1 Limitations of the Algorithm

By learning individual transforms rather than full paradigms, the learner avoids
a major consequence of sparsity in morphology learning. However, the algorithm
must observe all steps of a multi-step derivation to learn the connection between
the words in the derivation. This limitation has little impact in English, but in
languages with more morphemes per word, such as German, this is a limiting
factor in the algorithm’s performance. With a larger number of morphemes per
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word, it is unlikely that all permutations of the morphemes would occur with
the same base. Segmentation-based approaches have a natural advantage in this
area. They need only identify the morphemes and decide whether to apply them
to an individual word, unlike our algorithm which identifies rules but requires a
minimal pair of words that show a rule’s applicability.

While the learner’s current approach results in very high precision, it does
not match the kind of rule generalization desirable for an acquisition model and
results in poorer performance when there are many morphemes per word. In
order to address this, the learner must understand the conditions for applying
rules. This will require unsupervised part of speech induction so that rules can
be marked as inflectional or derivational and using POS to decide whether a rule
should be applied. A POS-aware version of the algorithm would likely achieve
higher precision as it would not pair words of inappropriate POS together for
a given transform. The ability to generalize in this fashion would enable the
learner to analyze unseen words, which the learner cannot currently do.

4.2 Limitations of the Rule Representation

The simple definition of a rule as an affix-change operation limits the languages
that the learner can currently be applied to. Languages with vowel harmony, such
as Finnish and Turkish, require a more complex and phonologically-specified
representation to be accurately modeled using a rule-based approach. Languages
that use non-concatenative morphology, such as Arabic and Hebrew, cannot be
modeled in any meaningful way using our rule representation, as the algorithm
only searches for affix changes and not word-medial changes.

These shortcomings are not inherent to the Base and Transforms model but
rather specific to the transform representation used. Expanding the transform
definition to support infixes would be a first step to supporting nonconcatenative
languages, but operations like vowel harmony and stem changes require a level
of phonological information that has thus far not been used in unsupervised
morphological analyzers. A more likely approach to handling vowel harmony
may be to merge morphemes that appear in similar contexts (Can, 2009).

4.3 Conclusions

The high performance of the learner in English and German suggests that an
acquisition model can perform at a comparable level to statistical models. Fu-
ture work should focus on the expansion of acquisition models to support a
richer set of morphological phenomena and finer-grained representation of the
morphological rules learned.
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Abstract. In biological sequence processing, Multiple Sequence Alignment 
(MSA) techniques capture information about long-distance dependencies and 
the three-dimensional structure of protein and nucleotide sequences without re-
sorting to polynomial complexity context-free models. But MSA techniques 
have rarely been used in natural language (NL) processing, and never for NL 
morphology induction. Our MetaMorph algorithm is a first attempt at leverag-
ing MSA techniques to induce NL morphology in an unsupervised fashion. 
Given a text corpus in any language, MetaMorph sequentially aligns words of 
the corpus to form an MSA and then segments the MSA to produce morpho-
logical analyses. Over corpora that contain millions of unique word types, 
MetaMorph identifies morphemes at an F1 below state-of-the-art performance. 
But when restricted to smaller sets of orthographically related words, Meta-
Morph outperforms the state-of-the-art ParaMor-Morfessor Union morphology 
induction system. Tested on 5,000 orthographically similar Hungarian word 
types, MetaMorph reaches 54.1% and ParaMor-Morfessor just 41.9%. Hence, 
we conclude that MSA is a promising algorithm for unsupervised morphology 
induction. Future research directions are discussed. 

1   Introduction 

Biologists are interested in the function of genes and proteins. Since organisms evolve 
by the slow mutation of individual base pairs in their DNA, gene regions from related 
organisms that consist of similar sequences of nucleotides will likely perform similar 
functions. Multiple Sequence Alignment (MSA) techniques are one suite of tools that 
computational biologists use to discover nucleotide sequences that are unusually simi-
lar, and that thus likely serve similar biological functions [1].  

Like biologists, linguists are interested in the sub-regions of longer linear se-
quences that serve particular functions. Where biologists look at strings of nucleotide 
bases in DNA or sequences of amino acids in proteins, linguists examine the strings 
of phonemes or written characters that form words. And where biologists seek genes, 
linguistics identify morphemes—the smallest linguistic units that carry meaning. Giv-
en the similarities between biological and linguistic sequences, we seek to transfer the 
successes of MSA models from biology to induce natural language morphology in an 
unsupervised fashion. 
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Although we are inspired by biology, building MSAs for natural language morphol-
ogy induction is fundamentally different from building MSAs in biological applications. 
In biology, it is typical to align a few sequences (on the order of 10) of very long length 
(perhaps millions of base pairs). In our NL morphology application, the sequences are 
words and are thus relatively short (on the order of 10 characters)—but there may be 
tens of thousands or even millions of distinct word types to align. Moreover, our goals 
are somewhat different from the goals that biologists typically have when applying 
MSA techniques. We wish to definitively segment words into separate morphemes, but 
we have not encountered any work in computational biology that uses MSA to segment 
out genes. Instead, biologists use MSA to merely identify regions of likely similarity 
between sequences. 

Relating our MSA work to research directions in NL morphological processing: 
While we are unaware of any prior attempt to model the structure of NL morphology 
using MSA techniques, MSA is at base a method for measuring distances between 
strings—and string edit distances have played a part in a variety of unsupervised mor-
phology induction systems. Baroni et al. [2], for example, seed a semantically based 
induction system with pairs of words that are orthographically similar. Likewise, Wi-
centowski [3] trains a statistical model of morphological structure from several weak 
correlates of morphological relatedness—including the Levenshtein distance between 
pairs of words. Readers interested in unsupervised morphology induction more 
broadly may consult Chapter 2 of [4]. 

2   The MetaMorph Multiple Sequence Alignment Algorithm 

The input to an MSA algorithm is a set of sequences; and the output is an alignment 
of the elements of the sequences. Fig. 1 depicts an alignment over a set of ten English 
words. Each sequence, i.e. each word, in Fig. 1 forms a separate row of the alignment 
table. An MSA algorithm places the characters of each sequence into aligned col-
umns. The order of elements in each sequence is fixed, but, to improve an alignment, 
an MSA algorithm may place gaps, ‘-’, in some columns between the characters of a 
sequence. The ten sequences of Fig. 1 are arranged into eight aligned columns.  

A variety of algorithms could produce a multiple sequence alignment like that in 
Fig. 1. Our MetaMorph algorithm employs two standard MSA algorithms in turn: Pro-
gressive Alignment [5] and a Profile Hidden Markov Model (HMM) [1]. Both Progres-
sive Alignment and Profile HMMs define position specific distributions over charac-
ters. Fig. 2 displays the position specific character distributions for the alignment in 
Fig. 1. For each of the eight columns of the alignment table, Fig. 2 has a corresponding 
column that contains a smoothed probability distribution over the alphabet of charac-
ters that appears in Fig. 1: Each column distribution in Fig. 2 contains a count for each 
occurrence of each character in the corresponding column of Fig. 1, plus a Laplace 
smoothing constant of one for each character. We treat the gap as simply another char-
acter of the alphabet. The probability of a character given a column is the ratio of the 
character count in that column’s distribution to the distribution total. For example, in 
Figs. 1 and 2, the probability of the character ‘d’ given column 1 is 5/26. 
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2.1   Building an Initial MSA via Progressive Alignment 

MetaMorph begins with a progressive alignment algorithm that builds an initial 
alignment over an orthographically similar subset of the full input corpus. Progressive 
alignment algorithms build an alignment for a set of sequences iteratively. After a 
first pair of sequences are aligned to each other, a third sequence is aligned to the 
newly formed alignment; a fourth sequence follows; and a fifth, etc. The size of the 
orthographically similar subset of corpus words is a free parameter. We experimented 
with subsets that contained between 5,000 and 20,000 words. 

Step 1: Ordering. Before MetaMorph aligns words, our algorithm orders the words 
which will form the initial MSA. The first two words in the ordered list are the Le-
venshtein most similar pair of words from the 1000 most frequent words of the input 
corpus. MetaMorph then sequentially adds words to our ordered list by identifying, 
from all the words in the input corpus, the word that is most similar to some word 
already in the ordered list. To ensure that the initial MSA contains standard natural 
language words, we require all words in the ordered list to be between 5 and 16 char-
acters in length and to contain no hyphens or numbers. MetaMorph continues to add 
words to the ordered list until a preset size limit is reached. 

Step 2: Alignment. To produce an MSA from the ordered list of words, MetaMorph 
initializes an MSA to the first word in the sorted list. Each character in the first word 
appears in a separate column. Using Laplace smoothing, MetaMorph then calculates 
the (trivial) column distributions over the characters of the alphabet, a la Fig. 2.  

For each remaining word, w, in the ordered list, MetaMorph uses a dynamic pro-
gramming algorithm to, in turn, identify the lowest-cost alignment of w to the current 
MSA. Beginning with the first character of w and the first column of the MSA, there 
are three possible alignment choices: First, the character may be aligned to the col-
umn; Second, the column may be aligned to a gap that is inserted into w; and third, 
the character may be aligned to a column of gaps that is inserted into the MSA. We 

Chars 1 2 3 4 5 6 7 8
a 1 2 5 1 1 1 5 1 
c 1 1 1 1 5 1 1 1 
d 5 1 1 1 1 1 1 3 
e 1 1 1 1 1 1 1 1 
g 1 1 1 2 1 1 1 5 
h 1 1 1 1 2 1 1 1 
i 1 1 1 1 1 5 1 1 
j 5 1 1 1 1 1 1 1 
l 2 1 1 1 1 1 1 1 
m 1 1 1 5 1 1 1 1 
n 1 1 1 6 2 1 5 1 
p 1 1 1 1 5 1 1 1 
r 2 1 1 1 1 1 1 1 
s 1 1 1 1 1 1 2 2 
u 1 1 7 1 1 1 1 1 
gap 1 10 1 1 1 7 2 4 

 

Fig. 1. A sample multiple 
sequence alignment (MSA) 

Fig. 2. Laplace-smoothed (count plus 1) position 
specific character distributions for the MSA in Fig. 1 

12345678 
d-anc-es 
d-anc-ed 
d-anc-e- 
d-ancing 
r-unning 
j-umping 
j-ump-ed 
j-ump-s- 
j-ump--- 
laughing 
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define the cost of matching a character, c, to an MSA column, l, to be the negative 
logarithm of the probability of c occurring in l. Treating gaps as just another charac-
ter, the cost of aligning the column l, to a gap in the word w is simply the negative 
logarithm of the probability of a gap in l. And we measure the cost of matching a cha-
racter, c, to a newly-inserted column of gaps as the negative logarithm of the 
(smoothed) probability of c appearing in a column that thus far contains only gaps. As 
the number of words in the alignment increases, the contribution of Laplace smooth-
ing to the overall character distribution decreases, and hence the cost of inserting a 
column of gaps into the MSA increases.  

The score of an alignment of a word, w, to an MSA is the sum of the match costs 
and gap insertions costs specified by that particular alignment. Dynamic programming 
with back-tracing finds the optimal alignment of each w in O(NM) time, where N is 
the length of w, and M the length of the current MSA. When all words in the ordered 
wordlist have been inserted into the MSA, the initial alignment cycle is complete. 

Step 3: Realignment. After the initial alignment phase, MetaMorph performs leave-
one-out refinement [6]: Sequentially, MetaMorph removes each word from the MSA, 
and then realigns the removed word to the remaining MSA. MetaMorph halts leave-
one-out refinement when one of two criteria is met: 1. The MSA remains unchanged, 
or 2. The sum of the entropies of the column distributions increases after a set number 
of realignment cycles. Leave-one-out refinement is designed to specialize each col-
umn on a smaller selection of characters. If entropy rises, then the columns are per-
mitting a wider variety of characters, and we halt realignment. 

2.2   Finalizing Alignment via a Profile HMM  

Once MetaMorph’s progressive alignment phase has built an alignment over an or-
thographically similar subset of the full corpus, our algorithm freezes the initial 
alignment as a Profile HMM. Each column of the progressively built alignment acts 
as an HMM state whose character production probabilities correspond to the column’s 
character distribution. Each word of the corpus that was not in the original ortho-
graphically similar subset is then aligned to the Profile HMM.  

2.3   Segmentation  

Having obtained a final MSA, we must now produce a morphological segmentation of 
the input corpus. To motivate the segmentation strategy that the MetaMorph algo-
rithm employs, Fig. 3 depicts six sequences of an MSA built over a Hungarian corpus 
of 500,000 words. The first five sequences in Fig. 3 are legitimate inflections of  
the word in the first sequence: ‘között’ is a postposition in Hungarian, while ‘i’, ‘t’, 
‘e’, and ‘em’ are suffixes that attach to postpositions. In contrast, the last sequence in 
Fig. 3, ‘kötöttem’ is an inflected verb that is linguistically unrelated to the other se-
quences. A reasonable segmentation of the final sequence would be ‘köt-ött-em’, with 
‘köt’ a verb stem meaning ‘tie’, ‘ött’ marking past tense, and ‘em’ 1st person singular.  

To segment an MSA into morphemes, our MetaMorph algorithm selects a set of 
columns in the MSA and segments all the words of the corpus at those columns. Ex-
amining Fig. 3, the pattern of gap columns does not appear to indicate where a mor-
pheme boundary should be placed: columns of gaps separate all the characters of all  
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-----k----ö---z-----ö-------t-----------t---------
-----k----ö---z-----ö-------t-----------t----i----
-----k----ö---z-----ö-------t-----------t----i-t--
-----k----ö---z-----ö-------t-----------t----e----
-----k----ö---z-----ö-------t-----------t----e-m--
-----k----ö---t-----ö-------t-----------t----e-m--  

Fig. 3. Six Sequences from an MSA induced over a Hungarian corpus 

the words, with long sequences of gap columns sometimes occurring internal to a 
morpheme (eleven gaps separate the doubled ‘t’s for example). Other obvious tech-
niques, such as segmenting at columns with the maximal gap probability or at those 
columns whose probability distributions had minimal entropy, generated completely 
implausible segmentations. 

Lacking a segmentation strategy that relies solely on the MSA, MetaMorph instead 
leverages knowledge from an independent algorithm for unsupervised induction of 
morphology. The independent system which we used is the ParaMor-Morfessor Un-
ion system from Morpho Challenge 2009 [7]. The ParaMor-Morfessor system placed 
first at F1 for morpheme identification in three of the five languages of Morpho Chal-
lenge 2009. To segment the words of a corpus, the MetaMorph algorithm searches for 
a set of segmentation columns that maximize the F1 score against the independent 
(still unsupervised) system.  

MetaMorph uses a greedy search algorithm to decide upon a set of segmentation 
columns. One at a time, MetaMorph considers each column in the MSA as a potential 
segmentation point. The segmentations that result from a particular column are scored 
against the analyses provided by the independent morphology segmentation algo-
rithm. MetaMorph retains that segmentation column which most improves F1, and 
then iteratively considers adding a second segmentation column. If, after any itera-
tion, no column is found to improve F1, MetaMorph terminates the search for addi-
tional segmentation columns. Although the segmentation columns are fixed for all 
words, the final number of morphemes in any particular word will still vary because, 
after segmenting a word, MetaMorph discards morphemes that consist solely of gaps. 

3   Results and Conclusions 

To evaluate the success of the MetaMorph algorithm, we participated in Morpho 
Challenge 2009 [8], where ten groups from around the world assessed their unsuper-
vised morphology induction systems with both linguistic and task-based criteria. The 
linguistic evaluation of Morpho Challenge measured the precision, recall, and F1 
score of each unsupervised algorithm at identifying the constituent morphemes of the 
words in a corpus. Of the six tracks of the linguistic competition, MetaMorph had the 
least success at the two Arabic scenarios and the most success on Turkish. Meta-
Morph’s poor performance on Arabic, less than 6% F1 for both the vowelized and 
unvowelized tracks, is directly attributable to MetaMorph’s reliance on the ParaMor-
Morfessor Union system for its segmentation strategy. The Union system also suf-
fered its poorest performance on the Arabic tracks, F1 scores of less than 10%.  
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In Turkish, MetaMorph outperformed at F1 the baseline unsupervised system of 
Morpho Challenge, a system named Morfessor [9]: MetaMorph achieved an F1 score 
of 33.6% where Morfessor came in at 29.7%. Backstopping MetaMorph’s compara-
tively strong performance on Turkish is the highest absolute recall score that Meta-
Morph attained for any language, 29.5%. But since absolute scores of morpheme 
identification are not comparable across languages, consider MetaMorph’s recall as a 
fraction of the recall score (60.4%) of that system [7] which had the highest F1 score 
at Morpho Challenge for Turkish: this recall fraction is 0.488 (i.e. 29.5% / 60.4%). If 
we calculate MetaMorph’s recall fraction against the F1-best system for the other non-
Arabic languages of Morpho Challenge we get 0.401 for English, but just 0.322 for 
German and 0.300 for Finnish, Interestingly, there are many fewer word types in the 
Turkish and English data sets (617,000 and 385,000 respectively) of Morpho Chal-
lenge than there are in the Finnish and German sets (2.21 and 1.27 million respec-
tively). The following experiments suggest, counterintuitively, that it may be the 
smaller size of the Turkish and English data sets that lead to MetaMorph’s higher 
recall. 

We used Hunmorph [10], a hand-built Hungarian morphological analyzer, to pro-
duce a morphological answer key containing 500,000 unique Hungarian word types 
from the Hunglish corpus [11]. Over the full Hungarian corpus, MetaMorph’s F1 
score reached a paltry 19.7%. But we found that if we restricted our evaluation to just 
those words from which MetaMorph’s progressive alignment algorithm constructed 
the initial MSA, performance improved dramatically.  

We ran three experiments. In the first experiment, MetaMorph’s progressive 
alignment algorithm built an MSA from a set of 5,000 orthographically similar words, 
i.e., the size limit in step 1 of Section 2.1 is set to 5,000; in the second, MetaMorph 
used a size limit of 10,000 words; and in the third, a size limit of 20,000. During the 
segmentation phase of these three experiments, we instructed MetaMorph’s greedy 
search to select segmentation columns that maximized F1 score, not over the full 
Hungarian corpus, but rather over just the words in the smaller set of orthographically 
similar words. Using the Linguistic evaluation procedure from Morpho Challenge, we 
then evaluated MetaMorph’s morphological analyses over these same three (smaller) 
sets of orthographically similar words. Additionally, we evaluated the performance of 
the ParaMor-Morfessor Union system over these same three sets of words. To evalu-
ate the Union system we used the full Hungarian corpus to induce segmentations, but 
restricted our evaluations to the sets of 5,000, 10,000, and 20,000 words. The results 
of these experiments appear in Fig. 4. 

Immediately striking from Fig. 4 is that MetaMorph significantly outscores the Pa-
raMor-Morfessor Union over the 5,000 and 10,000 word sets. Remember that Meta-
Morph’s segmentation phase seeks to emulate the segmentations that the ParaMor-
Morfessor Union system produces. Over small datasets, MetaMorph has successfully 
generalized beyond the system that is used as a segmentation guide. 

Furthermore, as the set size increases in Fig. 4, MetaMorph’s F1 steadily decreases. 
Since each of our three experiments is learning from and evaluating over a different 
set of words, one explanation for MetaMorph’s downward trend might simply be that 
the set of 20,000 words contained more inherent morphological complexity than the 
smaller sets. But this explanation fails when we examine the performance of the  
ParaMor-Morfessor Union system over these same data sets: The Union system’s  
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Fig. 4. The F1 performance of two unsupervised morphology induction algorithms for three 
subsets of a Hungarian corpus  

performance increases in step with the set size. Instead, MetaMorph’s strong perform-
ance at the smallest word-set sizes, leads us to conclude that MSA is most effective 
when used over a smaller set of words that exhibit orthographic similarity. This same 
effect may be at work in MetaMorph’s higher recall scores for English and Turkish in 
Morpho Challenge proper. 

For some tasks, such as machine translation (MT), MetaMorph’s conservative 
lower-recall approach to morphological segmentation pays off: MetaMorph took sec-
ond place in Finnish MT at Morpho Challenge 2009, with a BLEU score of 28.20. In 
the MT evaluation the words of a non-English language text were replaced by their 
automatic morphological analyses before applying a statistical MT algorithm. The 
baseline statistical MT system that translates directly from words had a BLEU score 
of 27.64; thus MetaMorph improves BLEU score over the word-based model by 0.56 
BLEU points. For exhaustive details about the absolute and relative performance of 
the MetaMorph algorithm at Morpho Challenge 2009, see [8]. 

The Next Steps. MetaMorph’s success at analyzing the morphological structure of 
smaller, more focused, sets of words suggests that in future we use progressive align-
ment techniques to build a number of separate alignment structures focused on differ-
ent subsets of the full corpus. Each subset of the corpus would contain orthographi-
cally similar words. It may also be the case that the optimal number of words for 
which to build an alignment is smaller than 5,000. Indeed, the optimal set size may 
vary by language, or even by part-of-speech within a language. 

A second weakness that we would like to address in the MetaMorph algorithm is 
the poor correlation between the arrangement of columns in the MSA and the ar-
rangement of morphemes within words. Where most morphemes are contiguous se-
quences of characters, MetaMorph’s MSA columns place gap symbols internal to true 
morphemes. Better correlation between MSA columns and morphemes in words 
would free MetaMorph from relying on an independent unsupervised morphology 
induction system during segmentation (Section 2.3). A match cost function that ac-
counted for string position is one potential method for producing contiguous mor-
pheme columns. We might, for example, lower match costs (and thereby reduce the 
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number of gap columns) near the middle of an MSA to allow for the wide variety of 
characters that are likely in the stems of words. Another possible solution may be to 
tie the character distributions of neighboring MSA columns so as to avoid overtrain-
ing a column to a particular character.  
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Cabral, Lúıs Miguel I-212

Calabretto, Sylvie II-203

Can, Burcu I-641

Caputo, Annalina I-150

Caputo, Barbara II-85, II-110

Cardoso, Nuno I-305, I-318
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Džeroski, Sašo II-231
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