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Preface

This volume constitutes the proceedings of the 16th Collaboration Researchers’
International Working Group (CRIWG 2010) Conference on Collaboration and
Technology. The conference was held in Maastricht, The Netherlands. The previ-
ous ten CRIWG conferences were organized in Madeira, Portugal (2000), Darm-
stadt, Germany (2001), La Serena, Chile (2002), Autrans, France (2003), San
Carlos, Costa Rica (2004), Porto de Galinhas, Brazil (2005), Medina del Campo,
Spain (2006) Bariloche, Argentina (2007), Omaha NE, USA (2008), and Peso da
Régua, Douro, Portugal (2009). CRIWG conferences follow a simple recipe for
success: good papers, a relatively small number of attendees, extensive time for
lively and constructive discussions, and a high level of cooperation both within
and between paper sessions. CRIWG 2010 continued this tradition.

This 16th CRIWG exemplified the continuing interest in the groupware re-
search area. Papers were reviewed by at least three members of an internationally
renowned Program Committee, using a double-blind reviewing process. Based
on the reviewers’ recommendations 27 papers were finally accepted: 18 long pa-
pers presenting mature work, and 9 short papers describing work in progress.
The accepted papers were grouped into seven themes that represent current ar-
eas of interest in groupware research: Knowledge Elicitation, Construction and
Structuring, Collaboration and Decision Making, Collaborative Development,
Awareness, Support for Groupware Design, Social Networking and Mobile Col-
laboration. In addition, we featured a paper describing the history of CRIWG
research. We were further very pleased to have Jay Nunamaker, Director of the
Center for Management of Information at the University of Arizona, USA, a
renowned specialist in group support systems as keynote speaker. Finally we
had a demo and distinguished lecture on a new generation of thinkLet-based
group support systems by Bob Briggs.

CRIWG 2010 would not have been possible without the work and support
of a great number of people. First of all we thank all members of the Program
Committee for their valuable reviews of the papers. We were grateful for the
advice and support provided by the CRIWG Steering Committee, and we thank
the Doctoral Consortium Chairs Rafael Gonzalez, from Delft Univeristy of Tech-
nology, The Netherlands, Michael Koch, from Bundeswehr University Munich,
Germany, and Jan Marco Leimeister, from Kassel University, Germany.

Last, but certainly not least, we thank you for your interest in CRIWG 2010,
and hope find the proceedings valuable.

July 2010 Gwendolyn Kolfschoten
Thomas Herrmann

Stephan Lukosch
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Till Schümmer FernUniversität in Hagen, Germany
Tom Erickson IBM T. J. Watson Research, USA
Traci Carte University of Oklahoma, USA
Ulrich Hoppe University of Duisburg-Essen, Germany
Volker Wulf Universität Siegen, Germany
Volkmar Pipek Universität Siegen, Germany
Werner Geyer IBM T. J. Watson Research Center, USA
Wolfgang Prinz Fraunhofer FIT, St. Augustin, Germany
Yannis Dimitriadis Universidad de Valladolid, Spain



Organization IX

Doctoral Colloquium Chairs

Rafael Gonzalez Delft Univeristy of Technology,
The Netherlands

Michael Koch Bundeswehr University Munich, Germany
Jan Marco Leimeister Universität Kassel, Germany

Organizing Committee Chair

Stephan Lukosch Delft University of Technology,
The Netherlands

Organizing Committee

Tanja Buttler Delft University of Technology,
The Netherlands

Rick van Krevelen Delft University of Technology,
The Netherlands



Table of Contents

Introduction

A Review of CRIWG Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Pedro Antunes and José A. Pino
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A Review of CRIWG Research 

Pedro Antunes1 and José A. Pino2 

1 University of Lisbon, Department of Informatics of the Faculty of Sciences,  
Campo Grande, Lisbon, Portugal 

paa@di.fc.ul.pt 
2 Universidad de Chile, Department of Computer Science,  

Avenida Blanco Encalada 2120, Tercer Piso, Santiago, CP 837- 0459, Chile 
jpino@dcc.uchile.cl 

Abstract. This paper presents a meta-analysis of the CRIWG conference. The 
study is organized in three main sections: bibliometric analysis, analysis of ref-
erences and subject analysis. The bibliometric analysis indicates that CRIWG is 
significantly above the average citation index of similar papers published in 
LNCS. The analysis of references shows a significant dependence on ACM pa-
pers and very low cross-referencing between CRIWG papers. The subject 
analysis reveals that CRIWG slightly favors positivist evaluations, although 
almost half of the papers do not present any type of evaluation. We conclude 
this study with a discussion over strengths, weaknesses, opportunities and 
threats.  

Keywords: Meta-analysis, CRIWG review.  

1   Introduction 

This paper is intended for the 16th edition of the CRIWG1 conference. As a round 
number (24), it may trigger an appropriate time to reflect on the past contributions of 
this conference and the outlook for the future. The authors would then like to present 
some data gathered from the previous proceedings and elaborate some analysis and 
discussion. We expect this to be the starting point of a rich and controversial inter-
change of viewpoints during the conference itself.  

CRIWG started in Lisbon, Portugal, in September 1995. It was initially thought to 
be a meeting to exchange research approaches in the field of Groupware for a few 
groups. Instead of establishing an informal gathering, a decision was made to make it 
scientifically valid through the commonly accepted peer-reviewing process, using 
anonymous submissions and reviews, and circulating the papers in proceedings dis-
tributed by international scientific publishers. The conference has kept this tradition 
up to now.  

CRIWG has some unique features when compared with other conferences in the 
field. It has just one track, with full papers and work-in-progress ones. The presentation 
of the papers provides ample time for discussion, giving thus authors very valuable 
                                                           
1 Which now is an acronym for the Collaboration Researchers International Working Group on 

Groupware.  
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feedback. The conference also encourages social interaction among participants. Fi-
nally, the conference has been organized in interesting places around the world, but this 
has not been obstacle to sustained presence by participants to all sessions.  

We will present some data extracted from the proceedings, we will analyze it and 
try to make suggestions for the future of the conference. The analysis, of course, is the 
authors’ responsibility and it does not represent an official statement from the confer-
ence committees.  

2   Methodology 

Most of this review is based on information provided by Thomson Reuters ISI Con-
ference Proceedings Citation Index (ISI, for short). We analyzed all CRIWG papers 
published between 2000 and 2008. Our intention was to cover the set of proceedings 
published by LNCS and IEEE between 1999 and 2009. However, for some unknown 
reason the joint SPIRE/CRIWG 1999 conference was not found in ISI; and the 2009 
papers were not yet available in December 2009, when the data was gathered.  

Gathering the list of papers from ISI was not completely straightforward, requiring 
combined searches using the CRIWG acronym and the Groupware keyword, plus 
manual inspection to remove spurious references to other journal and conference pa-
pers. The consolidated data set used in most of our analysis consists of 246 papers.  

The review was separated in three main goals: bibliometric analysis, analysis of ref-
erences and subject analysis. The bibliometric information, such as the Hirsch index (h) 
[1], was automatically produced by ISI and gives a summative assessment of CRIWG.  

Our main purpose to analyze the CRIWG references to other papers was to under-
stand how CRIWG views and positions itself relatively to other research fields. The 
references were automatically obtained from ISI, exported to Endnote and exported 
again to Excel, which was then used to discover the main referenced papers, authors 
and sources. It should be emphasized the references exported by ISI present some 
shortcomings. For instance, they do not identify all authors. Furthermore, conferences 
and journals are formatted with multiple short names. A considerable effort was done 
to normalize the data and obtain the consolidated information reported in section 4.  

The subject analysis follows a method that has been adopted by similar reviews 
(e.g., [2-4]). The method uses qualitative data analysis techniques to code the data set 
using multiple tags [5]. Unlike some reviews that use a predefined set of tags, we 
adopted a grounded approach [6] where the keywords emerge as the analysis  
progresses [5]. The main categories considered during the grounded coding were: 
research objective, research topic and type of evaluation. Two coding rounds were 
performed to ensure consistency.  

The coding process was applied to the 246 paper abstracts obtained through ISI. 
This might be viewed as a controversial decision, since coding could instead be ap-
plied to the full paper bodies. The basis for our decision to only code abstracts was: 
(1) the abstracts should be considered accurate and concise summaries of the authors’ 
research, done by the persons most fit to accomplish them, i.e. the authors them-
selves; (2) abstracts have an implicit structure that is totally aligned with the coding 
categories mentioned above; and (3) this structure is typically checked and enforced 
by peer reviewers.  



 A Review of CRIWG Research 3 

During the coding process we confirmed the type of information we were  
reviewing was available in the abstracts, which made the access to the remaining in-
formation unnecessary. We nevertheless point out the search for more fine-grained 
information, including for instance reviewing which specific techniques, tools and 
algorithms were researched, would necessarily mandate a full body analysis.  

We finally note the trend lines shown in the paper are all polynomial functions. The 
R2 appearing near the trend lines was automatically calculated using Apple’s Numbers.  

3   Bibliometric Analysis 

The total number of CRIWG papers considered in the bibliometric analysis is 246. 
The total number of citations to these papers is 336, which gives an average citation 
per paper of 1.37. The obtained h-index is 6.  

The distribution of citations per year is shown in Figure 1. After an expected ramp 
up of citation activity from 2002 to 2005, the number of citations has stabilized since 
2006 at an average of 48 cites/year.  

Fig. 1. Distribution of citations per year 

 

Fig. 2. Distribution of citations per paper 
(number of citations in horizontal axis) 

As shown in Figure 2, 132 papers (53%) have not received any citation. This indi-
cates that CRIWG, although having a selection of good papers, has to improve the 
selection process.  

3.1   Comparison with Other Conferences 

The information conveyed above might be difficult to analyze without a frame of ref-
erence. In order to create such reference we tried to compare CRIWG with other con-
ferences related with CRIWG and also reported by ISI. The following conferences 
were selected: COOPIS (Conference on Cooperative Information Systems, now part 
of OTM - On The Move Confederated Conferences), WET-ICE (Workshops on Ena-
bling Technologies: Infrastructure for Collaborative Enterprises), DSV (International 
Workshop on Design, Specification and Verification of Interactive Systems) and 
CONTEXT (International and Interdisciplinary Conference on Modeling and Using 
Context). Furthermore, we also contrasted the CRIWG bibliometrics with a broad set 
of papers collected from ISI using a search for “LNCS” and “Conference”.  
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Table 1. Comparison with other conferences 

Name COOPIS  DSV CRIWG CONTEXT WET-ICE  LNCS 
Years  01-07 98-07 01-08 00-07 96-06 90-09 
Nr. papers 379 163 246 194 524 8746 
Times cited 703 237 336 235 274 9103 
Av. citation 1.85 1.45 1.37 1.21 0.52 1.04 

The results shown in Table 1 indicate that CRIWG, in terms of quality measured 
by citation indexes, is above average when compared with the other selected confer-
ences (1.37 against an average of 1.28) and significantly above the average citation 
index of a large collection of papers published in LNCS.  

3.2   Top 5 Cited Papers 

The top 5 cited papers are shown in Table 2.  

Table 2. Top 5 cited papers (number of citations on the left) 

16 
 

Rosa MGP, Borges MRS, Santoro FM (2003) A conceptual framework for analyzing the 
use of context in groupware, 9th International Workshop on Groupware, 2003, Autrans, 
France, LNCS, vol. 2806, p. 300-313 

9 Haake JM, Schummer T, Haake A, et al. (2003) Two-level tailoring support for CSCL, 
9th International Workshop on Groupware, Autrans, France, LNCS, vol. 2806, p. 74-81 

9 Collazos CA, Guerrero LA, Pino JA, et al. (2002) Evaluating collaborative learning 
processes, 8th International Workshop on Groupware, La Serena, Chile, LNCS, vol. 
2440, p. 203-221 

8 Neyem A, Ochoa SF, Pino JA (2006) Supporting mobile collaboration with service-
oriented mobile units, 12th International Workshop on Groupware, Medina del Campo, 
Spain, LNCS, vol. 4154, p. 228-245 

7 Moran AL, Favela J, Martinez-Enriquez AM, et al. (2002) Before getting there: Potential 
and actual collaboration, 8th International Workshop on Groupware, La Serena, Chile, 
LNCS, vol. 2440, p. 147-167 

3.3   Top 10 Authors 

Table 3 presents the list of authors according to the number of papers published in the 
proceedings.  

Table 3. Top 10 authors (number of papers on the left) 

19  Pino JA 
17  Antunes P 
15  Borges MRS 
14  Favela J 
14  Collazos C 

12  Ochoa S 
12 Guerrero L 
10  Baloian N 
9    Lukosch S 
7    Vreede GJ 
7    Fuks H   
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3.4   Country Distribution 

A total of 29 countries have been represented in the conference series. Figure 3 indi-
cates the internationalization ratio has slightly increased between 2000 and 2004 and 
slightly decreased in 2007 and 2008.  

    Table 4. Country distribution 

44  Brazil 
34  Chile 
30  Germany 
27  Portugal  
24  Spain 
22  France 
22  USA 
21  Mexico 
13  Netherlands 
8   Colombia 
6   Argentina 
6   Canada 
4   China 
4   Korea 
 

3   Costa Rica 
3   Finland 
3   Japan 
2   England 
2   Greece 
2   Norway 
2   Taiwan 
1   Australia 
1   Austria 
1   Belgium 
1   Luxembourg 
1   Romania 
1   Scotland 
1   Sweden 
1   Switzerland 

 

 

Fig. 3. Internationalization (countries/year) 

3.5   Collaborative Research 

As mentioned in the introduction, CRIWG aimed to promote the participants’ sociali-
zation. This should allow researchers to meet potential partners for future projects. 
These researchers will probably return to the CRIWG conference to present the new 
joint results. A reasonable hypothesis then is to assume the proportion of papers pre-
sented by researchers from two or more institutions would increase in time.  

 

Fig. 4. Percentage of collaborations by year 
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Figure 4 shows the evolution of the number of collaborations for the whole 
CRIWG period (1995-2009), represented as a percentage of the number of papers 
published in each year. This data was manually gathered from the proceedings. It 
shows the proportion of papers presented by two or more research groups slightly 
growing in time (groups from different departments of the same university were con-
sidered as just one group). Of course, the contribution from the conference may not be 
the only reason for this increase. Other factors may influence this result, like appear-
ance of grants supporting research from more than one country, etc. However, in our 
own personal experience, CRIWG helped us finding research partners.  

3.6   Special Issues in ISI Journals 

Table 5 summarizes the special issues in ISI Journals published with extended ver-
sions of papers presented at CRIWG conferences. The total number of papers is 46 
(18.7% of all papers published by the Proceedings in the 2000-2008 period). The 
number of citations is 99. The average citation index is 2.15, which is significantly 
higher than the one obtained by the proceedings. There is also in press one special 
issue of the Group Decision and Negotiation journal containing extended versions of 
papers presented at the 2008 conference.  

Table 5. Special issues in ISI journals 

Journal name No. of issues No. of papers published 
Int. J. of Cooperative Information Systems 2 10 
Int. J. of Human-Computer Studies 1 5 
Journal of Universal Computer Science 2 10 
Computing and Informatics 1 5 
Group Decision and Negotiation (*) 2  12 
Multimedia Tools and Applications 1 4 

(*) The 2008 issue is in press.  

Besides the special issues in ISI-indexed journals, there have been special issues in 
other journals, as reported in Table 6.  

Table 6. Special issues in other journals 

Journal name No. of issues No. of papers published 
Int. J. of Computer App. and Technology 1 9 
International Journal of e-Collaboration 1 4 
e-Service Journal 1 5 
Journal of CLEI 1 1 

4   Analysis of References 

The analysis of references gives a good indication of how CRIWG perceives its re-
search community. The references were automatically obtained from ISI using the set 



 A Review of CRIWG Research 7 

of 246 papers published between 2000 and 2008. References to technical documenta-
tion and web sites were manually removed from the data set.  

Table 7. Analysis of references 

Total number of cited papers: 4524 
Average number of references per paper: 19.15 (stdev: 8.6) 
References to ACM papers: 653 (14%) 
 ACM Transactions: 98 
 Communications of ACM: 134 
 Proceedings of ACM: 338 
 Proceedings of ACM CSCW: 187 
 Proceedings of ACM CHI: 61 
References to LNCS papers: 229 (5%) 
References to IEEE papers: 196 (4.3%) 
References to Thesis: 112 (2.5%) 
References to HICSS papers: 90 (2%) 
References to CRIWG papers: 84 (1.9%) 
References to ECSCW papers: 35 (0.8%) 
References to LNAI papers: 14 (0.3%) 

The results summarized in Table 7 indicate a significant dependence on ACM pa-
pers. The data also indicate very low cross-referencing between CRIWG papers. In 
the one hand, this shows there is very low inbreeding in the CRIWG community, but 
in the other hand it also points out a lack of community building. The number of ref-
erences to thesis might be interpreted as indicating a focus on exploratory rather than 
summative research.  

4.1   Most Cited References 

The references most cited by CRIWG are shown in Table 8.  

Table 8. Most cited references (number of citations on the left) 

15     ELLIS CA, 1991, COMMUN ACM, V34, P38 
12     BRIGGS RO, 2003, J MANAGE INFORM SYST, V19, P31 
12     GAMMA E, 1995, DESIGN PATTERNS ELEM 
10     FJERMESTAD J, 1999, J MANAGEMENT INFORMA, V15, P7 
10     NUNAMAKER JF, 1991, COMMUN ACM, V34, P40 
8       ROSEMAN M, 1996, ACM T COMPUTER HUMAN, V3, P66 
8       SCHUCKMANN C, 1996, P ACM 1996 C COMP SU, P30 
7       DOURISH P, 1992, P ACM C COMP SUPP CO, P107 
7       GUERRERO LA, 2001, INFORM SOFTWARE TECH, V43, P457 
7       MALONE TW, 1994, ACM COMPUT SURV, V26, P87 
6       DEVREEDE GJ, 2006, INT J COMPUTER APPL, V25, P140 
6       GRUDIN J, 1994, COMMUN ACM, V37, P92 
6       CHABERT A, 1998, COMMUN ACM, V41, P69 
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4.2   Most Referenced First Authors 

The researchers most cited by CRIWG are shown in Table 9. Only the first authors 
are taken into account, since ISI does not produce the full reference records.  

Table 9. Most referenced authors (number of citations on the left) 

50 C. Gutwin 
46 R. Briggs 
42 S. Greenberg 
35 C. Ellis 
34 P. Dourish 
34 G. Kolfschoten 
26 P. Dillenbourg 
23 D. Pinelle 

23 L. Guerrero 
22 M. Borges 
22 G. Stahl 
21 J. Nunamaker 
21 J. Haake 
21 T. Malone 
20 M. Roseman 
20 B. Myers 

4.3   Main Referenced Research Areas 

The seven categories shown in Table 10 emerged after systematic data analysis of the 
data set using manual search. These categories may again be categorized by order of 
importance, where CSCW (Computer Supported Cooperative Work) emerges as the 
most important research area, followed by Decision Support Systems (DSS) and 
Computer Supported Collaborative Learning (CSCL). It should however be noted that 
these categories cover a small percentage of the data set (more precisely, 25.6%). The 
remaining 3/4 of data could not be associated to a category.  

Table 10. Main research areas referenced by CRIWG 

1 – About 10% 413 (9.1%) CSCW 
2 – About 5% 238 (5.3%) 

230 (5%) 
DSS 
CSCL 

3 – About 1-2% 75 (1.7%) 
58 (1.2%) 
105 (2.3%) 
45 (1%) 

Software engineering 
Human Computer Interaction 
Business Process Management 
Artificial Intelligence 

5   Subject Analysis 

5.1   Research Objectives 

As shown in Figure 5, nine different research objectives were codified during the data 
analysis. The most prevailing research objective is prototype development, followed 
by design and theory/model building. Interestingly, although a major focus is on pro-
totyping and designing collaborative systems and tools, CRIWG has not focused on 
building guidelines for developers.  
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Fig. 5. Distribution of papers by research objective 

5.2   Research Topics 

The data set was manually coded with the purpose to uncover the main research top-
ics. The coding process was done in multiple rounds for consistency. Thirty-two re-
search topics emerged after consolidation. Figures 5 and 6 show the most and least 
significant topics, respectively. Learning stands out as the most prevailing research 
topic, considered by 51 papers (20%).  
 
 
 
 
 

Fig. 6. Research topics (most significant) 

 

Fig. 7. Research topics (least significant) 

We emphasize the coding process was performed at various conceptual levels before 
the main research topics were completely settled. Learning, for instance, is a code that 
actually encompasses the following sub-codes: classroom activities/ composition, online 
materials/courses, teaching, reflection, infrastructure/platform, scenarios, processes, 
discussion forums, modeling knowledge, interdependencies/ mediation, performance, 
attitudes, dialectic reasoning, participation and self-organization. Awareness, in turn, 
includes the following sub-codes: semantic awareness, situation awareness, document 
awareness, awareness model, group awareness, presence awareness, workspace aware-
ness, and change awareness.  

After the coding process, the research topics were aggregated in main research ar-
eas. Five main areas emerged this way, covering the foundations of collaboration 
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support, application areas, group decision-making, system development issues, and 
communities. Table 11 shows that collaboration support is the main research concern 
expressed by CRIWG (35% of papers). It is also interesting to note that infrastructural 
issues related with collaboration support have not received sizeable attention from 
CRIWG researchers (10% of papers).  

Table 11. Main research areas 

128 (35%) Collaboration support (awareness, coordination, context, tailoring, 
flexibility, notification, performance, shared workspaces, communication, 
editing, document management) 

98 (27%) Applications areas (learning, workflow, handhelds, healthcare) 
70 (19%) Decision making (conflict, decision making, emergency management, 

group support systems, negotiation, knowledge management,  
collaboration engineering) 

36 (10%) Systems development (integration, peer-to-peer, reusability, XML, 
patterns, software engineering) 

31 (8.5%) Communities (virtual communities, communities of practice, virtual 
worlds, online communities) 

5.3   Evaluation Methods 

Almost half of the papers (118 papers, 47.5%) do not present any type of evaluation. 
Of the adopted evaluation methods, case studies are the most prevalent one. CRIWG 
balances positivist and interpretivist evaluations, with a slight advance given to posi-
tivist evaluations. Interpretivism addresses questions of meaning while positivism 
addresses questions of cause and effect [7].  
 

 

 
47.5% - No evaluation  
 
25.2% - Positivist (laboratory, survey, 
empirical, sample application, formative, 
simulation, analytic)  
 
16.3% - Interpretivist (case study, case 
illustration) 

Fig. 8. Distribution of papers per evaluation method 

Trying to study the 118 papers without any evaluation, we found they are distrib-
uted according to Table 12.  

The large number of papers with no evaluation perhaps is related to one category 
of papers the conference has: the Work-in-Progress class. These papers, short in 
length, are supposed to present initial ideas and thus may tend to be speculative, re-
porting initial stages of research projects. We could not confirm this hypothesis with 
the available data, since the proceedings do not distinguish the CRIWG type of paper.  
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Table 12. Subject addressed by papers without any evaluation (number of papers on the right) 

Propose a framework/architecture  39 
Describe a prototype 29 
Concern design issues 18 
Address implementation issues (e.g., flexibility, synchronization, heterogeneity,  
interoperability) 

16 

Propose a model 12 
Concern workflow 3 
Concern decision making 3 
Concern knowledge management 2 
Concern a methodology 2 
Concern software engineering 3 

5.4   Trends in Research Objectives 

The trend lines shown in Figures 9-13 account the different research objectives ac-
cording to year of publication. The framework and architecture topics exhibit trend 
lines showing that, after an increase of importance, the pursuit of these research lines 
is in decline (note also that R2 is high).  The other categories do not exhibit any defi-
nite trend.  

 

Fig. 9. Framework 
 

 

Fig. 10. Architecture 

 

Fig. 11. Theory/models 

 

Fig. 12. Prototype 
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Fig. 13. Design 

5.5   Trends in Research Topics 

The trends shown in Figures 14-18 indicate a clearly increasing interest over the 
communities theme (comprising issues such as virtual communities, communities of 
practice, virtual worlds and online communities). The CRIWG interest over applica-
tion development (including various issues such as integration, peer-to-peer, reusabil-
ity, XML and patterns) seems to persist as rather low when compared with the other 
categories.  

 

Fig. 14. Support 
 

 

Fig. 15. Application areas 

 

Fig. 16. Decision making 

 

Fig. 17. Application development 
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Fig. 18. Communities 

5.6   Trend in the Use of the “Groupware” Term 

As mentioned in the Introduction, the initial goal of the Conference was to ease col-
laboration of researchers working in the Groupware field. We have now the feeling 
that groupware is being phased out in favor of other terms, including “collaborative 
technology”, “group support”, or more specific keywords. Figure 19 shows that the 
percentage of occurrences of the keyword in the proceedings of each year is declin-
ing, thus supporting our hypothesis.  

The percentages were calculated using Word Counter 2.10 to scan PDF files, count 
words and convert PDF to text; and then using TextEdit to count how many times the 
groupware keyword appears in the text. To avoid counting occurrences in the papers’ 
references sections, we manually removed them from the PDF files.  

 

Fig. 19. Number of “groupware” words in the conference proceedings per mil 

6   SWAT Analysis 

A traditional Strengths/Weaknesses/Opportunities/Threats analysis is provided in Table 1. 
The entries are by no means definitive truths, but rather the authors’ interpretations of the 
data elements presented above; they are subject to contrast with other viewpoints.  
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7   Conclusions 

Several conclusions are already embedded in the SWAT analysis. However, the au-
thors would like to emphasize a few of them.  

The CRIWG conference is a well-established conference with a positive SWAT 
chart. Of course, weaknesses should be faced and maybe they can be corrected. Al-
though the average number of cites received is higher than the average LNCS confer-
ence, it certainly would be desirable to raise that figure.  

Table 13. SWAT analysis of CRIWG 

Strengths 
 
- Average citation index within range of other 

reputed conferences and above LNCS  
average. 

- More than 18% papers were extended and 
republished in ISI journals.  

- Variety of evaluation methods. 
- Significant focus on prototyping  

development and design issues. 
- Balance between positivistic and  

interpretivist evaluation methods. 
- High number of collaborations (currently at 

57%). 
- Long-term agreement to publish proceedings 

in LNCS series. 
- ISI visibility. 
 

Weaknesses 
 
- Lack of cohesive research topics and trends. 
- Small focus in communities of practice 

(although it is increasing). 
- Small number of references to CRIWG 

papers. 
- Dependence on ACM conferences. 
- About half of the papers do not have any 

impact.  
- Small overall h-index. 
- About half of the papers do not address 

evaluation. 

Opportunities 
 
- The largest number of papers comes from 
Brazil. This country also has a strong local 
conference on CSCW. A possible synergy? 
- Emergent application areas outside the core 
of the conference could be used to attract 
interesting papers.  
- Some journals already know the conference 
and accept special issues; it could be possible 
to associate the conference to a specific  
prestigious journal.  
 

Threats 
 
- Dependence on a small set of authors. 
- Great challenges in the field already worked 
out (e.g., awareness). 
- A relatively small number of accepted 
papers may not make economically viable to 
organize the conference in the future.  

Perhaps the opportunities can be taken. The authors particularly suggest the 
CRIWG Steering Committee should discuss with the Brazilian members the advan-
tages and disadvantages of organizing the conference more often in Brazil. For exam-
ple, the CRIWG conference could eventually merge with the Brazilian CSCW local 
event; the conference could be held in Brazil and abroad in alternating years. This is 
especially relevant since the 2011 conference will be held in Brazil.  
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Another suggestion to the CRIWG conference would be to explore possibilities of 
long-term association with prestigious journals in the area. Finally, the incorporation 
of new promising research fields in areas of interest of the conference could also be 
considered.  
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Abstract. Knowledge Creation (KC) is a critical activity inside organizations. It 
has been said to be a differentiating factor and an important source of competi-
tiveness. Tacit knowledge is an important asset of any organization. Because it 
is not formalized is difficult to share. KC supporting systems help people inside 
an organization to share this tacit knowledge. This paper presents the design, 
and implementation of a KC system called MCKC, for Mobile Collaborative 
Knowledge Creation, supporting face-to-face knowledge creation and sharing in 
mobile scenarios, allowing people to create new knowledge and share their tacit 
knowledge with their co-workers, using visual metaphors, gestures and sketches 
to implement the human-computer interface. 

Keywords: Knowledge Creation, Mobile, Face-to-face Collaboration. 

1   Introduction 

Explicit knowledge is systematized and standardized knowledge, which can be ex-
pressed by a formal language, using records, reports, or files. People acquire tacit 
knowledge through verbal face-to-face conversations, exchange of personal experiences 
or by processing previous knowledge they have, but they are not able to communicate it 
in a systematical way. This might be due to reasons, for example, because it is not struc-
tured enough, [1]; it has to be transferred in a certain social context in order to be  
interpreted by the receiver, [2]; or it is difficult to represent. Nonaka and Takeuchi [3] 
proposed the Socialization, Externalization, Combination, Internalization (SECI) model 
in order to convert tacit knowledge into explicit knowledge trough a process they called 
Knowledge Creation (KC). It might be difficult to take advantage of tacit knowledge in 
order to achieve KC, since it is difficult retrieve and share it unless it is converted to 
explicit knowledge. This process has been conceptualized as a never-ending spiral [3]. 
Sometimes explicit knowledge fails to be shared because of  the presence of free-riding 
practices, evaluation apprehension, production blocking, [1] or lack of trust among 
people who create knowledge in the organization.   

Technologies used in KC include from successful databases storing best practices to ar-
tificial intelligence systems supporting human decision making processes. These solutions 
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have been so far designed for static workplaces. This implies that mobile workers cannot 
be supported by the knowledge pool available in their organizations, nor can they contrib-
ute to enlarge the knowledge pool while performing their duties outside the office [1, 4].  

This work aims to explore the role of mobile technology as support for this kind of 
meetings, providing simple but helpful visual mechanisms to support knowledge creation, 
especially targeted to manage tacit knowledge [1]. The prototype’s design takes into con-
sideration previous works including: 1) The SECI knowledge transformation model to 
developed a platform which supports the knowledge creation [5]; 2) Results of researchers 
about the loss of productivity in the generation of ideas (free-riding, production blocking, 
and evaluation apprehension), and the relevance of face-to-face social interactions, [6].  

2   Knowledge Creation in a Face-to-Face Scenarios 

2.1   Visual Mechanisms, Sketching and Brain-Sketching  

According to [7], visualization enables knowledge “mapping” facilitating its creation and 
sharing. In KC, visualization is used to support the creation of tacit knowledge individu-
ally or collaboratively by means of sketches, concept maps, graphical representations, 
etc. It facilitates the clarification of the tacit knowledge for an individual herself or when 
trying to share her knowledge with others.  

Previous works on the field [8] highlight the following advantages of sketching in idea 
face-to-face generation meetings: a) in relation to thinking, sketching stimulates a re-
interpretative cycle in the individual participant’s idea generation process, b) in relation to 
the talking, sketching stimulates the participants to re-interpret each other’s ideas; and c) in 
relation to the storing, sketching stimulates the use of earlier ideas in the idea generation 
process by enhancing their accessibility. The visualization technique called ‘brainsketch-
ing’ [8] was used to describe idea generation techniques that use sketching. Brainsketching 
is a graphic variation of the more widely known brainwriting technique. Commonly dur-
ing brainsketching, participants first sketch ideas individually and share them by switch 
papers. Then they use the ideas already present on the worksheet as a source of inspiration.  

2.2   Brainwriting-Based Knowledge Creation in Mobile Groups  

According to [9], most people believe that knowledge creation is best performed in a 
face-to-face groups because interaction with other people stimulates creativity. How-
ever, controlled research has consistently shown that people produce fewer and lower 
quality ideas working in a group as compared with when working alone or in nominal 
groups. Nowadays, much has become clear about the causes hindering productivity in 
face-to-face brainstorming groups: a) free riding is the tendency to let to others group 
members do the work; b) evaluation apprehension is when groups start out with a 
low rate of production which are maintained in the rest of the session; c) production 
blocking refers to the fact that group members have to wait to express their ideas be-
cause they have to wait for their turns to talk.  

In accordance to [9], electronic brainwriting and brainsketching can be used to re-
duce or even eliminate production blocking, evaluation apprehension, and also free 
riding. Moreover, the findings of [9, 10] indicate that sharing written ideas in groups 
may enhance creativity. In [9] authors propose an initial phase of individual writing of 
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ideas. These ideas are then shared with the group in a round-robin turn-taking session 
where they are summarized and selected using a blackboard. Then the group discusses 
the ideas for clarification and evaluation. Finally, they rank the ideas in an individual 
and/or collaborative process in order to take a final decision. 

Nonaka et. al. [3] developed a model of KC that involves a continuous interaction 
between tacit and explicit knowledge in order to produce new knowledge within 
groups or communities. It has therefore been argued that tacit or implicit knowledge 
can be converted to explicit knowledge by “reflection in action”, by the use of meta-
phors and analogies or by using mentoring and storytelling. Although it is possible to 
“externalize” some parts of implicit knowledge, some aspects of tacit knowledge, par-
ticularly those related to creativity, intuition, emotions, and skills, are unlikely to be 
ever made completely explicit. 

Becerra-Fernandez and Cousins [11], say knowledge is increasingly being created 
and applied on the move workers working face-to-face. The potential of KC is usually 
limited to static workplaces because most KC support systems are designed for being 
used in desktop PCs connected to a central server. This might exclude valuable mobile 
workers in charge of knowledge intensive activities. An organization’s capabilities to 
support KC may be extended through the introduction of mobile technology usage. 

The authors in [11] argue that mobile KC supporting situated work has not at-
tracted as much attention as it should, considering its potential. There are mobile 
systems developed with the aim of extending the information access everywhere and 
anytime by using PDAs .  

2.3   Design Principles Applied to a Face-to-Face Mobile KC Support   

In [12] authors conclude that rather than focusing on systems to codify knowledge, we 
should instead concentrate on systems facilitating collaboration between knowledge holders, 
creators and those needing the knowledge. Indeed, recent research has already begun to 
recognize the need to incorporate support for face-to-face KC and sharing when designing 
KM systems in order to facilitate the transfer of complex, context-specific knowledge [6]. 

In accordance to [13], there are three key functional requirements for KC systems:  
1) facilitate information contextualization, 2) facilitate social interactions and 
networking, and 3) present a ease to use human-computer interface - providing 
visual representation and organization of information.  

Considering the arguments and ideas mentioned before, we develop a prototype of 
a system supporting KC in mobile scenarios with people collaboratively working 
face-to-face, which we will refer to as MCKC, for Mobile Collaborative Knowledge 
Creation. Its design principles are derived from the results of various previous empiri-
cal and experimental KC research works. They also consider the characteristics of 
mobile devices and human-computer interface design principles.  

MCKC runs on Tablet-PCs and PDAs wirelessly interconnected by an ad-hoc net-
work, with the possibility of synchronizing the data of the mobile devices with a cen-
tral repository when the required networking infrastructure is available. In this way, 
people have access to the existing explicit knowledge anytime and anywhere. The 
touch-screen mechanism of their displays is used as the main human-computer interac-
tion mean to input information to the system. As we mentioned before, sketching is 
used as a visual tool for information management and for supporting brainwriting and 
brainsketching processes. It is also used to implement command inputs by gestures, in 
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order to implement a simple and easy-to-use application interface. By using sketching, 
the system implements the electronic paper and pencil paradigm, which facilitate the 
communication of tacit knowledge.    

The system uses various visualization mechanisms for information management. 
MCKC implements the free-hand-based input paradigm which means user are able to 
draw sketches, edit graphic information and free-hand text writing, as well as using vis-
ual metaphors for information management like conceptual maps, the usage of gestures 
to trigger options, object dragging, visual presentation of the concept maps’ nodes, etc.  

The system’s design is oriented to support collaborative KC based on the SECI 
model. The system has three modes: 1) brainwriting/brainsketching, or knowledge 
externalization support mode, 2) selection of relevant information, or socialization 
and combination support mode, 3) visual presentation and knowledge semantics of 
the created knowledge mode, which supports the socialization process. The three 
modes of the application are aimed to provide the environment supporting tacit to 
tacit knowledge sharing and creation, without the need to convert tacit knowledge to 
explicit knowledge before sharing it.  

MCKC considers social interaction as a key factor for collaborative KC, although 
it can be also used to support individual KC, in this way we expect to reduce the pro-
ductivity problem described before. Writing ideas instead of speaking them inside a 
group minimizes the problem of production blocking since individuals do not have 
to wait their turn to generate ideas. It may also reduce evaluation apprehension since 
the written format eliminates the need for public speaking and is typically more 
anonymous than oral brainstorming. Also the free-riding problem might be reduced 
because it will be easier to identify not contributing people. Employees should not be 
forced to use a knowledge creation or sharing system. The system must be created to 
support their work and their social behavior, [1]. The system has to adapt to employ-
ees’ social interactions in order to let them be a member of a successful KC commu-
nity and gain recognition. The relevant information selection mode of MCKC allows a 
person to explain the semantic associated to the knowledge that has been made explicit in 
order to build a common language. 

3   MCKC Description and Scenario of Application  

As already establish, sketches help to externalize the tacit knowledge and hence express 
ideas and concepts from people’s minds. They can also help people to order and clarify 
their own ideas before communicating them to others [8]. This is why MCKC allows 
specifying the explicit and tacit knowledge by means of its interface. This interface 
allows the manipulation of information in a simple way using the device’s stick to acti-
vate options using gestures. It uses visual mechanisms for presenting and manipulating 
information. It allows the edition of sketches and freehand writing and facilitates the 
interaction among members of a group working face-to-face collaboratively in KC. 
MCKC can be used anytime, anywhere which means it can be brought to any physical 
place of the organization, and can be even used while people are on the move. In this 
section we describe briefly the functionalities of MCKC, its three working modes and 
the characteristics that make it a suitable tool for supporting KC. Each mode is oriented 
to support one stage of the SECI model. The system does not impose a certain order of 
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sequence for using each mode which allows a spiral kind of development. It is always 
possible to go back to a previous mode in order to make corrections or even start from 
scratches again. The following description of the tool is based on a scenario where three 
persons of the marketing department of an organization are trying to figure out how 
does the new poster advertising an all-terrain car should look like.  

edba c

 

Fig. 1. Specification of an idea through sketching and freehand writing. a) An idea of a wheel 
and the text “bags” is generated. b) A gesture of writing a horizontal line through the whole 
screen will mark the separation between two ideas. c) The second idea is produced (a car sketch 
the “speed” text). d) An idea is being selected and then the “enter” icon is clicked. e) The idea 
is being edited, which will be seen updated when the user leaves the editing mode.  

3.1   SECI Model - Externalization: Mode Brain-Writing/Sketching 

The brainwriting/brainsketching mode supports the knowledge externalization allow-
ing users to explain their tacit or explicit knowledge by jeans of freehand writing or 
sketching. This mode works in a non-collaborative way by default, allowing users to 
freely prepare their ideas before sharing them, reducing the free-riding, production 
blocking, and evaluation apprehension problems. Users generate their ideas in parallel 
despite they are in a face-to-face situation (see Fig. 1).  

If a previous idea has to be edited, the user selects the area where it is by a single 
click and “enters” the edition mode clicking the “arrow down” icon (see Fig. 1d.). 
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Fig. 2. List of ideas to be selected. a). Scrolling the ideas by moving the pen on the right of the 
screen; b). An idea is ranked from the level 1 to the level 2; c. An idea is ranked to the level 0 
(irrelevant level). d). An idea select, drag and drop on the visual representation; e). All ideas of 
level 1 were use on the KC representation, and this set disappears; f). Final result. 
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In order to work collaboratively, participants have to activate the collaborative work 
option of the application. After this, they can share their ideas and start editing them 
collaboratively in the same way they did individually. This supports the knowledge 
socialization process of the SECI model. Since ideas are shown one below the other a 
scrolling function is necessary to go through them, which is done by a gesture of slid-
ing the stick up and down parallel to the right vertical border of the screen (Fig. 1c.). 

3.2   SECI Model-Socialization/Combination: Relevant Information Selection 
Mode 

After each user has externalized her ideas, it is necessary to refine them involving all 
group members.  In order to select the ideas it is necessary to define which are rele-
vant and which can be discarded. In order to support this process, MCKC generates a 
list of all created ideas, which will be visually shown as rectangular boxes of similar 
proportions. In this stage, the list of ideas is visible to all participants, as shown in 
Figure 1. In order to rank them, participants have to vote for them positively or nega-
tively. They can issue a positive vote for a certain idea by making a tick gesture on 
the left area of the rectangle representing it (see Fig. 1.e.). A negative vote is issued 
by making a tick on the right area of the rectangle (see Fig. 1.f.). Numbers from 1 to 5 
represent the ranking of each idea according to the votes received, being 5 the most 
relevant. A 0 means the idea is not relevant at all. Because there might be many ideas, 
a scroll mechanism is also available in this mode (Fig. 1.d.). 

At the beginning, before receiving any vote, the ranking number for an idea will be 
1. The ranking number for an idea appears in the bottom-right corner of the rectangle. 
As ideas get ranked, they will be rearranged and grouped according to the ranking 
level. In this way, relevant ideas are easily differentiated from the irrelevant ones, 
supporting their selection. An idea can be collaboratively edited while working in this 
mode by clicking in the middle area of the rectangle. Collaborative editing allows the 
socialization of the tacit and explicit knowledge, allowing participants to combine 
their knowledge and perspectives about the ideas. 

3.3   SECI Model - Internalization: Visual Presentation and Semantic of the KC 
Mode  

This mode allows users to concretize the KC process using a final visual representa-
tion of the ideas. This process is done collaboratively with the agreement of all  
participants. For the example case, participants have to agree which ideas will be 
expressed visually and which in a written form on the poster.  

At the beginning of this mode, an empty page will appear with a list of small 
squares at the top representing the ideas generated ordered according to their ranking. 
In this stage, participants have to make a visual arrangement of the ideas. This is an 
important stage during the KC because it is expected that the tacit and explicit knowl-
edge to be expressed here with sketches and other visual representations. It is expected 
that participants will first draw a sketch where ideas will be placed in a particular order 
according to the meaning of the sketch. In the example, users will determine the posi-
tion where each idea will be placed in the poster. Ideas can be dragged from the list 
and dropped in the desired place (Fig. 2.). The placement of the ideas inside the sketch 
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should represent a meaning collaboratively defined by all participants. The square 
representing an idea can be reshaped as desired (see Fig. 2.d.). After placing the ideas 
on the schema, participants may finalize their proposal by skating which one would be 
fundamental to the project or they can go back to a previous mode in order to edit, the 
existing ideas or include new ones. Not used ideas might be deleted.   

4   Usability and Utility Evaluation 

For the usability and utility evaluation processes we used two external consulters, two 
car sellers of a certain brand and two drivers (users). We proposed them the task of 
creating a commercial spot for a car. They had six working sessions during two 
weeks, during which they used MCKC in order to collaboratively work in a face-to-
face modality to generate the ideas for the commercial spot. This work was monitored 
with inspection techniques to bring more context to the inspection task. Then we 
conducted a workshop where all participants had to analyze the MCKC tool in the 
context of the predefined scenario. From the workshop we finally obtained a set of 
comments and observations regarding the usability and utility of MCKC tool. The 
workshop revealed that the free-riding, production blocking, and evaluation apprehen-
sion problems were partially mitigated by the use of technological support, which 
contrasted with the results of previous experiences where technology was not used. 
The explicit knowledge could be easily specified and communicated with the help of 
MCKC. It was also noted that that sketches helped to exteriorize and share tacit 
knowledge. The visualization of the artifacts on the system interface associated to 
data, information and functionalities triggered by gestures was well accepted and easy 
to use. However, more experimented user missed the menus, choice boxes and fast 
access keys. The “visual presentation and semantic of the created knowledge” mode, 
was by far perceived as the most helpful one because it’s flexible and enriched way to 
represent knowledge as a final result of a goal. Second to this, the “brain-
writing/sketching” mode, was also perceived as a very helpful way to easily specify 
ideas through sketches and the possibility to organize them as concept maps. In the 
whole MCKC was perceived as a relevant tool to support collaborative work because 
it enables people to contribute, explain, exteriorize and share their ideas. Regarding 
the usability of the MCKC, in general the participants suggested some additional 
improvements. The participants regarded a major challenge to keep the awareness 
information and collaboration constantly up-to-date. The learning curve of MCKC 
was satisfactory completed during the second working session. Some difficulties were 
perceived on users who declared not having too much experience with technology. 

5   Conclusions 

People posses a big amount of tacit “hidden” knowledge which has to be converted into 
“new knowledge", in order to promote its delivery, sharing and innovation. In this way, 
this knowledge can be effectively used in the organizations where people work. MCKC 
is a tool that helps externalize this knowledge. Our work is based on the empirical and 
experimental findings of KC related Works, which have been incorporated into the 
system presented in this paper. The visualization technology of knowledge and the use 
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of mobile devices as support for KM is a new field, which has already generated appli-
cations for different scenarios such as engineering, education and economy.  

Our application supports the visualization of information in a free and extensible 
way. It also promotes the collaboration in mobile scenarios by making use of ad-hoc 
wireless networks, which helps to transform tacit into explicit knowledge, promoting 
the elicitation, transmission and sharing of information based on sketches. The KM 
success model developed by emphasizes the need for KM systems to include both 
types of knowledge (tacit and explicit) and linkages or pointers to people with knowl-
edge expertise. A better understanding of the various characteristics of the tacit 
knowledge dimension, as detailed in the present study, will assist researchers and 
practitioners in the development of more sophisticated knowledge management sys-
tems that can adequately address knowledge users’ needs for both codified knowledge 
and interaction with human sources of knowledge. 
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Abstract. This paper describes the method of collaborative conceptual modeling 
using an ontology. The method was used for the design of a student lifecycle 
management system at a University. The problem was presented to the students 
of a Knowledge Management class by the Decision Support staff of the Univer-
sity System. Starting with a core knowledge management framework used for 
the class the students, in collaboration with the instructor, developed the student 
lifecycle management ontology to synthesize the requirements. The class pre-
sented the ontology to the Assistant VP of Decision Support and her staff for 
validation, together with prototype dashboards based on the ontology. They 
found the ontology to be comprehensive, insightful, and useful. 

Keywords: Ontology, Collaborative Modeling, Conceptual Modeling.  

1   Introduction 

This paper presents the method of collaborative conceptual modeling using an ontol-
ogy. It is based on the design of a Student Lifecycle Management (SLM) system using 
the method. The project was done by a class of graduate and undergraduate students in 
conjunction with their instructor. The Assistant Vice President for Decision Support 
for the University System and two of her staff members were the clients. 

A large group working on the design needs a systematic method to synthesize the 
disparate knowledge and apply it to the design. This paper describes using an ontol-
ogy as a conceptual model for such a synthesis, to collaboratively model the problem 
to design a solution. 

2   Collaborative Conceptual Modeling Using an Ontology 

An ontology is a “specification of a conceptualization” [1, p. 907]. “Ontologies are used 
in information systems design to standardize terminologies, map requirements, organize 
them systematically, facilitate integration of systems, promote knowledge exchange, etc. 
[1, 2] Ontologies are related to but different from taxonomies, typologies, concept hier-
archies, thesauri, and dictionaries. [3] They are tools for systematizing the description of 
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complex systems [5]; a way of deconstructing the architecture of complexity [4]. Such 
systematization, in turn, facilitates analysis and design of these systems.” [5] 

Ontological analysis [6] is “the method of parsing the problem into its component 
dimensions and taxonomies to capture its complexity with natural language descrip-
tions using a structured terminology.” [5] The dimensions of the problem and the 
taxonomies of the dimensions are logically derived from the statement of the problem 
– in this case student lifecycle management. The sentences derived from the dimen-
sions and taxonomies provide a complete closed description of the problem. This is 
similar to the ontology maturing process [7] in which ontology building is a learning 
process, formality and complexity of use is seen as a barrier, and there is a continuous 
evolution in work processes. 

“The concept of ontology and ontological analysis has been proposed for and used 
in information systems design [8-13]. They have primarily sought to use ontologies to 
represent concepts. We use it at a higher level of abstraction and coarser granularity, 
but guided by the same need for a parsimonious and economical representation as a 
‘strategic ontology’[11].” [5] In the following we discuss the concept of using an 
ontology for collaborative conceptual modeling, the problem of SLM, the ontology 
developed for SLM, validation of the ontology, and the conclusion. 

The concept of using an ontology for design is described by Ramaprasad [5]. It is a 
shared graphical/textual representation which allows all stakeholders to be "actively 
engaged in the construction and modification of [conceptual] models" [14, p. 61] 
“With increasing complexity of systems and organizations, creating shared under-
standing and joint representations of those systems [such a SLM] becomes increas-
ingly important.” [14, p. 62] Thus the proposed method can be described as “[t]he 
joint creation of a shared graphical[/textual] representation of a system.” [14, p. 62] 

An ontology has the advantage of visually representing the complexity parsimoni-
ously at different levels of detail – thus allowing the collaborators to describe the system 
at different levels of granularity. Structurally it is scalable and extensible to fit the col-
laborators’ perspectives. Additional dimensions can be added or redundant dimensions 
eliminated; additional categories and subcategories can be added or existing ones con-
flated. It can be used to simultaneously represent the macro with the micro – the big 
picture with the detail, the whole and the parts, metaphorically and literally.  

The above characteristics make an ontology an effective collaborative conceptual 
modeling tool for design. Each system requirement can be seen as a partial description 
of the system. All the requirements of all the collaborators taken together represent an 
incomplete description of the system.  By collectively inducting the underlying dimen-
sions of the requirements and describing the taxonomy of categories in each dimension 
suggested by the requirements, the collaborating group can encapsulate the require-
ments in an ontology.  

In the following we present collaboratively developed and validated ontology to 
conceptually model the requirements of a SLM system in a University.  

3   The Problem of Student Lifecycle Management 

The university has a very comprehensive Electronic Data Warehouse (EDW) which 
will be the foundation for SLM. The objectives of the SLM are to: (a) Identify success 
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factors, (b) Monitor matriculation, (c) Monitor academic progress, and (d) Identify 
retention issues.  

Two groups of students chose two of the four goals in the top layer of the sche-
matic, namely: (a) Identify success factors, and (b) Monitor academic progress. De-
tails of the Electronic Data Warehouse (EDW) and the BANNER data model were 
made available to the students. The staff members were available for consultation. 

In addition to the presentation by the Decision Support staff and the documents pro-
vided by them the students used the following sources of data to formulate the ontology: 
(a) presentation by and discussion with an Assistant Dean of Undergraduates and the 
Vice Provost of Admissions and Records of the University, (b) exhaustive review of 
academic and practitioner literature on SLM, (c) exhaustive review of practices, poli-
cies, and procedures across the three University campuses, (d) thorough review of prac-
tices, policies, and procedures in other US universities, (e) informal discussions with 
undergraduate students outside the class, and (f) Personal experience of students. 

4   An Ontology of Student Lifecycle Management 

Starting with a core knowledge management ontology used for the class the students, 
in collaboration with the instructor, developed the ontology shown in Figure 1 to 
synthesize the requirements. In the following we describe the dimensions and tax-
onomies constituting the ontology, and the requirements encapsulated in it. 

4.1   Outcome 

The outcome dimension is shown in the rightmost column of the ontology in Fig. 1. 
The four desired outcomes of an SLM system are improvements in recruitment,  
admission, retention, and graduation of students. These outcomes are sequentially 
dependent and ordered top to bottom in the ontology.  Thus, recruitment affects ad-
mission, admission affects retention, and retention affects graduation. Together they 
determine the key parameters of a university’s performance such as the time to 
graduation and retention rate. 

The information requirements of the four outcomes overlap sequentially. Each  
outcome has its own unique requirements. At the same time it draws upon the infor-
mation for the earlier outcome. Thus recruitment information feeds into admission, 
admission information into retention, and retention information into graduation. The 
stages of the information lifecycle parallel the stages of the student lifecycle. 

4.2   Users 

The users dimension is the second column from the right in Fig. 1. It is shown as a 
two-level taxonomy of all users who have a role in SLM – those that ‘touch’ and are 
‘touched’ by the students. The taxonomy covers the university laterally across its 
different functions from teaching to lodging the students, and vertically along the 
hierarchy from the highest administrator down. The users affect the outcomes in dif-
ferent ways and at different stages. Consequently their information requirements will 
be different. The taxonomy of users can be further refined based on their information 
requirements – new categories with specific requirements can be added, existing cate-
gories with similar requirements can be aggregated. 
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4.3   Stages 

There are a number of stages in the student life cycle which are critical to obtain the 
four desired outcomes. It is a temporal dimension. However, the taxonomy is very 
fine-grained in the early stages of SLM and coarse-grained later. The difference in 
granularity reflects the need for early, frequent, and timely intervention for students at 
risk of not continuing with their studies. Thus, in the first semester of the freshman 
year it is important to monitor the student’s performance at weeks 2 and 8. However, 
in the junior and senior years yearly monitoring may be adequate.  

4.4   Bases 

There is a large variety of information necessary to obtain the four outcomes. The 
‘Bases’ dimension is a two-level taxonomy of the types of information. It is shown in 
the fourth column from the right of Fig. 1. Academic information alone is not suffi-
cient for effective SLM; the users need psychological, social, financial, and other 
information too to ensure the continuity of the student in the University through 
graduation. All the bases may not be needed at all stages by all users for all outcomes. 
Each user acts on the bases of different information at different stages to obtain the 
desired outcomes. Use of more bases of information for SLM can bring about a sig-
nificant increase in retention and graduation rates resulting in increased savings of 
money for the University. 

4.5   System 

The system dimension is the leftmost column in the ontology. It is a list of systems in 
the University which are the potential sources of information for SLM. The initial 
problem was formulated to use BANNER for SLM. It soon became clear that 
BANNER could not cover all the bases of information required. Other systems in the 
University had or could obtain the information. These systems would have to be 
linked, if not integrated, for effective SLM. More systems may have to be added as 
they are discovered or developed. 

4.6   Frequency 

This is the second temporal dimension in the ontology. It represents the common 
categories of the frequency of information management. It ranges from ad hoc 
through continuous to predictive. For effective SLM it is insufficient to depend upon 
past data; continuous monitoring of some variables is important; and in many cases 
predictive modeling too is important in avoiding potential pitfalls for students.  

4.7   Semiotics 

The Semiotics dimension forms the core of the knowledge management model used 
for the class. Knowledge management was defined as the generation/application of 
data/relationships/interpretations/recommendations. Generation/application is called 
the Semiotic Phase dimension in the ontology; the data/relationships/interpretations/ 
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recommendations is called the Semiotic Stage. They are shown in the third and fourth 
columns from the left respectively. 

4.8   Requirements 

The requirements encapsulated in the taxonomy can be enumerated by concatenating 
natural language sentences using a word/phrase from each column together with the 
conjunctive word/phrase between the columns. Two examples are given at the bottom 
of Fig. 1. A very large number of such sentences can be concatenated. Logically, each 
of them could be a requirement of the SLM system. However, practically, they will 
not all be relevant or feasible. The selection of the necessary requirements from the 
universe of all possible requirements encapsulated in the ontology will determine the 
efficacy of the system. 

5   Validation of the Ontology 

The process of validation was two-fold. First, there was an ongoing internal debate and 
discussion among the students, and between the students and the instructor.  This de-
bate was spread over many weeks during the latter part of the semester. During this 
debate the ontology was modified iteratively to incorporate new information. A con-
scious attempt was made not to exclude any information about SLM. When a new 
requirement for SLM was obtained, the ontology was checked to verify whether it 
could accommodate the requirement or needed to be modified. When necessary, the 
ontology was modified by adding a dimension or a category. An example of such addi-
tion is the ‘Stage’ dimension (primarily initiated by the presentations by the Assistant 
Dean and the Vice Provost). At the conclusion of these iterations the students and the 
instructor were comfortable with the validity of the dimensions and their taxonomies. 

Second, the ontology was presented twice to the clients (Assistant VP of Decision 
Support and her two staff members) for their critique and comments. They were sur-
prised and pleased by the comprehensiveness of the dimensions and taxonomies. 
They very quickly found it to be easy to understand and insightful. For example, they 
had not thought of using ‘Financial factors’ as part of SLM although the data is in 
BANNER. Its importance and utility became apparent to them immediately.  

The students created dashboards to show how some of the key combinations de-
rived from the ontology could be implemented in a SLM system. These dashboards 
used real and simulated data. The clients found the dashboards to be very useful in 
conceptualizing the SLM system and understanding the implications of the ontology.  

The clients also remarked during the discussions that the ontology could be over-
whelming in two ways: (a) cognitively overloading the designer with the large number 
of possibilities, and (b) generating requirements which could overwhelm any design.  

6   Conclusion 

We present a functional ontology for the design of a SLM system. The sentences de-
rived from the ontology make it easy to judge the semantic quality of the model [14]. 
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Thus collaborative conceptual modeling using an ontology can be used as a tool in 
Collaboration Engineering [15], for “collaborative learning of design” [16, p. 170], 
and “architectural decision capturing” [17, p. 15]. The entire ontology, the dimen-
sions, or parts of the taxonomies of each dimension can be used in “recurring collabo-
ration tasks”. [15, p. 611] Similarly, the dimensions of the ontology, the taxonomy of 
each dimension, and the ontology itself are design patterns which can be reused [18]. 
They can also provide focus for generating inquiry and synthesizing knowledge. The 
method will allow the designers to “integrate both ontological (top-down) and discur-
sive (bottom-up) approaches to knowledge elicitation and structure” [19, p. 672] in 
designing a system. The discursive knowledge is encapsulated in the concatenations 
derived from the ontology.  
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Abstract. The paper presents a collaborative ethnography approach for knowl-
edge elicitation of work teams in complex environments. It discusses the con-
cepts of cognitive systems, distributed cognition, and presents a review of 
methods commonly used in the elicitation of knowledge both in the case of tra-
ditional and complex environments. Then, it points to some advantages of a col-
laborative approach in comparison to other non-collaborative approaches. An 
evaluation plan of the collaborative ethnography approach based on experimen-
tation, and the development of a mobile system to support the proposed meth-
odology is also presented. This system aims to stimulate collaboration and an 
organization in the ethnographic knowledge elicitation process. 

Keywords: Ethnography, mobile. 

1   Introduction 

The human interactions in group work activities are important objects in the study of 
human problem solving and decision-making processes, and give important clues to 
investigate the tacit knowledge that teams uses during their work activity. Behind 
these interactions we can find important mechanisms of reasoning that will drive peo-
ple, according to their experience, to select and manage their actions in context-
dependent work situations. The analysis of these interactions can lead to the discovery 
of basic requirements for the construction of artifacts that can efficiently support the 
process of team members decision-making. 

The aim of this paper is to show how collaborative ethnography (i.e. an ethnogra-
phy performed by many agents who can interact with each other) can be used to elici-
tate the knowledge that shapes team members interactions. We also show in which 
way the knowledge obtained using the collaborative ethnography can be very impor-
tant to elicitate useful knowledge for the implementation of artifacts, training and 
groupware systems that will give adequate support to people tasks. 

We begin the paper with cognitive systems definitions, including the concept of 
distributed cognition, and some examples of these systems in real life. Then we pre-
sent some cognitive task analysis (CTA) methods used in knowledge elicitation 
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process describing their strong and weak points. Later, the collaborative ethnography 
approach for knowledge elicitation will be presented, with a collaborative ethnogra-
phy mobile support system and evaluated by an experiment that will point their  
efficiency in the elicitation of knowledge in a real complex environment of a nuclear 
reactor control room. 

2   Understanding Cognition behind Human Work 

A cognitive system is a self regulated and adaptable system that functions using 
knowledge about itself and the environment to planning and modify their actions [12]. 
An adequate design of a cognitive system depends basically on: The existence of a 
common vocabulary between their parts; the study of the agents’ cognition during 
their actual activity, analyzing the man-technology interactions in real environments 
[13] rather than studies that analyze each system component apart (i.e. man, machine 
and interface) in more controlled settings. 

Our research focus on cognitive systems design because their ever growing socio-
technical complexity due to new technologies (automation, communication, information) 
and new system structures (more regulation levels, consumer feedback and control) 
claims to a change of the traditional (linear) models and old paradigms of human cogni-
tion in system design to they take in consideration the actual human-system interactions. 

Nowadays we can observe the technology facilitating the execution of tasks and 
operations with high degree of automation. Cognitive systems are present in energy 
power plants, air traffic management systems, vehicles, and in work environments 
that demand high degree of coordination. To produce effective cognitive systems, i.e. 
cognitive systems that can be adequately handled by the human agents, there is a need 
to consider actual cognitive requirements in the system design phase.  

However, the increasing use of technology results in an increase of the complexity 
of cognitive systems. The digital control rooms with large video display units,  
computers with ever growing processing capacity, and other technological devices to 
support cognitive tasks generate other problems, such as the search for efficiency, 
making systems operate closer to their maximum capacity and safety boundaries, an 
increasing performance dependence among the various tasks, and a significant growth 
of the amount of data that have to be processed by human beings [13].  

Such situations can generate a considerable degradation in these systems. To cope 
with complexity, human agents adapt their activities generating variability in the tasks 
execution, which may lead to systems malfunction (the drift to failure mechanism). It 
is important to note that in the last few decades serious accidents have happened in 
socio-technical complex systems, indicating the need to change the paradigm on how 
human cognition is treated in complex systems design [23]. 

Many of these system failures and accidents emerge in situations, in which opera-
tors did not understand the actual situation, i.e., the systems do not provide the right 
information in the right moment to the operators who were not able to adapt their be-
haviors according to the actual situation demands and make their decisions in a safe 
way. To deal with this problem is necessary to emphasize design processes that facili-
tate the adaptation of the human cognition to the system functionality. 
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Hutchins [16] states that cognition is best understood as a distributed phenomenon. 
The theory of distributed cognition, [11] seeks to understand the organization of cog-
nitive systems by extending the scope of what is considered cognitive beyond the  
individual and cover the interactions between people and with the resources and mate-
rials into the environment. This concept is very important in this work, since the aim 
of the study is that the interrelationships between people and artifacts, as well as 
groups of people, in complex environments. 

Distributed cognition looks for cognitive processes, wherever they may occur, de-
pending on the functional relationships of the elements that participate together in the 
process. It is important to note in this context that a process is not cognitive simply 
because it happens in a brain, or ceases to be cognitive, simply because it happens in 
the interactions among many brains. In distributed cognition, is expected to find a sys-
tem that can dynamically configure itself to put in coordination to perform many 
functions. 

A cognitive process is delimited by the functional relationships between its ele-
ments and by placing the same space. In the field, applying these principles, there is 
mainly three types of distribution of cognitive processes [11]: 

• Cognitive processes may be distributed over the members of a group. 
• Cognitive processes may involve coordination between internal and external struc-

ture (material or environmental). 
• These processes can be distributed over time, so that the products of earlier events 

can transform the nature of later events. 

The cognitive requirements, in the scope of this work, can be defined as the functional 
requirements of the system that will give critical support to the cognitive activities of 
the operator throughout the execution of his/her work. This means that these require-
ments will be paramount for the construction of information systems capable to en-
able people to achieve adequate situation awareness (enhance perception possibilities, 
decision-making and action planning support).  

These cognitive requirements must be incorporated in the design of displays,  
man-machine interfaces, and are present in the collaborative characteristics of many 
systems. We can observe some examples in: control rooms [5], [24]; military deci-
sion-making systems [3]; air traffic control [2], [9].  

To elicitate knowledge for complex systems design, we argue that is necessary to 
carry out cognitive task analysis in actual work situations, understanding how and 
why operators make their actions, and the intrinsic human-system relations (human-
organization, human-technology, and human-human actions). Therefore, we claim 
that collaborative ethnography is one of the most adequate approach to elicitate 
knowledge. In the next section, we will describe some methods traditionally used to 
elicitate knowledge for information systems design, in order to compare them to the 
collaborative ethnography approach we propose in this paper. 

3   Knowledge Elicitation Approaches for Cognitive Task Analysis 

In this section, some CTA methods already used for in information system design in 
several environments will be described. Some of these methods, like interviews and 
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direct observation are often used in the elicitation of requirements for information 
system design and business-oriented processes. Ethnographic approaches are not so 
used in information systems design, but they are widely used in the elicitation of ex-
perts’ knowledge and social factors. 

3.1   Interviews 

Interview is one of the most common methods for requirements elicitation, however 
nor always does this technique capture all the information needed to a complete re-
quirements definition. To a large extent, the data generated from interviews are field 
notes, meeting reports, which are difficult to analyze later on, and can be comple-
mented with the existing documentation in the organization. 

In many situations, the information elicitated from interviews was incomplete, due 
the existence of difficult questions to be answered, i.e., questions related to activities 
where tacit knowledge is used. Bell [1] noted that is not rare the situation in which 
people tell the idealized information, i.e., people say how they should do their tasks 
rather than how they actually do them.  

There are research to refine the interview technique [4], helping the organization 
and integration of the data using argument structures or domain models, as the Joint 
Application Development (JAD) approach that provide a way to requirement elicita-
tion allowing the identification of different points of views, and means to solve con-
flicts and achieve consensuses. 

3.2   Observation  

The observation of work activities in the organizations is a useful way to understand 
the interactions, practical skills, and tacit knowledge developed by work teams, as 
well as the organization culture. According to Bell [1], we do not have to ask people 
what they do. Rather, we must observe how people carry out their activities, because 
from observation findings it is possible to discover the reasons and motivations be-
hind systems use, and the problems or difficulties related with system usability. 

The use of observation appears in some domains for knowledge elicitation and sys-
tem improvement. In ergonomics, direct observations are the most used method to 
understand the actual work conditions, the operators’ activities and their influence on 
the people health and in the system production [7]. However, to describe the distrib-
uted regulation mechanisms, in the sense of how operators work as a crew, both in 
nominal and degraded situations, to understand how agents regulate (adapt) collec-
tively their work when confronted different situations, we must perform deeper and 
more systematic observations in actual work settings. Therefore we need an ethno-
graphic approach.  

3.3   Ethnography  

The ethnography is a methodology that comes from the Social Anthropology, which 
consists of studying an object living the same reality of this object. This approach 
aims to understand and to describe, a nation, its people or culture, using natural or 
participative observation for long periods. 
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Using ethnography, the observed group or culture issues are understood by living 
in the same environment, being present, and making the things that the people make 
and as they make [1]. It is possible to understand how and, mainly, why the activities 
are done in one determined way, because the phenomenon is studied inside the social, 
cultural and organizational context [21].  

The ethnography contains traces of the two previous techniques, because the in-
formation collected are complemented with data from observations and from informal 
interviews. However, the difference in the ethnography is that all individuals (observ-
ers and observed) are situated in the same context. Therefore, the method has many 
possible advantages [18]: Bigger familiarization with the domain of the organization; 
discovery of the informal activities, issues related to cognitive and collaborative 
mechanisms; better understanding of the actions, decisions, strategies, behaviors and 
interactions of the agents in the context where they occur; perception on how the in-
teraction with the resources or devices occurs; and more visibility about usability 
problems of the existing technologies.  

Moreover, the ethnography shows how the physical disposal of the work environ-
ment and the layout of the devices and equipment have influence, positive or nega-
tive, on the efficiency of the activities as well as in the difficulties, and the respective 
adaptations to face work problems.  

Using the ethnography for the elicitation of requirements, we are able to get more 
details and a more complete description of these requirements, because the activities 
are observed instead of described by the users. These factors are especially important 
for the analysis and design of complex systems.  

One of the ethnographic techniques we will use ahead in the Collaborative Ethnog-
raphy we propose in this research is the Fast Ethnography [14] that recognizes the 
time and resource limitations to carry out detailed and intensive ethnographic studies, 
and uses short term observations together with the debrief meetings feedback.  

The ethnographic approach presents some problems. Normally, its execution is 
complex, due the impossibility of one person alone to capture and to analyze all the 
information of the social environment. The method demands extensive planning and 
coordination if the ethnography would be carried out by teams, because people may 
have different perceptions and viewpoints about the observed activities. Another limi-
tation is the need of a long time to capture and analyze what occurs in the field, to get 
rich and detailed information [20]. In some cases, it is necessary a familiarization with 
the domain to be studied. Moreover, it is difficult to use the technique in complex and 
distributed settings due the huge number of variables to be observed. 

The technique also can present risks for the researchers, or to be impracticable if 
the presence of the researches/observers jeopardize the work activities observed. In 
some cases, there is the need of getting the permission for entrance in the work set-
tings and for registering the information, and also the acceptance and the assent from 
those who will be observed [7].  

4   The Collaborative Ethnography Approach for Knowledge 
Elicitation  

In this section we will discuss how the collaborative approach can address the knowl-
edge elicitation of work teams. We first stress the importance of the combination of 
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collaboration and ethnography, particularly how this combination can help the study 
of complex activities. Then, we present a succinct review of previous work, which 
have used this combined approach to elucidate interactions and the social dimension 
of teamwork.  

4.1   Why Collaborative Ethnography?  

First, it is pertinent to clarify why to add the collaboration to the ethnography method. 
A straightforward combination between observers and observed subjects is presented 
in Table 1. We can have a single person observing another person or a group, and a 
team observing a single person or a group. 

Table 1. Combination of ethnography studies 

Observer/ Observed Individual Teams 

Individual A B 

Teams C D 

Scenario A is the most common case: An individual observing another individual 
carrying out some task. This situation also refers to a number of observer/observed pairs 
being done in parallel. If the observation refers to the same task some variation may  
occur between different observers/observed. The results are quite dependent on the 
background and on the previous experience of the observer. There may also be some in-
formation loss during the observation. In this scenario, the aggregation of information 
from different sources is not an easy task and may show some inconsistencies. 

Scenario B is possible but not common. In this scenario the loss of information is 
potentially high. It is very difficult to a single observer to capture and to understand 
all tasks and interactions, particularly if the activities are complex. A way to over-
come these difficulties is to do the observation in several sessions.  

The scenario C is normally used when the observation requires multiple perspec-
tives over the same observer or task. In this scenario it is expected that the informa-
tion gathered and processed would be richer that that collect by a single observer. 
This can be considered a particular case of scenario D, assuming that the observers 
would meet and discuss about their findings before, during and after the ethnography. 
This is not easy to realize without the support of an appropriate process and a support-
ing tool.  

Finally, the scenario D is the circumstance that will be dealt with in this work. The 
observation of groups and their interaction being performed by a team of ethnogra-
phers is a very challenging goal. The huge amount of information collected that needs 
to be organized and processed requires not only an organized process but also an ap-
propriate supporting tool. The complexity of this alternative is a consequence of com-
bined circumstances originated by the multiple, and perhaps conflicting, perspectives 
from the observers´ part and the potentially high number of interactions among the 
members of the observed group. We will try to avoid the loss of relevant information 
intrinsic to scenario B. 
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Fig. 1. Collaborative ethnography in the field 

Even a collaborative ethnography can generate losses and in some cases conflicts. As 
shown in Figure 1, when people are observing a complex event, losses may occur due to 
several possibilities: the complexity of cognitive actions required, the geographically 
dispersed event (the same observer cannot be in two places at the same time), or even 
lack of attention from the observer. Redundancy in these cases is essential. 

4.2   Applications of Collaborative Ethnography  

The collaborative ethnography is a technique that has been used extensively in other 
domains for the social analysis of work activities. May and Pattillo-McCoy [19] re-
ported a work reproducing the way the ethnographers discuss their findings in a col-
laborative way generating a single document with the information collected and their 
different viewpoints. They reported how different the ethnographers´ perceptions 
about the environment are. They claim that variety is due to several cognitive factors 
that also help the reach of consensus in the discussion.  

It is also important to note the value of the collaborative ethnography to comple-
ment the details of the object of study. The inconsistencies and ambiguities of obser-
vations are more easily identified and solved. In other words, the ethnographers play a 
positive influence on the results of the process. 

On the other hand, it becomes clear that the collaborative ethnography has some 
drawbacks. First, it shares, or perhaps increases, the time spent to collect, analyze and 
conclude about the collected information. The need to join, to compare and to discuss 
the information collected requires time. The collaboration required needs extra effort 
and is time consuming. The field notes needs to be combined in order to reflect the dif-
ferent perspectives of observers. According to May and Patillo-McCoy [19] the obser-
vation itself influences the results of the ethnography. Thus, the use of several observers 
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opens the possibility of analyzing this impact in the process and, at the same time, en-
riching the information collected. 

We expect that the approach contributes to the expose of tacit information, special-
ized knowledge and the decision rationale, mostly due to the interaction between the 
ethnographer with the task, the environment and especially with other ethnographers. 

Common ethnography is also collaborative [17]. Lassiter makes it clear that the 
communities in which they conducted their work would be very difficult to perform 
the studies without an effective involvement of researchers in real life and day after 
day. In this case, ethnography becomes a collaborative technique from the time when 
there is field interaction between ethnographers and also between the interlocutors. 
The aim here is to show that the term "collaborative ethnography" puts collaboration 
at the heart of ethnographic technique, rather than simply assume it sporadically. 

The goal of this collaborative approach is in fact deliberately and explicitly empha-
size collaboration across the ethnographic process. Since the conceptualization of the 
project, through fieldwork and during the writing process. Collaboration in this case is 
important to allow the researchers comment, make it part of the ethnographic and may 
be reinstated within the process field, generating inputs for new discoveries. 

Machado [18] also carried out a collaborative ethnography study aimed to elicitate 
software requirements. The study reports an experience with field observations and 
with the use of a tool that facilitates the consolidation of data from multiple sources 
into a shared repository. In comparison with traditional techniques based on inter-
views, the observation approach have shown more efficient and generated more com-
plete information. 

The experiments carried out in that study has shown that a groupware plays an im-
portant role in the coordinating of activities and on the organization of the data (vid-
eos, photos, comments, notes, etc.) reducing the burden generated by the collaborative 
ethnography. 

5   Mobile System to Support Collaborative Ethnography 
Approach  

According to Guerlain [8], the evaluation of activities from a coordinated team in-
volves the independent observation of multiples individuals. The analysis of these in-
dependent observations requires they should be coordinated, codified and correlated 
before a subjective evaluation can be performed. 

Thus, similar to other works [8] [15] [18], the support of a tool aimed to assist the 
information exchange and the discussion among ethnographers is desired. The tool 
that supports the collaborative ethnography should facilitate collaboration and interac-
tion during and after the gathering of field data in order to identify the relevant 
knowledge with less effort. 

In this work, the tool that will support the ethnographic method aims at structuring 
of the before (preparation phase), during the (capture phase), encouraging collabora-
tion and interaction among specialists in the gathering of information in the field, and 
after ethnography, producing a consolidated report of the field. The process is de-
picted on Figure 2. 
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Fig. 2. Structuring of ethnography and mobile system features 

Breaking apart this proposal, the mobile support system for ethnography aim to 
provide technological support to the researcher running the ethnographic study in the 
preparation, capture and analysis of collaborative ethnography, specifically the fol-
lowing points: 

• Preparation phase: Definition of tasks to the team, the choice of perspectives and 
key people, choice of observable variables, choice of registration methods. 

• Phase Capture: Collecting records and elements of observation, storage and cata-
loging, transcript of records 

• Analysis Phase: Organization in the timeline and categorized records 

The basic requirements for the tool to support collaborative ethnography approach are:  

• Allow the registration of those involved in ethnographic study (actors, operators, 
researchers and others involved) 

• Allow the registration of artifacts used by those involved in ethnographic study 
(tools, systems and other objects that are the subject of interactions) 

• Allow the record of field characteristics and related graphics. 
• Allow the record of terminology and expressions used by those involved in field 

study. 
• Allow the record of different types of interaction between the involved and / or ar-

tifacts previously registered (human x human, human x artifact, artifact x artifact). 
• Allow the record of field notes, activities, events and disturbances in the execution 

of tasks. 
• Support the information sharing between ethnographers during the implementation 

of the ethnographic study 
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• Support the need for communication between ethnographers at certain times of 
ethnography. 

• Support the division of labor during the ethnographic study. 
• Generate reports to the chronological order of events recorded (timeline), different 

categories, and all information gathered in preparation. 

 

Fig. 3. A schema, inputs and outputs of supporting tool 

Several features were designed with the goal to centralize the information collected 
in the field in a single device in an organized and retrievable manner. These features 
are grouped together to support before, during and after an ethnographic study in an 
attempt to leverage the work of the observer in his field research. A snapshot of 
schema, the input devices and one of the outputs are depicted on Figure 3. 

The system can also be considered a pioneer in event log on the field through mo-
bile devices. The literature review indicates the work of Fransson-Hall et. al. [6] with 
the Portable Ergonomic Observation Method (PEO), and the FIT-System [10] as the 
first to support the cognitive and ergonomic study, performing the record of aspects of 
the workplace through portable computers. 

The use of the mobile system was tested at the same time the technique of collabo-
rative ethnography, in order to support it. To evaluate the usefulness of the functional-
ity of the system, users answered a usability questionnaire and reported their experi-
ences with the prototype. 

6   Experimentation of Collaborative Ethnography for the 
Knowledge Elicitation in a Complex Environment 

This section will be exposed the experiment using the ethnography for collaborative 
elicitation of knowledge in a complex environment. The trial is intended to indicate 
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that the use of collaborative approach can elicitate a greater amount of information, 
adding quality to the information elicitated through the discussion of the information 
throughout the ethnographic process. 

Hughes et. al. [14], Crandall, Klein and Hoffman [3] and Machado [18]were im-
portant sources for the framework of ethnography. The work of Hughes gave us in-
puts for the adoption of techniques of rapid and interative ethnography so that if there 
is a better use, given the time and conditions available for the implementation of the 
experiment. The work of Crandall et. al. [3] and Machado [18] will guide the study 
towards the implementation of methodological phases of ethnography and critical is-
sues of what, who, when and how observe. 

The experiment was conducted at the Laboratory of Human-System Interface 
(LABIHS) of Nuclear Engineering Institute (IEN) located in Rio de Janeiro. The 
LABIHS is a laboratory for experiments based on a compact reactor simulator. This 
simulator aims to improve safety and operational performance of nuclear power plants 
and other facilities in industry. LABIHS consists of an advanced control room, an ex-
perimenter’s gallery room and other auxiliary rooms. The advanced control room 
consists of nuclear reactor simulator software, graphical user interface design soft-
ware, a hardware/software platform to run and provide the adequate communication 
between these software systems, and the operator interface – VDUs and controls 
needed to operate the simulated process. 

The goal of the ethnographic method application on LABIHS was the performance 
evaluation of the operators during postulated accidents that may occur in a nuclear 
power plant in order to improve the human computer interface design. We paid par-
ticular attention to the tasks dictated by the procedure manual and to the operators’ 
actual activity. This experiment is part of process to search for particular deficiencies 
in the support of operator response to abnormal system states, in order to redesign the 
operator interface to improve upon the graphical layout of the information, the navi-
gation across screens, the alarm presentation, acknowledgement and response, and to 
integrate these with computer-based procedures that dynamically correspond with 
real-time system information. 

The LABIHS control room operating crew, who participated in the study, is com-
posed of three operators – Shift Supervisor, Reactor Operator (RO) and the Secondary 
Circuit Operator (SCO). The Shift Supervisor is an engineer who has experience in 
the simulator operation. The RO and SCO are instrumentation technicians who have 
been trained in LABIHS operation for 2 years before this study, but have no previous 
experience in the reference plant operation. 

As motivation for choosing this environment, we can mention the presence of 
common elements in complex environments such as large number of displays featur-
ing information with frequent changes of state, need for coordination among distrib-
uted team working to resolve issues and events taking joint decision, in real time, with 
considerably gravity and impact. 

The experiment was carried out by observers in three stages: preparation, capture 
and analysis of data (Figure 4). In the first two stages, the observers made observa-
tions, questions to the actors and recorded the information in the mobile system to 
support the ethnography. These individuals freely observe the actors (primary opera-
tor, secondary operator and supervisor) and interacted with each other to clarify prob-
lems, views and questions about the tasks being performed. 
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Fig. 4. Experiment framework through ethnographic phases 

At the end of the stages, the observers met to discuss the questions and points that 
they found relevant on the records. After the two stages (preparation and capture) the 
observers met to analyze the data together and extract the relevant knowledge of the 
tasks observed in the field. Observers completed a framework with the main points, 
making a complete record of information elicitated. 

 

Fig. 5. Participants answers to evaluation questionnaire 
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At the end of the experiment, the evaluation of the strengths and weaknesses was 
conducted through a questionnaire that assessed both the use of the mobile system and 
the methodology of observations. 

It is important to remember, as one of the limitations of this study, observers had 
little experience with the practice of ethnography to knowledge elicitation. The ob-
servers held only theoretical knowledge about the execution of ethnographic practice, 
one of which had already run an experiment aiming to elicitate system requirements 
through ethnography. The lack of experience with mobile devices by observers is an-
other important factor to be considered. 

The implementation of the experiment in question was successful and served its 
original purpose to point out the hypothesis that collaborative ethnography can be 
more efficient than other non-collaborative knowledge elicitation in complex envi-
ronments. This assumption can be verified by the subjective evaluation of the respon-
dents (observers and two cognitive task analysis specialists) who indicated by means 
of the questionnaire (Figure 5), a general agreement with the benefits of incorporation 
of collaborative factor throughout the ethnographic process on the environment of a 
nuclear plant. 

The answers to the questions are classified according to the Likert Scale: totally 
agree (5 points), partially agree (4 points), have no opinion (3 points), mildly disagree 
(2 points) and strongly disagree (1 point). Through the weighted average of these 
points were composed of the overall scores for each question. Were also encouraged 
comments from observers and experts on each question, so should be obtained from 
each of the justification of each individual score. 

Another point found in the evaluations was the benefit of using a system of support 
for ethnography in the field, helping observers to collect, share, organize and analyze 
information. This factor was crucial to collect relevant information in complex envi-
ronments, such as interactions between individuals and artifacts, field notes, classified 
by type of information and automatically creating a timeline containing all the events 
recorded in chronological order. These records were also important inputs for the 
analysis of other records often used to collect information in the field, records audio 
and video recording. 

However, we have also verified counterpoints, limitations and opportunities for 
improvement, not only in the mobile support system, but also the approach of ethnog-
raphy collaborative. One of the factors mentioned was the lack of direct comparison 
between the quantity and quality of information elicitated by two different techniques 
(a collaborative and other non-collaborative), leading to uncertainty in some places, 
since they will not enjoyed extensive experience in cognitive task analysis studies. 

Despite these points, the participants believe that the collaboration between partici-
pants stimulated the discovery of knowledge, generating greater amounts of relevant 
information and adding quality after filtering and improved information through fur-
ther discussion. The doubts and limitations were pointed out by participants on their 
observations and can be considered as a result of this work and input for future work. 

7   Conclusions and Future Work  

In this work we reviewed some important concepts in the area of cognitive systems. 
We also revised the main approaches for the knowledge elicitation: interviews,  
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observation and ethnography. We confirmed that these approaches, though exten-
sively adopted, still show some inadequacies and inefficiency in the knowledge elici-
tation process, particularly in relation to knowledge in complex environments. 

To deal with these problems, we proposed a collaborative ethnography approach as 
a more appropriate alternative for the knowledge elicitation. We claim that the eth-
nography approach has many advantages, such as a detailed analysis of the environ-
ment where the operator performs his/her task. When ethnography is combined with a 
collaborative approach that supports different viewpoints as well as interaction and 
discussion among the observers, we observed an approach that produces a more effi-
cient and consequential results. 

As an important factor to realize ethnographic studies and faster and more organ-
ized data collection, we identified the need for an information system that would al-
low observers collecting the data in a ubiquitous, driven and structured manner, and 
still supported the technique of ethnography in its main aspect: the collaboration. This 
prototype has been specified, designed and called the ethnography mobile support 
system, being used later, in the experimentation of the technique in the environment 
of a simulated nuclear reactor. 

In general, collaborative ethnography proved to be an effective technique for the 
elicitation of knowledge teams, allowing observers in two sessions to identify large 
amounts of relevant information such as activities performed, executors, and impor-
tant information for decision making, interactions, artifacts problems and difficulties 
in performing the task. Collaboration in the unanimous opinion of the participants was 
a factor that improved the quantity and quality of records. 

The system also showed some limitations, including: the need for expertise in the 
operation of the mobile device for recording the information fast, lack of agility in the 
exchange between the interfaces and functionality to chat, need for manual synchro-
nization between the clocks of the devices and record video, to generate a timeline 
without major distortions. However, the quantity and quality of information have been 
well evaluated and have been identified opportunities for improvements in the proto-
type: the incorporation of new capabilities for standardized register of other types of 
events in the field and for advanced analysis of the information in an automated way. 

As future work, we identified opportunities for improvement in the technique of 
collaborative ethnography, with a larger number of participants, experiments on other 
types of complex environments and adding new points to be observed in the frame-
work, guiding especially when the observation made by beginners and people inexpe-
rienced in the environment in question. For the system to support mobile ethnography 
have identified areas for improvement so that it allows the registration of information 
faster, better interfaces and further support the analysis phase, integrating it with 
packages of statistical analysis. 
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Abstract. Nowadays, process management represents a fundamental initiative 
to provide competitive advantages to organizations.  The ability to build and 
operate such processes can provide competitive advantages to these organiza-
tions. In this paper, we present an approach for elicitating and discovering prob-
lems in business processes that combines the technique of group storytelling 
with the theory of constraints. This article suggests that group storytelling al-
lows the collection of knowledge to identify the gaps and deviations that exist 
in business processes, while the theory of constraints provides a language for 
representing them. We conducted and reported an experimentation of the pro-
posed method in the petroleum field sampling process, with the support of a 
groupware tool. 

Keywords: Group storytelling, Theory of Constraints, Business Process. 

1   Introduction 

Increasing competition in the business scenario has driven the need for organizations  
to enhance their productive differential against competitors. According to Gerstner 
[3], contributing to this differential is the skill with which organizations build, oper-
ate, or manage their business processes so as to perform their activities better than 
their competitors. 

Considering the increasing diversity of relationships among organizations, custom-
ers, suppliers and competitors, there is a trend that business processes become more 
complex, amplifying the difficulties of organizations managing them [10]. One of 
these difficulties is the identification and appropriate treatment of existing problems 
and deviations of the defined process. It is common to adopt ad hoc solutions, which 
transfer the problems to other parts of the business process and, additionally, the 
adoption of strategies of “firefighting”, where problems are solved as they arise, as 
emergency solutions. 

In this scenario, in order to enable improvements on business processes man-
agement in organizations, we propose a method of identification and representation 
of deviations of business processes. A knowledge management approach and the 
group storytelling technique constitute the bases of this method for collecting 
knowledge on deviations, together with the use of the Theory of Constraints (TOC) 
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for the representation of relationships between deviations, their root causes and 
main effects that must be prioritized and treated.  

The method was tested on a scenario of field sampling of petroleum. To facilitate 
its application, a computational tool was developed and used to support the collabora-
tive construction of stories and the analysis and structuring of knowledge contained in 
these stories.  

The structure of this paper comprises a review of the group storytelling technique 
and its use associated with TOC for knowledge management. Then, we present the 
method of identification and representation of deviations of business processes, and 
the groupware tool built to support it, as a proposal for improved management of 
business processes. Subsequently we present some results and conclusions, as well as 
advantages and limitations observed from the application of the method and tool on 
the chain for petroleum sampling. Finally, we highlight the importance of collabora-
tive work and use of groupware to improve the administration of business processes 
and knowledge management within an organization. 

2   Problems in Business Process Management 

The difficulties faced by organizations to manage their business processes are usually 
related to three main reasons.  

The first reason is characterized by the rapid increase in demand for a product or 
service generated by the business. Because of the growth in demand, greater is the 
requirement for performing the process activities in a given space of time, and better 
should be the coordination between the areas that integrate the process.  

The second reason is related to the perception of the deviations in existing business 
processes and the impact caused by them. Deviations in a business process, in the 
scope of this research, are alternative execution flows of process activities, altering 
the pre-established execution flow of this process. In fact, a deviation consists of an 
anomaly in the execution of a business process, contributing to an imperfect operation 
of the process and, consequently, to the appearance of changes in the characteristics 
of its products and services. Deviations in this scenario, therefore, limit the perform-
ance of the business process, preventing it from achieving its goal.  

A deviation can be caused by an instrumental inefficiency or by other resources 
considered inadequate for performing activities; by human inefficiency, represented 
by the misunderstanding of the person responsible for performing a specific activity 
or control; or by process inefficiency in respect of its rules of conduct and procedures. 

The perception of an existing deviation consists in identifying it and understanding 
its characteristics and its impacts, so that it can be properly treated. But often the 
deviations and their characteristics are not perceived by members of the process as 
factors that impact the final result. Thus, their occurrence is "tolerated" and their 
treatment by the organization is neglected. 

In situations where the deviations are perceived as potential problems for the im-
plementation of business process, what is found in organizations is an isolated treat-
ment of these deviations. The treatment comprises isolated and punctual solutions that 
in general solve the problems individually, transferring them to other phases of the 
business process. It is like the problems exist independently, and individual solutions 
were appropriate for their treatment. 
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Isolated solutions are not integrated into the process as a whole, i.e. they are solu-
tions that do not contain the involvement of participating areas and are unable to solve 
the problem at all stages of the process. This type of solution tends to transfer prob-
lems to other parts of the business process or not to solve the problems completely.  

According to Cox and Spencer [2], another aspect that encourages the adoption of 
isolated solutions for deviations is the tendency of organizations in “firefighting”. In 
this way, the urgent problems are prioritized, without the adoption of an integrated 
solution for the treatment of the problem throughout the business process. So, the 
organization's ability to identify the central problems responsible for most of the de-
viations of the business process is not developed. In other words, efforts are not con-
centrated on solving the real cause(s) of problems identified.  

Also according to Cox and Spencer [2], the central problems are those responsible 
for most of the anomalies identified in the process business. It means that concentrat-
ing efforts and plan actions on the resolution of central problems contributes to solve 
the majority of the existing problems.  

In other words, efforts should be concentrated in answering an important question 
"What are the problems that must be focused to enhance the productivity of a business 
process?". Or, "Where may be obtained significant gains for the organization?".  

For the identification of central problems and the appropriate efforts to solve them, 
the relations between the problems should be clear. Otherwise, the strategy of “ 
firefighting” is maintained. Summarizing, solving the problem in all phases of the 
business process requires the ability to identify problems considered central, whose 
solution will be prioritized by the organization.  

The third reason is the lack of a systemic view of these processes. According to 
Senge [12], it can be characterized by the lack of visibility of the interrelationships 
and interdependencies between the participating areas of the business process, repre-
senting a fragmented operation of the process. Business processes for which a sys-
temic vision is not adopted are configured in a fragmented way, into parts that act 
alone in activities execution and treatment of deviations, making it difficult to adopt  
adequate solutions for the business process as a whole. To identify and represent 
deviations for an integrated business process it is fundamental to enhance the percep-
tion of the interdependencies and relationships between the various problems and, 
therefore, the identification of the central problems cited above.  

Considering that the knowledge about the deviations of a business process are dis-
tributed among its participants and it is especially derived from their experiences,, the 
investigation of deviations of business processes represents a potential field for the 
application of mechanisms for collaboration. 

3   Group Storytelling and Theory of Constraints 

In this section we present the theoretical approach adopted in this work, describing 
the two main theories that underlie the method developed for identification and repre-
sentation of deviations of business processes: group storytelling technique and the 
TOC. The approach also applies concepts of business process modeling and knowl-
edge management in organizations, but these topics are not discussed in this article. 
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3.1   The Group Storytelling Approach 

The technique of group storytelling consists on using stories as a method of commu-
nication for knowledge sharing by a group of people. Another existing definition for 
group storytelling is: construction technique of stories in which "more than one per-
son contributes, synchronously or asynchronously, locally or in a distributed manner, 
at various points in the process" [13].  

By adopting a group storytelling approach we aim to motivate and to inspire those 
involved, making  use of informal language and narrative that generally attract the 
interest of the participants, creating entertainment and fun during the process of struc-
turing knowledge [7].  

The technique of storytelling exists for thousands of years, with the aim of ex-
changing information and generating understanding. In organizations it has been 
mostly informally used to transmit knowledge. Only recently its implementation and 
recognition as a tool for sharing technical knowledge has been recognized, supporting 
a rapidly growing number of applications. The involvement of a group of people in 
the construction of a story can result in a more realistic story or, according to Perret, 
Borges and Santoro [10], can result in a more complete and solid story.  

According to the Cambridge Dictionary [5] story is a description, either true or 
imagined, of a connected series of events. For Valle et al. [13], "stories are a narration 
of a chain of events recounted or written in verse or prose." Still, stories convey ideas, 
not rules of execution of tasks. Stories are memorable [10] and they can help the ex-
ternalization of tacit knowledge, the kind of knowledge inherent to personal skills, 
systems of ideas, perceptions and experiences, and, therefore, difficult to be formal-
ized, transferred or explained to someone else. The use of written stories seems to be 
the most appropriate, because writing is a way to convert tacit knowledge into formal 
knowledge [8].  

The application of the group storytelling technique requires a fairly long time for a 
story to be created. The time devoted to the construction of stories should ensure that 
they present a satisfactory level of detail and quality and, at the same time, that their 
construction does not disturb the progress of the daily tasks of those involved.  

One of the works on the use of the group storytelling technique was developed by 
Perret, Borges and Santoro [10], who discuss the importance of using a groupware to 
support the technique. The concept of groupware is supported by the personal interac-
tion required for the sharing, creation and explanation of any content that needs inter-
pretation, or in cases where knowledge is tacit. When this tacit knowledge can be 
registered and explicitly encoded to be shared later, groupware assume a central posi-
tion at knowledge purchasing or collecting, combining, interpreting and disseminat-
ing. Santoro, Borges and Pino [11] used the technique in business process elicitation, 
trying to extract the workflow from the stakeholder´s stories. 

As described above, the group storytelling technique allows the collection of 
knowledge in a group, stimulating the creation of a collaborative environment in 
which the stories are narrated and shared [11]. So, this technique supports the collec-
tion stage of the method for identification and representation of business process 
deviations, as described in the next section. However, the collected knowledge re-
quires mechanisms that can be appropriately outsourced, allowing its analysis and 
understanding by a group of people. The TOC has been investigated as a strategy to 
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provide formal structures to analyze the collected knowledge and also as a language 
for knowledge representation. It serves as a foundation for important stages of our 
method.  

3.2   The Theory of Constraints 

The Theory of Constraints (TOC) was created by Eliyahu M. Goldratt, as a manage-
ment philosophy that aims to improve production systems [2]. A production system 
consists of a series of successive steps performed by different resources. All steps or 
operations must be completed in a specific sequence to obtain the final product. 
Among the resources that operate in the production system, there are those that limit 
the global production, representing constraints on system performance. As examples, 
we can consider physical constraints such as a faulty equipment or lack of material, or 
managerial constraints, such as procedures, policies and standards [1]. 

The management of the constraints is an approach that plans and controls the pro-
duction and sale of products and services, aiming at a continuous improvement. This 
approach recognizes the powerful role that the constraint, or limiting resource, plays in 
determining the output or end product of the production system. Thus, the production 
system is viewed globally, which means to be regarded as a complex whole consisting 
of interdependent parts, which must act in coordination so that the final product can be 
generated.  

Also, these parties should act in coordination to treat the identified problems, to re-
duce or even eliminate the impact that the constraints have, and thereby increasing the 
performance of the production system. 

The TOC can be understood from three interrelated perspectives: logistics, per-
formance indicators and thinking processes. The thinking process is also known as a 
method of solving problems. It is geared to answer three questions: What change? To 
change what? and How to bring about change? The logic of the thinking process is 
based on cause and effect relationships and critical view of reality, which seeks to 
know why things happen and not just that they happen.  

There are five tools designed to support the thinking process helping to answer 
these three fundamental questions: Current Reality Tree (CRT), Evaporating Cloud, 
Future Reality Tree, PreRequisite Tree and the Transition Tree. According to Cox and 
Spencer [2], these tools can be used individually or interconnected logically. In our 
work, we emphasized the use of the CRT. 

CRT is the tool chosen to represent the deviations along the business process. It is 
recognized as a diagram of effect-cause-effect (ECE). ECE diagrams are based on the 
scientific method to postulate a cause of an observed effect, then testing the cause by 
raising a second effect. The confirmation of this second effect provides evidence of 
the veracity of the postulated cause. The ECE diagram consists of a series of relation-
ships postulated and confirmed that lead to the identification of a primary cause or 
root problem that explains most of the undesirable effects observed. 

The purpose of CRT is the definition of the central problems found in a particular 
production system [2]. According to Noreen, Smith and Mackey [9] the logical links 
are indicative of sufficiency, i.e., the occurrence of certain undesirable effect or prob-
lem requires the occurrence of others (individually or both simultaneously). For Klein 
and DeBruine [6] and Cox and Spencer [2], the CRT provides mechanisms to:(i) 
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identify the impact of policies, procedures and actions in the organization; (ii) com-
municate clearly and concisely, the causality of these policies, procedures and actions; 
(iii) identify the central problem in a situation; and  (iv) allow the creation of an envi-
ronment motivated by the problems. 

4   A Method for Identification and Representation of Business 
Process Deviations 

Business process management also contemplates managing the quality of process 
execution. Amongst other activities, quality management includes awareness of the 
deviations that exist along the process, helping to understand the differences between 
the as-is and the should-be process situations. For this, the deviations must be identi-
fied and represented so that the participants of the process recognize them as factors 
that have impact on the outcome of the process.  This is a crucial step for the defini-
tion of future treatment plans and deviation prevention mechanisms. 

The main contribution of this work is to develop a method of identification and 
representation of business process deviations and a groupware tool to support the 
method application. The expectation is that the representation of the deviations and 
their causal relations can help in the treatment of deviations and in the writing of 
organization standards and internal control procedures.  

The method was developed mainly based on three approaches: the business process 
modeling, the thinking process of the Theory of Constraints and the group storytelling 
technique. It consists of three stages: collection of knowledge about deviations, analy-
sis of the collected knowledge, and representation of deviations. Four actors partici-
pate in the stages of the method: storyteller, reviser, constructor and specialist. The 
last one should have experience on the business process and will be responsible for 
reviewing the knowledge after specific activities. 

The group storytelling technique is the basis for the collection stage. The thinking 
process of TOC and its set of tools support all three stages of the method. They help 
to establish: (i) what additional information should be collected in conjunction with 
the stories told; (ii) what kind of verification, classification and correlation should be 
made over the collected information with the aim of identifying process deviations; 
and (iii) what mechanism or representation language could be used to record the iden-
tified deviations. 

The modeling of business processes is for the collection stage because the stories 
should be collected for specific activities or parts of the process. The process model is 
also used during the presentation of identified deviations, at the representation stage. 
Thus, there is the assumption of the availability of the process model to identify and 
to represent deviations, guiding the collection of knowledge and being used as a rep-
resentation language to support their understanding. 

According to the TOC, a constraint is any element or factor that prevents a system 
to reach a better level of performance with regard to its goals, both physical or mana-
gerial [2]. When considering that it affects the perfect operation of the process, mostly 
in a negative way, the deviation may be understood as a factor that limits or restricts 
the operation of the process, acting as a constraint.  



 A Method for Identification and Representation of Business Process Deviations 55 

 

Still concerning the application of TOC to business processes, there is certainly a 
strong correlation between a business process and a production system. A production 
system consists of a series of successive steps performed by different resources. All 
steps or operations must be completed in a specific sequence to obtain the final prod-
uct, goods or services [2]. This definition comes close to the definition associated to a 
business process, considered as a set of activities performed following a predeter-
mined flow, where each activity has someone or something responsible for it, result-
ing in a product that can be a material good or a service [3]. Figure 1 presents the 
method with its stages and activities, actors and products. 

 

Fig. 1. Method stages and activities 

The identification of business processes deviations can be facilitated by the group 
storytelling technique as this promotes an environment for knowledge gathering and 
sharing that is crucial to stimulate the externalization and comprehension of facts 
associated to these deviations.  In this environment, the deviations can be extracted 
from narratives, corresponding to experiences and situations described by the partici-
pants. The narratives correspond to fragments of stories that can be organized, so that 
to correlate causes and undesirable effects associated to abnormalities observed in the 
business process. An undesirable effect in this context corresponds to a problem or a 
failure that have an adverse impact on the functioning of the business process and it 
can be reported directly or indirectly in the story fragments. It corresponds to answer-
ing the question "WHAT?" about the reported problem. The cause indicates an expla-
nation for the occurrence of a certain undesirable effect, corresponding to answering 
the question "WHY?” about the reported problem.  
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To make these concepts of undesirable effect and cause clearer, let us imagine the 
following situation: a plastic box that stores a sample of petroleum collected in a pro-
ducing well is subjected to high temperatures during transport. According to the regu-
lations for petroleum samples, there is a range of temperature adequate for petroleum 
properties not to be altered in transit. Thus, if a sample is exposed to temperatures 
outside the recommended range, then there could be a change on its physical-chemical 
characteristics, what constitutes an undesirable effect identified during the transport 
process of petroleum samples. In this scenario, a valid cause for the undesirable effect 
can be identified, that is the exposure to high temperatures.   

After the collection stage, the analysis stage of the collected knowledge is initiated. 
At this stage the stories about the deviations are constructed and tests of clarity and 
causality are performed in the undesirable effects and causes collected. The test of 
clarity is responsible for reviewing the effects and causes, ensuring that they are 
unique and contain just one meaning. The test of causality aims at establishing causal 
relations between undesirable effects and causes that were reviewed by the test of 
clarity. These relations are characterized as being of type IF cause (s) THEN effect. 
Returning to the example of the plastic box used to store petroleum exposed to high 
temperatures during its transport, resulting in physical and chemical changes in its 
composition, the following causality could be established:  

IF a plastic box that stores a sample of petroleum collected in a producing well is 
exposed to high temperatures during transportation, THEN occurrence of change on 
physical and chemical characteristics of this sample of petroleum.  

Following the construction of causal relations, there is the stage of representation 
of deviations. At this stage the CRT are built, containing the causal relations identi-
fied and the model of business process with the undesirable effects, identified by 
activity. Hence, the method generates, besides the CRT, another diagram representing 
deviations in the model of business process.  

The proposed method constitutes a relevant solution for three reasons: (a) the first 
is to detect deviations from the business process for the entire process, helping the 
future drafting of appropriate rules and procedures geared to the needs of the whole 
process and not only the needs of specific areas, and the writing of plans for the 
treatment of deviations; (b) the second aspect is to propose a model for representing 
deflection of business processes, highlighting features and relations of cause and 
effect, which could not be understood before in their entirety; and (c) the third aspect 
is related to the identification of the central problems of the business process, which 
are responsible for most of the deviations identified and therefore should be properly 
understood and prioritized by the organizations. 

4.1   A Groupware Tool to Support the Method 

The groupware tool developed supports the collection and analysis stages and par-
tially the representation stage of the method. It allows: (a) the recording of stories in 
groups and the association of these stories to groups of undesirable effects and causes; 
(b) the analysis of the knowledge through clarity and causality tests, specially the 
activities of grouping effects and causes and creating causal relations; and (c) the 
classification of undesirable effects to built the CRT and presentation of the products 
of the method. Figure 2 shows the screen of a story recorded in group about a process 
deviation and its undesirable effects and causes. 
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Fig. 2. Story fragments about process deviations and the list of undesirable effects 

Soon as the stories are analyzed and completed, the undesirable effects and causes 
are checked through the test of clarity and test of causality. During these tests, the 
groupware tool enables the grouping of effects and causes with the same meaning, 
and the separation of causes and effects that contain more than one meaning. After the 
test of clarity, the tool supports the causality test, allowing the registration of causal 
relations between undesirable effects and causes that are after displayed in the CRT 
generated, in the final of representation stage.  

At the end of these tests, the analysis stage is completed and the representation of 
deviations identified starts. In this stage, the tool classifies the undesirable effects and 
causes in one of the three possible positions that can fill in the CRT: top, for the pur-
poses of representing the central problems of the business process studied; basis for 
the basic causes for the identified problems; and problem area, which includes all 
other effects and causes identified. From this classification, the CRT may be gener-
ated, representing the undesirable effects, causes and the causal relations between 
them. 

The tool has two panels that allow the visualization of knowledge collected about 
the stories, their fragments, undesirable effects, causes and causal relations estab-
lished. Information displayed on panels is the status of the activities of undesirable 
effects and causes, enabling to determine which effects and causes were reviewed, 
grouped and related by causal relations. Through these panels, the user, at any stage 
of the method, can trace to which story or fragment a specific effect or cause belongs. 
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The user can also find out who is the author of a fragment, effect, cause or causal 
relation, or monitor clarity and causality tests. Figure 3 shows one of these panels, 
called Stories Panel. 

To carry out the activities of the method described above in the groupware tool, 
different profiles of users were designed, representing the roles of storyteller, reviser 
and knowledge builder. 

 

Fig. 3. Stories Panel and traceability of knowledge collected 

5   Application of the Method for Identification and Representation 
of Business Process Deviations 

The method and its supporting tool have been applied to the field of study of sampling 
of petroleum. The growth of the petroleum industry in Brazil, both in volume and 
geographical extent, brought a large increase in the number of samples handled by 
companies operating in the sectors of exploration and petroleum production sectors. 
The observation points toward the loss in quality and the possible loss of control in 
the processes of the chain of petroleum sampling, mainly for lack of adequate controls 
and efficient indicators to the new dimension of this activity. 

The chain of petroleum sampling represents an example of business process where 
the organization may face difficulties to manage it, according to following reasons: 
(a) accelerated growth in demand for petroleum sampling in recent years due to the 
expansion of exploration activities and production of petroleum; (b) the links in this 
chain are weakened because the deviations are identified for each area independently 
and their treatment is done individually; and (c) the chain consists of several distinct 
areas of knowledge, what difficult the systemic vision of the chain. 

According to the method, the model of business process must be displayed during 
the recorded of the story by the storyteller, so that he can associate a fragment with 
one or more business process activities.  
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For the experiment conducted, we selected members of the organization and indi-
viduals involved in studies of non-conformities in the chain of petroleum sampling. 
Eight of these people assumed the role of storytellers and recorded stories about de-
viations. Another two people were selected to assume the roles of reviser and builder 
of the method, and acted in the stage of analysis and representation of the method, 
respectively. The storytellers recorded a total of five stories, which report major prob-
lems in the chain of sampling. These stories have been described in a total of 29 
fragments, to which 23 undesirable effects and 13 causes were identified. For each 
cause registered in the collection stage, it was assigned an undesirable effect extracted 
from a given fragment or piece of story. Thus, to assign a cause to an undesirable 
effect, the storyteller indicated the existence of a causal relation of the type IF cause 
THEN effect. So, 13 causal relations were created from the set of causes and effects 
collected.  

The knowledge collected was analyzed by the reviser, with the application of the 
test of clarity in undesirable effects and causes. After applying this test in which the 
undesirable effects and causes might be reviewed, we obtained a new set containing 
20 undesirable effects and 17 causes. It was noted, therefore, a 13% reduction in the 
number of undesirable effects and a 31% increase in the number of causes.  

The reduction in the number of undesirable effects was caused by the elimination 
of redundancy that exists in these effects. The level of redundancy of 26% means that 
about ¼ of effects had the same meaning of other reported effects.   

In relation to the 31% increase in the number of causes, if this measure were ana-
lyzed together with the redundancy level of 46% obtained for the causes registered, 
we can conclude that storytellers had difficulties in associating causes to effects iden-
tified. This forced the reviser to create new causes for the existing undesirable effects 
and causal relations. 

The test of clarity also separated the effects and causes which had more than one 
meaning and, therefore, should be separated into one or more effects and causes. 16% 
of the causes and effects needed to be separated into single effects and causes.  

After the test of clarity, the reviser conducted the causality test, in which were cre-
ated new causal relations. From an initial number of 13 causal relations registered by 
the storytellers, were created more than 39 causal relations. 

The low number of causes and causal relations can be attributed to some factors: 
(a) members of an organization more easily identify the problems they face in their 
work environment than the causes of these problems; (b) the functionality of registra-
tion of causes in groupware tool may not have developed in an appropriate way to 
stimulate it; (c) the causes for the effects presented do not belong or are not under the 
responsibility of the operating area of the storytellers.  

One factor that explains the low number of causal relations is that the collection 
stage does not request explicitly the creation of causal relations by storytellers. The 
activities demanded by storytellers are storytelling, the identification of undesirable 
effects from them and the association of causes for the undesirable effects created. 
Moreover, in the analysis stage this request is explicit as part of the causality test. 
Therefore, it is expected the reviser instead of the storyteller to create causal relations, 
to allow built the CRT in the next stage of the method.  

The Current Reality Tree was built from the set of effects and causes and causal re-
lations created. Figure 4 shows a part of the CRT originated a kind of sub CRT. 
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Fig. 4. Sub CRT generated after applying the method 

The relationships between problems can be viewed during the analysis of CRT. 
The effects at the top are responsible for most of the causes and effects described in 
the CRT, for each path leads directly or indirectly to them. Therefore, these problems 
should be prioritized by the organizations in the moment of their treatment plans. 
CRT shows a kind of diagnosis to the problems situated on the top, indicating what 
are the causes and other effects related to each of the central problems that must be 
addressed together to ensure that the central problem will be solved. For example, 
increased delays in sample analysis is a central problem related to causes displayed 
on CRT. One of the causal relations built through story fragments is: 

IF loss of sample, high time between collection AND/OR sample delivery to analy-
sis AND discard the sample, THEN increased delays in sample analysis. 

The causes at the base of CRT represent those which are not under the responsibil-
ity of the process participants, or causes they are able to address; only reduce their 
impacts. For example, the basic cause “human error” is always present in the execu-
tion of any activity, and whose impact cannot be completely eliminated. 

We noticed that 39% of the undesirable effects were created for story fragments 
from other storytellers and 38% of the causes were associated to effects of other sto-
rytellers. These numbers demonstrate a degree of indirect interaction.  

The next section presents a discussion about the level of contribution and collabo-
ration as measured by the number of fragments inserted and the comments to other 
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participants´ fragments. Then, Section 5.2 addresses the complexity of the method by 
analyzing the level of intervention required by the reviser. The data used in the analy-
sis was obtained by the data generated during the experiment.  

5.1   Levels of Contribution and Collaboration 

The level of contribution in the record of knowledge was measured by the number of 
story fragments, undesirable effects and causal relations created by storytellers. It was 
measured on absolute value and average. 

 

Fig. 5. Level of contribution and level of collaboration of the method 

The level of collaboration in the recording of knowledge measured the degree of 
associated knowledge recorded by others. It was measured by: the rate of undesirable 
effects associated by a storyteller to fragments of other storytellers; by the percentage 
of causes associated to undesirable effects of other storytellers; and by the average 
rate of different storytellers who have contributed to fragments in the same story. 

The individual contribution and collaboration varied between storytellers. It was 
noted that participants with some background or experience with collaborative envi-
ronments had higher levels of contribution and collaboration. The main difficulty was 
observed in contribution to attribution of causes to undesirable effects. Figure 5 below 
shows contribution level and collaboration level taken. 

5.2   Levels of Clarity and Intervention 

Level of clarity and intervention of the reviser should be explained together, because 
they influence each other, and have impact on the complexity of the method. The 
lower the level of clarity is, greater is the intervention required to generate a represen-
tation. Consequently, greater is the complexity of using the method. 

The level of clarity indicates how knowledge is unique and is structured to its rep-
resentation. It was measured by the rate of redundancy of undesirable effects and 
causes; and based on the number of causes and effects that needed to be separated.  

The level of intervention indicates the rate of reviser’s change on the collected 
knowledge. It was measured by the percentage change in the number of undesirable 
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effects, causes and causal relations; and by the amount of changes in the associations 
between business process activities and fragments. 

The low number of causes assigned by storytellers demonstrated the difficulty in 
attributing causes to problems, generating a greater need for intervention, mostly in 
establishing causal relations to build the CRT. In more complex processes, it is ex-
pected that the level of clarity would be even smaller, increasing the intervention and 
complexity of using the method.  

Another result of the experiment indicated that the rate of redundancy may show a 
certain alignment among storytellers about the business process deviations. In other 
words, more than one person identified the same undesirable effects to business proc-
ess. Figure 6 shows the level of clarity and intervention in the experiment. 

 

Fig. 6. Level of clarity and level of intervention of the method 

6   Conclusions 

The paper presented a method for identifying deviations of business processes. By 
deviation we meant any variation of the prescribed process to deal with situations that 
occurred during the process enactment. The method assumed a collaborative approach 
of the actors involved in the process. It is supported by a group storytelling technique 
to collective recall stories describing scenarios that led to deviations. It also makes 
use of the Theory of Constraints to support the analyses of such scenarios. The sys-
tematic knowledge building from capture to diagnosis generated a path that allowed 
tracking the reported problem to its impact. As a result, besides the identification of 
the deviations the method promotes a systemic examination of the business process. 
Also, motivating people to contribute to the identification of problems may increase 
the future commitment to their solution. 

A groupware tool was developed on the top of an existing group storytelling tool 
[10] extending its capability to support the next steps of the method. The groupware 
tool makes possible an asynchronous and distributed capturing of knowledge as well as 
sharing this knowledge among the participants. The externalization of this knowledge 
provides an important mechanism to promote organizational learning and a continuous 
improvement cycle. The approach assumes a constructive attitude of the participants. 
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Of course, no collaborative tool can generate this attitude; it can only facilitate the 
collaboration to manifest. It is not different with the tool we developed.  

To understand and evaluate the effectiveness of the method, a case study was con-
ducted on a Brazilian petroleum company. The study provided interesting insights 
about the method and on the use of the supporting tool. In general, the method fulfills 
its promises as it was able to capture stories reporting problems and their causes. The 
analysis based on the theory of constraints make explicit the basic causes as well as 
their relationships with the reported problems and causes.  

Some limitations were identified in the method and on the groupware tool that 
support it. These limitations are indicative to future work. The groupware tool should 
increase its support to the representation stage of the method and reduce the ambigu-
ity of the knowledge collected. Alternatives to explicitly represent causal relations by 
storytellers are desired. For instance: (a) to include a step in the method for revising 
the CRT, generating causal links between the original CRT and the new version and 
(b) to add an activity to establish causal relations between the story fragments in the 
capturing step.  

We also identified some factors that influenced the application of the method: The 
first was the time assigned to the collection stage.  Second, the participants’ ability to 
tell their stories resulted on very different narratives. Finally, the level of cooperation 
in the workplace was overestimated. We cannot assume it as a natural attitude, which 
means it should be stimulated in some way before the exercise.  

Depending on the complexity of the business process in which the method is ap-
plied, mechanisms to stimulate the adoption of systematic view of  its participants 
may be incorporated to the method to contribute to identify causes for the problems. 
Consequently, it may reduce ambiguity and the need for intervention of the reviser 
during the representation stage of the method. 

We plan to apply the revised method and a new version of the groupware tool in 
different business processes and for longer periods. Besides, for the new set of ex-
periments we plan to use a control group using a typical interview approach. By doing 
this we intend to obtain additional data to confirm, or not, our claims on the effective-
ness of the method. 
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Abstract. Knowledge exchange and collaboration in problem solving processes 
are important factors for learning organizations. Involving practitioners with 
joint interests in discussions of shared challenges and solutions is an important 
step in the identification and sharing of good practice. A process facilitating 
such reflection workshops for practitioners and a tool supporting this process 
are introduced. The approach is based on computer supported collection of 
challenges and solution ideas. It uses semantic nets for identifying and connect-
ing practitioners with related interests. First trials show promising results. 

Keywords: collaborative reflection, good practice, group facilitation, process 
support, knowledge sharing, organizational learning. 

1   Introduction 

The exchange of good practice is a central element of learning organizations. Unlike 
small organizations featuring social relationships between most employees, large 
distributed organizations face new challenges in implementing such exchange since 
practitioners are not aware of experiences of remote colleagues. Thus, innovations 
and mistakes are both repeated in several locations. Here, computer support may 
facilitate exchange, learning and reuse of challenges and proven solutions across 
organizational boundaries. 

Learning in a learning organization is often performed in cycles, following the 
knowledge spiral described by Nonaka and Takeuchi [9]: new forms of practice are 
developed and tried, experiences are described (externalized) and combined with 
other practices. The combined knowledge is applied and is internalized by other prac-
titioners. Kolb’s experience based learning cycle consisting of four steps follows a 
similar direction: (1) concrete experience, (2) surveying and reflection on the experi-
ence, (3) forming abstract concepts, and (4) active experimentation with newly ac-
quired knowledge [6]. 

Based on this model [14] presents a process for learning social practice in large 
nongovernmental organizations (NGO). The form of describing externalized practice 
knowledge plays a central role in this approach: good practice is described as practice 
patterns resembling design patterns [2]. Practice patterns relate actions in a good prac-
tice to the challenge addressed by the practice. When creating such a pattern the prac-
titioners reflect on their experiences and form abstract concepts (cf. [6]). Concrete 
applications of the pattern (i.e. experimentation, see above) are supported by giving 
practitioners new impulses for addressing concrete challenges. 



66 T. Schümmer, M. Mühlpfordt, and J.M. Haake 

 

This paper presents the design and use of a process and tool facilitating workshops 
of practitioners when creating, retrieving, and relating practice knowledge in the 
above described way. During a computer supported workshop practitioners are moti-
vated and prompted to describe observations based on their concrete experiences, and 
to reflect about related challenges and solution ideas. Practitioners relate their experi-
ences according to the experience’s subject. This supports that practitioners with 
shared interests identify each other, discuss their experiences and become involved in 
a shared reflection process. 

The remainder of the paper is organized as follows: the next section discusses ex-
isting approaches for supporting such a knowledge exchange process based on a con-
crete and realistic scenario. Section 3 presents our solution consisting of a process and 
a collaborative system that supports relating contributions and practitioners by using a 
semantic net approach. Section 4 describes the implementation, and Section 5 reports 
experiences with using the process and tool in a real workshop. Finally, Section 6 
concludes the paper with a summary, comparison to related work, and plans for  
further work. 

2   Problem Analysis and Related Work 

We begin by presenting a real world scenario for good practice identification and 
sharing before we discuss current approaches for supporting such a scenario.  

2.1   Problem Analysis 

The PATONGO project (www.patongo.de) aims at improving knowledge exchange 
among practitioners in the Evangelical Church in Germany through a process facilitat-
ing retrieval of challenges and matching solution ideas. The organization of such a 
process is challenging due to the large number of users (250.000 employees and 1 
Mio. voluntaries), high degree of geographical and organizational distribution into 
parishes, and a broad spectrum of areas of practice. Both, priests as well as voluntary 
parish leaders need to act and lead in new areas of practice. 

While a large part of work is done in local parishes sometimes opportunities for 
personal meetings and relationships across organizational borders occur sporadically. 
Meetings among leaders often serve the purpose of informal exchange of experiences. 
However, due to the wide variety of challenges, practices, and topics people do not 
always meet others with matching experiences. Thus, it is felt that some coordination 
ensuring that contacts among complementary people could be established would be 
helpful. From this, we can identify some challenges that are typical for large distrib-
uted organizations featuring a diverse set of challenges and practices: 

 Employees and voluntaries often face new challenges, and develop new local 
good practice. 

 While an exchange of good solutions for a concrete challenge may be valuable 
in a specific situation such exchange rarely happens due to the high coordina-
tion overhead. 
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 Employees and voluntaries often know only local colleagues. Exchange across 
geographical and organizational boundaries rarely happens although it would 
be beneficial in order to avoid repetition of mistakes or reinventing the wheel.  

 Even when exchange happens at global meetings it remains difficult to find 
others with matching experience and become engaged in discussions. Thus, 
new ideas are generated during discussions at random if at all. 

Our hypothesis is that collaborative learning support may help to lower these barriers 
for knowledge exchange. More specifically, we claim that such a learning environ-
ment may help to bring practitioners together with similar experiences and interests so 
that they may benefit from each other. 

2.2   Current Approaches 

From a collaborative learning perspective two central requirements must be met in 
order to facilitate knowledge exchange of the kind discussed above: Firstly, in the 
collaborative process practice knowledge must be externalized respectively expli-
cated, discussed, and varied in such a way that new solution ideas are created for 
meeting a challenge. Secondly, practitioners looking for solutions to a challenge  
must be brought in contact with other practitioners experienced with addressing the 
challenge. 

Story telling approaches may be used for reflection about your own practices, in 
the sense of the reflective practitioner [13]. A story based process for creating practice 
patterns was created in the PLANET project [8, 4]. Case stories contributed by practi-
tioner are first discussed with other practitioners with similar experience or back-
ground aiming at identification of common properties of a solution, context, problem 
and solution. As a result prototypical design patterns are created and later integrated 
in a pattern language [2]. 

In project management, project retrospectives [5] are an established means to de-
tect and document good practice and challenges at certain milestones. However, while 
project retrospectives usually aim at learning about interaction in the project, our 
target is organizational learning across organizational boundaries.  

Many commercial group facilitation systems such as GroupSystem’s ThinkTank1 
or teambits:workshop2 support group brainstorming and clustering of contributions. 
Such systems can be used to collect ideas present in a room. ThinkTank also supports 
the commenting of contributions. This is already a first approach towards our problem 
of collaborative reflection. However, we see the need for supporting the connection of 
ideas better in order to unveil the relationships of practices and practitioners. In addi-
tion, the process of learning through reflection can benefit from explicit content struc-
tures, such as the distinction between challenges, ideas and comments. 

Specific creativity techniques, such as the 6-3-5 method [12], go one step further in 
this direction where idea collection is embedded in a structured group process. In the 
6-3-6-method, members of a group each write down three ideas to address a chal-
lenge. These written notes are then passed to other members who augment them with 
their own ideas. The PREP system [10] supports this method with a collaborative 

                                                           
1 http://www.groupsystems.com 
2 http://www.teambits.de 
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system. Group members create ideas in the system, which forwards them to another 
group member. Usage experience from successful teaching and learning applications 
was reported. This approach does not directly fit our needs: Firstly, it supports only 
idea creation but not the reflection about experiences. Secondly, in analogy to classi-
cal brainstorming the method does not support discussion about the contributions. 
However, practitioners have a big need for discussions, especially when solution 
proposals are based on real experience. Atizo (http://www.atizo.com) is an example 
of an asynchronous distributed system that combines collection of ideas with their 
discussion. 

Semantic analysis of questions and user profiles can be used to distribute only 
relevant questions and ideas to users. Instead of forwarding questions simply to the 
next person as in the 6-5-3 method a computer-based system may determine the per-
son with appropriate background knowledge. Social recommender systems for expert 
finding [1] provide mechanisms that can be used to form groups of people with com-
plementary experiences, based on user profiles. Such mechanisms may be used to 
redirect questions to matching users. Aardvark (http://vark.com) is an asynchronous 
system that classifies questions using tags and propagates them to users with match-
ing experience. Continuing this line, the approach presented in [11] uses semantic 
nets or topic maps to aid assigning questions to users providing answers in the e-
learning domain. Compared to statistic approaches, such approaches may produce 
better quality for even a small number of contributions if those are placed in a seman-
tic net.  

In summary, many systems and approaches for collecting ideas addressing a chal-
lenge have been developed in recent years. Usually, these are designed for distributed 
and asynchronous interaction, and they ignore the relationship between reflection and 
innovation. This is where our approach makes its contribution. 

3   The PATONGO-Storm Approach 

The PATONGO-Storm approach aims at explicitly supporting the reflection and idea 
generation process described before. It consists of two components: a process model 
regulating the social process of conducting an effective reflection and idea generation 
workshop, and technology supporting this process.  

3.1   A Process Model for Reflection Workshops 

In our proposed process, we exploit the experience of people with face-to-face col-
laboration. Thus, we assume that practitioners in an organization meet occasionally, 
e.g., at an annual meeting or at a congress, and use this opportunity for running a 
reflection workshop. During such meeting, we use a 2 hour slot where participants 
interact using the PATONGO-Storm approach.  

Fig. 1 illustrates the proposed process. It consists of five phases: initialization, col-
lection, transition, discussion, and summary.  

A facilitator begins with an introduction, explains the process to the participants, 
forms groups consisting of 2-3 people, and explains the tools to be used (see next 
section).  
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Fig. 1. Interaction process in PATONGO-Storm 

The second phase is limited to 45 minutes and starts with an intentionally general 
starting question (e.g., “Report in your group about a successful project of last year.”) 
used to initiate a face-to-face discussion within each group. This is a form of direct 
verbal story telling. Discussion is recommended to be limited to one minute per re-
port, after which the group should be able to agree on whether they want to define the 
core idea behind the practice or specify a challenge becoming visible in the report. In 
both cases, they should be able to define the title and describe the spirit of the idea or 
challenge in one or two sentences. In addition, they have to specify keywords. Until 
time is over groups can continue to discuss and create new ideas or name challenges. 

After the time assigned to the second phase, the facilitator closes this phase and en-
ters the third phase of transitioning from intra group work to inter group work taking 
approximately 10 minutes. For this purpose, the facilitator shows a summary of the 
contributions so that participants get an idea of their amount and diversity. In addi-
tion, the facilitator selects up to three ideas and asks their contributors to explain 
them. Then, the fourth phase is introduced. 

In the fourth phase ideas and challenges are discussed for another 45 minutes. For 
this purpose, groups with similar interests are determined and ideas of matching 
groups are shown to each other. Now, each group can select a contribution of another 
group and respond to it: comments can be added to ideas; ideas can be added to a 
challenge; or a comment of another group to an idea of this group can be answered.  

After the end of the fourth phase, the facilitator uses the last phase of approxi-
mately 20 minutes to summarize the results. This process leads to group knowledge 
externalization and sharing behavior taking place in the 120 minutes time frame of the 
reflection workshop. 
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3.2   Technology-Support for Reflection Workshops 

In order to support the execution of the above process in an efficient manner, we 
developed a process execution environment providing support for the stakeholders 
involved in the process: facilitator, groups, and group members. For this purpose, a 
networked computer is provided to each group and to the facilitator. The system pro-
vides a user interface to the facilitator and each group for performing their activities 
in each phase. At the beginning of the workshop in the initialization phase, each user 
registers herself as a team member on her group’s computer. Afterwards, the group 
can assign the names of creators to ideas, challenges, and comments (i.e., creators can 
be one or more individuals). Once this is done, the system displays a pause sign to 
redirect the participants’ attention to the facilitator. 

Once the facilitator starts the second phase, the instructions and actions possible in 
this phase are displayed on each group’s computer. Group members can now discuss 
their practices, select the type of contribution they want to make (i.e. idea or chal-
lenge), and contribute their input to a shared information space.  

 

Fig. 2. Expressing a challenge in PATONGO-Storm 

Figure 2 shows the German user interface for creation of a challenge. Note that the 
labels in the left column are only added in the figure for explaining the different  
sections in the German user interface. The interface was intentionally kept simple: 
besides a title and textual details, the group only inputs tags (assisted by an auto-
complete mechanism) and decides whether or not the individual group members want 
to identify themselves with the challenge. The system lists all group members’ names 
and the group members can uncheck their name in case of disagreement about the 
challenge. 

Until time is over the groups can continue to discuss and create new contributions. 
When time is getting close to end of the second phase, the facilitator asks participants 
to come to an end. Then, the computer screens display a pause sign and the third 
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phase (transitioning) is in progress. The facilitator is now using the system to project a 
summary of contributions on a screen. In our validation case (see section 5), the sys-
tem showed the titles of contributions in creation order flying in over a map of the 
country to give a sense of the amount and variance of contributions (Fig. 3). The 
numbers at the top left side of figure 3 denote the number of ideas, challenges, ideas 
for other group’s challenges, and comments created. 

 

Fig. 3. Map visualization of ideas and challenges used in the transition phase 

The map visualization helps the participants to understand the potential for con-
necting ideas and people. Each contribution is positioned at the contributor’s home 
coordinates and connected with other ideas or challenges that are direct replies to the 
contribution (note that the visualization was also used in the final phase, thus Fig. 3 
also contains comments that were added in the fourth phase). 

After the facilitator introduced the fourth phase, this phase is started and ideas and 
challenges are discussed. Again the instructions and actions possible in the fourth 
phase are displayed on each group’s computer. However, now such actions focus on 
collaboration among peers sharing similar interests. Based on the keywords used by 
the group the system determines its focal concepts. Now, related topics or concepts 
and contributions of other groups are computed. For example, if one group created 
challenges or ideas related to “prayers for young people” then another group with a 
focus on “prayers for catechumen” would be a matching discussion partner. Ideas of 
matching groups are then offered to each group by showing them on the computer 
screen of the respective group. Fig. 4 shows an example of how ideas and challenges 
from other groups are presented to this group on the section page of the fourth phase. 
Reactions of other groups to the ideas and challenges created by this group are pre-
sented on the selection page, too. In this way, the system supports awareness on reac-
tions from other groups and helps to spark a computer-mediated dialogue. 
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Fig. 4. Contribution selection page in phase 4 

When the time of the fourth phase is finished, the facilitator summarizes the results 
in the final summary phase. The system supports this summary by presenting 
contributions on a map using the location of the respective creators (using the same 
map visualization as in the transition phase, see Fig. 3). This provides participants 
with an idea about the number of contributed challenges and ideas, and about 
possibilities for networking with other locations of the organization. 

4   Implementation 

The PATONGO-Storm system is a web application implemented using Ruby on 
Rails. Fig. 5 shows the distribution architecture of PATONGO-Storm. Besides the 
Ruby-on-Rails-based web server, PATONGO-Storm uses an additional synchronous 
communication channel based on the Juggernaut Messaging infrastructure in order to 
enable central moderation or facilitation of phase transitions, so that all groups transi-
tion from one phase to another. 

Always two or three practitioners share one client computer that displays PA-
TONGO-Storm in a standard web browser. The presentation computer is connected to 
a projector so that the contribution map can be shown in phases 3 and 5. 

We use the K-Infinity software (www.i-views.de) to place contributions in a se-
mantic net according to their keywords. This allows us to suggest matching 
contributions to users in the fourth phase of the process. In addition to keywords 
already included in the current semnatic net users can use new tags. These tags are 
concurrently introduced in the sematic web by knowledge engineers and editors. 
Directly after a contribution was stored that includes new tags, the knowledge 
engineers are informed and asked to relate the new tag with the other tags that are 
already part of the semantic net. They use a synchronous graphical groupware 



 Computer Supported Reflection of Good Practice 73 

 

application calles Knowledge Builder for this task since they need to reach a shared 
understanding of additions to the semantic network in realtime. 

The knowledge engineers also survey the collected contributions and together with 
the facilitator select three ideas to be introduced in a plenary at the end of the first 
phase.  
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Fig. 5. Distribution architecture of PATONGO-Storm 

5   Experiences 

The approach was tested in a workshop at the Evangelical Church in Germany. In the 
following, we report our experiences with using PATONGO-Storm regarding how 
ideas were exchanged and what kind of networking between participants could be 
observed. 

 

Setting 
This workshop took place in September 2009 during a big congress of the Evangelical 
Church in Germany. Experienced practitioners and key members from all over  
Germany met for two days to discuss new forms of churchly practices. One of the 
workshop offers was a workshop on networking among practitioners using Web 2.0 
technology. In this workshop PATONGO-Storm was used.  
 
Subjects 
A total of 24 people with age between 27 and 68 years participated. 12 groups of two 
people were formed who each shared a laptop computer running the PATONGO-Storm 
tool. One third of the participants were female. All were experienced computer users. 
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Measures and data collection 
We recorded the development of the semantic net and all contributions and communi-
cation between groups. Based on this data, we are able to determine the number of 
activities per user and per group as well as the number of contributions shown to other 
groups. Both kinds of data could be categorized into the phase it belongs to and the 
duration of visibility on the respective screen. Based on this data, we could observe 
typical behavioral patterns during each phase.  

We also looked at the development and use of keywords and tags both, for partici-
pants and knowledge editors. 

In addition, we collected user feedback by using questionnaires. 
 
Procedure 
The workshop lasted 90 minutes. After a short introduction on the workshop topic the 
groups started to work in the second phase for 21 minutes on collecting challenges 
and solution ideas. In the third phase the collected contributions were visualized on a 
map of Germany, and three ideas selected by the moderators were discussed in the 
plenary with their authors. 

Then the fourth phase began where the groups had 20 minutes to comment ideas of 
other groups, to propose solution ideas to challenges of other groups, and to discuss 
about challenges and ideas. A brief summary of lessons learned and a discussion on 
concepts for continuing the exchange and collaboration after the workshop followed 
in the last phase. Finally, feedback about the process and interaction with PA-
TONGO-Storm was collected using questionnaires. 

 
Results  
Even though the number of participants is relatively low (24) and does not allow 
statistical analysis, we analyzed the communication flow between participants in 
order to assess the impact of our approach on a qualitative level. We focus on how 
solution ideas were created, integrated into the semantic net, and how discussions 
around ideas evolved. The short duration of our experiment turned out to be beneficial 
as time-pressure forced groups to create ideas quickly. This is consistent with the 6-3-
5 method introduced before. However, participants reported that they would have 
appreciated a bit more time for making contributions (in phases 2 and 4), which 
would lead to the 120 minutes outlined in our process description. Unfortunately, in 
the overall context of the congress it was not possible to give the workshop a two-
hour slot. 

Table 1 compares the forms of contributions within the two group work phases of 
the workshop (i.e., phases 2 and 4). During the second phase (20 minutes) 12 groups 
created 31 solution ideas and 26 challenges. During the fourth phase of 22 minutes the 
groups created 85 contributions. In both phases, participants had first to decide and 
select the type of contribution they wanted to create (cf. the selection shown in figure 
1). This step is denoted as “selection” in table 1. During this step groups usually dis-
cussed the topic, agreed on the topic, and selected the corresponding type of contribu-
tion. In phase 4, the selection step also included the reception of the contributions 
proposed by the system. 

Participants had no problems understanding the types of contribution (idea, chal-
lenge, and comment). In the second phase, all contributions were assigned correct 
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types. In the fourth phase, still 92% of contributions in this phase were assigned the 
correct type. 5 of 32 contributions classified as ideas were inquiries (comments) and 2 
comments actually contained ideas. Incorrect assignment of types was caused by our 
process design, since we assumed that the reaction to a challenge would always be 
ideas. However, sometimes participants did ask questions instead of posing an idea.   

Table 1. Overview about activities of groups 

 Type of activity Frequency Time spent on 

 

  
Of which had 
contributions 

Of which 
were 
shown to 
others 

Of which 
had later 
reaction 

over-
all 

in 
phase 

Selection 62      10% 21% 
Reporting an idea 32 31 13 42% 10 32% 22% 47% 

P
ha

se
 2

 

Reporting a challenge 26 26 21 81% 14 54% 15% 32% 
Read and Select  126      15% 28% 
Create idea for challenge 37 32 32 100% 23 72% 15% 28% 
Comment idea of other group 23 19     7% 13% 

P
ha

se
 4

 

Read  response & answer 57 34     17% 31% 
 total 363 142     100%   

 
In the second phase the majority of contributions were ideas (47% ideas, 32% chal-

lenges). This is consistent with the results of the questionnaire where participants 
expressed their wish to share ideas with others. 

In the fourth phase groups invested similar time into reception of other group’s 
statement (31%) and creating statements for other groups (28% + 13% = 41%). This 
emphasizes the importance of the dialogue. Participants confirmed this in the ques-
tionnaire: two thirds of the participants stated that they wanted to discuss their idea 
with other groups in any case. Only one participant explicitly stated that he did not 
want to discuss the idea. 

Table 1 shows that groups used only approximately 13% of the time for comment-
ing other groups’ ideas but 30% of the time for reception of contributions and selec-
tion, creation of new ideas to other groups’ challenges, and reading and reacting to 
contributions of other groups. As triggered by the process, participants changed their 
activities during the fourth phase (see contribution type selection in figure 4). 

Fig. 6 shows on the horizontal axis the time in minutes in the fourth phase, the ver-
tical axis on the left shows the total time in seconds used by all groups on the respec-
tive activity type. The bold line shows how many groups (vertical axis on the right) 
did at that time not yet receive any comments or ideas on their contributions. 

At the beginning (i.e. first 4 minutes) primarily ideas and challenges of other groups 
were perceived („selection“) and ideas were commented. This was followed by a phase 
of dealing with ideas and challenges of other groups (until minute 9). In the second half 
of the fourth phase groups entered a dialogue. Interestingly, groups returned occasion-
ally to dealing with other groups challenges (minutes 11 to 15). This is a consequence of 
our process design since groups can only respond to reactions of other groups that have 
not yet received a reaction. The number of groups having received no comments yet 
when they needed to select the next activity is not monotonic decreasing but has a local 
minimum at minute 10 followed by some small and brief increase. 
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Fig. 6. Change of activities over time in all groups 

The increasing share of selection activities after minute 18 was due to an interven-
tion of the moderator who asked participants at this point in time to stop creating new 
contributions and to come to an end. 

Each group received in phase 2 responses from on average 4.5 groups (min=1, 
max=8) on their contributions. On average each group reacted on contributions from 4 
groups (min=3, max=7). Thus, each group interacted with on average 6 groups 
(min=4, max=9). 

Fig. 7 shows on the right side the interactions between participants. The bolder a 
line is the more messages were exchanged. Interactions within groups are not shown. 
The many lines crossing borders of the state churches being members of the Evan-
gelical Church in Germany show that much cross-organizational interaction hap-
pened. People who usually rarely come to know each other were motivated by the 
semantic closeness to other participants to enter into discussions. This brings us to the 
issue of quality of the integration of new contributions into the semantic net, as this is 
the means for finding similar interested peers. 

The participants were asked to attach keywords to ideas and challenges but not to 
comments. These keywords were interpreted as reference nodes in the semantic net 
and used to connect new contributions to the semantic net. The initial version of the 
semantic net was constructed by knowledge editors based on keywords from the 
church domain and contained 442 keywords. The groups used 46 of them while add-
ing another 120 new keywords. This observation points to a problem of keyword use: 
since the topics discussed were from as broad spectrum of churchly work the initial 
version of the semantic net could feature many gaps. 101 of the 120 new keywords 
were processed by the two knowledge editors during the workshop, i.e. integrated into 
the semantic net as new reference nodes. On average groups used 3.5 keywords per 
contribution (min=1, max=9).  
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Fig. 7. Interactions between groups (left) and geographical locations of participants (right) 

We observed keywords that were just used by the group which created it. For 11 of 
the 31 ideas and for 9 of 26 challenges created in the second phase no other groups 
with related topics could have been determined by just using co-tagging (i.e. overlap-
ping keyword sets). In this case, the semantic net approach shows its power: since 
keywords were connected to related keywords one can determine those groups who 
are interested in related topics since they have a short distance in the semantic net.  

Fig. 8 illustrates a case where two groups would not have met using simple co-
tagging approaches. Group A contributed an experience of a resurrection path that this 
group once installed in their parish. They had an interest in celebrating the resurrec-
tion. Another group (Group B) also reported on a good practice for the Easter season 
(an idea for a special service on Easter Monday). However, Group B used different 
tags (Easter instead of Easter season). The knowledge engineers then related the tag 
Easter with the composite tag Easter season and thereby forged a link between the 
two groups. Later on, other groups benefited from the connection between Easter and 
Easter season as well. 

 

Fig. 8. Excerpt from the semantic net (translated to English) 
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A third of the contributions used just new keywords. In such cases, the existing 
semantic net could not help in locating relevant peer groups. However, due to the two 
knowledge editors these keywords were integrated and detecting related groups be-
came possible. This demonstrates the importance of the role of knowledge editor 
especially in domains not completely mapped into the semantic net. 

Finally, the questionnaire data shows that the participants rated the contents pro-
posed by the system as interesting, and that participants liked to respond to such con-
tent. This confirms that in this case the assignment of contributions to groups worked. 

6   Conclusions and Future Work 

In this paper, we presented the PATONGO-Storm approach facilitating exchange of 
good practice and joint development of new solution ideas in large distributed organi-
zations. Our approach supports co-located workshops in which a five phase process is 
used to organize exchange of good practice and joint development of new solution 
ideas.  This process uses a form of description schema for good practice that is in-
spired from design patterns. It consists of challenges and solution ideas. The process 
organizes the networking among practitioners based on their personal experiences, 
which are derived from a semantic net built from all contributions. This net is used for 
formation of groups with complementary experiences. 

The approach was tested in workshops with practitioners from the Evangelical 
Church of Germany. Interaction analysis shows a lively exchange between groups, 
even when group members did not know each other before. The use of the semantic 
net led to good networking among participants from different parts of the organiza-
tion, and did enable exchange between groups with related interests. Feedback from 
participants was extremely positive. 

Although the Evangelical Church of Germany is a very specific organization, we 
assume that the approach of collaborative reflection on good practices is applicable in 
a very large set of different contexts ranging from large non-profit organizations over 
political bodies up to corporate settings (e.g., large automotive companies reflecting 
on good practices for improving their production processes). Especially the very di-
verse professional backgrounds brought in by voluntaries who participated in our 
observed workshop support this assumption. 

Our approach goes beyond related research in that it adds an organizational learn-
ing perspective to storytelling and project retrospectives, which otherwise remain 
focus on learning from individual practice. It goes beyond known creativity tech-
niques focusing on idea generation by adding discussions with practitioners with 
appropriate background knowledge. Technically, our approach uses semantic net 
technology to create this semantic fit between challenges, ideas, and people. How-
ever, while such techniques are usually employed in asynchronous recommendation, 
filtering, and search scenarios, we have shown that our approach can be used to sup-
port synchronous co-located knowledge creation and exchange. The analysis of the 
workshop data in section 5 shows that our method in fact led to discussions of ideas 
and challenges with other groups. Participants found the proposed content and part-
ners interesting and relevant. These findings support our claim that the proposed ap-
proach helps to bring practitioners together with similar experiences and interests so 
that they may benefit from each other. 
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In future workshops we will focus on two aspects: Firstly, we want to test applica-
bility of our approach to other application domains, e.g. in workshops with computer 
scientists discussing software engineering practices. We foresee that the approach can 
be beneficial for most large organizations where members of the organization do no 
longer have an overview of distributed experience. Secondly, we are currently inves-
tigating how the proposed co-located process can be combined with asynchronous and 
distributed forms of interaction. We currently integrate PATONGO-Storm into a 
community platform for exchanging practice knowledge in the Evangelical Church in 
Germany that has been released in May 20103. Our focus is on whether and how PA-
TONGO-Storm may be used as a motivational element in co-located workshops to 
spark asynchronous discussions in the distributed community. 
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Abstract. Whereas technologies for eCollaboration are maturing, a need for 
learning eCollaboration in distributed organizations continues. This paper pre-
sents the experiences from establishing corporate training in distributed, syn-
chronous eCollaboration. The training package was delivered solely on-line 
with synchronous interaction among the participants and the instructors. The 
study contributes to the scarce body of research on computer-supported collabo-
rative learning in professional and corporate contexts. The reported experiences 
illustrate several challenges to establish corporate on-line training of eCollabo-
ration: promotion of awareness of the benefits of learning eCollaboration,  
management of varying pre-skills of employees participating in distributed and 
synchronous eCollaboration, lack of common conventions for selecting and us-
ing tools for particular organizational eCollaboration scenarios, inclusion of 
synchronous eCollaboration in the corporate eLearning strategy, and alignment 
of focused eCollaboration competencies to ever-evolving corporate eCollabora-
tion infrastructure, policies and IT operations.  

Keywords: eCollaboration, distributed meetings, computer-supported collaborative 
learning (CSCL), corporate training, e-learning. 

1   Introduction 

Training has long been acknowledged as a prerequisite for effective eCollaboration 
[1], [2]. Yet, this implies several challenges. The number of eCollaboration solutions 
in the marketplace increases by the month [3], [4], and companies need to establish 
and maintain a portfolio of different eCollaboration technologies that together provide 
integrated support for various collaborative tasks [5]. To be effective, training in cor-
porate eCollaboration infrastructures need to be conducted in situ, related to actual 
collaborative tasks in the workplace [6]. This again demands resources for establish-
ing a corporate infrastructure for learning eCollaboration, and facilitating employee 
participation through motivation and incentives. As will be discussed in this paper, 
many of these challenges are similar to those experienced in the process of organiza-
tional implementation of eCollaboration solutions [1].  

The area of Computer Supported Collaborative Learning (CSCL) offers insight in 
terms of pedagogical issues related to ICT-supported learning in collaborative settings 
[7]. Yet, most of the research in this area has been conducted in educational settings 
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[8], [9]. Also, the main focus in CSCL research has so far been on asynchronous col-
laboration for learner interaction and participation [10], [11], [12], [13], reflecting the 
limited access to synchronous eCollaboration support in educational settings. Re-
search on virtual teamwork emphasizes the importance of including tools for syn-
chronous interaction in the team’s technology support repertoire [14], [15]. However, 
also in this area a majority of the empirical research studies are conducted as quasi-
experimental studies in educational settings [16]. 

This paper presents in-depth experiences from establishing on-line corporate train-
ing in eCollaboration, with main focus on support for distributed, synchronous eCol-
laboration scenarios such as virtual meetings based on on-line textual, audio and 
video communications. The research setting is a global engineering and construction 
company, with needs for effective eCollaboration practices to support the distributed 
projects and cost cuts related to employee travel. A pilot course for online training in 
eCollaboration was developed, with online, hands-on learning mediated through the 
same synchronous eCollaboration tools as were focused in the course. The reported 
experiences address a number of challenges to establish on-line training of eCollabo-
ration in the corporate context, contributing to the scarce body of research on com-
puter-supported collaborative learning in professional and corporate contexts. 

The next section presents a brief overview of related research. Section 3 introduces 
the research setting and the background for the pilot course. Section 4 describes  
the research process, and section 5 presents the course concept. Section 6 presents the 
experiences from the pilot course, and reflection upon these. Section 7 discusses the 
implications from our findings, and relates these to former research. Section 8 pre-
sents conclusions and suggestions for further research. 

2   Related Research  

In reflecting upon the experiences from the eCollaboration course, we have drawn 
upon research from different areas. The course concept builds upon the collaborative, 
distributed learning model of eCollaboration through participant interactions across 
geographical distance [17]. This principle is in line with Vygotsky’s theory of social 
learning, which converges “speech and practical activity” [18] during the learning 
process. In our pilot course this was obtained by conveying the learning process 
through the very same eCollaboration media that were to be learned. 

The CSCL literature provides insight into various forms of collaborative learning, 
involving both asynchronous and synchronous communication media [19]. Still, few 
studies have focused on synchronous eCollaboration as the core element of CSCL [13] 
and even fewer in a professional setting [12]. According to a recent design theory, 
synchronous communication (as a complementary to traditional asynchronous media) 
in online education is theorized to enhance small group and personal level participa-
tion, task support exchanges, social support exchanges, class-wide relations among 
students, and group-wide relations [20]. As such, the theory motivates use of synchro-
nous eCollaboration media for distributed learning. However, the literature lacks re-
ports of how learning of eCollaboration itself should be established in organizations. 
Effective learning of eCollaboration requires a collaborative setting, as individual 
learning of such tools will not cover the social dynamics involved in eCollaboration in 
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‘real’ settings [21]. (While another research idea has suggested that professionals could 
learn eCollaboration individually with help of artificial computer simulations [22], 
experiences from this approach remain undocumented.) 

Based on our focus on distributed, synchronous meetings, we also searched the lit-
erature on adoption and diffusion of virtual meetings and on-line collaboration in 
organizations for relevant experiences. At the individual, psychological, level, people 
should be able to see personal value to learn eCollaboration and to feel comfort and 
trust on using the technology [23], [24]. At the social level, the participants and the 
instructor should trust each other; the setting should provide contextual information 
and possibilities for social communication, and social presences [23], [24].  

We found no research on the process of establishing training of eCollaboration as 
an on-line corporate initiative. However, experiences from corporate eLearning in 
general [25] provide relevant insight. Also, case studies on the implementation of 
eCollaboration infrastructure are relevant in this context. For example, a study of the 
implementation of distributed meetings in the Boeing company illustrates the mix of 
organizational and technological challenges involved in this process [1]. At the  
organizational and technological level, on-line learning can meet resistance and  
friction, and challenges to ensure technical expertise, support, and well-functioning 
infrastructure [1], [25]. In general, the key challenge has proved to be to create self-
sustainable eCollaboration work practices [26]. 

3   Research Setting 

The study took place in a global corporation providing engineering and construction 
services, products and integrated solutions in approximately 30 countries world-wide. 
The corporation has centralized the support for IT applications and infrastructure 
services to an internal service organization, which serves the business units through 
jointly established service level agreements (SLAs). The history of strong growth 
through a number of acquisitions and mergers since the late 1990s has resulted in 
slightly varying cultures of eCollaboration in terms of adoption and use of particular 
technologies (such as data and telephone conferencing vs. instant messaging, or vid-
eoconferencing). As well, an internal study on eCollaboration in 2008 revealed great 
variations among the sites in perceived maturity of using the available tools and a 
good number of deviations from using the “standard” tools. 

Microsoft Net Meeting and telephone conferencing had been widely in use since 
the 1990s, although many still commented that distributed meetings should be prac-
ticed more. Throughout the 2000s the organization has standardized the office and 
communication tools in general (Table 1). In 2009, a change process was initiated 
when Microsoft stopped supporting Net Meeting, and this was replaced by MS Office 
Communicator and MS Live Meeting. Due to corporate network policy and band-
width concerns, the audio and video functionalities of these tools are not in use. 
Hence, most distributed meetings take place through telephone conferencing, often 
complemented with data sharing through one of the applications mentioned above. 
The high-end videoconferencing rooms are used less, being unavailable in a few sites 
due to their perceived costliness. 
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Table 1. The standard eCollaboration tools in the target company 

eCollaboration Tool Purpose 

Microsoft Office and  
Outlook 2003 (2007) 

Office tools, e-mail, calendar, resource management, meeting 
scheduling and invitations 

MS Share Point 2003 team 
sites 

Document sharing in teams, discussion forum, wiki, surveys, 
etc. document-based asynchronous collaboration. 

Intranet Personalized links of importance, blogging (little used),  
personalized and corporate news, access to shared IT services 

MS Office Communicator 
(replacing Net Meeting) 

On-line awareness, contact search and information, instant 
messaging, application / desktop sharing for smaller ad hoc 
meetings 

Meet Me (British Telecom) Telephone conferencing 
MS Live Meeting 2007 
(replacing Net Meeting) 

Virtual ad hoc and pre-scheduled meetings for max 15 partici-
pants, application / desktop sharing (audio and video disabled). 

Tandberg 1700, 6000 High quality videoconferencing 

 
The shift from Net Meeting to the two new communication tools changed the 

“business model” for eCollaboration in the company. While Net Meeting had been 
free, Office Communicator and hosting rights for Live Meeting now became separate 
service offerings to be paid for by the user organizations in line with other special 
applications (alike Share point team sites and telephone conference hosting rights).  

Whereas the office infrastructure was mainly based on the Microsoft 2003 pack-
age, Live Meeting changed during the study period from the 2005 version to 2007. As 
well, some units had got a special permission to use Microsoft Office 2007 software. 
Together with the fact that the audio and video were closed, this meant that the appli-
cation infrastructure was not following the vendor standard. 

The global financial crisis hit the organization in fall 2008 and the subsequent need 
for cost cutting, e.g. by reducing travel to meetings, became a motivation for promot-
ing eCollaboration. The Chief Executive Officer stated: 

“Telephone and video conferencing, online collaboration and “net meetings” are 
effective examples of hosting business meetings without travel. A reduced-travel ap-
proach to our business will benefit the environment and help to control non-essential 
expenses.” (CEO, Revised travel policy, Oct 23rd, 2008). 

A policy to cut business travelling was introduced. At the same time, the financial 
crisis also stopped further investments in eCollaboration. The management started a 
re-structuring process, which furthermore lead to difficulties in placing eCollabora-
tion training under any clear area of top management responsibility. With regard to 
corporate learning programs and training offerings in general, the corporate courses 
had traditionally involved two types of learning approaches: classroom training and 
eLearning with plain human-computer interaction. Hence, synchronous eCollabora-
tion tools had not been included in corporate courses prior to this study. 

In August 2008, the first author (hereafter referred to as ‘the researcher’) joined the 
company for a sabbatical year from academia, spending 30 hours per week there. His 
first task in fall 2008 was to facilitate general-level consultation of eCollaboration and 
to give a master level course on eCollaboration and content management for 16 IT 
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professionals located in six sites (in 2 countries within the same time zone). The 
course was given fully through the corporate eCollaboration tools (Table 1). Travel 
was not allowed for the students or the instructor. The idea was to simultaneously 
enhance the students’ skills in using the company’s standard eCollaboration tools. 
Twelve weekly 3-hour sessions started through Net Meeting and telephone conferenc-
ing and later changed through Office Communicator sessions to Live Meeting. Be-
yond the organization’s standard tools, Microsoft’s Round Table cameras were used 
to test video and voice-over-ip-audio in the two last Live Meeting sessions. A Share 
Point team site hosted the course materials, presentations, and wiki group works. 
According to the participant feedback, the course was well-received and popular – the 
attendance rate being over 80% throughout. The course participants, being IT profes-
sionals themselves, reported to have learned eCollaboration tools well during the 
course, in addition to the academic course content. 

In the corporation, varying information about the eCollaboration tools existed, such 
as several old and redundant versions of user guides, scattered across the Intranet. It 
took time to learn the portfolio of the tools available, and to acquire access to these 
tools from the service desk. Altogether, the researcher spent 4 work days to look for, 
acquire, and learn the eCollaboration tools (table 1) by himself to master these suffi-
ciently to facilitate the master course. This period lasted approximately 2 weeks of 
calendar time, due to lead time in getting answers from service desks etc. Another 
person helped to test the tool functionality. Hence, the total preparation process for 
mastering the eCollaboration tools took 6 effective work-days. This provided another 
motivation for the course as no regular employee in the company could be expected to 
use this amount of time for learning eCollaboration by themselves in the middle of 
hectic workdays. While some tool-centric courses on Live Meeting and Tandberg 
videoconferencing were offered (mainly by the vendors), these were not fitted to the 
organization’s special work arrangements, e.g., when these media were used in con-
nection to other media. In total, no coordinated learning setting for eCollaboration had 
yet been established in the company. As commented by an IT expert about eCollabo-
ration adoption in the company (Diary entry Nov 7th, 2008):  

“We assume that our engineers are eagles and we just say to them: “Fly!” We just 
never teach them to do so.” 

4   Research Process 

During the master course mentioned above, an idea of a more practical eCollaboration 
pilot course was suggested in co-operation by the company’s IT personnel and the 
researcher. The researcher applied and got public funding to enable the research part 
to develop the concept. The funding for developing the idea made the project possible 
also in the company context, while other IT-related investments were stopped. The 
pilot was planned in a team of the researcher and three practitioner representatives of 
the target organization, located in two sites. The course planning and marketing for 
volunteer participants took place in March-May 2009. Pre-skills and ideas of the 
course participants were surveyed through the intranet. The pilot took place over two 
weeks in May-June 2009. 
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The researcher wrote a diary of his observations throughout his stay in the com-
pany (August 2008 – July 2009). He recorded the comments and impressions from the 
interactions before and during the course. In addition, the course had its own wiki site 
where the project team documented their experiences. During the course sessions, the 
instructors gathered feedback directly from participants in relation to each session and 
documented the main points to the wiki immediately after. As well, the researcher 
collected documentation about eCollaboration in general in the company. The other 
team members also documented their impressions and evaluations of the course on 
the way. The author also continued to have contact with persons from the company in 
fall 2009, reflecting on the further actions taken. 

5   The Planned Course Concept 

The project team decided that the course modules should focus on typical scenarios 
related to distributed eCollaboration, which integrate use of the tools in many occa-
sions. Hence, the course was tailored for the corporate setting. The user scenarios 
were divided in four main categories (Table 2): coordination and awareness, distrib-
uted meetings through telephone and data conferencing, document-based collabora-
tion and videoconferencing. The categories and related task scenarios were based on 
the corporate team members’ judgement on what should be mastered by a major pro-
portion of the company’s employees. These scenarios were covered through the fol-
lowing five course modules: 

1. Introduction of eCollaboration practices (2 hours) 
2. Organizing and running small, ad hoc distributed meetings (1 hour) 
3. Organizing and hosting larger distributed meetings, or meetings outside the 

corporate IT network (2 hours) 
4. Document-based asynchronous eCollaboration (3 hours) 
5. Videoconferencing (through dedicated videoconferencing rooms) (2 hours). 
 

Table 2 maps the identified eCollaboration scenarios to the planned course modules. 
Altogether, the course modules involve 10-12 working hours to be spent flexibly 
according to the modules. After module 1, the rest could be attended independently 
from each other. 

To overcome the psychological and social thresholds of eCollaboration identified 
above [23], [24], we organized the course as a short-term eCollaboration setting, high-
lighted individual hands-on activity in groups during the sessions, pursued to facilitate 
interest beyond particular tools on integrated eCollaboration scenarios (aiming at 
“more vested” interest in the setting), and highlighted the focus on eCollaboration by 
top management. We modularized the course to enable people to select modules 
based on their interests and needs, and we sought to mitigate the learning curve 
through instructions for meeting preparations. In addition, we provided a fallback plan 
and technical support, and well-prepared process plans for each synchronous session. 
We also had an extra person during the first sessions to communicate through separate 
channels if any participant had problems. The instructor became a facilitator giving 
feedback of how the participants performed and learned the eCollaboration scenarios 
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Table 2. Collaboration scenarios and related tools planned for the pilot course 

Collaboration Scenario eCollaboration tools involved Mod. 
Coordination and awareness - being available for eCollaboration 

On-line awareness, updating availability status MS Communicator (& Outlook  
Calendar) 

1, 2 

Adding contacts for collaboration MS Communicator 1 
Booking a meeting in a group calendar, keeping track 
about a group’s events as a whole 

Share Point Group calendar 1, 3 

Synchronizing own Outlook with a group’s calendar Outlook, Share Point group calendar 1, 3 
Informing others about contact info and interests Intranet, blog 4 
Keeping track of interesting issues and persons in the 
corporation 

Intranet, MyLinks, Favourites 4 

Distributed meetings 
Inviting a group of people to a pre-scheduled 
distributed meeting 

Outlook, Live Meeting 1, 3 

Participating in a pre-scheduled on-line presentation Live Meeting, Meet Me, Outlook 
Calendar 

1, 4 

Inviting others to a small distributed meeting inside 
the corporate network spontaneously 

MS Communicator 2 

Setting up a telephone conference Meet Me, (Outlook Calendar) 2 
Running a small meeting inside the corporate 
network, contributing to a smaller meeting 

Communicator, MeetMe 2 

Inviting someone spontaneously to a meeting, 
including participants outside the corporate network 

Live Meeting 3 

Contributing to a group decision in a distributed 
meeting 

Live Meeting, MS Communicator, 
Meet Me, Share Point 

1, 2, 3 

Hosting a pre-scheduled meeting, need for flexible 
attendance of the participants 

Live Meeting, Meet Me 3 

Presenting in a pre-scheduled, bigger meeting Live Meeting, Meet Me 3 
Creating a joint idea / decision in a bigger meeting Live Meeting, Meet Me, Share Point 3 

Basics of document-based collaboration 
Best practice for using a shared document library  Share Point 4 
Arranging 3rd party access to a document library SharePoint 4  
Joint and quick group editing of dynamic textual 
information 

Share Point Wiki, Alert functionality 4 

Informing the whole group about important issues Share Point Announcement, Share 
Point participants, e-mail 

4 

Group discussion about longer-term matters Share Point discussion forum, Alert 
functionality 

4 

Videoconferencing 
Booking a videoconference Tandberg, Outlook 5 
Participating in a videoconference Tandberg VC 5 
Hosting a videoconference Tandberg 5 
Documenting and sharing results Tandberg, Share Point 5 

in question [23], [24]. The overall aim was to provide the participants an immediate 
and positive hands-on experience with the tools, which was related to use scenarios 
they would most likely experience in their future work. 

To overcome the foreseen organizational and technical challenges [25], the team 
pre-tested the technologies and scenarios carefully and pre-clarified technical support 
for the instructors from the IT services, within the limits of the SLA. Managers ex-
pressed their support for the course and recruited participants from their units to the 
course, thus indicating that the required “strategic alignment” was in place.  
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6   Experiences from the Pilot Course 

6.1   The Course Modules Given 

The pilot course was advertised in three subsidiaries in five sites. The volunteer par-
ticipants were selected due to their estimated frequency of hosting virtual meetings. 
As planned, 20 participants accessed the first joint session through MS Live Meeting 
and MeetMe telephone conferencing. A part of them logged in from their PCs, while 
some gathered to plug in through meeting-room PCs. Module 2 was given as on-line 
small group sessions for six independent groups. The sessions lasted between 45-75 
minutes depending on the group activity and interest. The module involved altogether 
16 participants, using MS Communicator and MeetMe. The small group sizes varied 
between 2 to 5 participants and 1-2 instructors.  

Module 3 was given in two phases. First there was a common 1-hour Live Meeting 
and Meet Me session, attended by 18 participants, learning to participate in a Live 
Meeting. The participants organised further another LiveMeeting in small groups by 
themselves. This session focused on hosting Live Meeting. Each group for the latter 
part contained 3-5 participants. The instructors followed three such sessions, while 
some groups met on-line without the instructor. We estimated that approximately 12 
participants altogether attended the latter session. Drop-out was reported to emerge 
due to hectic daily schedules. 

Module 4 was given by a Share Point expert through MS Office Communicator, 
due to technical problems to adopt Live Meeting. Nine participants, the instructor 
(and the researcher) participated in a two-hour session during which the participants 
conducted exercises on a Share Point team site and Intranet.  

A lack of available videoconferencing champions hindered the development of the 
last module, as well as lack of videoconferencing installations at the site where the 
researcher was located. The re-structuring of the management required presence of the 
existing champions in other tasks, while some of them had left the company during 
spring 2009. The organization reported some use of the vendor’s course offerings 
according to emerging needs. 

6.2   After the Pilot Course 

The project failed to reach its immediate practical goal as in the period following the 
pilot course the company moved back to ordinary classroom training for the meeting 
tools, instead of choosing the hands-on on-line approach. The main reason for the 
discontinuance was a lack of further resources to develop on-line training after the 
researcher left the company. The videoconferencing module was never implemented 
as planned. The IT service organization continued ad hoc training of videoconferenc-
ing users in addition to providing access to the vendor-organized and charged training 
sessions. However, the contact person stated that the company still (in Spring 2010) 
intends to use on-line training for eCollaboration in the future. 

The person responsible for the further training of eCollaboration interpreted the 
reasons for abandoning the on-line training (e-mail Nov 25th 2009): 

“NetMeeting was decommissioned and they [IT service management] wanted a 
couple of sessions covering a lot of people at the same time – therefore sessions in an 
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auditorium was just a more sufficient solution… I am sure that this decision was also 
influenced by experiences from our pilot and the fact that the start up on LiveMeeting 
was time-consuming – 20 min – if people had not tried it before. But […on-line] try-
out sessions [are] not totally on ice… we will get something set up – it is new focus on 
collaboration in general in our company.” 

She also mentioned another potential reason for the classroom popularity to be that 
the “normal” users are not by default “curious IT users”, and it may feel safer to have 
training where one can meet the instructor face-to-face. Evidently, this preference was 
in the end of the day stronger than continuing the on-line option. Training outside the 
headquarters was, however, still cut due to the diminished resources allocated to train-
ing in general due to the corporate cost-cutting mode. 

A manager, who had intended to attend the pilot course but did not find time, later 
on reflected (Diary entry Oct 28th 2009): 

“Nowadays I use Live Meeting for the steering group meetings. After [hosting] 
three-four such meetings, I, however, still wish to feel more confident to use it… I 
could still have use for such a course. [Discussion about the hectic daily duties]. [The 
contact person for the course] gave me some 1-to-1 guidance [on-line], though!” 

Hence, reactions to emerging needs may lead to ad hoc training sessions on-line. 
However, such training gives a less thorough view on the tools or skills to use them to 
their full potential. Moreover, the costs involved in using an instructor’s time for 
individual training sessions will be hidden from any visible training budgets. 

In July 2009, a corporate survey revealed that only a month before closing down 
the Net Meeting application there were still 1700 active users of it, who had not or-
dered the new tools. In August 2009, this observation led to a quick decision to organ-
ize class-room training sessions for the new meeting tools in the headquarters. The 
two modules for distributed meetings were used as the basis for class-room teaching 
(for two classes around 50 participants each). The company also produced recorded 
materials on the Intranet for individual self-study of the new tools. The classroom 
teaching received mainly good feedback.  

6.3   Reflecting on the General-Level Experiences 

The process in general confirmed the need for establishing corporate training of eCol-
laboration. The participants expressed their improved confidence and skills to col-
laborate immediately during the hands-on course modules. Detailed experiences of 
each module were collected and the modules were updated. The pilot also indicated 
more general-level experiences. In the following, we reflect on these experiences, 
categorized as individual and psychological issues, social issues, technological and 
infrastructural issues, and organizational issues [23], [24], [25]. 

On the individual psychological level, the main challenge was not, paradoxically, 
to squeeze the actual participation time required from the individual, which was one 
of the initial rationales for promoting the on-line mode, or to motivate people to par-
ticipate as such. We ground this observation on the subsequent popularity and good 
feedback from the classroom courses, given by the same instructor involved in the on-
line pilot and with approximately the same content. Rather, varying attitudes towards 
the on-line medium in the workplace context may represent a bigger issue. The dis-
tributed, on-line mode makes some people significantly more anxious on the idle time 
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and frustrated enough to log-out from the on-line alternative. For example, when first 
time users in the distributed meeting tools logged in, it usually took 15-20 minutes of 
extra time and support to get them able to participate fully in the on-line screen-
sharing and telephone conferencing sessions. This could frustrate a few of the more 
experienced users, and ultimately lead to explicit comments about “waste of time” 
from the most anxious ones. A couple of people quickly left such sessions, with ex-
plicit comments. While some participants followed the initial advice to log-in 15 
minutes before the scheduled time with the instructors, in order to have time to learn 
the technicalities, not everyone did so. Another source of on-line frustration for some 
was if the instructor was only presenting issues which were already familiar to the 
participant. People were anxious to get their “hands on” the technology. According to 
the classroom trainer, who had previously also instructed the on-line modules, this 
was not experienced to the same degree in the classroom teaching.  

On the other hand, those who persevered through the idle starting moments of the 
on-line meetings gave positive feedback on the on-line mode in general. In addition, 
the sessions where everyone was at least a “second-timer”, the “hassle-time” in the 
beginning was decreased to 0-5 minutes and the third joint session started smoothly. 
An overall impression was that the participants’ psychologies were polarized with 
regard to their tolerance of the on-line idle time resulting from participation of the 
beginners. Even when the instructors phrased this phenomenon as a relevant learning 
experience (the same hassle is frequent in any real-life meeting with first time users) a 
few people could still not tolerate the delay. At the immediate workplace, the thresh-
old to prioritize other on-going work duties may thus be significantly lower if com-
pared to a local auditorium or meeting room. Hence, one key to make the on-line 
course participation to succeed is psychological – those who prioritize their learning 
as important as or more important than other work tasks, will persevere – otherwise 
the idle moments are regarded as intolerable “waste of time”. 

Another individual-level issue is self-awareness of the need for training. For exam-
ple, several course participants expressed first scepticism on participating in the MS 
Communicator module, as they “had already been using the tool for months”. During 
the small-group sessions, however, it quickly appeared that the most had mainly used 
the tool only with regard to the basic on-line presence awareness and chat functional-
ity, while many other features were untouched. For example, many of the course 
participants were positively surprised of the possibilities to use the tool as a corporate 
address book providing very quick contact and search, informing about their particu-
lar status, and using the desktop sharing capabilities. 

At the social level a challenging issue was to handle the varying pre-skills of the 
participants to ensure the flow of the training sessions. This required well-scrutinized 
modularization of the course. Our starting point was the use scenarios created within 
the project group (Table 3). However, such conventions vary between the subsidiaries 
and local organizations within a big corporation. On the other hand, few users of 
particular tools shared common conventions of where and how to use which tool 
before the course anyhow. For example, Communicator had been used for big pre-
scheduled meetings in cases where Live Meeting would have been a better option 
from the viewpoint of meeting management. 

A few people dropped out from the later sessions, unlike in the master course. The 
master course participants had longer-term tasks of teamwork, which may have kept 
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them better involved. In the short term pilot course, the participants were less commit-
ted to the teams in which they rehearsed the eCollaboration skills. 

A few course participants did not adhere to the standard ensemble of corporate 
eCollaboration tools, while still expecting that the course would cover their preferred 
tools. This indicates deviations from the corporate policies in units where some per-
sons had access to independent resources – in fact, they were not aware of the “strict” 
corporate policies on the standard tool package. This caused confusion and delusional 
expectations on the course among some participants. Although the course conceptual-
ized a first idea of conventions when to select which tool for which purpose, this issue 
would really need a longer time period to be internalized in the organization towards a 
more shared eCollaboration culture. 

The group interaction among students and with the instructor flowed well, espe-
cially in the small group exercises of 2-6 people. The Communicator and Live Meet-
ing sessions in small groups received clearly positive feedback from the participants. 
The larger presentations appeared slightly less interactive and attractive. However, for 
these presentations it helped if another meeting facilitator encouraged back-channel 
communication while the other was doing the presentation. 

The technological and infrastructural issues also caused challenges. Several de-
tail-level encounters with technologies and applications challenged the instructors and 
students. For example, Live Meeting usernames were restricted to 32 characters. 
Typically, e-mail addresses were automatically used as usernames, causing trouble for 
those with e-mail addresses exceeding the 32 characters. A few similar issues caused 
extra work for the instructors, participants and technology support. 

As the technical issues emerged, a related issue was the service-level agreement 
(SLA) between the instructor organization, the participants’ organizations and IT 
support. The SLAs defined that a bug-fixing could take several hours or days, which 
did not correspond to the often immediate need to get the eCollaboration tools to 
work for the meetings and sessions at hand. This applies not only to the learning set-
ting, but eCollaboration adoption in general and distributed meetings in particular. 

The physical office arrangements also had an impact. Some participants were lo-
cated in open landscape offices, while moving to the “silent rooms” during the meet-
ings; some were joining others in meeting rooms. In a few meeting rooms, if the user 
had not logged-in to the meeting room PC before, the log-in installation could take 15 
minutes. A good practice was to move with one’s own laptop to the silent rooms 
where no installation time was needed. However, such practices need to be included 
in the general-level eCollaboration conventions and best practices. 

Network disturbances caused little problems. For example, web-based Live Meet-
ing sessions can always be accessed again after the web connection is recovered. MS 
Office Communicator is slightly more complex to manage, requiring activity from 
those still in the meeting to invite the lost person(s) back.  

The technical documentation produced by the IT professionals was insufficient to 
be used as learning guidelines for eCollaboration. The vendor courses, e.g. on Live 
Meeting, were less suitable for the corporate context, as the corporate use of the tools 
deviated from that recommended by the vendor. Moreover, while videoconferencing 
had been widely installed, its education was mainly outsourced to the vendor – but a 
responsibility for the vendor-provided training courses remained unclear.  
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The organizational changes made training of videoconferencing an ad hoc issue, 
as the experts of this area had left the organization or moved to other duties. Ambigu-
ity of responsibilities and resources hindered the development of the videoconferenc-
ing module – while many still regarded the technology as underutilized in relation to 
its full potential. Further responsibility of eCollaboration training was delegated to a 
person with a load of other duties as well. Despite of top management statements of 
the eCollaboration importance, this indicates lack of resource backing from the top 
management to focus eCollaboration as a strategically important issue. While the 
person responsible for eCollaboration training continued to give the class-room ori-
ented teaching of the course content in the headquarters, the necessary resources to 
promote the on-line offer elsewhere remained absent. 

7   Discussion 

In light of recent reviews on participative, professional on-line CSCL [12], [13], this 
study represents a rare case of corporate training in distributed, synchronous eCol-
laboration, mediated through the eCollaboration tools in daily use in the corporation. 
In this section we discuss the implications of our findings related to the process of 
establishing a sustainable service for corporate training in eCollaboration. 

7.1   Promoting Awareness of the Benefits of eCollaboration 

Former research has shown how adoption of eCollaboration practices requires an 
awareness of potential benefits for the individual users [1], [21], [24]. As well, our 
experiences show that participation in eCollaboration requires a vested interest in 
learning effective use of these tools. However, the individual benefits of eCollabora-
tion may often be different from the organizational benefits [21]. Hence, the course 
setting should encourage each participant through examples and self-reflection to 
make their own case of self-motivation. This study did not find individual time saving 
to be a sufficient motivator for course participation by itself. More likely, the “accep-
tance management” of the eCollaboration setting [21] can be related to personal in-
centives to use eCollaboration with regard to a personal career and work development 
plans and frequent needs to host virtual meetings at work. 

When participating in on-line training sessions in the work context a clear psycho-
logical challenge is to prioritize the on-line sessions higher than the emerging work 
tasks. On the other hand, if the classroom option exists locally, people seem to prefer 
this [23], thus decreasing the hands-on impact of learning. Again, the attendance dur-
ing the professional master course was high whereas the pilot course participants 
prioritized the course sessions perhaps less. This confirms the importance of longer 
term vested interest [23] to achieve attendance from one’s own desk.  

Presence or absence of vested interest should be somehow mapped by the instruc-
tor among the participants in order to select whether to give a fully distributed on-line 
course or a more classroom-oriented instruction. However, when wireless local net-
works are available, course participants may gather in classrooms and auditoriums 
with their laptops to try out the tools hands-on. 
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7.2   Handling Varying Pre-skills in eCollaboration among the Participants  

The technology learning curve for virtual meetings has been recognized as a chal-
lenge [23], [24], and our study illustrates the recurring start-up problems in the syn-
chronous meeting sessions due to lack of experience from part of the participants. 
This was found to cause psychological challenges [24] among the more experienced 
participants. The instructor or facilitator preparation for the phenomenon helped little, 
as the instructor recommendations to log-in beforehand were often ignored. However, 
the phenomenon awoke less drastic reactions among the 2008 master course partici-
pants, who had greater and longer-term vested interest embedded in the course set-
ting. The pilot course audience was more polarized with regard to their reactions to 
the idle time. This indicates how a vested interest may mitigate destructive reactions 
to the start-up problems of the on-line sessions. 

The modularity helped tackle the variety of pre-skills in eCollaboration among the 
participants. The conceptualization of the course through integrated use scenarios of 
the tools convinced a few participants to take even modules involving media they had 
thought to master from before. 

7.3   Establishing Conventions for eCollaboration Tools and Use Scenarios 

Our findings confirm the previously observed challenge related to the variation in 
conventions of when to use what eCollaboration tool or media among the multiple 
available communication channels [23]. While the project team suggested an initial 
list of use scenarios as a basis for organizing the course, such conventions still varied 
and evolve over time in different parts of the corporation. In the worst case,  
“corporate standards” for learning eCollaboration may appear less relevant in a few 
subsidiaries of a global corporation. This requires coordination of the issue by the 
eCollaboration course champions and in-depth knowledge of the organization and the 
evolving eCollaboration technologies. 

7.4   Including eCollaboration as Part of the Corporate Learning Strategy 

At the organizational level, eCollaboration had not yet been defined as an inherent part 
of the corporate learning strategy, falling somewhat outside of the traditional human-
computer e-learning and the pure classroom settings. On the other hand, the master 
course given solely through the eCollaboration tools was well-received. Instead of pro-
viding courses plainly on learning eCollaboration per se, an alternative strategy could be 
to embed eCollaboration as media for professional eLearning. This would also create a 
setting in which to establish longer-term team commitment and better vested interest 
[23], giving true motivation to learn the tools aside the actual course content in question. 
However, this would require a more explicit positioning of synchronous eCollaboration 
as a new element in the eLearning strategy, which has not been common in contempo-
rary CSCL research [12]. This approach highlights the need to systematically “train the 
trainers” to educate also through synchronous on-line eCollaboration rather than only 
through asynchronous eLearning or classroom activities. 

Despite of the top management’s expressed support of eCollaboration, the organiza-
tion simultaneously cut the learning, development, and management resources to enhance 
eCollaboration. During the management re-structuring in winter 2008-09 responsibilities 
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for enhancing eCollaboration in general and videoconferencing in particular remained 
vague, if not absent. This was paradoxical, as both the organization’s own practitioners 
and previous research had for long recognized that corporate adoption of eCollaboration 
[21] and the distance education approach as well [25] require explicit facilitation with 
well-defined management responsibilities. On the other hand, evaluation of investments 
in eCollaboration in general has for long been identified as a difficult challenge [21]. It 
was still a challenge to come up with clearer business cases to catch the awareness of top 
management about the related needs and challenges. These findings resonate well with 
previous cases of implementation of eCollaboration [1]. In Boeing, the challenge was the 
transition from a pilot of distributed meeting service to establishing this as a ‘regular’ IT 
service, as the IT organization first did not want to service this. In Statoil a key challenge 
was to establish a sustainable support team of eCollaboration experts/facilitators. These 
persons tended to quickly be ‘promoted’ to other duties, making the support function 
rather vulnerable [1]. 

7.5   Aligning eCollaboration Competencies to Corporate IT Infrastructure, 
Policies and Operations 

Alignment of distance learning competencies to corporate IT infrastructure, policies 
and operations has previously been identified as a challenge in professional contexts 
[25]. Such decisions as the drastic decommissioning of Net Meeting to replace or 
upgrade the eCollaboration application portfolios should be coordinated with targeted 
efforts to improve eCollaboration competencies.  

The IT security and bandwidth restriction policies, and cost-saving by delaying the 
latest proprietary offerings, had lead to the tailored implementation of the Microsoft 
application infrastructure. These issues posed challenges to the learning programs of 
eCollaboration, as the organization-specific adjustments decrease the validity of the 
standard vendor course offerings, increasing the need for more detailed, organization-
specific course concepts. Finally, the centralized IT services and the contemporary 
SLAs posed a challenge with regard to immediate bug-fixing and on-line technologi-
cal support. All these issues need to be coordinated in collaboration among the eCol-
laboration training champion(s) and the IT service representatives. 

8   Conclusion 

While technology for eCollaboration is maturing, a need for learning eCollaboration 
in distributed organizations continues. This paper has presented a project to enhance 
corporate learning of synchronous, distributed eCollaboration through the very same 
media to be learned. The study contributes to the scarce body of professional CSCL 
research by reporting practical experiences from an on-line pilot course on eCollabo-
ration. Moreover, the article specifies learning from the experiences in the form of 
psychological, social, technological and organizational issues which are discussed in 
light of the previous literature, and suggested to contribute to success of corporate 
eCollaboration learning programs. The study addresses challenges in the corporate 
context to promote awareness of the benefits to learn eCollaboration, to handle vary-
ing pre-skills of employees intended to participate in synchronous and distributed 
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eCollaboration, to establish common conventions for how to select and use tools for 
particular organizational eCollaboration scenarios, to include synchronous and  
distributed eCollaboration media in the corporate eLearning strategy, and to align 
learning of eCollaboration competencies to ever-evolving corporate eCollaboration 
infrastructure, policies and IT operations. We believe that these experiences are of 
interest for other organizations and e-Learning professionals with similar intentions, 
as well as for researchers studying and conceptualizing such practices. 
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Abstract. We review several decision models to derive six fundamental require-
ments to collaborative spatial decision-making: perceiving changes in spatial data; 
retaining interpretation mindsets; externalizing actions and expectancies in spatial 
data; organizing divergent and convergent working modes; supporting the recogni-
tion of situation-action elements; and managing task/pattern structures. A review of 
the current state of the art shows limited support to some of these requirements, in 
particular task/pattern and divergent/convergent support. An e-planning prototype 
was developed to demonstrate the impact of these requirements in collaborative 
spatial decision-making. Results from a preliminary experiment indicate the proto-
type enables people to contribute, explain, exteriorize and share their ideas in rela-
tion with spatial references.  

Keywords: Geocollaboration, Decision Models, e-Planning. 

1   Introduction 

This research was motivated by the design of a collaborative tool supporting e-
planning.  E-planning is the label adopted by a broad research agenda addressing the 
interaction between information technology and planning, including various key con-
cerns such as territorial management, policy making, governance, citizenship and 
participation [1].  

The main vision driving the tool design was supplying various stakeholders –
architects, urban designers, city planners and public administrators – with a collabora-
tive tool capable to advance new perceptions and ideas regarding city planning. City 
planning is a complex process challenging design with a variety of technical and hu-
man requirements. In our view, the best approach to a wicked situation like this one is 
starting highly focused on a very specific challenge and only moving forward when 
that challenge is sufficiently understood and conveniently resolved.  
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In our case study, the main challenge is integrating spatial data with the decision 
model. City planning involves various types of geographically related data. This data 
is traditionally managed with Geographical Information Systems (GIS).  

The integration of spatial data with decision models is not new. Actually, it has lead 
to an emerging category of GIS designated Collaborative Spatial Decision Making 
(CSDM) [2, 3]. CSDM may also be regarded as a combination of GIS with Decision 
Support Systems (DSS) and Group Support Systems (GSS) [4, 5], although falling 
outside the typical DSS/GSS categorization [6]. According to the state of the art, CSDM 
concerns the provision of the following functionality [7]: collecting spatially-related 
data, identifying locations according to a set of criteria, exploring relationships, display-
ing and analyzing data, and exporting data to other systems and tools.  

While this functionality is essential to integrate spatial data with decision-making 
activities, it does not address some specific problems: (1) it does not explicitly con-
sider models of the decision-making process, which means its potential users will 
have to informally manage the process; (2) in complex contexts, decisions are highly 
dependent on collaboration, which requires adding support to coordination, awareness 
and collaborative visualization into the CSDM functionality; and finally, (3) decision 
making also brings new types of spatially-related data, such as talks, discussions, 
negotiations, and brainstorms, which should be seamlessly integrated with the remain-
ing data.  

We may express with more accuracy that our main challenge is modeling spatial 
data within the context of a broader model of the decision-making process, under-
stood as a collaborative endeavor. The paper is organized as follows. We start with a 
review of several decision-making models to highlight the main model constructs that 
inform CSDM design. We then review several CSDM tools to highlight present omis-
sions and opportunities. In Section four we describe the e-planning tool developed to 
explore the integration between spatial data and decision models. In section five we 
discuss the tool’s evaluation. We conclude the paper with a synthesis and discussion 
of the obtained results.  

2   Overview of Decision-Making Models 

2.1   Conceptual Views 

In Figure 1 we present three conceptual views of the decision-making process. They 
may be regarded as meta-models, since they serve to build other models. The first 
view regards the decision process as a production system having three components: 
inputs, process and outputs [8]. The process component concerns social interaction 
with support from technology in three main forms: decision aids; managing the deci-
sion process; and adoption of emerging structures to enhance decisions. This concep-
tual view is highly prevalent in the research field [9].  

The second view regards decision making as a composition of data management, 
model management and dialogue management [10]. Of most importance in this view 
is model management, which is responsible for controlling the strategic, tactical and 
operational decisions of the decision makers through technology support.  
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The third model was originally proposed by Seligmann et al. [11] and later on 
adopted by Vreede et al. [12] to conceptualize the different aspects that set up the 
technological support to the decision-making process. The way of thinking concerns 
thinking about the application domain, while the way of controlling concerns the 
design approach that follows problem conceptualization. Design is then dependent on 
two other constructs: the way of working, i.e. how people carry out their activities; 
and the way of modeling, i.e. the representations necessary to support the way of 
working. These models highlight that decision models coexist in a complex context 
characterized by process inputs and outcomes, competing data and dialogue models, 
and a difficult balance between design constraints and ways of working.  

 

Fig. 1. Conceptual views 

2.2   Models of the Cognitive Process 

The models of the cognitive process regard decision-making as a cognitive function. One 
of the most famous models was proposed by Card et al. [13]. It regards the cognitive 
function as a machine where stimuli ignite perceptual activities, followed by cognitive 
and motor activities, which in turn originate new stimuli. In this model, decision-making 
is a cyclic endeavor continuously supported with feedback information.  

This model has been highly influential, the reason why many other models tend to 
reflect the same information processing view, with most differences centered on the 
cognitive task. For instance, the Contextual Control Model [14] adopts a similar cy-
clic view, although with the addition of disturbances, which are fundamental to un-
derstand human behavior facing the unexpected. The Reference Model of Cognition 
[15, 16] extends the cognitive component with interpretation and planning compo-
nents. The Step Ladder Model [17] also extends the cognitive component with identi-
fication, interpretation, task definition and planning components.  
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Fig. 2. Models of the cognitive process 

Two cognitive approaches that depart away from the perceptual-cognitive-motor 
mechanics are the Sensemaking theory and the Model of Knowledge Creation. The 
Sensemaking theory [18] seeks to understand how humans deal with information 
through their equivocal perceptions and cognitive biases. Ecological changes enact 
perception according to commitment and interpretation mindsets. Some cues are se-
lected, made intelligible and retained. Retention is important to understand how or-
ganizations learn. Perhaps the main conceptual change proposed by sensemaking, 
when compared to the previous models, is that it moves away from reproducing an 
information-processing machine towards a more ambiguous cycle, highly dependent 
on retention.  

The Model of Knowledge Creation [19] seeks to understand how humans utilize 
tacit and explicit knowledge. Knowledge is transformed from tacit (in the mind) to 
explicit (in the world) through a cycle of data socialization, externalization, combina-
tion and internalization. This model highlights the main differences between individ-
ual (internalization and externalization) and group (socialization and combination) 
functions.  

In Figure 2 we present a visual representation of the reviewed models. We note 
that this representation is necessarily incomplete. It primarily serves to highlight that 
the decision-making process seems to be grounded on four main theoretical con-
structs: events, perception, cognition and actions. The main differences posited by 
these models seem to be centered on the cognition construct. In the next section we 
will further analyze this particular construct.  
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2.3   Models of the Decision Process 

Likewise the cognitive process, many models have been proposed to explain the deci-
sion process. One highly influential perspective is the Subjective Expected Theory 
[20, 21]. This theory considers that rational decision makers, when facing a set of 
alternatives and outcomes, define utility functions to determine which choices should 
be elected. This theory is the basis for what has been designated normative approach 
to decision making under uncertainty [20].  

Other theories have followed the normative approach, e.g., Analytic Hierarchy Proc-
ess (AHP) [22]. AHP commends four major steps in making decisions: break down the 
problem into a hierarchy of decision elements; collect data regarding these elements 
using pair-wise comparisons; estimate the relative weights of decision elements; and 
aggregate the relative weights to obtain a set of ratings for the decision alternatives.  

Simon [23, 24] criticizes the normative approach for its perfect utility-maximizing ra-
tionality, emphasizing that in real-world organizations decision makers do not find the 
perfect conditions necessary to frame problems. Simon proposed the Problem Solving 
Model with three main elements: representing the problem, finding alternatives and 
selecting alternatives (often designated intelligence, design and choice). Two other 
distinctive concepts in this model are heuristics and the notion of satisficing. Heuristics 
explain why decision makers often simplify the problem space by applying means-ends 
analysis, compromises, time constraints and even rules of thumb. The notion of satis-
ficing explains that often the decision makers do no aspire to maximize utility but in-
stead seek to find out a solution that satisfies reasonable conditions.  

The Recognition Primed Decision Making theory (RPDM) [25] introduced the 
naturalistic perspective over decision making [26]. This perspective distinguishes 
itself from the previous approaches by trying to understand how time pressure, uncer-
tainty, ill-defined goals and other factors affect the decision makers. Instead of trying 
to define how to make decisions, the naturalistic perspective seeks to understand how 
decisions are actually made. RPDM thus stresses three fundamental components of 
decision-making: experience the situation, recognize and classify, and react. This 
theory also brings forward the concept of situation awareness as a mechanism to ap-
prehend expectancies, cues, goals and actions.  

Besides the rational-versus-organizational-versus-naturalistic debate briefly de-
scribed above, many other theories seek to explain more specific conditions underly-
ing the decision-making process. For instance, the Cooperative Decision Making 
model [27] emphasizes the importance of negotiating conflicts. The Participatory 
Decision Making model [28] distinguishes between divergent and convergent collabo-
ration modes. The Soft Systems Methodology (SSM) [29] proposes a conceptual 
approach to problem solving based on action research, coping iteratively with prob-
lem complexity while at the same time avoiding reductionism. SSM highlights action 
as a fundamental driver for problem solving, instead of analysis and structure. And 
finally, Collaboration Engineering [30] synthesizes decision-making as a collection of 
behavioral patterns that may be “engineered” to respond to contextual situations.  

In Figure 3 we may observe the impact of the Problem Solving Model and it’s 
threefold construct (intelligence, design and choice) on understanding the decision-
making process. We also find a relative consensus that this logical construct is con-
sidered cyclical and not necessarily prescriptive.  
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Fig. 3. Models of the decision process 

2.4   Discussion and Synthesis 

What can we distill from the above models? First, decision-making involves a con-
stant flow of events, perception, cognition and action. Second, the cognitive activity 
seems to be organized according to three main patterns: (1) problem identification and 
information gathering; (2) information processing and debate of alternatives; and (3) 
negotiation, convergence and choice. And third, decision-making also involves data 
management, dialogue management and model management. Model management is 
fundamentally concerned with structuring the main patterns previously identified. 
Furthermore, model management is intimately related with the way of thinking, con-
trolling and working. From this integrated perspective we may now derive some fun-
damental requirements to CSDM:  

Perception support. Stimuli, disturbances, events and ecological changes are neces-
sary to stimulate perception. CSDM should therefore associate changes in spatial data 
with adequate perceptual mechanisms, e.g., dynamic visualization, strategic and tacti-
cal views of spatial data and associated events.  

Retention support. Retention is a fundamental driver of sensemaking. It serves to 
construct personal and organizational memory and contributes to enact responses 
whenever recognizable situations emerge. CSDM should maintain a repository of the 
interpretation mindsets and enacted responses in context with spatial data.  
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Externalization support. Externalization is essential to knowledge creation, since 
knowledge is constructed by articulating tacit knowledge into shared expectancies, 
cues, goals and actions. CSDM should therefore provide support for integrating tacit 
knowledge with spatial data.  

Divergent/convergent support. Decision-making seems to be organized according to 
intertwined cycles of divergent and convergent activities, where divergent activities 
favor problem identification and information gathering, and convergent activities 
promote the negotiation and selection of alternatives. CSDM should support these 
working modes.  

Recognition support. Recognition and classification play a fundamental role in the 
naturalistic approach to decision-making. Recognition prepares the ground for em-
pirical decisions based on situation awareness and pattern matching. CSDM should 
therefore provide situation-action support by linking spatial data with expectancies, 
cues, goals and actions defined by the decision makers.  

Task/pattern management. The decision-making process seems to be organized 
according with patterned activities like divergence, convergence, data organization, 
option evaluation, etc. Several theories posit these patterned activities are itera-
tive/cyclic and may not follow a prescriptive or recommended structure. Thus, al-
though CSDM should carefully avoid prescribing rigid structures, they should also 
support the way of controlling by implementing task/pattern management.  

3   Literature Analysis 

We adopted the following approach to analyze CSDM literature. First, we started by 
collecting papers published in journals, conferences and workshops on the subject of 
enabling working on spatial data while simultaneously making collaborative decisions 
[31]. This task allowed us to identify a set of 61 papers. We then applied a set of crite-
ria to reduce our review to: (1) papers published from 2000 to 2009; (2) papers fo-
cused on the analysis, design, development and evaluation of CSDM applications; and 
(3) excluding papers centered on literature review, framework and theory develop-
ment, infrastructure support to CSDM and specific application scenarios. A total of 18 
papers were found to fulfill these criteria. We then elected 10 papers as most repre-
sentative of current CSDM. Table 1 summarizes the elected papers.  

From this overview we may draw some observations and comments. Our first ob-
servation is that none of the reviewed CSDM tools addresses task/pattern manage-
ment. Actually, only [2] refers to the importance of managing decision-making tasks, 
although such functionality is not implemented in the prototype.  

Another issue is related with divergent/convergent support. Most reviewed CSDM 
tools support either convergent or divergent activities, with only three cases support-
ing both modes [36-38]. But more interestingly, the tools supporting both modes do 
so in a transparent way, i.e. the users may converge and diverge according to factors 
such as network connectivity or interaction with private and public spaces. These 
tools do not explicitly define if work is divergent or convergent according to the spe-
cific task at hand.  
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Table 1. Most representative papers of current CSDM 

 Convertino et al. 2005 [32] Rinner 2006 [33] 
Perception Workspace metaphor, multiple 

views, filters, activity awareness 
indicators, change icons 

Hypermap metaphor 

Retention Historical records Retains geo-argumentative relations 
Externalization Has chat, editor and interactive 

map 
Argumentation model 

Divergent/convergent Convergent (tactical planning) Divergent (early phase) 
Recognition Annotations and visual landmarks Annotations and visual landmarks 
Task/pattern manag. Only supports roles  

 

 MacEachren et al. 2006 [34] Bortenschlager et al. 2007 [35] 
Perception Desktop metaphor Regular updates 
Retention   
Externalization Speech and gesture recognition Overlays 
Divergent/convergent Convergent (large whiteboard) Convergent (using mobile devices) 
Recognition Incident markers  
Task/pattern manag.   

 

 Convertino et al. 2008 [36] Capata et al. 2008 [37] 
Perception Sidebar, telepointer, role  

indicators 
Object push 

Retention   
Externalization Notes, scribbles, symbols Geographical features 
Divergent/convergent Both (shared and private  

workspaces) 
Both (using mobile devices) 

Recognition   
Task/pattern manag. Only supports roles  

 

 Brewer et al. 2000 [38]  MacEachren et al. 2004 [2] 
Perception Depict change over time,  

gestures, member behavior, flash 
regions 

Split views, member behavior, avatars, 
pointing gestures 

Retention Activity logging  
Externalization  Drawing and selection tools 
Divergent/convergent Both Convergent 
Recognition   
Task/pattern manag.  Defines exploration, analysis, synthesis 

and presentation tasks, but does not 
implement 

 

 Cai 2005 [39] Torino et al. 2001 [40] 
Perception Change propagation  
Retention   
Externalization GIS workspace, group summary Stands and seeds (markers) 
Divergent/convergent Convergent (large displays) Divergent (using shared database) 
Recognition Marking Conflict detection (with markers) 
Task/pattern manag.   

 
Most tools do not support retention, with few exceptions supporting activity log-

ging and historical records [32, 33, 38]. Perception has received significant attention, 
with multiple mechanisms being available. The recognition support is apparently less 
rich. Several tools support annotations and markers [32, 33, 39, 40] but miss more 
strategic features linking spatial data with expectancies, cues, goals and actions. Fi-
nally, externalization combines GIS features with common groupware functionality 
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like chat, text editing and argumentation. This review clearly indicates our research 
and development efforts should be centered on the support to: (1) task/pattern man-
agement; (2) explicit convergent/divergent collaboration modes; (3) retention; and (4) 
recognition.  

4   E-Planning Tool 

Like most CSDM tools reviewed in the previous section, the e-planning tool has a 
workspace allowing visualizing and interacting with a map. This map may be com-
plemented with spatially related visual objects like sketches, drawings and free-hand 
text, collaboratively produced by the users to enhance their perception.  

Unlike the other tools, we also support task/pattern management. This is imple-
mented with multiple workspaces, targeted to specific tasks/patterns (see Figure 4). 
The set of tasks/patterns was derived from the Problem Solving Model: (1) gathering, 
(2) debate, and (3) choice. We stipulate that all users operate in the same workspace, 
but they may collectively change the current workspace whenever necessary. This 
avoids a prescriptive approach to making decisions. Mini-maps allow visualizing the 
three workspaces and also serve to select the current workspace.  

Externalization is supported with sketching, drawing and text writing in the work-
space. Retention is based on logging changes to the visual objects present in the 
workspace, allowing the users to move back and forth the timeline. To support recog-
nition, the tool allows selecting annotations (sketches, drawings, text) from one 
workspace and dragging them to another workspace (using the mini-maps).  

We define the gathering workspace is divergent and the debate and choice work-
spaces are convergent. This allows users’ free whiling and divergent thinking while 
gathering information, but requests the users’ focus while debating and choosing 
options.  

The tool runs on tablet computers and may be used in several physical configura-
tions, including a set of interconnected tablets, one large whiteboard or a combination 
of both. Our prototype uses SMARTech’s SmartBoard. The prototype adopts a fully 
replicated architecture and is heavily based on pen-based gestures to interact with the 
user interface [41]. When a replica is started in a tablet, it automatically establishes an 
ad-hoc network with the other tablets and synchronizes all spatial data.  

The tool’s user interface is shown in Figure 4. The current workspace is shown on 
the left handside. The participants may use the pen to sketch and write over the map. 
The mini-maps are shown to the right. They support two functions. One is moving the 
group’s focus of attention to a different workspace (the dark background color indi-
cates what workspace is currently selected). As previously mentioned, three different 
workspaces are supported. The one on the top is the gathering workspace, the one in 
the middle is the debate workspace, and the lower one is the choice workspace.  

Another important functionality is indexing the data elements created over the 
map. Each index entry has a set of sketches consecutively made by one user. In Figure 
4, the gathering and debate workspaces show two index entries each. These indexes 
simplify the selection and edition of individual data elements using gestures. The 
mini-maps support vertical scrolling but do not use a scrollbar to preserve space.  
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Fig. 4. The e-planning tool 

The data elements may be copied from one workspace to another. The copy and 
paste operations are performed at a granularity that considers index entries, not indi-
vidual sketches. The origins and destinations of the copy/paste operations are either 
the current workspace or the mini-map. The pasted data elements maintain their spa-
tial references. It is possible to scroll and zoom over the map and related data ele-
ments. The icons located on the center-top of the screen provide awareness on who is 
currently using the tool.  

We now describe in more detail the functionality associated with each workspace. 
The gathering workspace operates in a divergent mode. This means the workspace is 
private and the data elements sketched over the map are not shared with the group. 
This collaboration mode allows users to prepare their ideas before sharing them with 
the others. When necessary, a user may share a particular data element with other 
users. Selecting the corresponding index entry and dragging it to the users’ icons 
shown at the center-top of the screen accomplish this.  

The debate workspace serves to explore and refine ideas. This is a convergent task 
involving all users. Initially this workspace only shows the map, but allows users copy-
ing index entries from their individual gathering workspaces using pen-based gestures. 
In this way the users may share, organize and refine the set of common ideas.  

The choice workspace operates in a very similar way. It is initially empty and may 
be populated by copying index entries from the debate workspace. This workspace is 
intended to develop a final visual representation of the decisions made by the group.  

5   Case Scenario and Evaluation 

The main challenge addressed by this research was supporting decision making within 
the spatial context. We regarded this challenge from a design science perspective, i.e., 
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seeking to extend human and organizational capabilities through innovative artifacts 
[42]. It thus makes sense to also evaluate the proposed solution using a design science 
approach. According to Hevner et al. [42], design solutions must be justi-
fied/evaluated with the twofold purpose to improve artifacts and develop theory. One 
possible evaluation approach consists in evaluating the utility of the design artifact 
using controlled experiments. In this section we report a preliminary field trial with 
the e-planning tool.  

We asked a team of three people to perform an e-planning task considering the 
plans of the municipality of Santiago to merge the area occupied by the Faculty of 
Engineering of the Universidad de Chile with the nearby-located park, now separated 
by an avenue. The task was divided in two sessions during which the team had to use 
the e-planning tool to generate ideas on how to create a continuous area from the 
faculty to the park.  

During the first session, two team members worked in the field using their Tablet 
PCs, documenting their ideas in the gathering workspace. In the second session, they 
joined the third member in the office. The third member used a SmartBoard while the 
other two members kept using their Tablet PCs (Figure 5).  

After synchronizing the applications, the members started exposing their solutions 
and discussing using the debate workspace. New alternatives were generated and 
indexed in this workspace. Finally, in the choice workspace all members collabora-
tively developed the final solution, which in fact was a merge of the two proposed 
solutions.  

 

Fig. 5. Using the e-planning tool in the second working session 

In the end of the experiment we asked the participants to analyze the prototype usage 
in the predefined scenario and come up with comments and observations regarding its 
utility. The discussion confirmed the divergent collaboration mode is beneficial to the 
initial decision stages, where the decision makers seek to generate ideas. Externalization 
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was considered adequately implemented by the prototype. It was explicitly noted the 
sketches helped exteriorizing and sharing tacit knowledge.  

The pen-based gestures were considered easy to use, although more traditional in-
teraction modalities based on mouse and keyboard were also requested. The choice 
workspace was perceived as the most helpful one because it is focused on bringing 
the group towards the task goals and, at the same time, allows importing information 
from the other tasks in a flexible way. The debate workspace was also perceived as 
very helpful to organize ideas through sketches and concept maps.  

Overall, the prototype was perceived as relevant to e-planners because it enables 
people to contribute, explain, exteriorize and share their ideas in relation with spatial 
references. Nevertheless, the participants suggested improving the recognition  
abilities, considering a major challenge the implementation of adequate awareness 
mechanisms. Finally, the participants considered the learning curve was adequate, 
commenting they were adapted to the prototype during the second session.  

6   Synthesis and Discussion 

The main contributions of this work include an integrated perspective of the relation-
ships between spatially related data and decision-making. To build this integrated 
perspective, we analyzed an extensive pool of models explaining the cognitive behav-
iors associated with decision-making. We then distilled six requirements: perception, 
retention, externalization, recognition, divergent/convergent collaboration modes, and 
task/pattern management. Perception emphasizes a cognitive view over the decision-
making process. It brings forward the need to convey spatially-related data in a way 
that stimulates decision makers to perceive and enact cognitive functions like identifi-
cation, interpretation, selection, task definition, planning, externalization, action, etc.  

Retention addresses the withholding of personal and organizational experiences, 
resulting from the confrontation between events and actions, interpretations, choices 
and other constructs. Retention is a fundamental driver for sensemaking, and sense-
making is a fundamental driver for making decisions. In the CSDM context, we  
understand the retention requirement as the need to preserve decisions, decision con-
structs and spatial data in a coherent framework that promotes learning and recall.  

Externalization brings forward the view that decision-making is a collective en-
deavor and knowledge must be transformed from tacit to explicit. This signals that 
decision makers should be able to collaboratively manage spatially related data. Rec-
ognition is closely associated with a naturalistic view over decision-making where 
emergence, time pressure and uncertainty give the fundamental context to understand 
choices. In the CSDM context, this requirement renders the collaborative creation of 
annotations, visual marks and other spatially-related visual elements that contribute to 
react to evolving situations.  

The divergent/convergent view brings forward the understanding that teams must 
devise strategies to optimize collective tasks. Often the best strategy is focusing on 
the same task, while in other cases is having the participants working independently. 
We regard flexible management of collaboration modes a fundamental requirement of 
CSDM.  
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The consideration for task/pattern management highlights the view that decision 
makers should be able to control the tasks necessary to reach their goals. In the 
CSDM context, this means that task/pattern management should be explicitly avail-
able, although avoiding prescribed procedures.  

Our review of the state of the art shows that existing CSDM tools offer adequate 
levels of perception, retention and externalization support. However, diver-
gent/convergent and task/pattern support seems to be underdeveloped. Of course we 
had to verify if these requirements would have some concrete impact on CSDM de-
sign. We developed an e-planning tool with that goal in mind. We codified the re-
quirements into concrete functionality. In particular, we structured the tool in three 
working spaces specifically dedicated to support problem representation, finding 
alternatives and selecting alternatives. Each working space maintains the decision-
making elements according to their spatial context. This functionality implements the 
task/pattern management requirement.  

Of the three workspaces, one supports divergent activities while the other two sup-
port convergent activities. This decision was drawn from theory recommending the 
adoption of divergent activities during the preliminary decision phases and conver-
gent activities during the later decision phases [28]. Divergence was implemented 
with private workspaces, while convergence relies on shared workspaces supporting 
concurrent data management. This functionality implements the divergent/convergent 
requirement.  

The perception, recognition and externalization requirements were resolved with a 
set of visual elements the users may create and manipulate using pen-based gestures. 
These elements are spatially related since a map always exists in the workspaces. A 
team evaluated the tool in a laboratory experiment and considered it useful and usable. 

Nevertheless, we should discuss some limitations we find in this study. One limita-
tion is that we do not attempt to define a unifying decision-making theory. It may per-
haps be attempted in a future work, and significant groundwork has already been done, 
for instance bringing together the cognitive and decision-making models. But this en-
deavor requires additional work to demonstrate the validity of its constructs. What we 
have done instead was focusing on design-oriented goals, deriving a set of requirements 
from the various theories. This approach is much more simple to validate: we just have 
to build a tool and justify its utility, as recommended by Hevner et al. [42].  

Nevertheless the justification of the tool will require future work. More scenarios, 
experiments, participants and inquiries are necessary to validate it. We should also 
consider in the future moving out from the laboratory to the field, which will require 
developing further the prototype to improve its overall stability.  

We also recognize that the perception, recognition and externalization require-
ments were underdeveloped when compared with the other requirements. Indeed our 
main focus was on the requirements we perceived as most neglected by the CSDM 
literature. But in retrospect we perceive that many contributions to better implement 
these requirements could be done in the future. Particularly, we may further explore 
the perception and recognition requirements in the context of team situation aware-
ness [43]. This perspective may bring forward new technological mechanisms capable 
to improve the perception of the dynamics often associated to spatially-related data.  
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Abstract. As the environment becomes competitive, organizations must de-
velop the ability to quickly adapt to changes, becoming flexible and responsive. 
The decision making process should be quicker and more assertive, leading to 
action. Organizations need to make the right choices and implement them as 
decided. It is important that organizations be aware of the implementation of 
decisions and its impact. Monitoring the implementation of the decision and 
analyzing its results is the main way of assessing the decisive process itself. Ex-
tensive work has been done on decision making, but not on decision implemen-
tation. The goal of this research is to increase adherence of the implementation 
to the decision made. Given that large sums of money are spent on the decision 
making phase, implementations that do not adhere to the decisions may lead to 
undesired results, frustrating decision makers. In this paper, we present a 
method and a system to support decision implementation. With this research, 
we seek to contribute to the decision making process, specifically during im-
plementation phase. 

Keywords: decision making, decision implementation, decision follow-up. 

1   Introduction 

The capacity to make decisions and implement them contributes to increase the flexi-
bility and responsiveness of organizations. Decision making must be quick and asser-
tive, as organizations need to make the right choices and implement them faithfully, 
as quickly as possible [1]. Organizations need to constantly modify and refine their 
goal-achieving mechanisms by reorganizing their internal structures, their relation-
ships, and the control and decision making processes [2]. This involves responding to 
changes, making appropriate decisions at the right time, and still using the expert 
knowledge in the best possible way to deal with uncertainties [3]. The success of 
organizations depends on the development of new capabilities to deal with complex 
problems and decisions [1]. 

However, even though the decision-making process has been studied and improved 
over the years, the process of implementing decisions has not received the same level 
of attention. This paper deals with the gap between the decision and its implementa-
tion, which is characterized by the implementation turning out differently from what 
had been decided. 
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To be considered a success, the decision cycle should provide a link between the 
activities of implementation and decision making [4]. A successful implementation is 
one that meets the expectations of decision makers [5], and accomplishes what was 
decided [6]. Therefore, an implementation that does not adhere to what was decided 
can be considered a failure. Low decision-implementation adherence is treated in this 
work as an implementation flaw. 

1.1   Contextualizing the Problem 

There is little evidence and study on the effectiveness of decisions, that is, if these 
have reached expected results, even though there is there is a relationship between the 
process of decision making and the achievement of expected results [7]. The imple-
mentation stage is frequently neglected and deserves more attention [8]. According to 
Nutt [6], there has been much speculation about the factors that influence the success-
ful implementation of the decision, but few studies about these factors, and about half 
of the decisions in organizations result in failure. 

According to Miller [9], putting the decision into practice is a critical success  
factor for an organization. She also notes that the successful implementation of a 
decision depends on specific management actions, and it is important that the imple-
menters understand how the decision was made by decision makers. Borges et al [4] 
point to a gap between the end of the meeting, (i.e., the decision-making itself) and 
the implementation, which can result in the implementation of the decision in a dif-
ferent way than what was decided. Failure to implement a decision may lead to tangi-
ble and intangible losses for an organization, depending on the importance of the 
decision. The goal of this paper is to present a decision method and process to in-
crease adherence of implementations to decisions made. 

The remainder of this paper is organized as follows: in the next section we present 
the problem of decision support and decision implementation. In Section 3, we  
present our decision implementation model, followed by SAID, its instantiation, in 
Section 4. We finish with a brief discussion and next steps in Section 5. 

2   Decision Support and Implementation 

Decision support systems have been studied since the 1950s, and, given the increase 
in computational power and competitiveness the world experienced in the following 
decades, this field has experienced an ever-increasing growth, and organizations have 
been investing a significant portion of their resources into decision support systems. 

Fig. 1 presents a simplified view of the decision process: it starts with the defini-
tion of the problem, as decision makers or stakeholders perceive there is an issue to be 
addressed and convene to discuss and make decisions about it. After the problem has 
been defined, a number of alternatives can be defined and decisions need to be made 
regarding the best one. Selection of the option and of the strategy to implement it is 
the next step, which initiates an implementation cycle. After the implementation strat-
egy has been defined, the decision is communicated to the implementation team, 
which goes on to implement the decisions and communicate progress and results back 
to decision makers. When necessary, decision makers may make alterations to the 
strategy, in response to feedback from implementers. 
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Fig. 1. Decision Making and Implementation Process (macro level) 

Despite the efforts, half of the decision processes fail to implement decisions [6] 
[5], or implement actions that are not in accordance with what was decided [4]. An 
implementation is considered failed when it does not adhere to what was decided by 
decision makers. This highlights the importance of the implementation issue,  
addressed in this paper. It is also important to understand the potential causes of im-
plementation failure.  

2.1   Causes of Implementation Failure 

Inadequate or poor quality information exchange between decision-makers and im-
plementers and lack of mechanisms to coordinate implementation are frequent causes 
of implementation failure [4].  

Communication is an important human skill in many domains. Good communica-
tion is widely recognized as a fundamental condition for cooperation in personal life 
and organizations [10]. When details of the implementation tasks are distributed 
among a group of individuals, there is always a risk of failure when sharing this in-
formation [11], which, in turn, affects implementation. Mechanisms that provide 
clearer communication between users and system designers would contribute towards 
greater success of projects in this domain [11]. Scenarios of poor communication 
between decision maker and implementer are [4]: 

• The decision is not accompanied by sufficient information for its implementation; 
• There are different contexts among decision makers and implementers. 

There is a relation of cause and effect between these two scenarios and implementa-
tion results. When the decision is not accompanied by sufficient information or there 
are different contexts between actors, the implementation may turn out different from 
what was decided. 

In view of these aspects, we can reasonably expect that a more effective communi-
cation channel between decision maker and implementer would increase the  
alignment between decision and implementation. The problem of low compliance of 
implementation to decision stems from poor communication between decision maker 
and implementer. Another consequence of insufficient communication is the lack of 
feedback between decision makers and implementers, which reduces the possibility 
for corrective measures during implementation of decisions. 
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2.2   Communication Flow during Implementation 

The implementation of decisions is, in general, an activity performed by a group of 
people, especially when it comes to the implementation of complex decisions. This 
activity may involve multiple tasks, with some degree of interdependence between 
them. Therefore, besides the need to send information to decision makers, implemen-
ters might need to exchange information among themselves. In addition, decision 
makers need to be able to monitor the implementation progress [4]. 

Different scenarios are possible: decision makers and implementers may be  
geographically distant or simply physically separated by the nature of their duties; 
implementers may be involved with one or several implementations, as a group or 
individually. In the process of implementing a decision there are three important 
communication flows:  

• decision-maker to implementer; 
• implementer to decision-maker; 
• implementer to implementer. 

This communication may happen in various ways, and may be accompanied by arti-
facts such as documents or digital images. There is also a need to organize and follow 
activities, i.e., coordinate the work. It should be noted that this communication gener-
ates knowledge, and, as the implementation progresses, useful information may be 
captured for future decision making. 

3   A Method for Decision Implementation 

Given the collaborative nature of decision implementation and its potential to contrib-
ute to knowledge management, our proposed method addresses not only the increase 
in compliance of implementation to decision but also knowledge capture, taking into 
account both the collaborative and knowledge management aspects of the problem. 
The proposal focuses on communication and coordination between parts. The pro-
posed method does not focus on the decision-making phase, looking instead at the 
implementation itself. It includes a process for evaluating the implementation to see 
whether it happened and its level of adherence to the decision. 

The implementation process is initiated with a decision, and finished with a review. 
The model includes an information storage element, which stores both steps and re-
sults of implementation as well as the final evaluation, so that this knowledge can be 
reused for future decision-making and implementation processes. These previous 
implementations fuel not only the decision phase, but also the implementation itself. 
The implementation phase is strongly dependent on communication, coordination and 
cooperation actions, which generate information that is stored for future use. 

The decision implementation process shown in Fig. 2 shows activities and their in-
terrelations, as well as information flow between them and the parties responsible for 
each step. Initially, a decision implementation plan is built, defining the steps that 
should be taken to implement the decision, checkpoints and indicators that must be 
informed during the implementation process. After that, roles and tasks are assigned 
to implementers, which will be in charge of conducting the implementation work.  
 



 Supporting the Decision Implementation Process 117 

 

 

Fig. 2. Decision implementation process 

 

They start working on their activities and informing the checkpoints and indicators 
related to their work. A supervisor follows the implementation and the information 
provided through indicators, controlling the percentage of concluded work for each 
activity. When all activities are concluded, and evaluation is conducted, so any mis-
takes identified can be corrected before the final evaluation. When the decision is 
considered to have been adequately implemented, it is passed on to decision makers 
for analysis. During this phase, they might still find problems and request corrections, 
but, after the implementation has been validated, it is considered finalized (con-
cluded). With a concluded implementation, decision makers may evaluate the final 
outcome and provide information on the level of adherence between the decision and 
the implementation (according to their subjective evaluation), and leave notes, marks 
or keywords to facilitate retrieval and reuse at a later date. 
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4   System Support for Decision Implementation 

Given the defined processes, we developed a system to support decision implementa-
tion, seeking adherence to the method. The Decision Implementation Support System 
(SAID in Portuguese) instantiates the method and processes involved in implementing 
and following up decisions made. The system allows the definition of profiles and 
access rights. One of five roles can be assigned to each user:  

• System Administrator: manages the system, user accounts, and assigns access to 
system functionality. 

• Decision Leader: records the implementation plan, accompanies the plan’s imple-
mentation, and validates the implementation after its conclusion. 

• Decision Maker: can monitor the implementation, helping the Decision Leader 
locate inconsistencies or errors. 

• Implementation Leader: defines and assigns responsibilities, coordinates deploy-
ment, monitors checkpoints, and assesses the results, before the final evaluation is 
conducted by the Decision Leader. 

• Implementer: is the one who actually implements the decision, performing tasks, 
and providing information at checkpoints defined by Decision Leader. 

The main system screen shows the implementation plan. It allows the lead decision 
maker to register plans for decision implementation and follow it. Each plan may 
contain several activities, which must follow a certain order. The lead decision maker 
can also add other users to the decision maker team, who will then be able to send and 
receive communications to those involved with that plan. For each activity, progress 
indicators and checkpoints can be included, which will be informed by implementers 
during the process. An activity can only be recorded as completed if all checkpoints 
are properly completed. These indicators and checkpoints were designed to help De-
cision Makers and Implementers follow the work that’s being done and identify prob-
lems before they become too serious. 

4.1   Initial Results 

This system has been implemented to support the Coordination of the Management of 
Information Technology (CGTI in Portuguese) of the Oswaldo Cruz Foundation 
(Fiocruz), a research and development organization that promotes health and social 
development.  

SAID has only been used for a short period of time, but through preliminary inter-
views with implementers of a particular decision we have been able to get some initial 
impressions. At this point, users believe that SAID can become an important commu-
nication mechanism in the implementation process, which can already be observed in 
this initial trial period. Coordinators emphasized the importance of the tool as it leads 
to the establishment of a contract to be fulfilled by implementers, and implementers 
highlighted the importance of setting clear goals to be achieved, including progress 
indicators, as their experience showed that decision makers, in general, were not clear 
as to what was expected from them.  
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System trials will continue, and more formal evaluations have been started. Al-
ready more than 30 decisions regarding Fiocruz IT have been made and need to be 
implemented, in the year 2010. We expect to gather a vast amount of data from this 
usage, which will lead to further improvement in the model and in the system. 

5   Discussion 

In this paper, we presented a model for decision implementation and a system to sup-
port it. Implementation failure is a frequent and costly problem in organizations and 
more should be done to address it. The system is under testing and experimentation by 
decision and implementation teams at Fiocruz. 

In designing and detailing the process, we observed that there was a relation be-
tween it and the 3C model. To further analyze the method, we detailed each step and 
correlated it to the collaboration, coordination and cooperation. This analysis indi-
cates that the implementation process involves firstly, coordination between parts, 
communication between individuals and, to a much smaller degree, cooperation 
(working together) among them. 

Our initial analyses show that implementation is related mainly to communication 
and coordination. Cooperation is needed during the implementation phase, when two or 
more participants must work closely on interrelated tasks, and on the coordination, 
again when more than one person must work together to coordinate tasks. The analysis 
also shows that communication is most important for coordination of the efforts (to 
understand what others are doing and arrange their joint work), for monitoring (through 
backchannels, indicators and checkpoints, lead implementers keep track of what is go-
ing on) and for assessment of the completed implementation (when implementers com-
municate what is done and decision makers discuss it.) It also figures prominently in the 
beginning, when the implementation starts (and initial descriptions and information on 
what and how should be implemented have to be communicated to the team.) It is im-
portant to note that communication may be undertaken in many ways, whether through 
direct face to face interaction, chat, email or by leaving annotations on artifacts. We did 
not distinguish these, but this would be an interesting study. 

Coordination figures, not surprisingly, in the implementation coordination step, but 
also in the assessment and validation steps. This happens because during assessment, 
corrections and alterations may become necessary, demanding both communication 
and coordination from the parts to make them happen. Monitoring does not so much 
demand coordination, but rather alter coordination schemes. Through monitoring, 
necessary adjustments are perceived and changes in the working processes, roles and 
tasks are identified and made.  

This initial analysis has already raised some interesting points, which lead us to 
further analysis of the process, both on a theoretical and practical level. When are 
different types of communication appropriate and what types of coordination happen 
(simple monitoring versus alterations to the structures) are some of the questions that 
could be addressed through further study, shedding more light on the implementation 
problem. We believe this is an important tissue, which we have just begun to address. 
We will continue to explore and refine our processes and techniques to further our 
understanding of the problem and possible solutions. 
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Abstract. In this paper, we propose a generic framework to generate
context-aware recommendations for both single users as well as groups.
We present the the concept of context views and a corresponding architec-
ture implementing the framework as well as exemplary recommendation
workflows for group recommendations.

Keywords: Context, Recommender Systems, Adaptation.

1 Introduction

Recommender Systems [3,9] are a well-established means for improving the user-
experience in e-commerce, collaborative environments, or e-learning. Although
existing approaches are quite successful, we see potential for improvement espe-
cially regarding two aspects:

1. Most recommender systems aim at single users, not groups.
2. Recommenders usually don’t take the particular usage context into account.

We think that the usage context contains valuable information to improve rec-
ommendation quality, because recommendations, especially those for groups,
highly depend on the current context (for instance the social or historic con-
text as well as time or location). As a solution, we propose a generic framework
for generating recommendations for both single users and groups with respect
to the context at hand, where context can be virtually anything from external
circumstances (time, place, etc.) to information derived from system interaction
(browsing history, downloads, etc.).

Jameson and others [7,8] distinguish between four sub-tasks for group rec-
ommendations: (a) Acquisition of preferences, (b) Recommendation Generation,
(c) Presentation and (d) Achieving a consensus. Although (c) and (d) may be
important for many systems, we focus on group preference acquisition and rec-
ommendation generation (and combine this with context-awareness).

2 Context Views

A truly adaptive system should consider both the users’ current state and context
information to select the most important entities and concepts with regard to the

G. Kolfschoten, T. Herrmann, and S. Lukosch (Eds.): CRIWG 2010, LNCS 6257, pp. 121–128, 2010.
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Fig. 1. A client triggers a context view on the state and queries the resulting vir-
tual state. The contextualization process transforms the elements of the state. In this
contextualization process, C is not important (and thus removed), whereas a virtual
connection between B and D is generated (dashed) as a contextualization result. Virtual
new entities could be added as well (although this is not the case here).

current situation. Context views apply contextualization operations to a state
resulting in a virtual state representing a certain view on the state. The name
context view refers to the view concept in database theory, where a sequence of
operations leads to a virtual table that can thereupon be queried as if it were a
regular one (Figure 1). Each view shifts the focus to other information from the
state model thus enabling different forms of adaptation.

Context, in our understanding, can be virtually anything from external cir-
cumstances (location, weather, etc.) to internal resources (click-stream, state of
the application, etc.). This rather broad understanding of context goes along
with the often cited context-definition by Dey & Abowd [2]. Applying the view
concept to context-adaptivity, we define a context view as a sequence of contex-
tualizing operations leading to a virtual state. Contextualizing operation can be
any means that are able to analyze initial states (with respect to the context),
draw conclusions and create virtual states thereupon. In the context of a certain
project, a company’s chat application could perform operations like this:

(1) Identify all users working on the same project & attending the same chat.

(2) Mark past chat protocols of sessions, in which at least 2 users working

on that particular project participated.

This example highlights the project context, but any other aspect like the
current location could be used as well. The contextualization does not affect the
original state at all. Technically, the contextualization process is spawned with
a copy of the original state. From a more abstract point of view this means, that
only events change the current state. Reasoning, on the other hand, leads to a
cognitive model reflecting reality but does not change it per se.

A more detailed conceptual explanation of context views including an intro-
duction of the underlying conceptual framework for context-adaptive applica-
tions has been published by the authors in an earlier publication [4].

3 Architecture

In this section, we present the architecture of a Java-based client-server archi-
tecture called Hybreed Context Views1, implementing the context view concept.
1 See http://www.hybreed.orgformore(especiallytechnical)information

http://www.hybreed.org for more (especially technical) information
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Fig. 2. Overview of the client-server architecture. The access type depends on, whether
the server is embedded in an application or deployed on a remote destination.

The core of Hybreed Context Views, the so-called contextualization server, makes
use of standardized web-service protocols (SOAP/WSDL) and serves the follow-
ing purposes (see Figure 2 for an illustration):

– Managing the distinct user states.
– Aggregation of the user states to a global state.
– Applying context views to a state, either user or global, to obtain a virtual

state. Each context view contains a workflow of contextualizing operations.
– Handle state queries. Clients can query a user global state, or (in most cases)

trigger the creation of a virtual state to be queried.

A state is updated each time the client registers an event with the server. Such
an event may be that the user’s location has changed, or that he has clicked
on a certain item. Moreover, a client can query a virtual state, which is created
on-demand and is identified by the name of a context view. Finally, a client may
ask for a virtual global state, which is a contextualized view on the global state of
all active users; i. e. this virtual global state is generated by executing a workflow
on the combined state of all users. By storing the states of all users on a central
server, it is possible to make statements about a group of users and the group’s
context as a whole, especially in a collaborative scenario. Furthermore, since
the actual contextualization process takes place server-side, the whole applica-
tion logic is also placed there, leading to thin client implementations. In fact,
the client in our implementation is basically limited to a thin wrapper around
a SOAP-based communication protocol, i. e. a web service proxy without any
functionality of its own. This makes it possible to benefit from sophisticated
contextualization techniques even when performance considerations play a big
role, for instance in a mobile environment on a smart phone. In the following
sections the main functionalities of the contextualization server are illustrated
in more detail.

State Management

One of the main purposes of the Hybreed Context Views framework is the man-
agement of states and virtual states of individual users and the entire group of
active users. Whenever a client notices a change in the user’s current state, it
informs the server that the respective state needs to be updated (Figure 3).
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Fig. 3. In case of a client-side state update, the server updates the state model

Depending on the configuration, the event update may trigger follow-up ac-
tions on the server like inference operations or subsequent sensing activities.2 In
this way, the server always maintains a model of the current state, which in our
implementation is stored as an RDF/OWL model using the Jena Framework3.
Such an event-update message looks like this (simplified):

<sensor-id>AppSensor</sensor-id>
<statement>
<subject>UserX</subject>
<predicate>starts</predicate>
<object>ChatApp</object>
</statement>

In order to retrieve and deduce statements about a group in its entirety, we
introduce a so-called global state, which combines the states of all users into one
that contains the sum of all this information, for instance by merging the sets
of RDF statements of all active users. This is done each time the global state
is requested and at least one of the user-specific states has changed; otherwise,
we can fall back to a previously created and cached global state4. Another im-
portant consideration besides the performance aspect is, of course, multi-user
synchronization; since multiple users can and will be active in the system at
the same time and each one might want to access that global state while the
other one is possibly just causing a change in it by updating his own state, it is
imperative to synchronize the accesses in order to maintain thread safety. In our
implementation, this is achieved by multiple locking mechanisms based upon the
multiple readers / one writer approach.

Simple State Queries and Context-Aware Queries

Clients can now query their state to ask for non-contextualized information
from the state layer (Figure 4). Following the database metaphor, this is like
executing a query on a raw, materialized table within a database. In our case,
all query strings must follow the SPARQL query format and can be SELECT,
ASK, DESCRIBE or CONSTRUCT queries5. By querying the state, clients
2 Example: Imagine, a system senses a user’s current location by resolving his/her

IP address to geographical coordinates. If a user now sends the event that the IP
address has changed, the server should refresh the location as well.

3 http://jena.sourceforge.net
4 Preference aggregation by averaging single ratings is out of the scope of this paper.
5 http://www.w3.org/TR/rdf-sparql-query

http://jena.sourceforge.net
http://www.w3.org/TR/rdf-sparql-query
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Fig. 4. A simple request

can not only request the information that they have previously supplied to the
system. Instead, they can also query for information that was automatically
inferred by the internal sensing engine (cf. “Components” section below), like a
geographic location that was deduced from the IP address supplied by the client
by contacting an appropriate external web service.

In context-adaptive scenarios, we can additionally provide the name of a con-
text view as a request parameter in order to obtain a virtual state. This concept
works for single users’ states as well as for global ones.

Context View

Client App Server

WS Request
(SPARQL-Query + CV ID)

State Model
Query

Query
Solution

WS Response
(Query Solution)

Virtual 
State

Apply Context-
ualization

Fig. 5. Context-aware requests add a reference to a Context View (CV ID). The server
then applies the appropriate Context View and queries the resulting virtual state.

Components

In figure 6, we see the main components of Hybreed Context Views. The Con-
textBroker and StateManager classes are the core of the system and are respon-
sible for processing the users’ requests as well as managing the states of the
individual users. Since the framework can also be integrated into an existing
Java application without necessarily exposing a web service endpoint, such an
application can directly communicate with the central ContextBroker instance.

When an event is registered with the ContextBroker and is subsequently sent
to the StateManager component, it passes the event to an implementation of the
SensingEngine interface that is provided by the application. In essence, a sensing
engine processes events, optionally inferences new information from these events
and stores this information in the current user’s state, which, in our case, is
represented by a RDF model. As soon as the client intends to query a specific
virtual state, the ViewEngine that is injected into the StateManager triggers
a contextualization process: This class is provided with a set of context views
by the application, each of which is identified by a unique name and links to
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Fig. 6. Class diagram: Overview of the Hybreed Context Views architecture

an implementation of the Workflow interface that describes how a state is to
be turned into a contextualized, virtual state (Exemplary workflows for context
views are described in the next section).

4 Algorithms for Group Recommendations

The contextualization algorithms are not part of the Context Views framework;
instead, a workflow interface is provided that can be implemented by any suit-
able contextualization framework (Figure 6). For demonstration purposes, we
implemented a Hybreed RecFlows6 library containing different recommendation
algorithms ranging from item-based and user-based collaborative filtering, sim-
ple top-n or rule-based algorithms to different spreading activation techniques.
Each algorithm is implemented in several variations and can be used in conjunc-
tion with a Context Views contextualization server. We now describe some of
the algorithms in detail.

Rule-based. The example in Section 2 used a simple rule-based approach to
highlight the most relevant elements. Personalization by means of fixed rules
often is a good trade-off between administration and implementation effort on
the one hand and good results on the other.

Spreading Activation. Spreading Activation was introduced in the 1970s [1] and
has successfully been used in several research areas in computer science, most
notably in information retrieval or e-commerce [6]. The basic concept behind
Spreading Activation is that all relevant information is mapped on a graph as
nodes with certain “activation levels”. Relations between two concepts are rep-
resented by a link between the corresponding nodes. If for any reason one or
more nodes are activated, their activation level rises and the activation is spread
to adjacent nodes (and the ones related to them and so on). Thereby the flow
of activation is attenuated the more it strides away from the initially activated
node(s). In the end, several nodes are activated to a certain degree that are
semantically related to the elements originally selected.

This technique can directly be adapted to context views as all relevant infor-
mation already is encoded in a graph. If, for instance, user A and B attend a
chat, the nodes representing A and B could be initially activated. The activation
6 RecFlows stands for “Recommendation Workflows”.
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would now spread through the graph, increasing adjacent nodes. As a result, ex-
actly those elements that A and B have in common (for instance a project both
are working on) would receive the most activation.

Collaborative Filtering. Collaborative filtering [3] methods are supposed to be
the most widely implemented recommendation techniques. Transferred to con-
text views and collaborative work, users could be regarded as belonging to the
same group, if they have certain features in common. In this case, instead of
items in a shopping cart, recently opened documents could for instance be the
foundation to compute similarity upon, resulting in something like “users who
opened Roadmap for Project X also opened Work Packages of Project X”.

Hybrid approaches. Hybrid recommender systems can be applied as well (in fact
we did just that in a previous publication [5]). For instance could both algorithms
mentioned above be combined by first applying collaborative filtering to identify
certain elements and, in a second step, using the the results as initial nodes in a
spreading activation process for refining.

These approaches only sketch the basic ideas in order to demonstrate the
generic applicability of context views regardless of the algorithm. In reality,
things like privacy or rights management have to be considered as well, but the
principles and ideas of context views should be clear now.

5 Summary

The definition “any information that can be used to characterize the situation
of an entity [is context]” [2] leads to the implication that for instance the mem-
bership in a certain group can be regarded as context as well – which affects the
notion of context-adaptive systems in turn: Not only should context-adaptive
systems exploit external observations like time, location, etc., but also take any
other information into account “that can be used to characterize the situation”.

We introduced context views, which can be used to identify the most impor-
tant elements of a situation with regard to the particular contextual perspective.
A system can thereupon use them for adaptation purposes. In Section 3, we de-
scribed an architecture for this conceptual framework: We implemented a con-
textualization server that can make use of arbitrary personalization techniques
to generate context-aware group recommendations as a service. After that, we
explained how several well-established techniques can be used for context views,
either solely or in combination.

Context views can be used in group-based scenarios, but in fact they are meant
as a more general concept for arbitrary context-adaptive systems. However, in
this paper, we focused on the derivation of the concept and its implementation
as well as its applicability for group-based work. This paper focused on the con-
struction of shared preference models (identified as (c) according to Jameson &
Smyth [8]). Although (a) and (b) are possible with this framework and architec-
ture as well, we skipped the details for the sake of simplicity, and will publish
our experience with these approaches in a different publication.
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Abstract. Software engineering deals with the development of complex
software systems which is an inherently team-based task. Therefore, ver-
sion control support is needed to coordinate the teamwork and to manage
parallel modifications. If conflicting modifications occur, in standard ap-
proaches the developer who detected the conflict is responsible for the
conflict resolution alone and has to resolve the conflict immediately.

Especially in early project phases, when software models are typi-
cally employed for brainstorming, analysis, and design purposes, such an
approach bears the danger of losing important viewpoints of different
stakeholders and domain engineers, resulting in a lower quality of the
overall system specification. In this paper, we propose conflict-tolerant
model versioning to overcome this problem. Conflicts are marked during
the merge phase and are tolerated temporarily in order to resolve them
later in a collaborative setting. We illustrate the proposed approach for
the standardized modeling language UML and discuss how it can be
integrated in current modeling tools and version control systems.

Keywords: team-based modeling, model versioning, conflict tolerance.

1 Introduction

Models are used in nearly all engineering disciplines. Also in software devel-
opment, model-driven engineering (MDE) recently gained high momentum. In
MDE, the powerful abstraction mechanisms of models are not only used for
documentation purposes, but also for compiling executable code directly out of
models [1]. Like any other software artifacts, models are developed in teams
and evolve over time, consequently they also have to be put under version con-
trol. Following a pessimistic approach, version control systems (VCS) lock arti-
facts for exclusive modification whereas in optimistic approaches, VCS support
� This work has been partly funded by the Austrian Federal Ministry of Transport,

Innovation and Technology (BMVIT) and FFG under grant FIT-IT-819584 and
the fFORTE WIT - Women in Technology Program of the Vienna University of
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Fig. 1. Optimistic Versioning Process

distributed, parallel team-work. This comes along with the price of merging
conflicting changes. Fig. 1 shows a typical versioning scenario with conflicting
modifications. The modeler Alice creates a new version of a model (V1) and
commits this model to the central model repository. The modelers Harry and
Sally check out the current version and perform their changes in parallel. Harry
deletes an element which is extended by Sally at the same time. Assume that
Harry is the first who finishes his work and he is also the first who checks in his
version into the repository. Afterwards, Sally tries the same, but the VCS rejects
her version V1b, because her changes are conflicting with Harry’s changes. In
standard VCS, Sally is responsable for resolving the conflict immediately. Finally
one conflict-free version is checked in with the consequence that some modifica-
tions may be inevitably lost as they are removed in an undocumented manner.
Such an approach is adequate for code when the specification of the system is
already established and the code has to be executable at any point in time. In
contrast to code, models are often used in an informal manner for collecting
ideas and discussing design alternatives in brainstorming periods. Models may
serve as sketch in early project phases [2]. Models are then used to manage and
improve communication among the team members by establishing common do-
main knowledge. In this context, it is desirable to keep all (or at least many) of
the modifications, even if they are conflicting. The conflicts may help to develop
a common understanding of the requirements on the new system. To support
versioning in early project phases, we propose a versioning system which tem-
porarily tolerates conflicts enabling a creative design process without destroying
the model’s structure to use common modeling tools for editing.

This paper is structured as follows. In the next section, we discuss a repre-
sentative scenario why a collaborative approach to model versioning is needed.
In Section 3 we present which kinds of conflicts may occur in model versioning
and elaborate on how they are handled in state-of-the-art VCS. In Section 4 our
approach of tolerating conflicts when merging different versions of a model is
presented. The necessary consolidation phase is discussed in Section 5. Before
we conclude with a critical discussion and future work in Section 7, we survey
related work in Section 6.
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2 Motivating Example

The example depicted in Fig. 2 describes a merge scenario which demonstrates
typical problems when developing models in a distributed team following the
standard versioning process.

V1. Alice creates a new model in terms of a UML Class Diagram [3] containing
the two classes Person and Passport. She adds the attributes name and bday—
representing the birthday of a person—to the class Person and passNo to the
class Passport. Finally, she defines an association between these two classes.
After she has finished, she checks in the new model (called V1) into the central
repository of the VCS. Now, the modelers Harry, Sally, and Joe want to continue
working on this model and therefore, they check out the current version V1 of
the model from the central repository to perform their changes.

V1a. In Harry’s opinion, a passport is always owned by exactly one person.
Therefore, he modifies the association to express a containment relationship
(noted by the black diamond). In addition, he changes the attribute bday of
the class Person to birthday and adds two new attributes, namely hash—a
checksum for validating the passport—and citizen to the class Passport.

Resolution. Because Harry is the first to check in, he has no conflicts to resolve.
His version is the new version within the repository.

V1b. In parallel, Sally also understands a passport as a part of a person.
Hence, she inlines the attribute passNo in the class Person and deletes the
class Passport. Sally commits her changes. The VCS rejects her modification,
because they are conflicting with the already performed changes of Harry. A
so called “Delete/Update conflict” occurs: the deleted class Passport has been
changed by another modeler (namely, Harry). Consequently, Sally is responsible
to resolve this conflict.

Standard Merge Scenario in VCSs

PassportPerson
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bday
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PassportPerson

passNo
hash
citizen

name
birthday
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Fig. 2. Motivating Example: Merging in Current VCSs
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Resolution. In Sally’s opinion, the class Passport is still unnecessary in the
model, although Harry has updated this class by adding new attributes. There-
fore, she decides to inline the added attributes of Harry, namely hash and
citizen, in the class Person and to still abandon the class Passport. Version
V2 now consists of the class Person including all attributes added or updated
by Alice, Harry, and Sally.

V1c. Joe has also checked out the initial version of Alice (V1) and performs his
changes in parallel to Harry and Sally. He renames the attribute bday to doB in
the class Person and adds to the class Passport a new attribute called expiry.
Furthermore, Joe is of the opinion that one passport may belong to several
persons (i.e., a parent and its children) and therefore, he sets the multiplicity of
the association to unbound indicated by the asterisk in the model.

Resolution. Now, Joe tries to check in his version V1c into the central reposi-
tory. Different conflicts are reported by the VCS, because Joe’s version is now
conflicting with the current version V2 in the repository. Recall that V2 is the
version of the model covering Harry’s and Sally’s modifications consolidated by
Sally. Now an “Update/Update conflict” is reported because both, Harry and
Joe, have updated the attribute bday in different ways. Joe decides to take his
version namely doB. He also decides not to delete the class Passport as afore
propagated by Sally.

The new version V3 of the model is put into the repository after Joe has
resolved the conflicts. Although version V3 is a valid model, it contains several
flaws resulting from the conflict resolutions. The final version of the example
model does not reflect all intentions of the participating modelers, because there
is only one single modeler responsible for the merge of two versions. For this
modeler it is difficult to follow the motivation behind the changes of the others,
especially, if more than two modelers perform their changes in parallel.

The version V3 of the example described above does not cover the idea of
Harry to consider a passport as integral part of one person expressed by an
aggregation. In V3 the attributes hash and citizen have become part of the
wrong class, because over the evolution of the model the information that these
attributes are referring to the passport get lost.

Note that the shown scenario is only exemplarily and that other merge se-
quences are possible. In the example, we assume that the modeler who is respon-
sible for the conflict resolution, does her/his best. Currently, only limited tool
support is available for such tasks. Usually only one modeler is responsible for
the conflict resolution during the merge and it is very likely that this modeler has
not the same information as the other modelers which have checked in parallel
versions. Consequently, information is lost during conflict resolution.

3 Conflicts in Model Versioning

As we have seen in the previous section, when merging differently evolved ver-
sions of one model, various kinds of conflicts might occur [4]. These kinds of
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Fig. 3. Example Conflicts: (a) Syntactic Conflict, (b) Semantic Conflict

conflicts are shortly discussed in the following subsection. Furthermore, we elab-
orate on how state-of-the-art model versioning approaches are handling conflicts.

3.1 Kinds of Conflicts

Overlapping changes like Update/Update or Delete/Update conflicts occur due
to concurrent changes on one model element. Such kinds of conflicts are easy
to detect. In the motivating example (cf. Fig. 2) two Delete/Update conflicts
occur, because Sally deletes the class Passport which is modified by Harry and
Joe. The example also contains several Update/Update conflicts caused by the
parallel modifications of one element, like of the attribute bday in the class
Person.

Syntactic conflicts in a model may be regarded as violation of its metamodel,
i.e., the specification of the modeling language. Fig. 3(a) shows an example where
the modifications of two modelers lead to a so called “inheritance cycle” which
violates the metamodel constraint forbidding such cycles.

Semantic conflicts occur if the meaning of the merged model is incorrect. Since
the semantics and the correct interpretation of a model is difficult to express in
a formal way, the detection of such problems is challenging and usually requires
human assistance although domain knowledge as encoded in upper ontologies
might be supportive. Fig. 3(b) shows a Class Diagram containing the class Bird
which has two subclasses Dove and Sea Gull. Both classes provide the method
fly(). Then one modeler performs a refactoring and shifts the method fly()
into the class Bird. At the same time, another modeler introduces a novel class
Penguin which is also of type Bird. When standard merging the modifications
of both modelers, we have probably a undesired situation at hand, because a
penguin, which is able to fly, contradicts reality.
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3.2 State-of-the-Art of Model Versioning

In order to deal with conflicts, according to [5,6], three different approaches are
possible. First, techniques could be established to avoid conflicts completely.
This is accomplished by either versioning in a pessimistic manner, i.e., if an arti-
fact is modified, it is locked for all other modelers. Modeling could also be done
synchronously, i.e., two modelers are notified immediately, if they are working on
the same artifact. Conflict avoidance poses several restrictions on the way how
people may work and introduce new complexity in management. This approach
does not come along with our goal to develop a model versioning system.

The second approach is to resolve conflicts immediately to keep only consis-
tent versions of a model in the repository. Those modelers who are not involved
in the conflicting scenario should never notice that conflicts have occurred. In
traditional VCS the modeler who is checking in later, bears the full responsibility
to resolve the conflicts. This resolution step may be supported with the help of
specific rules or policies [7]. Problems have been discussed in the example shown
in the previous section.

The third approach is to tolerate conflicts. Temporary inconsistencies are ac-
cepted in the merged version of a model. The possibly destroyed model has to
be repaired by the modelers later and therefore it is taken as basis for discus-
sion leading finally to a model of potentially higher quality. Especially in early
phases of software development, such an approach is beneficial, where conflicts
could be regarded as possibility to increase the quality of a model through exten-
sive discussions. For the feasibility of this approach, adequate presentation and
visualization of the conflicts is indispensable for their resolution. In the remain-
der of this paper we elaborate on the technical realization of conflict-tolerant
versioning.

4 Conflict-Tolerant Merging of Models

The overall goal of our conflict-tolerant merge is to incorporate all changes con-
currently performed by two modelers into a new version of a model. The merge
implements our major premiss that neither model elements nor changes get lost
and that irrespectively of any occurring conflicts the merge process is never in-
terfered by forcing users to immediately resolve inconsistencies. Consequently,
model elements are never truly deleted and conflicts are annotated at the af-
fected model elements. Note that in this paper we only focus on overlapping
changes and syntactic conflicts (cf. Sec. 3).

4.1 The Merge Algorithm at a Glance

In this subsection, we present an overview on the conflict-tolerant merge algo-
rithm, which is shown in Algorithm 1. Fig. 4 depicts a UML Class Diagram in-
cluding all classes used in this algorithm. The diagram contains a class Model rep-
resenting a versioned software model. A Model contains one root ModelElement,
which again might contain several child elements. Each model element has an
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ID and knows its container model element. Model elements may be enriched
with several Annotations and can be further described by MetaInfos which
contains information about the users who recently changed the model elements,
the Changes themselves, and the base version.

The algorithm consists of two phases. In the fusion phase (cf. Algorithm 1,
line 2 to 28), the algorithm iterates over all changes, checks for conflicts, and
applies them to a new merged version irrespectively of conflicts. The algorithm
considers three kinds of atomic changes. Model elements may have been inserted,
deleted, or updated. A model element is considered as updated, if a specific feature
value, e.g., its name, or its container has been changed. According to our premiss,
we do not truly remove model elements but only mark them as deleted to retain
all model elements and all its historic feature values.

When merging atomic changes, two kinds of conflicts may occur. If a fea-
ture of a model element has been concurrently modified by both modelers, an
Update/Update conflict occurs. A Delete/Update conflict appears whenever one
modeler deletes a model element which has been updated concurrently by an-
other modeler. These conflicts do not block the fusion phase. We immediately
add an annotation to the involved model elements indicating the conflict. For
Update/Update conflicts, where feature values are changed in parallel, we set
the latest value to the element and save the other value by adding a new meta
information object to the modified model element.

In the validation phase (cf. Algorithm 1, line 29 to 35), the merged model is
validated. Validation means to reveal violations of rules and constraints defined
by the modeling language. Because values of model element features might have
been updated by multiple users, we first have to derive a view of the model for
the specific user who performs the check-in. In this view, the feature values of the
specific user are set in the model. Thus, we enable the user to actually validate
her changed model incorporating the not directly overlapping changes of other
modelers. Otherwise, violations might be indicated that are recently caused by
other modelers. Like in the fusion phase, we annotate all model elements subject
to violations in this phase. Therefore, we iterate through all revealed violations
and annotate the elements involved in the violation.
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Input: originModel, revisedModel, headModel
Output: mergedModel

// create a copy of the headModel as base for the new mergedModel
1 mergedModel = headModel.clone()

// Fusion: Merging all changes

2 changeSet = calculateChanges(originModel, revisedModel)
3 for c ∈ changeSet do

4 element = mergedModel.getElementById(c.getElement().getId())
5 if c instanceof Insert then

// containing element to which new element has been inserted

6 container = merged-
Model.getElementById(c.getElement().getContainer().getId())

7 if container.isDeleted() then

// container has been marked as deleted

// -> add DeleteUpdate annotation to container

8 container.annotate(new DeleteUpdate(c))

9 end

10 mergedModel.apply(c)

11 else if c instanceof Delete then

12 if

mergedModel.getElementById(c.getElement().getId()).isUpdated()
then

// deleted element has been updated

// -> add DeleteUpdate annotation

13 element.annotate(new DeleteUpdate(c))

14 end

15 element.markAsDeleted()
16 element.addMetaInfo(createMetaInfo(c))

17 else if c instanceof Update then

18 if element.isDeleted() then

// updated element has been marked as deleted

// -> add DeleteUpdate annotation to container

19 element.annotate(new DeleteUpdate(c))

20 end

21 feature = c.getUpdatedFeature()
22 if element.isUpdated(feature) then

23 element.annotate(new UpdateUpdate(c), feature)
24 element.addMetaInfo(createMetaInfo(c))

25 end

26 mergedModel.apply(c)

27 end

28 end

// Validation: Validate the view of User checking in revisedModel
29 mergedModel UserView = mergedModel.getUserView(revisedModel.getUser())
30 violations = validate(mergedModel UserView)
31 for violation ∈ violations do

// annotate all involved elements violating a model constraint

32 for element ∈ violation.getInvolvedElements() do

33 element.annotate(new Violation(c), violation)
34 end

35 end

Conflict-tolerant Merge
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Fig. 5. Conflict-tolerant Merging of the Motivating Example and Annotated Metadata

4.2 Merging the Motivating Example

In this subsection, the afore presented merge algorithm is applied to the moti-
vating example (cf. Fig. 2) in order to illustrate its function in more detail. In
contrast to the standard merge depicted in Fig. 2, where conflicts are resolved
immediately comparing changed models pairwise, Fig. 5 illustrates the merge
results obtained using the conflict-tolerant merge and the annotations of the
elements marked with the corresponding number.

Merging V1a with V1b into V2. As mentioned afore in Section 2, Sally
checks in after Harry has committed his changes to the common repository. His
changes comprise two inserts, namely the one of attribute hash and of attribute
citizen in class Passport, and two updates. He updated the name of attribute
bday to birthday in class Person and changed the aggregation type of the
reference connecting Person and Passport from unspecified to composition.
Consequently, the classes Passport and Person as well as the reference have to
be considered as updated when Sally performs the merge of her version V1b with
the latest version V1a of Harry.
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The input for the conflict-tolerant merge algorithm is (i) V1 as the common
base revision (originModel in Algorithm 1), (ii) Sally’s working copy V1b as
version to check in (revisedModel in Algorithm 1), and (iii) Harry’s version V1a,
which is the most recent version in the repository (headModel in Algorithm 1).

Fusion Phase. As a first step in the merge algorithm, a clone of the most re-
cent version headModel is created (line 1). This new version saved in variable
mergedModel acts as basis for incorporating all changes of Sally. Next, the algo-
rithm determines all changes performed by Sally (line 2). This is accomplished
by adopting an ID-based model comparison. All changes are saved to changeSet.
This set comprises a move of the attribute passNo, which is actually an update
of this attribute’s container, a deletion of class Passport, and a deletion of the
reference connecting Person and Passport. Subsequently, the algorithm iterates
over each change in the set. For the first change, i.e., the update of the container
relationship of passNo, the variable element takes the value of the attribute
passNo in line 4. The current change c is of type Update and the element passNo
has not been deleted or updated by Harry, so the change concerning passNo is
just applied in line 26 without annotating any conflict. However, for the next
change in changeSet, i.e., the deletion of Passport, the change c is an instance
of Delete. The element Passport has been changed in headModel by Harry.
Thus, the class Passport is annotated with a DeleteUpdate conflict in line 13
and marked as deleted in line 15. Please note that this class has not actually
being deleted. In line 16 we create and add meta information to Passport saving
informations like who has performed the deletion and which changes are con-
flicting with that deletion. Like for class Passport, the reference from Person to
Passport, which has been updated by Harry and deleted by Sally, is annotated
with a DeleteUpdate conflict in the last iteration over the change set.

Validation Phase. Since there were only these three changes performed by Sally,
the algorithm proceeds to the validation phase starting in line 29. Now, a user
specific view is derived from mergedModel for Sally. This view prioritizes her
changes over contradicting changes performed by other modelers while still in-
corporating all changes that are not overlapping with her changes. Hence, this
view contains the class Person without the class Passport because her deletion
is prioritized over the update of Harry because she checked in later. However,
the independent changes by Harry renaming the attribute bday to birthday
and moving the attribute passNo are incorporated because they are not in con-
tradiction with any change of Sally. This view is now validated in line 30 in the
algorithm. But since there are no language violations in this model view, the
algorithm terminates and the merged version in mergedModel is published into
the repository (cf. V2 in Fig. 5).

Merging V2 with V1c into V3. According to Fig. 2, Joe checks in his version
V1c, which has to be merged with the head version V2 in the repository. Hence,
the input for the merge algorithm is again (i) V1 as the common base version
(originModel in Algorithm 1), (ii) Joe’s working copy V1c as version to check
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in (revisedModel in Algorithm 1), and (iii) V2, which is the most recent version
in the repository (headModel in Algorithm 1).

Between V1 and V2, Harry and Sally performed several changes, which are
encompassed in V2. Recall that Harry updated the attribute bday as well as
the type of the reference from Person to Passport. Moreover, he added two
attributes to Passport. Sally removed the class Passport and also the reference
between Person and Passport.

Fusion Phase. When Joe checks in his version, a clone of the most recent version
V2 is created and his changes are calculated and saved in changeSet. This set
now contains three changes, namely the update of the name of the attribute
bday to doB, the update of the multiplicity of the reference from unspecified
to unbound, and the addition of the new attribute expiry in class Passport. In
the first iteration over changeSet, the variable element contains the changed
attribute bday (line 4) and c is an instance of Update. Hence, the condition in
line 17 is fulfilled. Because the element has not been deleted since their com-
mon base version V1, no conflict annotations have to be added. In line 21 the
feature currently updated by c is determined. Since Joe renamed the attribute,
feature points at the name feature of attributes. Unfortunately, the name of
this attribute has also been changed by Harry. Thus, an UpdateUpdate annota-
tion for the name feature of the element is added in line 23. Finally, the change
is applied. Please note that although the name update of the attribute is applied
to the merged version, we do not delete the attribute names “bday” and “birth-
day”. The previous values are saved in the meta information of an element by
the apply method. The second iteration concerns the update of the reference
multiplicity. Again, the block in line 17 to 27 is executed because c is an in-
stance of Update. Now the updated element, i.e., the reference, has been deleted
by Sally. Consequently, a DeleteUpdate annotation is added to the reference.
As mentioned before, Harry also updated the same reference. He updated a dif-
ferent feature than Joe did. Joe updated the multiplicity whereas Harry updated
the aggregation type. Therefore, no conflict annotations are necessary and the
update concerning the multiplicity is just applied to the new merged version. In
the final iteration, the variable c contains a change of type Insert. For inserts
the variable element is null because there is no element at this point of time in
the merged version contained by the variable mergedModel with the ID of the
added element. Hence, the container of the added element is fetched in line 6 to
check for concurrent deletion. Please note that the container must be available
in the model saved in variable mergedVersion because the comparison will only
report an insert for the added element at the highest position in the containment
tree and no more inserts for its implicitly added children. In this case, the con-
tainer is the class Passport, which has been deleted by Sally. Consequently, a
DeleteUpdate conflict is annotated in line 8 and the insert is applied in line 10.

Validation Phase. After all changes have been handled, we may move on to the
validation phase. Like before, a user specific view is derived from the model saved
in mergedModel. This view corresponds to the model V3 depicted in Fig. 5.
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Fig. 6. Screenshot

When this model is validated, a language violation is reported. References of
type composition may not have an unbound multiplicity (notated as *). Conse-
quently, each element involved in this violation is marked. In our example, only
the reference is involved and annotated.

5 Consolidation

After all developers have finished to contribute changes to the repository, the
all-encompassing head revision in the repository might contain several conflicts
and inconsistencies. At a certain point in time during the software develop-
ment project, a consolidated model version which reflects a unified view on the
modeled domain has to be found by all participants. The consolidation phase
is supported by an adequate visualization of all conflicts in the unconsolidated
model. This view serves as a basis to discuss existing issues and different points
of view. Fig. 6 depicts a screenshot of the user interface for consideration, which
shows all necessary components to resolve the conflicts. On the left side a chat
window is provided for discussing the problems to solve. At the bottom left,
the conflict list is presented. Each conflict may be selected in order to directly
navigate to the involved model elements. Different icons for each type of conflict
are used in the conflict report as well as in the model to provide an overview of
occurred conflicts. The model itself is displayed and may be edited in the model
editor situated in the middle of the window.

By clicking on one of the afore mentioned icons or by selecting a model element
in conflict, the metadata describing the conflicting situation is shown in the
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property view at the bottom of the window. The metadata created during the
conflict-tolerant merge (cf. Section 4) contains information on involved users
and model elements of a specific conflict as well as the respective revisions the
conflict has been introduced.

Coming back to our running example, Harry, Sally, Joe, and Alice collabo-
rate to resolve all existing conflicts. Supported by the conflict report and the
metadata, they find a consolidated version which is depicted in Fig. 7.

Delete/Update: Class Passport, Reference Person to Passport. First of all, they
have to decide whether the class Passport is needed. Sally did not know that in
special cases a person might own several passports of different countries. Since
such a situation may only be modeled reasonably with an own class Passport,
they decide to keep this class. Consequently, they also decide to retain the ref-
erence from class Person to Passport.

Update/Update: Attribute passNo. Now, it is evident how to resolve the Up-
date/Update conflict concerning the container of the attribute passNo. They
agree to keep passNo in class Passport.

Violation: Reference cardinality. Harry and Joe are responsible for resolving the
metamodel violation, because Harry has introduced the compositional relation-
ship and Joe has set the multiplicity to “unbound”. They discuss whether more
than one person might be registered in one single passport or if the existence of
a passport inherently depends on the existence of the associated person. Finally,
they agree to keep the composition without the unbound multiplicity.

Update/Update: Attribute bday. Harry and Joe have concurrently renamed the
attribute bday, which has been introduced by Alice. Both agree, that bday and
doB may lead to misunderstandings and, therefore, decide to use birthday.

After Harry, Sally, Joe, and Alice have

PassportPerson

passNo
expiry
hash
citizen

name
birthday

V4

Fig. 7. Consolidated Version

finished the resolution of all conflicts, they
all accept the final and consolidated ver-
sion of the model, which is then saved in
the repository as new version V4.

The presented example illustrates that
it is highly beneficial to conjointly discuss
each conflict because there are different
ways to resolve them due to the different
viewpoints of the involved modelers. Con-
flict resolution is an error-prone task when only one modeler has the full respon-
sibility to resolve conflicts. Our presented approach counteracts this problem.
We retain all information necessary to make reasonable resolution decisions is
kept and collaboration and discussion is fostered. The resulting final version (cf.
Fig. 7) reflects all intentions much better than this could have been achieved by
one modeler on her own. In summary, such a consolidation leads to a unification
of the different viewpoints and finally to a model of higher quality accepted by
all team members.
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6 Related Work

With respect to our approach of tolerating conflicts between different model
versions, we basically distinguish two areas of related work. First, dedicated
systems for versioning software artifacts, and second, approaches dealing with
tolerating inconsistencies in software engineering are discussed in the following.

Versioning Systems. In the last decades a lot of research approaches in the
domain of software versioning have been published which are profoundly outlined
in [8] and [6]. Most of them mainly focus on versioning of source code as they deal
with software artifacts in a textual manner. Still, dedicated approaches aiming at
the versioning of software models exist. For example, Odyssey-VCS [9] supports
the versioning of UML models. EMF Compare [10] is an Eclipse plug-in which
is able to match, to compare, and to merge models conforming to the Eclipse
Modeling Framework (EMF). CoObRA [11] is integrated in the Fujaba tool suite
and logs the changes performed on an artifact. The modifications performed by
the modeler who did the later commit are replayed on the updated version of
the repository. Conflicts occur if an operation may not be applied due to a
violated precondition. Unicase [12] is an Eclipse-based CASE-tool comprising a
repository for versioning models. The provided three-way merge technique makes
use of editing operations similar to CoObRA.

Although all mentioned versioning systems explicitly support models and dif-
ferent conflict detection mechanisms, they are not aiming at tolerating conflicts.
Instead, the conflicts have to be resolved at check-in time by one modeler, only,
as it is known from code versioning systems regardless of the development phase.

Tolerating Inconsistencies in Software Engineering. During the late 80ies to the
late 90ies, several works have been published which aim at managing inconsis-
tencies (conflicts may be seen as a certain kind of inconsistencies) in the software
engineering process. One of the most interesting communalities of these works
is that the authors considered inconsistencies not only as negative result of col-
laborative development, but rather see them as necessary means for identifying
aspects of systems which need further analysis or which need to reflect different
viewpoints of different stakeholders [13]. Originally, the need for inconsistency-
aware software engineering emerged in the field of programming languages, espe-
cially when very large systems are developed by a team. Schwanke and Kaiser [14]
have been one of the first who proposed to live with inconsistencies by using a
specially adapted programming environment for identifying, tracking, and toler-
ating consistencies to a certain extent. A similar idea was followed by Balzer [15]
for tolerating inconsistencies by relaxing consistency constraints. Instead of forc-
ing the developer to resolve the inconsistencies immediately as they appear, he
proposed to annotate them with so called pollution markers. Those markers
comprise also meta information for the resolution such as who is likely capable
to resolve the inconsistency and for marking code segments which are influ-
enced by the detected inconsistencies. Furthermore, Finkelstein et al. [16] pre-
sented the ViewPoints framework for multi-perspective development allowing
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inconsistencies between different perspectives and their management by employ-
ing a logic-based approach which allows powerful reasoning even in cases where
inconsistencies occur [17].

The presented approach of this paper is in line with the mentioned approaches
for tolerating inconsistencies in software engineering. In particular, we also aim
at detecting, marking, and managing inconsistencies. Concerning the marking
of conflicts, we also have a kind of pollution markers as introduced by Balzer,
however, we are strongly focusing on the parallel development of models, thus we
have additional conflicts such as update/update or delete/update. Furthermore,
we are not only marking, but we have also to merge a tailored version, in which
it is possible to mark the conflicts and inconsistencies. Our goal to support this
approach without adapting the implementation of the modeling environment and
versioning system. This is mainly supported by the powerful dynamic extension
mechanism of UML by using a dedicated conflict profile.

7 Critical Discussion and Future Work

In this paper, we proposed a novel paradigm for optimistic model versioning.
Instead of forcing the modelers to resolve merge conflicts immediately, our sys-
tem supports deferring the resolution decision until a consolidated decision of
the involved parties has been elaborated. This approach is based on the assump-
tion that conflicts are not considered as negative results of collaboration, but
as chance for indicating improvements. Only by learning that different views
exist, all intentions and requirements are covered in the system under devel-
opment. This is of particular importance in early phases of the software life
cycle when a general agreement has not been established yet. In order to set up
a common understanding, i.e., for the specification of requirements, graphical
modeling languages like UML are the tool of choice. Models provide a powerful
mean to sketch and collect first ideas during brainstorming and design phases.
At this time, design flaws are cheap to correct, which might be in later phases
not the case anymore.

Due to their graphical representation and inherent extension mechanisms,
models may be easily extended with annotations indicating conflicting modifica-
tions. These conflicts should be discussed later on within the team and resolved
in a consolidation phase when a common agreement has been established. This
approach demands a novel kind of thinking from the modelers. They must be
able to work with temporarily incorrect models containing different viewpoints.
In order to avoid distraction by the simultaneously included variants of one
model, the user interface design is of particular importance, especially if the
models grow big and include many conflicting modifications. Therefore, filters
are indispensable to focus on the important aspects and to hide irrelevant details.
Furthermore, strategies and tool support are necessary to guide the consolidation
process, e.g., by a dedicated conflict browser.

We are currently enhancing our proof-of-concept implementation to perform
extensive case studies—first with students of our model engineering course
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(about 150 students) and later in cooperation with our industrial project
partner—in order to evaluate the effectiveness of our approach. By this we hope
to gain further insights on how people collaborate in early phases of the software
development life cycle and how they are handling conflicts in a collaborative
setting.
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Abstract. Within a workshop, tools and methods have been employed to support 
process modeling together with creative ideation for identifying the relevant ele-
ments of the process. The process-design workshop was part of a project which 
aims at implementing new ways of data input and transfer for the coordination of 
services for elderly people. We have chosen tools and methods which seemed to 
be appropriate to support an efficient process design which integrates creativity 
and the differing perspectives of the participating stakeholders. This workshop led 
to a case study which revealed strengths and weaknesses of our approach and 
helped us to identify further recommendations and requirements for the integra-
tion of collaborative modeling and creativity support. 
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Interactive Large Screen. 

1   Introduction 

The modeling of processes, such as business processes or workflows, in the context of 
software engineering is a complex task. Especially if the task allocation between several 
roles is represented within these models as well as the usage of technical resources, a 
huge number of elements and several model parts have to be integrated into a larger 
framework. We have collected experience with several cases where such kinds of com-
plex models have been developed (Herrmann, 2009 [9]). Because of the complexity of 
the process models it is reasonable to draft them collaboratively by involving various 
stakeholders which serve as domain experts. Collaborative modeling (Renger et al., 
2008 [13]), also called group model building (Rouwette et al., 2000 [14]) has been 
widely discussed in the literature. Renger et al. [13] provide a framework to analyze 
collaborative modeling. With respect to this framework and our experience, the collabo-
ration can be described by referring to the following dimensions / aspects: 

• Number of modelers / stakeholders who work together to achieve a first draft, to 
improve it, to finish the layout, to help with the quality improvement, etc. 

• The cooperation between modelers and domain experts, facilitators etc. (for a more 
detailed differentiation of roles see Renger et al. [13]). 

• Sequenced modeling vs. modeling in parallel. 
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• Delegation of modeling to modeling experts (who contribute as chauffeurs) vs. 
modeling contributions by everybody. 

• Modeling of existing processes vs. modeling of new processes which usually don’t 
have a pendant in reality. 

Within the range of these possibilities we focus on a specific constellation which is 
determined by the goals of a project which pursues the development of services. 
These services aim at supporting elderly people to manage an autonomous life at their 
own home for as long as possible. The services have to be newly designed since it is 
intended to employ a new technology for submitting the data which is needed to order 
these services and to coordinate them efficiently. Developing the socio-technical 
processes is the background of a case study which is described in section 2. Drafting 
new processes has to employ the creativity of several stakeholders and experts.  

With respect to the support of creativity we expect the numbers of creative ideas to 
probably increase if they are developed by a group of different stakeholders who have 
differing backgrounds and expertise. This complies with Csikszentmihalyi’s [4] ob-
servation that “an idea or product that deserves the label ‘creative’ arises from the 
synergy of many sources and not only from the mind of a single person”. We call this 
phenomenon “collaborative creativity” (Mamykina et al., 2002 [10]). Collaboration 
can be considered as a process where people work together and usually know each 
other, and at least have opportunities to give feedback to each other’s ideas and work. 
Fischer et al. outline that collaborative creativity (in their words “social creativity”) 
draws advantage from including different people with different backgrounds (spatial, 
temporal, cultural etc.) and that conceptual collision can enrich the collaboration 
(Fischer et al., 2004 [7]). 

Within a group of different people who don’t know each other very well, a number 
of creativity barriers have to be taken into account which are described in the ideation 
literature and which also apply to our setting. Working in groups may prove less ef-
fective for various reasons (Diehl and Stroebe, 1987 [6]; Santanen, 2005 [16]): Pro-
duction blocking may occur because people wait for a turn to speak, especially if a 
process is linearly drafted. While waiting they may forget some ideas before they can 
report them; they may not generate new ideas while listening to others, or while trying 
not to forget their own thoughts. Free-riding occurs when people stop generating own 
ideas, but rely on others who make contributions. A further problem is the fear of 
being evaluated by others (evaluation apprehension). A general obstacle is that people 
stay within the boundaries of a certain kind of ideas which was voiced at the begin-
ning of a brainstorming session (cognitive inertia, cf. Briggs and Reinig, 2007 [2]). 
This problem of cognitive inertia can be reduced by strategies of varying promptings 
(Santanen et al., 2004 [15]). In the case of the combination of process modeling with 
creative ideation, it is a special requirement that interventions with varying prompts 
can be easily employed. Therefore various ThinkLets, as described by Briggs and de 
Vreede [3] should be flexibly employable. 

Within our case study we have organized a workshop where several stakeholders 
participated in drafting a new process model. We have used a special facilitation col-
laboratory (ModLab) where laptops and a large interactive screen can be coupled. 
Based on preceding experiences with other workshops we found that we had to em-
ploy methods and tools which help to meet the following challenges: 
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• Sequenced process modeling and brainstorming had to be combined.  
• People cannot have the complete process in mind but need to jump between differ-

ent areas or phases of the process when they firstly start to draft it. 
• Manifold options for collaboration are reasonable such as: people think in solitude 

about their possible contributions to the teamwork; take inspirations into account 
by observing what others are contributing; they vary the intensity of their commu-
nication; parallel drafting of process parts alternates with phases of deliberately 
drafting a process step-by-step.  

• The stakeholders should have the possibility either to directly contribute parts of 
the process diagram or to delegate this task to an expert modeler. 

When we tried to choose appropriate tools and methods we became aware of the fol-
lowing limitations: 

• Brainstorming tools and process modeling tools are mostly separated. 
• Most electronic brainstorming systems (EBS, cf. Nunamaker et al., 1991 [12]) are 

text based – while process modeling is focused on the collection of graphical ele-
ments of different types. 

• Linear walkthroughs, which are often recommended, (cf. Yourdon, 1979 [18]) are 
an appropriate means for careful inspection but are suboptimal for creative proc-
esses since they urge people to be passive and to wait for longer time periods and 
therefore lead to production blocking. 

In the following section we describe our case study and the selected tools and meth-
ods. Section 3 outlines the strength and weaknesses of our approach. This serves as a 
basis to derive recommendations and requirements of how tools and methods have to 
be refined (section 4). 

2   Case Study – A Workshop for Creative Process Design 

Our case study focuses on the first in a series of workshops which was planned to 
develop a process for a newly-created service that offers accompaniment for elderly 
people during their weekly shopping. This service is one among several others that 
will support elderly people to manage an autonomous life at their own home for as 
long as possible. The workshop is related to the overall goal of a three year long in-
terdisciplinary research project that aims to establish a service agency and it’s  
IT-infrastructure. The service agency will coordinate the interplay between several 
service providers and elderly people (customers). Furthermore it manages the com-
munication between the various stakeholders. Together with the coordination process 
a specific type of micro systems-technology – a digital pen – will be introduced to 
order the service. It looks and feels similar to a normal pen but it has an integrated 
camera, an advanced image microprocessor and a GSM-module for mobile communi-
cation. The camera tracks the customer’s writings on a special paper when he or she 
fills in an order form. After ticking a special “send” box on this form, the data will be 
directly sent via a mobile phone net to the service agency. 

This technology is used as a simple solution for elderly people to transfer data elec-
tronically in their everyday life instead of using a personal computer. However to 
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make this technology acceptable, the order form must not be very complex and the 
achieved benefit has to become directly apparent to the users. 

Therefore, the goal of the workshops was not only to develop a process for the co-
ordination of several service providers and the communication between them and the 
customers. By contrast, the usage of this special micro-system pen requires on the one 
hand that the structure of the form complies with the limited functionality of such an 
input device and contains all necessary data for the coordination and planning of the 
services. On the other hand, entering the data with such a form must not be more 
complex as people are used to when they fill in a form.  

In part 2.1 of this section we describe our preceding experience with other meth-
odological variations. We will outline our approaches which shaped the facilitation of 
workshops, describe their greatest flaws and the requirements that we derived from 
them. The requirements served as a basis for the selection of the facilitation method 
and tools that were employed and evaluated in the case study. 

2.1   Predecessors 

2.1.1   The Socio-technical Walk-through (Predecessor 1): 
A frequent design task is to appropriately integrate an IT-infrastructure into an exist-
ing socio-technical process. To understand this process and to plan its modification, 
we usually conduct walkthroughs in a series of workshops as described by the STWT 
method (Herrmann, 2009 [9]). We start by interviewing relevant process participants 
and process owners before running the first workshop. These interviews are used to 
create a high level model of the process. Afterwards we bring relevant stakeholders, 
such as process participants, domain experts, and IT-specialists together. 

The workshop starts by presenting the high level model of the process. The facilita-
tor explains it and walks through the process by asking the participants what they do 
at a certain point, what they need in order to perform the task at hand or who has to 
carry out the task. In the course of this communication, the facilitator transfers the 
contributions of the participants into elements according to the modeling notation. He 
is supported by a modeler (also called chauffeur, cf. Regner et al., 2008 [13]) who 
operates the modeling tool. All contributions are gathered sequentially step-by-step by 
repeated walkthroughs. 

If an entirely new process or even new parts of it have to be created, this enforced 
sequentiality of the method leads to production blocking and therefore proves as its 
most serious disadvantage. Especially during phases where many contributions arise 
at the same time, people probably have to wait too long for their turn to speak and 
therefore forget some ideas before they are able to report them, or they may not gen-
erate new ideas while listening to others. 

2.1.2   Card-Based Brainstorming (Predecessor 2): 
If it is necessary to gather ideas for the tasks, roles, resources etc. of a new process, 
brainstorming with physical cards is obviously a possible approach. Every participant 
receives a stack of cards. The facilitator presents a brainstorming question as a prompt 
that addresses an important aspect of the process and asks the participants to write 
their ideas onto the cards. After a while the cards are gathered and put upon a wall to  
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Fig. 1. Clustered brainstorming cards (left) compared to a SeeMe model (right) 

be explained and clustered in relation to their content or to their position in the proc-
ess. After the clustering, the facilitator takes digital pictures, transfers the written 
cards into graphical representations and inserts them into a process model. This model 
is displayed in the following workshop in order to continue its development. 

Finding a suitable brainstorming procedure that complies with process design is a 
subtle task since there are many different approaches for ideation that might contribute 
appropriately (Briggs and de Vreede, 2007 [3]). The card based brainstorming has the 
advantage that a participant can work with the cards, modify them, exchange them, and 
personally arrange them in a geometric order before s/he passes the cards to the facilita-
tor. During this phase, several participants can work in parallel.  The disadvantages are 
that someone has to transcribe the cards before they can be integrated into a graphical 
process model – this causes a break and prevents a smooth interplay between brain-
storming and the refinement of the process model. Furthermore, the visualization of the 
model that evolves from the transcription of the cards has an entirely different look and 
feel than the original cards (see Fig. 1). This forces the participants to completely re-
orientate. Furthermore they don’t have enough evidence whether the original collection 
of their ideas complies with the final outcome of a process model. 

2.1.3   Electronic Brainstorming (Predecessor 3): 
As card based brainstorming does not well support the seamless integration of the 
results into the process model but appears to be useful for ideation, we tried an elec-
tronic brainstorming tool. The participants contribute with a laptop to the brainstorm-
ing. Mindmeister [11] – the tool we used – is web based and provides different user 
interfaces for the participants and the facilitator. The facilitator presents a brainstorm-
ing question that appears on a large screen in front of the participants. They enter their 
contributions on their laptop and send them to the screen with a simple user interface 
that consists of only one text-entry field. The facilitator stops the brainstorming after a 
couple of minutes and clusters the contributions according to different aspects of the 
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process. After the workshop, contributions are converted into a graphical process 
model which is used in the following workshop for the further development. 

In contrast to card-based brainstorming (Predecessor 2) this approach does not lead 
to the necessity to transcribe the contributions, furthermore it is possible to work in 
parallel and to contribute anonymously. However, someone still has to transfer the 
brainstorming items into a process model. Furthermore the problem of the previous 
predecessor remains that it is still difficult for the participants in the following work-
shops to compare the mindmap structure with the process model. 

2.2   Derived Requirements from the Predecessors 

Our experience with these predecessors combined with the challenges that were out-
lined in section 1 led to the following requirements for the integration of electronic 
brainstorming with co-located collaborative modeling: 

• The ability to contribute in parallel to the process diagram helps to prevent produc-
tion blocking and thus is an integral part of an environment to promote the creative 
development of a new process. 

• The complexity threshold for the participants to contribute to the brainstorming has 
to be as low as possible to enable them to focus on their creative task. 

• Participants have to be able to decide whether they want to think in solitude about 
their contributions or to observe the contributions of others as an inspiration. 

• Brainstorming contributions have to be directly put into the process model in order 
to make the orientation for the participants easier. 

• The brainstorming results should appear as elements of the process model while 
the look and feel of real brainstorming cards as well as their character of prelimi-
narity is still maintained. 

These requirements serve as heuristics for the development of features that support 
the integration of brainstorming into a co-located collaborative modeling environ-
ment. Additionally, the tools have to be integrated into an existing socio-technical 
infrastructure that will be described in the following section. 

2.3   Technical Infrastructure and Environment 

The tools we developed are applied in a facilitation collaboratory (ModLab) at the 
University of Bochum, Germany. Its centerpiece is a large, high-resolution interactive 
screen (4.80m x 1.20m; 4320x1050 pixels).  The whole surface is touch sensitive and 
allows seamless operations over the whole width of the screen. Additionally, a wifi-
network enables communication between the audience and the large screen with suit-
able devices like laptops or smart phones. 

 We employ the SeeMe modeling method (Herrmann and  Loser, 1999 [8]) for the 
development and visualization of socio-technical processes. SeeMe is comparable and 
compatible with many other modeling methods but has some distinctive features: ex-
plicit indicators for incompleteness and uncertainty, rough as well as complete specifi-
cation of relationships, multi-perspective decomposition of elements, indication of space 
for free decision-making. The advantage of such a semi-formal representation is that it 
is suitable when expressing the contingent relationships of social structures as well as 
the formal specifications of a technical solution. 
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Fig. 2. The ModLab – University of Bochum 

The related SeeMe editor 
[17] serves as a graphical 
modeling tool for the de-
velopment of SeeMe models. 
It was firstly developed to be 
chauffeured by a modeler in a 
collaborative environment 
with different stakeholders, 
users and domain experts 
while a facilitator manages the 
communication. As it is devel-
oped by ourselves we are able 
to enhance it to meet the 
requirements that we derived 
from the predecessors as well 

as to fit it into the ModLab infrastructure. We will explain these enhancements in 
the following sub-section. 

2.4   Tools to Integrate Electronic Brainstorming into Collaborative Modeling 

After having reviewed the predecessors, we developed a prototype that covers the 
requirements presented in section 2.2. The solution includes two different user inter-
faces, one for the facilitator and one for the participants. The one for the facilitator is 
an enhancement of the SeeMe editor with a special UI for the purpose of moderating a 
brainstorming session (see Fig. 3). It is designed to be operated entirely on an interac-
tive large screen and enables the facilitator to determine one or multiple areas inside 
the model where the brainstorming cards will be collected (see the frame at the tip of 
the needle in Fig. 3). We will describe the facilitation method and the handling of the 
interface in section 2.5. 

 

Fig. 3. The SeeMe Editor – enhanced for the purpose of brainstorming 
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The interface for the participants however has an entirely different look and feel 
(see Fig. 4). It is a small website that can be operated on any kind of device that sup-
ports a web-browser so that all participants can contribute to the brainstorming with 
their own devices like a laptop or smart phone. The UI itself is designed to be as sim-
ply to use as possible. To contribute to the brainstorming participants just have to 
enter their contribution into the text field and press the Send card button. Optionally 
they can enter a name or a pseudonym to personalize the contribution or indicate an 
element type of the SeeMe modeling language if it seems to be necessary. The brain-
storming topic on top of the interface as well as a chronological listing of their own 
contributions on the right serves as a feedback for the participants.  

 

Fig. 4. The brainstorming web interface 

The awareness for contributions is intentionally distributed between the web-
interface and the large screen: While just working with the web-UI the participants 
decide to stay with their own contributions and not to be distracted by others’ ideas. If 
they want to be inspired by the ideas of others they can decide to switch their atten-
tion to the large screen. This constellation allows different modes of collaboration. 

The communication between the participant’s web interface and the SeeMe editor 
on the interactive large screen is managed by a server backbone. The web interface 
runs on a Jetty web server. The contributions are passed to an XMPP / Jabber server 
via AJAX and are handed over to the SeeMe editor. We establish an XMPP instant 
messaging server as the center of the communication to gain more flexibility for the 
integration of further client input systems like an iPhone-App or digital pictures of 
physical brainstorming cards. The infrastructure in its whole enables the transition of 
written contributions into elements of a graphical modeling tool. The following sec-
tion presents the integration of this technical infrastructure into a facilitated brain-
storming procedure. 

2.5   A Socio-technical Procedure for the Integration of Brainstorming and 
Process Modeling 

The whole workshop was planned to last 3.5 hours. We invited 11 individuals to serve 
as participants. Their heterogeneity covered aspects such as gender (5 female, 6 
male), age (range: 26 to 57 years), status (students, postdocs, research assistants, full 
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professors, practitioners) and professional background. The participants contributed 
their experience from several perspectives based on their professional background. 
Some of them were involved as academics in the research on process design. Others 
serve as domain experts and service professionals who work in nursing homes or as 
service providers and understand the needs of elderly people. They played a decisive 
role in the workshop by providing firsthand experience with services for elderly peo-
ple through their everyday experience. Furthermore as we plan to use a special kind of 
micro-technology, we invited two IT-experts who are particularly experienced in the 
field of mobile computing and client-server-architecture. 

When preparing the workshop we created a very high level model of the process 
that was displayed on the large screen to serve as the focus of the workshop. It in-
cluded three main activities (service preparation, coordination of service requests and 
service provision) that covered the coordination and communication aspect of the 
process. Furthermore we added one entity (required user data) to prepare the plan-
ning of the IT-infrastructure. 

As it was unsure whether the participants would be able to handle the technology 
from the start, we began the workshop with a warm-up. The facilitator opened an 
empty modeling area and created a brainstorming field (see Fig. 3) with enough space 
for the expected contributions. Then he brought up the following brainstorming ques-
tion: “Where do you want to go on vacation next summer?” Additionally he provided 
an URL that the participants were supposed to enter into the browser of the laptop in 
front of them. This URL led them to the brainstorming web interface (see Fig. 4) and 
they were told to start contributing to the question. 

After the facilitator felt that all participants would be able to handle the web inter-
face he told them to stop and opened the model that was created during the prepara-
tion of the workshop. He created a brainstorming area around the activity service 
preparation and provided the associated brainstorming question: “Which activities are 
required to prepare a service?” (See Brainstorming 1 in Table 1) Afterwards the par-
ticipants were told to press the reload button on their browser, choose the type activity 
and start with the brainstorming. 

It lasted for about six minutes before the facilitator told the participants to stop as 
he felt that there were no more ideas to be expected. Afterwards the facilitator gave 
the opportunity to explain unclear contributions and clustered the collected items 
according to topics that emerged during the discussion. If duplicates appeared they  
 

Table 1. Brainstorming Facts 

 Brainstorming 1 Brainstorming 2 Brainstorming 3 
Task Activities that are 

needed to prepare a 
service 

Data that is required 
from the user 

Activities that are needed 
to coordinate a service 

Area of the 
model 

Service preparation Required user data Coordination of service 
requests 

Number of 
elements 

39 46 44 

Time 6 Minutes 5 Minutes 8 Minutes 
Duplicates None 5 1 
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were merged and marked with a comment. The facilitator managed the discussion as 
well as the clustering by dragging the contributions on the interactive large screen. 
Afterwards, the clusters and their chronological order within their parent-activity 
service preparation were discussed. The facilitation of this discussion led to moving 
the clusters of elements to their appropriate destination within the process model. 

The following two brainstorming tasks (see Brainstorming 2 and Brainstorming 3 
in Table 1) were similarly facilitated. Only the brainstorming prompt and the area of 
the model, to which the collected items were assigned to, had to be newly specified. 

3   Evaluation of the Case Study 

To evaluate the case study, one of the workshop participants played also the role of an 
observer. His goal was to document firsthand experience with the tools by keeping 
track of how the participants interacted with them. Furthermore, he observed the in-
terplay between the tools and the socio-technical environment. He tracked how the 
environment affected the behavior of the participants and whether they were able  
to focus on the brainstorming task while using the tools. Finally his previous in-
volvement into the development of the tools enabled him to distinguish between in-
fluencing factors of the software and effects that were caused by the procedure of the 
workshop. To gain an insight into the facilitator’s experience during the workshop we 
conducted a qualitative interview with him afterwards where he gave a report of his 
experience with the tools and with the procedure of the workshop. He also compared 
his experience with the facilitation of previous STWT workshops and described ad-
vantages and disadvantages of the employed procedure.  

The following results of our case study provide an insight into the most obvious 
strengths and weaknesses of the technical infrastructure and of its usage during the 
workshop. Additionally, these findings serve as a basis to derive further requirements 
which will be outlined in section 4. 

The participant’s interface was easy to use 
As already stated in section 2.4 we wanted the interface of the participants to be sim-
ple enough so that they could focus on their main task. According to the numbers (see 
Table 1) it worked quite well as 11 participants contributed 129 brainstorming items 
in just 19 minutes. On average, every participant contributed an idea at least every 90 
seconds. The training phase had an important role in this context because all little 
problems and questions could be solved so that no problems – as far as it could be 
observed – disturbed the real brainstorming. 

The facilitator’s interface still needs to be improved 
During our post-workshop interview the facilitator stated that the creation of a brain-
storming area was difficult to handle while keeping track of the communication. He 
suggested that it would be more advantageous for him if he could just pin the needle 
(see Fig. 3) to an existing element that he wants to use as a brainstorming area. Fur-
thermore the facilitator still had to enter the brainstorming prompt by himself using a 
keyboard during the workshop. He suggested that it would be easier if he could pre-
pare the prompts before the workshop. During the workshop he could refer to these 
prepared prompts and just add them to the relevant areas. Some of these needs could 
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have been assumed before the workshop took place – however, because of our experi-
ence with similar cases we know that under real conditions where the facilitator has to 
be fully attentive and may be stressed, new requirements become apparent and priori-
ties for improvement may change. 

Clustering the contributions after the brainstorming  
The interactive large screen enabled the facilitator to move elements to their desig-
nated destination with a simple drag of his fingertip. He handled this task while still 
being able to keep track of the communication. Merging of duplicates, however, was 
not supported by a suitable function but was managed by deleting one element and 
adding a comment to the remaining element that it occurred twice or manyfold. 

Easily overviewing and moving around the brainstorming items was supported by 
the fact that they were small enough since the participant’s interface suggests that 
they limit their contributions to a length of about 40 characters (see Fig. 4). Problems 
occur if elements have to be dragged over longer distances e.g. more than 3 meters. 
Furthermore the facilitator was not sufficiently supported to move a whole set of 
selected elements and to allocate them to a specific destination or element of the 
model.  It was quite awkward that all contributions had to be moved one after another. 

The participants could not change or enhance their own contributions 
Since the contributions’ length was limited some of them were quite vague and 
needed to be explained. This made it necessary to change some of them or to add a 
comment for further specification. For this task it would be suitable if participants 
change their own contribution or add a comment to it by themselves during the dis-
cussion. Since this was not supported by the web interface (see Fig. 4), the facilitator 
had to add changes or comments by himself what he found quite awkward since he 
had to use a keyboard to do the necessary typing. Therefore, it was sometimes diffi-
cult for him to keep track of the communication. However, it is not trivial to find an 
appropriate design for an interaction mode which supports users to enhance their own 
contributions – it is not reasonable to generally allow users to submit large text items 
since this is not feasible for the ongoing procedure. It may be disturbing if users 
change or enlarge their contributions while the facilitator is working with them or 
tries to focus the participants’ attention on another part of the process. 

Gathering the contributions as graphical elements made the post-processing 
considerably easier 
Before the workshop started we doubted that the participants would be quickly able to 
verify whether their text based contributions (on the web interface) were successfully 
transferred into graphical elements on the large screen. According to our observations 
the participants did not try to do this verification very often. Furthermore, when they 
tried and struggled to find their contributions in the cloud of a larger number of other 
contributions they were still able to rely on the history of their contributions on their 
own web interface. Therefore, this verification problem did not seem to have a nega-
tive impact on their productivity during the brainstorming. With card-based items, 
new ways of two-dimensional, geometrical types of clustering can be pursued which 
are so far not explored in the context of current text-based EBS (Dennis and Williams, 
2003 [5]). 

The post-processing of the collected brainstorming items – such as clustering or al-
location to the process model – was considerably easier through the use of graphical 
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elements. It was advantageous that the items could be easily combined with any other 
elements of the process modeling language and thus easily be integrated into the final 
process model. 

The production blocking effect could successfully be avoided 
The most significant advantage compared to the linear approach of the socio-technical 
walkthrough (Predecessor 1) was that – according to our observations – we were able 
to avoid the production blocking effect. As already stated in section 2.1.1 the effect 
seemed to be primarily caused by the enforced sequentiality of the contributions. The 
participants had to wait for their turn to speak what may have hindered them to de-
velop or report their ideas. Ideas may get lost before they are captured. Furthermore 
the participants sometimes adjusted their original idea by integrating the contributions 
of others. This effect may limit the divergence which can be produced by a brain-
storming. By enabling parallel contributions through the web interface, the partici-
pants were no longer forced to wait and thus no longer negatively affected by the 
contributions of others as they could stay focused on the web interface. The web inter-
face provided all necessary information like the brainstorming question and the par-
ticipant’s own contributions. It even provided the information that a contribution had 
been conveyed by displaying a tick in front of it (see Fig. 4).  

According to the observed behavior of the participants and to the self-awareness of 
the observer, the contributions of others did not necessarily have negative effects on 
each other. They sometimes served as a prompt for the participants to foster their 
creativity. It caused them to rethink their original idea and to come up with a more 
suitable or even completely new one. When a participant felt the need for further 
inspiration s/he could pay attention to the contributions of others by looking at the 
large screen. However, we were not able to figure out if they could take into consid-
eration every contribution they wanted to since some were still hard to read. So 
whether they all were suitable to cause a prompt is widely coincidental at the moment. 

We were told by the participants that the advantage of our setting was the ability to 
choose individually whether they wanted to refer to the contributions of others or not. 
This leads to the assumption that the production blocking effect can be avoided as 
long as the participants are not forced to pay attention to the contributions of others. 
However, effects of distraction cannot completely be prevented as we were working 
within a synchronous co-located situation where all kind of influencing factors might 
cause production blocking.  

Support of convergence by aligning brainstorming results within a process 
model  
During the clustering phases it worked quite well to use a process model as a scaffold 
where the brainstorming contributions were sorted in. It helped to keep the interplay 
between the different brainstorming areas / process elements in mind while clustering 
the brainstorming items. In the course of the brainstorming itself the model provided 
further context so that the contributions did not drift too far apart. It was useful that a 
high-level model of the process had been presented at the beginning of the workshop. 
This model helped to divide the problem into manageable tasks and to consider vari-
ous aspects separately before converging them into one consistent process model. 
However, it remains difficult to find a suitable degree of abstraction for the high-level 
model. On the one hand the model may be too precise and consequently narrows the 
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space for creative solutions. On the other hand, a model with a too high level of ab-
straction can compromise the appropriateness of the contributions. 

Additionally, we found several other enhancements that could improve the flexibil-
ity of the brainstorming. However, they only have the status of first ideas for further 
improvement or research: 

• The brainstorming would gain more flexibility if the participants could freely 
choose to which part of the model they contribute their items. This free choice 
could be structured by the facilitator if he has the possibility to indicate those parts 
of the model that can be selected as brainstorming areas at a certain moment. 

• The facilitator could have the option to offer the participants the possibility to 
freely indicate whether a contribution represents a specific element of a process 
modeling language such as an activity, a role, a document etc. In our case study, it 
was only possible to contribute pre-specified types of elements (see Table 1).  

• Collaborative parallel clustering could considerably accelerate the process as the 
clustering remains one of the most time consuming factors at the moment. 

All in all it becomes obvious that the necessary activities of the facilitator represent a 
decisive bottle neck with respect to efficiency when a brainstorming is integrated into 
the drafting of a process model. This observation complies with observations in litera-
ture which examines the challenges facilitators face during group sessions in general 
and brainstorming sessions in particular (cf. Bostrom et al., 1993 [1]). 

4   Conclusions: Recommendations and Technical Requirements 

The empirical basis of our research consists of a series of workshops which were 
intertwined with the continuous improvement of socio-technical design including the 
method of facilitation and the technical features of brainstorming tools. If needed, the 
experience with the workshops is completed by interviews with those participants 
who seem to have the most valuable insights. Therefore, the methodology is clearly 
explorative and the value of the results is to explain which features of electronic 
brainstorming are important for collaborative process modeling and should be taken 
into account for the development and testing of further prototypes.  

From the analysis of our case study we derive a number of recommendations and 
requirements which should be met by the combination of tools with a facility method 
which are employed in similar workshops: 

The brainstorming tool should be seamlessly integrated into the process modeling 
tool. The contributed brainstorming items should immediately appear as one of the 
basic elements of the modeling notation. This has the advantage that all kinds of geo-
metrical operations or functions to combine elements of the process modeling lan-
guage can immediately be applied on the collected brainstorming results.  Sometimes 
– also in our case study – it can be cognitively disturbing to decide which element-
type might be appropriate for the representation of a brainstorming contribution. 
Therefore the participants must have the choice to use a neutral element which is later 
converted into a meaningful symbol of the modeling language. 

It is reasonable to combine a large interactive touch screen with laptops or other 
small input devices. While the input devices are used to collect the brainstorming 
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contributions, the large screen is mainly useful to allow the facilitator a smooth inter-
action with the participants and with the graphical model itself (e.g. by highlighting 
elements, indicating places where a new element should be inserted, changing the 
location of elements etc.). With the possibilities of an interactive large screen it is 
much easier to bring the complete collection of process items as well as the emerging 
of the whole process model to the participants’ attention. 

The interactive large screen should be enhanced with the possibility for multi-user 
multi touch. Groups of up to five people should be able to work simultaneously on the 
large screen to carry out simple tasks. Typical examples which were also relevant in 
our case are voting (e.g. to indicate the most relevant process elements which should 
be taken into further consideration) or first steps to structure huge sets of collected 
items (e.g. to put them into semantic clusters or to align with a time line). 

The tools for collecting the brainstorming input should be as simple as possible and 
be offered as a web-interface. This enables any kind of portable device like laptops or 
smart phones (provided a web-browser is installed) – to which the participants are 
used to – to be employed without any preceding configuration work. 

The possibilities for input must be enhanced: 

1. It should be possible to switch easily between several brainstorming tables (where 
each one represents a brainstorming question) to make an input. The ThinkLets-
approach as presented in Briggs and de Vreede [3] describes a set of partially pos-
sible variations for brainstorming sessions within collaborative modeling.  

2. It is reasonable that a brainstorming can still be completed after the facilitator has 
already started to work with the collected items. 

3. Participants should be able to add comments to their contributions if it turns out 
that they have not really been understood by other stakeholders in the workshop. 

4. Participants should be able to support the modeler e.g. by typing (instead of telling 
somebody to change the name of an element one could propose this by entering the 
new name immediately by oneself). 

The facilitator should have more possibilities to change the questions or prompts 
which s/he gives to support the ideation process. Brainstorming questions or criteria 
for the type of answers being asked for should be easily varied – either by preparing a 
controlled variation of prompts or by changing them ad-hoc. It could be observed that 
it is sometimes difficult for the participants to pay attention to the items which are 
already collected during a brainstorming since single items disappear in the cloud of a 
larger number of contributions. This could be overcome by giving the facilitator the 
possibility to zoom in certain items which could serve as inspiring examples. 

Usually brainstorming and the clustering of the results are separated phases. 
However in the course of collaborative process modeling it can be reasonable to 
offer flexible transitions between these phases: It is reasonable to test features 
which enable the participants to associate their brainstorming contributions imme-
diately with others’ elements or with certain parts of the process model if it has 
already emerged. 

All in all the integration of brainstorming into co-located collaborative modeling 
proved to be quite useful. It integrates the ideation process into the process modeling. 
The integration of brainstorming features into a modeling tool worked quite well 
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considering the usability benefits for the participants. However several problems and 
aspects remain that provide challenges for further research with respect to the support 
of the facilitator, the clustering of items and their convergence into a consistent proc-
ess model. 
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Abstract. Distributed collaboration among teams involves dynamically chang-
ing situations. Making collaboration environment fit the needs of these  
situations is supported by system-initiated adaptation based on user and team 
context. Such adaptations may confuse the users, because they cannot remem-
ber all adaptation policies. In this paper we propose an approach to present con-
text-enriched explanations to help them understand the adaptation behavior. 
Also, we describe a social network analysis strategy to identify socially related 
and current situation relevant communication partners. Integrated on demand 
communication is facilitated among these partners for discussion and learning 
about adaptation policies.   

Keywords: Context, adaptation, collaboration environment, process support, 
context-enriched explanation, communication, socially related relevant partner. 

1   Introduction 

Collaboration in modern organizations has become ubiquitous. Distributed teams 
solve complex problems using multidisciplinary knowledge and skills of team mem-
bers. Such collaboration poses enormous challenges: it occurs on the spur and in-situ, 
is often ill-structured, and involves a variety of dynamically changing situations [1]. 
Collaboration Environments (CE) provide a variety of tools and services to support 
communication, coordination and collaboration among team members. However, 
these tools and services are not coherently integrated to cope with these challenges 
insofar as users have to manually select tools and services, configure and adjust them 
as they are required. 

Context-based adaptation approach aims to bridge the gap between the actual needs 
of collaborating end-users and the functionality provided by their CE [2]. Context-based 
Adaptation and Collaboration Technology (CONTact) [3,4,5,6] is a service oriented 
context-based adaptive shared workspace CE. It supports automated system-initiated 
adaptation of CE based on user and team interaction context. CONTact provides a 



162 S.S. Hussain et al. 

 

framework and a runtime system allowing context-based adaptive tools to register to it, 
and use context information to reconfigure their behavior according to changing context 
as defined by the adaptation policies.  

End-users facing system-initiated adaptation may be confused because they (espe-
cially less experienced users) cannot remember all adaptation policies. Therefore as 
prescribed by the meta-design framework [7], integrated and situated system support 
is needed to help them understand the adaptation behavior. In [8] we have proposed a 
theoretical process model guiding the interaction among end-users when dealing with 
context-based adaptations in CONTact in accordance with the meta-design frame-
work. This process model guides us as designers of CE about the in-use state of adap-
tations, thereby providing requirements for supporting end-users consuming and  
improving adaptations. In this paper, we present an approach to implement context 
enriched explanations to help avoid confusion and to facilitate understanding adapta-
tion policies in CONTact CE using our process model. Moreover, we describe an 
approach of social network analysis to identify relevant communication partners. 
Explanations include hyperlinks to such communication partners to help address fur-
ther need for on demand discussion, clarification and learning from one another. 

The rest of this paper is organized as follows: In section 2, we analyze the problem 
to identify requirements. Section 3 presents our approach of extending the domain 
model to present context-enriched explanations and communication with relevant 
partners. Section 4 concludes this paper summarizing the contributions.  

2   Problem Analysis 

In the following, we use a sample scenario to describe how users can get confused 
after a context-based adaption has been applied to the CE identifying requirements 
our system has to deal with. Further requirements stem from the integration of our 
approach into the current prototype of the CONTact CE.  

Figure 1 shows the organiza-
tion chart of our Sample Com-
pany. Alice, Bob, and Dave are 
members of our Project Team. 
Alice is the head of the Devel-
opment Department and manages 
the project. Bob is responsible 
for the more technical part of the 
project and, because of that, the 
personal point of contact for 

Dave who is an expert in manag-
ing networks and their infra-
structure. The Project Team has 

to prepare a product specification and presentation for the customer. Now assume, 
few days before a presentation for the customer, Dave updates his part regarding the 
network topology and the corresponding constraints. Next morning, while driving to 
work, he recognizes that one important fact is missing. At the office, he opens  
the shared workspace, where the presentation is stored and notices that it is locked. 

Fig. 1. Organization chart of our Sample Company 
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He gets confused because someone has removed his access rights. Consider there may 
be multiple adaptation policies applicable to this collaboration state (e.g., shared edit-
ing, versioning, read only view, and locking). Also, the presentation may be locked by 
a user for editing, as well by the system because of an expired deadline. Therefore, 
despite knowing that the system can adapt itself to the current collaboration state by 
applying context-based adaptations, Dave is not able to figure out what adaptation 
caused the locking of the presentation and why. What Dave does not know is that 
Alice is presenting the current version of the presentation to Carl of the Sales De-
partment, to get valuable feedback from him. This sample conflict leads to the ques-
tion, how a system can help avoiding or getting out of this confusion. As described in 
[8] we have proposed a theoretical process model guiding the interaction among end-
users when dealing with context-based adaptations. This process model provides end-
user support requirements while dealing with adaptations. Support for adaptation 
understanding is required to help Dave understand the changed system configuration 
of (in our sample scenario removed the access rights).  Such understanding can be 
supported by presenting an explanation that takes the current situation into account. 

R1: The CE has to support situation-aware explanation to help understand the  
adaptation. 

As it is a normal human behavior to discuss with relevant communication partners. 
Therefore, further discussion can be facilitated by supporting integrated means of 
communication with users who are able to explain the adaptation policies and in some 
cases the vocabulary used in the formulation of the situation-aware explanation. 

R2: The CE has to provide integrated communication support for further explanation 
and discussion. 

These requirements have to be fulfilled by the current CONTact CE prototype. In 
the following section, we briefly introduce CONTact architecture and identify addi-
tional requirements caused by the needed integration. 

2.1   CONTact Architecture 

In CONTact CE every user has her workspace. Collaborative applications register 
themselves to the workspace. The applications specify the adaptations they support, 
and the context information they can provide. Adaptation policies (implemented as 
rules) specify under which conditions (based on properties of the context) what adap-
tations are to be performed. The runtime system senses the user and team context by 
collecting respective information from the applications, and if a condition of a spe-
cific adaptation policy is met, it is executed. This causes the applications to adapt.  

CONTact uses four-layered framework for context-based adaptations consisting of 
the knowledge layer, the state layer, the contextualization layer, and the adaptation layer 
as described in [2].  The knowledge layer contains all relevant conceptual and factual 
knowledge about the domain. Our collaboration domain model for describing CE and 
collaborative situations to manage the context and handle context-based adaptations is 
described in detail in [5]. The state layer contains information about the current situation 
including information about physical environment, computing environment, resources 
and user model. In the contextualization layer, contextualization rules define which 
subset of the state is currently relevant. Upon this, adaptation policies defined in the 
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adaptation layer are selected. From the set of policies, the relevant policies are identified 
using the contextualized state. To support R1 at the CONTact CE, we have to extend 
the current prototype leading to further requirements: 

R3: The adaptation rule has to support an explanation block. 

R4: The explanation block has to support mechanisms to add valuable information 
about the current situation to the explanation at execution time. 

R5: CONTact client has to present the situation-aware explanation on demand. 
Requirement R2 leads to the following requirements: 

R6: CONTact has to find possible socially related and relevant partners that may 
explain the current situation to the confused user. 

R7: CONTact has to offer means for communication with socially related and rele-
vant partners. 
 

 

 

Fig. 2. An excerpt of Bob’s VCard Fig. 3. An excerpt of Bob’s FOAF profile 

3   Approach 

Our approach consists of presenting context-enriched explanations and integrated 
communication to conform to the identified requirements. We extend our domain 
model and integrate information about the social relations between users (cf. R6) and 
their communication details (cf. R7). 
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3.1   Extending the Domain Model 

We extend our domain model for collaboration by adding the ontology vCard [9]. We 
use the vCard ontology to address R7 because it is standardized and supported by 
different tools (e.g., Microsoft Outlook). An excerpt of Bob’s information in vCard is 
shown in Figure 2. 

Additionally, we support a basic implementation of the Friend of a Friend (FOAF) 
[10] pattern using the user’s buddy list to address R6. An excerpt of Bob’s FOAF 
profile (presented in Figure 3) shows that Bob knows Alice and Dave. 

These two contributions enable us to describe the current collaboration situation of 
the users, their corresponding contact information, and the relations between among 
them focusing on the usage of the buddy list. Figure 4 shows the current contextual-
ized state of the Project Team currently available at the system (i.e. they are online). 
The knows relation between Alice and Bob, and Bob and Dave are established by 
using the aforementioned FOAF information. The corresponding vCard information 
is not shown to preserve the readability. The arrows in light grey will be removed 
after applying the adaptation rule (shown in Figure 5).  

 

Fig. 4. Current contextualized state of the collaboration situation 

3.2   Context Enriched Explanations 

Now, the context representation contains information that enables us to address re-
quirement R1, i.e. to enrich explanations of applied adaption rules to make user better 
understand the intentions, terminology, and consequences of the corresponding adap-
tion rule and the system. Currently, an adaption rule consists of a block of conditions 
to be fulfilled, before the corresponding action block will be executed. The two sys-
tem variables used in the following adaptation rule (${focus} and ${time}) are 
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initialized before executing it. To support situation-aware explanations we propose to 
add an explanation block (cf. R3) that is able to use the bound variables from the 
conditions block to add situation specific information to the explanation (cf. R4). 

The adaption rule shown in Figure 5 is the source of the confusion of Dave in our 
sample scenario (cf. section 2). After this adaptation rule is applied, only the presenter 
(Alice) has rights to execute actions on the corresponding presentation artifact. 

In our scenario, the above adaptation rule is triggered by Alice (Actor:alice) exe-
cuting the action SetPresentationMode:alice on the Artifact:Presentation. The system 

variable ${focus} is initialized 
with SetPresentationMode:alice 
before executing the adaptation 
rule. The function getArti-
factsInContext returns a set 
of artifacts which are in the context 
of the action SetPresentation-
Mode:alice. To be able to handle 
only artifacts of type Presentation, 
we apply the function getArti-
factsOfType to filter the found 
artifacts. By executing the function 
getActorOfAction, we re-
trieve the actor starting the presen-
tation. The function getAc-
torsInContext then calculates 
all actors which have access to the 

presentation artifacts in the context 
of SetPresentationMode:alice, i.e. 
in Figure 4 Actor:alice and Ac-

tor:dave. To avoid removing the access permissions of the presenter, we remove the 
presenter from the list of actors.  

After all these functions were applied and the returned set of actors is not an empty, 
the corresponding action block is executed. The function revokeAccessRights-
ForActions removes the rights for the actors to execute the given actions on the 
artifact. Applying this to our sample scenario will remove Actor:dave’s permission to 
execute OpenPresentation and SetPresentationMode on the Artifact:Presentation.  

The next step of executing the adaption rule is to create the corresponding explana-
tion using the bound variables from the conditions block. In our sample scenario the 
corresponding explanation looks like this: “Because Alice presents Presentation at 2010-
04-01 09:15:00, you are not allowed to open or present it.” This explanation is presented to 
the user on demand, i.e. when he or she presses the explanation button of the CON-
Tact client. Figure 6 illustrates the situation after Dave pressed the explanation button. 

3.3   Communication with Socially Relevant Partner 

We address requirement R2 (The CE has to provide communication support for fur-
ther explanation and discussion.) by adding possible communication channels to 
 

Fig. 5. Rule: disallow actions on presented artifact 
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Fig. 6. A screenshot showing Dave’s view of CONTact client 

socially related and in the current situation relevant partners to the explanation view 
(cf. R5). Creating this information takes the current context into account. 

We assume that socially related persons add each other to their buddy list (cf. 
FOAF [10]). Adding someone to the buddy list leads to updates of the context repre-
sentation by adding knows relations between the corresponding buddies (cf. R6). As 
shown in Figure 4, Alice knows Bob, and Dave knows Bob, and Bob knows both of 
them. In our assumption knows means that the two persons are socially related and are 
used to talk to each other. Hence, Dave is not directly connected to Alice, because 
Dave is used to talk to Bob, e.g., about the project, but not to Alice. 

The applied adaptation rule triggered by Alice (cf. Figure 5) leads to the confusion 
of Dave. To help getting Dave out of this situation, we use the context representation 
to try to find possible socially related and relevant persons that may explain the cur-
rent situation to him (cf. R6). Therefore, we try to find a path between the actor caus-
ing the confusion and the confused user. As shown in Figure 4, Alice and Dave are 
not directly connected, but they are related to the same person (Bob). So a path can be 
built (Alice – Bob – Dave). We suppose that Dave should ask Bob for further explana-
tions because he is directly socially connected to him, and he is in the context of the 
current situation being in the same Project Team. In the case that Bob is not present 
Alice should be contacted, because they share the same “buddy”. In worst case, none 
of them is accessible at the moment, so we suppose that Dave contacts Mark, the 
adaptation policy designer. Applying these assumptions in the sample scenario the 
ordered list of persons to be asked looks like this: Bob, Alice, Mark. 
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Using this ordered list of persons, the explanation view creates and shows the  
following additional information: “For further explanation and discussion you can 
contact Bob, Alice, and/or Mark.” To enable Dave to contact these persons, the ex-
planation view uses the context representation to retrieve possible communication 
channels for them (cf. R7). When Dave clicks on a person to communicate with, the 
corresponding available communication channels are presented to him. Applying this 
mechanisms lead to the explanation view shown in Figure 6 on the right hand side. 

4   Conclusions 

This research in progress describes the implementation of context enriched explana-
tions to help users understand the adaptation behavior of an adaptive collaboration 
environment. Furthermore, we present an approach of social network analysis to fa-
cilitate integrated on demand communication. Such communications among socially 
relevant partners helps learning about adaptation policies. Functional tests have dem-
onstrated that the identified requirements are indeed met. In future, we aim to validate 
our approach by usability inspection methods and field studies.  
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Abstract. Global Software Development (GSD) is an emerging trend in which vir-
tual teams work on the same projects at a distance. Despite the advantages of this 
shift, the collaboration between distant members becomes more difficult. Team 
members interact by using collaborative tools, and this collaboration is affected by 
time, cultural and language differences. These drawbacks lead to the need to train 
students and software engineers in the new collaborative skills required. 

These skills can only be trained by involving learners in practical experi-
ences, but this is not always possible since it necessitates collaboration with  
distant institutions (universities/firms). We have focused our work on the de-
velopment of a tool with which to train these skills through the use of a virtual 
training environment for GSD that avoids this difficulty by placing learners in 
virtual GSD scenarios in which they will develop the skills needed to work on 
global software projects. 

Keywords: Global Software Development, Engineering Education. 

1   Introduction 

Collaboration between virtual teams is one of the main challenges of Global Software 
Development (GSD) [1]. This relatively recent trend allows team members to work on 
the same projects in different countries by interacting through communication and 
collaboration tools. Face-to-face contact is not possible in these scenarios, and al-
though GSD provides benefits such as the lower cost, the higher availability of skilled 
workforce or the broader area of commercialization, it also entails new problems 
mainly derived from distance. These problems particularly affect team members’ 
communication, which becomes more complex, especially with the appearance of 
cultural and language differences [2] and time zone differences [3].  

The use of a non-native language in communications creates additional drawbacks, 
as interlocutors are not always able to express their ideas, and the presence of different 
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cultures, terminology and languages often cause misunderstandings and a lack of trust 
[2], [4]. Cultural differences may also cause problems related to legal issues and knowl-
edge-transfer [3]. 

These problems are present in the different stages of the software life cycle in dif-
ferent ways, and affect different collaborative tools and processes. 

Moreover, software factories managers often complain about the poor skill level of 
team members in the use of communication tools which leads to delays, a lack of trust 
and misunderstandings [5]. However, finding solutions to these difficulties is not easy 
and traditional software engineering education does not deal with these topics. 

Software Engineering Education must, therefore, be focused on training  students 
and software engineers in the problems that GSD entails [6]. However, the training of 
cultural differences and communication and collaboration difficulties requires prac-
tice. Since these skills are better learned by doing, the challenge consists of integrat-
ing theory into practice rather than simply learning theoretical concepts. 

Many current proposals in educational environments confront this issue by coordi-
nating practical experiences with distant learners from different cultures and lan-
guages. This entails complex problems for the instructors who must coordinate their 
efforts with distant institutions. Students also have problems, as they usually encoun-
ter scheduling problems when interacting with other distant learners. 

The training of GSD activities requires new theoretical contents and training meth-
ods in order to avoid the great deal of coordination with distant members and institu-
tions that is implied. 

One solution that we propose to this problem is the use of a virtual training envi-
ronment that can simulate realistic GSD scenarios in which learners are introduced 
into the context of a problem that they will solve by interacting with Virtual Agents 
(VAs). This interaction takes into account traditional communication tools (instant 
messaging and e-mail) and deals with cultural and language differences since VAs of 
different countries play a specific role in the scenario.  

The textual interaction with VAs will allow learners to solve common project is-
sues related to collaboration with multicultural and multidisciplinary members with 
regard to communication problems, information sharing and documentation.  

This paper is organized as follows: Section 2 explains the related work along with 
the tools proposed and the skills required in GSD according to a systematic review 
carried out previously. Section 3 describes the virtual learning environment devel-
oped. In Section 4 we discuss the results obtained. Finally, Section 5 provides some 
concluding remarks and outlines our future work. 

2   Related Work 

As an initial step in our research, we carried out a study in order to discover the main 
skills needed by software engineers in GSD. We also performed a Systematic Litera-
ture Review that allowed us to discover the main strategies and proposals reported in 
the field of GSD training and education, along with the main tools applied in this area. 
The results of our study are summarized below. 
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2.1   Skills Required in GSD 

Both students and software engineers must acquire specific skills that will allow them 
to carry out an effective development in order to confront the problems of globaliza-
tion which are not part of their conventional education. The skill most commonly 
reported in literature is that of the use of computer-mediated communications [7], [8] 
since traditional face-to-face meetings are no longer common in GSD and the  
appropriate use of communication and collaboration tools is essential in these envi-
ronments. Furthermore, members of different cultures take part in this interaction, 
signifying that members must know how to communicate effectively by using a 
common terminology and language, and by taking into account the different customs 
of the participants [9], [10]. 

Members must be familiar with both formal and informal means of communica-
tion. On the one hand, they must know how to write formal documents, contracts and 
emails in a common language [2], and on the other hand they must know how to in-
teract by using the telephone or instant messaging services.  

This interaction must be oriented towards gaining the team’s trustï[9], as this is one 
of the common problems when interacting with distant members. In order to achieve 
this, participants must be versed in the concepts of conflict resolution [7] and negotia-
tion [2] which allow them to argue and minimize problems correctly  during the interac-
tion. They must also improve their improvisation skills [11], which are essential if fluent 
communication is to be achieved, and which also helps to improve the team’s trust and 
teamwork skills [12]. It is therefore important for them to have experience in working 
with a multidisciplinary team [13], in which different degrees of knowledge and abilities 
are present during communication that may cause problems in reaching an understand-
ing and comprehension difficulties. Learners therefore need to know how to manage the 
ambiguity and uncertainty that are present in GSD environments [8]. 

Finally, learners of education programs must know the traditional methods and 
processes used in distributed projects [5] and acquire realistic experiences in the use 
of traditional knowledge management tools, document management and version con-
trol systems [14], [15]. Only experience in realistic scenarios will allow them to de-
velop leadership skills and learn how to effectively manage their time [16]. 

2.2   GSD Education Proposals 

Literature deals with GSD education through different kinds of proposals which aim 
to train the skills required by globalization. We have classified these proposals by 
considering the following trends: 

1. Traditional theoretical classes, adapted as a response to the needs for adjust-
ments in software engineering education [17], [18]. These courses are  
focused on the collaborative processes, technical issues and cultural dimen-
sions of GSD in different areas of Software Engineering [19]. The courses 
are usually organized in collaboration with other distant universities [20]. 
However, coordination and collaboration difficulties with the different insti-
tutions [21] appear. Moreover, the participation of students with different 
skills and backgrounds must be considered [22]. 
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2. Practical experience training courses, in which students put theory into prac-
tice and learn by solving typical problems that can be found in real environ-
ments. Learners interact with members of distant institutions by using email, 
telephone and instant messaging,  and learn from their partners’ skills and 
culture [11], [2] and by tackling processes with a close similarity to those 
applied in industry, including language, time and cultural problems [13] [8], 
[23], [10]. 

3. e-Learning approaches, which consist of web-based courses involving dis-
cussion boards, mail systems, chat and content management [24], [9]. Some 
of these use or adap WebCT, FirstClass OLAT or BlackBoard platforms,  
and are especially focused on improving communicative skills. We also dis-
covered an approach in the context of collaboration that focused on artifact 
sharing [25].  

4. Training courses in companies, which take advantage of their software engi-
neers’ real experience in order to apply the concept of a “learning network” 
[26] [16], in which experts in specific software development activities of the 
company, combine their training activities with their work as engineers. 
Learners can take advantage of real work experiences by maintaining contact 
with specialized professionals. 

Although this approach is less commonly reported in literature, [5] pre-
sents a training initiative in which a multinational organization provided a 
training course related to best practices of communication, trust, cultural dif-
ferences and coordination.  

5. Blended learning environments, applied in companies or universities which 
use learning platforms designed to support the development of real projects 
by using of collaborative tools similar to those used in real environments 
[14], [27], [28].  

2.3   Training Tools in GSD 

One of the results of our systematic literature review was the discovery of a number 
of tools or environments oriented towards the training of GSD activities. 

Genesis [29] is a collaborative environment that can be used in educational envi-
ronments and which supports formal and informal communications and the definition, 
enactment and control of software processes using workflow. It also uses an artifact 
management system, called OSCAR [30] which supports collaborative software de-
velopment via artifact sharing.  

Jazz [28] is another collaborative platform based on Eclipse that supports functional-
ities such as: source code repository, chat,  web interface, reports generation, and work 
items. Students can use this platform to generate work items containing the relevant 
information related to any problem, along with the associated chat conversations.  

In the same line, XPairtise [31] supports distributed pair programming practices 
providing coding and testing functionalities. It also supports communications through 
chat, shared whiteboards and a graphical Shared Editor in which pairs can cooperate 
by sharing their ideas. Using this Eclipse plugin, inexperts engineers can invite ex-
perts to a pair programming session who will help them to solve certain problems. 
The role of the “spectator” is also supported, who can watch the interaction among the 
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pair and participate in the session chat, which can be used to teach a group of learners 
in a specific problem domain. 

iBistro [14] is also based on the ‘learning by doing’ approach and is an environ-
ment that can be used to learn project management, software development and social 
skills. iBistro enables distributed members to collaborate during the software devel-
opment and addresses miscommunications and information problems in informal 
meetings. This is achieved by allowing students to capture structures and retrieve 
knowledge from the meetings by using the audio, video, sketches, notes and the draw-
ings generated. A minute generator tool stores the contextual information and allows 
the meetings to be represented and analyzed. 

iBistro is oriented towards tacking some of the problems in GSD, and also provides 
intelligent support mechanisms such as that of computer supported group formation, 
and the ability to find stakeholders and experts in certain areas. 

[32] presents a lab course based on the collaborative virtual learning environment 
CURE [33]. It basically uses virtual places for collaboration. These virtual places may 
contain pages with different contents, and communication channels such as chat, 
threaded mailbox, etc., and users, who can interact with other users, stand in the same 
virtual place. 

In [34], the authors propose a framework oriented towards offshoring practices. 
This framework uses CodeBeamer, which is a collaborative platform that offers inte-
grated support in project management, requirements management and code manage-
ment and supports asynchronous communication through a wiki system. 

In [27], the authors present a platform that integrates CURE and CodeBeamer, 
which allows students to develop a large software system by collaborating during all 
the phases of the software life cycle. 

A Web-based collaborative platform is presented in [7], in which students can 
work with their partners in order to achieve the training module’s scopes. This is done 
by using communication and content management tools, including a discussion board, 
a file sharing repository and a project calendar. Instructors can manage the training 
modules by defining instructions, milestones, and deliverables.  

A further collaborative environment is presented in [35], and provides learners 
with a set of tools such as a chat, a scribble tool, an application sharing tool, graphics 
tools for designing UML documents, etc. A Web portal is used to allow students to 
manage the groups and projects in which they are involved, and to share their per-
sonal information. They can also access their partner’s schedule and thus agree possi-
ble meeting times. 

Finally, [12] proposes a framework for training learners in some of the difficulties 
involved in GSD which consists of tools for project scheduling and tracking, configu-
ration management and for performing technical reviews. 

However, these approaches do not completely satisfy the requirements of universi-
ties and companies as they create certain problems such as:  

- a great deal of coordination with other institutions, which implies a high work-
load for the instructors 

- dependency on other learners’ availability 
- time limitations  
- difficulty in reproducing realistic scenarios 
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- high economic costs and infrastructure requirements 
- high maintainability requirements 

It is therefore necessary to offer instructors an appropriate environment and training 
materials in order to provide learners with realistic experiences which are adjusted to 
the reality of companies’ current requirements [28] by avoiding the aforementioned 
problems. 

3   Our Virtual Training Environment 

The Virtual Training Environment presented here places learners in realistic virtual 
training scenarios in which they must interact with VAs in order to perform certain 
typical GSD activities. Since the interaction is carried out through VAs, learners can 
train in cultural and language differences at any time without depending on the avail-
ability of real partners. 

Our environment helps instructors to manage learners and their activities and to 
maintain the training scenarios. Learners can access training scenarios, take part in 
virtual meetings with VAs and access artifacts for that scenario. 

The Meetings Simulator allows learners to textually interact with VAs which will 
answer their questions in relation to a problem. We can thus simulate meetings with 
any kind of stakeholder involved in the project by defining new VAs, and learners can 
play any role in the project according to the design of the training scenario.  

Our environment basically provides three main components: 

- Learners’ interface: this allows learners to communicate with instructors, 
manage their assigned tasks and execute simulated meetings through the 
meetings simulator. They can also submit deliverables, access documents or 
UML diagrams and answer tests associated with the scenario. A Website is 
therefore created for each learner in order to allow the deliverables for each 
scenario to be submitted. 

- Instructors’ interface: this allows instructors to assign tasks and monitor 
learners’ actions. They can also organize teams and send notices and emails 
to individuals or groups. It also provides an editor which allows new training 
scenarios to be managed and created or existing ones to be modified. This 
editor permits instructors to define new VAs with specific cultures and per-
sonalities for their scenarios. We thus intend to minimize the instructors’ ef-
fort by providing mechanisms that enable easy customization and provide a 
wide set of training scenarios.  

- Central server: Both, learners’ and instructors’ interfaces access the central 
server, which offers a set of services required by the interfaces and manages 
the required information stored in its database regarding learners and training 
GSD scenarios. 

3.1   Definition of Training Scenarios 

Our virtual environment works with training scenarios consisting of a set of sched-
ules, documents, exams and virtual meetings. One or more VAs can take part in a 
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virtual meeting, and can play a specific role in the GSD project (e.g. customer, re-
quirements analyst, developer, project manager, etc.). A virtual meeting is also guided 
by a specific VA called a Virtual Colleague (VC) which has been designed to help 
learners during their training. This VA therefore plays the role of campaigner, which 
has been successfully used in other learning environments, as is reported in [36] and 
[37]. The VC will correct the learners’ interventions by providing rationale and ex-
plaining the consequences of their actions, particularly with regard to cultural and 
language mistakes, but is also focused on GSD activities. The VC will also guide the 
learner towards following a logical sequence during the meeting.  

3.1.1   Components of a Training Scenario 
As is shown in Fig. 1, a training scenario is made up of one or more virtual meetings 
and a set of artifacts that constitute the “scenario content”. 

  

Fig. 1. GSD scenario definition 

Scenario Content: Each scenario will have specific documents that learners will need 
or will have to complete, such as a requirements specification report. A scenario also 
contains exams, tests, schedules, source code, etc. 

Virtual meetings: in which VAs and a VC will participate in the conversation guided 
by the Meeting Workflow by following a logical sequence according to the learners’ 
actions. 

3.1.2   Meetings Workflow 
The Meeting Workflows define the course of the conversation as a set of phases, each 
of which defines a small part of the conversation. Each phase is defined by a specific 
piece of conversational knowledge, context specific language and cultural knowledge 
which are used for that phase in the conversation.  

The phases can also store information about their priorities, which can serve to 
evaluate the learners’ actions and the correctness of their decisions. Finally, the 
phases also define any gesture that VAs could make as regards the context of the 
conversation. For example, a VA can emulate different emotions, such as anger, anxi-
ety, annoyance, nervousness, distress, excitement, enthusiasm, happiness and disgust. 

The phases are arranged by forming a sequential diagram that defines the Meeting 
Workflow in which the students will influence the execution path of the meeting as a 
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result of their textual responses. Furthermore, these phases can be simple or com-
posed. Composed phases contain other workflows with the aim of structuring the 
conversation with a high granularity level, and can contain information and conversa-
tional knowledge that is inherited from the phases contained in it.  

This design of the virtual meetings avoids speech repetitions and out of context in-
terventions, making it possible to simulate profound and insightful conversations in 
which the VC can provide immediate feedback depending on the context of the con-
versation.  

The different parts of the conversational knowledge of the meeting are stored in the 
phases related to the context of the conversation. This knowledge is stored as XML text 
based on patterns that can be interpreted by a chatbot engine which is used by the VAs. 

The instructor´s interface allows Meeting Workflows to be created and edited 
through an editor which permits the phases and conversational knowledge required to 
be introduced. Apart from the conversational knowledge, the instructor can also asso-
ciate the cultural and language knowledge with the context that the VC will use to 
provide feedbacks to the learner. 

3.2   Managing Cultural and Language Problems 

We have effectively managed cultural problems by designing our virtual meetings on 
the basis of the existing literature of Hall [38] and Hosfstede [39], and by considering 
the specific problems for the cultures involved in the meeting. With regard to the 
language problems it is necessary to study the possible problems that could appear for 
the languages involved in the meeting for each scenario. For our first scenario we 
have considered problems related to the use of English as a lingua franca [40], [41], 
since this is the language usually used in GSD. 

The phases of the Meeting Workflow contain information that the VC can use to de-
tect inappropriate interventions by the learners. More specifically, a phase can contain: 

- A list of expressions regarding cultural problems, which contains the appropriate 
and inappropriate use of titles, presentations and greetings, how to start and fin-
ish conversations, requests, means of negotiation, etc. The following example 
shows how we correct a learner who does not use appropriate titles: 

Cultural Problem: 
Type: qualification 
Pattern: “? Edwards” Trigger: “? <> Mr.” 
Definition: You should refer to Mr. Edwards by using his title (Mr.). 

- List of expressions regarding language problems, such as of the overuse of cer-
tain verbs of a high semantic generality (do, have, make, put, etc.) or the use of 
false friends. The following example shows a pattern with which to correct the 
use of a false friend: 

Language Problem: 
Type: false friend 
Pattern: “politic” 
Definition:”Politic” is a false friend in Spanish. Do you mean policy? 



A Tool for Training Students and Engineers in Global Software Development Practices 177 

 

- Rules regarding grammatical inaccuracies. Third party dictionaries and gram-
matical correctors for the target language are used for this purpose. These en-
gines detect any mistake during the conversation and take into account typical 
mistakes. For example; a common mistake in the Spanish culture consists of 
changing the termination of a Spanish word in the hope that it will be correct in 
English. The VC will use these to report errors such as:  avoidance of passive 
forms, incorrect plural formations, the absence of the third person, the use of re-
dundant prepositions, etc.  

Each of these entries also has an associated explanation that the VC will use to help 
the learner. These entries also have a score that will be used to evaluate the learner’s 
interaction.  This also serves to show statistics with regard to the number of mistakes 
made in each category at the end of the meeting. 

The composed phases store cultural and language knowledge, signifying that any 
phase contained in it will use this information. We therefore avoid redundant cultural 
and language information in different phases, since general knowledge for this con-
text can be stored in the parent phase. 

4   Description of a Scenario 

The definition of a training scenario requires a great deal of knowledge about the 
stage of GSD being dealt with, so it is first necessary to study the existing literature 
on this subject to discover the specific problems that may appear in each stage in 
order to design a representative training scenario.  

The first training scenario we have developed is related to the Requirements Elici-
tation (RE) stage, since it is a highly communicative process, which is particularly 
affected by poor communication, and cultural and language differences that fre-
quently causes problems related to ill-defined requirements and misinterpretations 
that may occur during interactions with customers and team members. 

Our RE scenario is focused on the problems that Spanish learners confront when 
interacting using English. More specifically, the Meeting Workflow designed for this 
scenario places learners in a virtual meeting in which they will play the role of ana-
lysts in order to elicit a set of requirements for a virtual customer from the United 
States.   

Intro to
scenario

Identify system
requirements

Identify storage
requirements

Identify functional
requirements

Identify non-functional
requirements

Prioritize requirements

Simple phase

Composed phase
 

Fig. 2. Example of Requirements Elicitation Workflow 
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Chat simulation

Virtual Customer Virtual Colleague

Scenario: Requirements 
Elicitation Scenario 1

Agent Culture: en-US
Student Culture: es-ES

Meeting Duration: 25 min

-

Student: What confidential information do you want to store? Send

Virtual Colleague: Now we should focus on security issues. We should First 
know who we must address.
Student: Who is the person responsible for establishing the security politic?
Virtual Colleague: “Politic” is a false friend in Spanish. Do you mean “policy”?
Student: Who will establish the security policy?
Virtual Customer: Security will be managed by Mr. Edwards, who is 
responsible for our Administration Department
Virtual Colleague: We should have a meeting with Mr. Edwards.
Student: I will need to have a meeting with Edwards to specify this.
Virtual Colleague: You should refer to Mr. Edwards by using his title.
Student: I will need to have a meeting with Mr. Edwards to settle this.
Virtual Colleague: You should avoid being so direct. Ask with a more polite 
form, such as “Could I have…” or “May I have…”
Student: Could I have a meeting with Mr. Edwards?
Virtual Customer: Of course, we can schedule a meeting with him when you 
finish the functional requirements document.
Virtual Colleague: We should know what confidential information they will 
need to store 
Student: What confidential information do you wanna store? 
Virtual Colleague: “wanna” is too informal, please use “want to”. 

 

Fig. 3. Virtual meeting example 

One of the Meeting Workflows proposed for this scenario is shown in Fig. 2, and 
starts with an introduction to the problem to be solved and to the VAs involved. This 
will be explained by the VC. After the introduction, the learners will actively interact 
with the VAs through the following phases of the meeting, which are organized by 
using composed phases that group the workflows and consider the type of require-
ments elicited (system requirements, functional requirements, non-functional re-
quirements, and storage requirements). 

Fig. 3 shows an example of a dialog between a Spanish learner and the virtual cus-
tomer, in which the VC guides and corrects the learners’ mistakes according to the 
aforementioned Meeting Workflow. 

This is an exaggerated case in which the VC acts many times. However, when the 
learners’ behavior is appropriate the VC’s intervention is not necessary. The details of 
the Meeting Workflow phase with regard to this conversation are shown in Fig. 4, in 
which we have designed a composed phase (Identity storage requirements) which 
contains the definition of some of the cultural problems that learners may confront  
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Security policy

Identify storage requirements

Conversational Knowledge
Virtual Colleague: We should have a meeting with Mr. 
Edwards.
Virtual Customer:<pattern1>Could I * meeting * Mr. 
Edwards?</pattern1>
<pattern2>May I * meeting * Mr. Edwards?</pattern2>
<template>Of course, we can schedule a meeting with him 
when you finish the functional requirements document. When 
could you have it?</template>

Cultural problems
Problem 1:

Type:too direct speech
Pattern: “I will need”
Definition:You should avoid being so direct. Ask with a 
more polite form, such as “Could I have…” or “May I 
have…”

Conversational Knowledge
Virtual Colleague: We should know what confidential 
information they will need to store
Virtual Customer:<pattern>What * confidential *?</
pattern>
<template>Firstly, we need to store the passwords for all the 
users</template>

Cultural problems
Problem 1:

Type:informal
Pattern: “wanna”

Definition:“wanna” is too informal, please use “want to”.

...

Information required

Global cultural problems
Problem 1:

Type:qualification
Pattern: “? Edwards” Trigger: “? <> Mr.”
Definition:You should refer to Mr. Edwards by using his title (Mr.).

Conversational Knowledge
Virtual Colleague: Now we should focus on security 

issues. We should first know who must we address.
Virtual Customer:<pattern>Who * security policy *?</
pattern>
<template>Security will be managed by Mr. Edwards, who is 
the person responsible for our Administration Department</
template>

Language problems
Problem 1:

Type:false friend
Pattern: “politic”
Definition:”Politic” is a false friend in Spanish. Do you 

mean policy?

Introduction

Confidential information

Schedule a meeting with the security 
responsible 

+

-

-

 

Fig. 4. Virtual scenario definition 

during this phase. For example, in this case it detects that the learner is referring to 
Mr. Edwards inappropriately. The first sub-phase (Security policy) in turn contains a 
sub-workflow in which we can see simple phases containing the conversational 
knowledge along with language and cultural problems specific to these phases. 

For each learner intervention, our system will review the text introduced, checking 
the patterns defined for cultural and language problems. For example, in the “Intro-
duction” phase, if the learner uses the word “politic”, the VC will correct him/her by 
saying: “”Politic” is a false friend in Spanish. Do you mean policy?”. 

If any conflict were to exist between the cultural or language knowledge of a phase 
and its parent, the system would give priority to the information corresponding to the 
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child phase, since it contains more specific information for that context than the par-
ent. The scenario concludes when the learner completes all the virtual meetings asso-
ciated with the scenario, finalizes the requirements elicitation document and fills in a 
questionnaire. 

5   Discussion 

Our proposal permits communication skills in GSD problems to be trained through 
typical communication and coordination channels and avoids the need for coordina-
tion with other institutions, thus reducing the instructors’ workload and scheduling 
problems. It also avoids the difficulty of finding team members from different cul-
tures with the appropriate skills and knowledge to carry out the GSD activities.  

Learners do not depend on their partners’ activities and can work at any moment 
without depending on another learner’s availability. They can also play different roles 
in the projects, and thus become aware of the different kinds of problems from differ-
ent perspectives. 

VAs will provide learners with opportunities for self-reflection and self-correction by 
explaining the consequences and rationales of their actions with regard to team ethics 
and cultural differences. Instructors will also be able to provide the learners with feed-
back, since they can monitor the learners’ activities and communicate with them. 

Since it is not possible for instructors to have a profound knowledge of all the 
stages and problems of GSD [16], one of our future works will aim to provide a wide 
set of training scenarios oriented towards other stages of GSD such as software de-
sign, software construction or software testing in which different types of documenta-
tion can be managed. Fig. 5 shows the phases that we plan to implement in a complete 
training scenario along with the virtual meetings that could take place and the artifacts 
associated with each phase. 

Requirements
Specification

Design
phase Implementation Testing Refinement Final product

-Virtual meeting: with
customers.
-Artifacts:
Requirements
specification document.

-Virtual meeting:
with other
analysts.
-Artifacts: UML
diagrams, planning
and tests plan.

-Virtual meeting: with
other developers.
-Virtual meeting: with
project management.
-Artifacts: source code.

-Virtual
meeting: with
other testers.
-Artifacts:
test results

-Virtual meeting:
with other analysts
or developers.
-Artifacts: source
code.

-Virtual meeting:
with customers.
-Artifacts: Post-
mortem analysis

 

Fig. 5. Phases of a complete training scenario 

Instructors would thus be provided with realistic training scenarios that reproduce the 
complexity of GSD environments and, since our simulator permits the customization of 
the existing training scenarios, the instructors could adapt them to their specific needs. 

6   Conclusions and Future Work 

Training the collaboration skills required in GSD environments is a difficult task. In 
this paper we have presented an environment that simulates the complexity of real 
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GSD projects by providing training scenarios that are especially focused on cultural 
and language differences.  

Although our first training scenario is focused on the Requirements Engineering 
stage, we plan to develop further scenarios once we have completed the evaluation of 
this one. We also plan to adapt the scenarios to other pairs of languages and cultures 
apart from those of English (United States) and Spanish (Spain).  

In order to facilitate the collaboration artifacts management, we also provide a re-
pository, signifying that the artifacts are under version control and can be made  
available to the instructor. Our proposal, based on VAs, avoids the problems of other 
existing approaches related to coordination with other learners or institutions and 
minimizes the instructors’ effort and the costs of infrastructure and maintenance. It is 
therefore easy to provide learners with a wide set of GSD problems in which they can 
train by using communication tools (chat, email). 

Although we have presented a training scenario oriented towards training learners 
in collaboration through chat, our environment also permits the definition of scenarios 
in which the interaction can be made through emails. In addition, although our re-
search is focused on GSD, this proposal is also extensible to outsourcing, offshoring 
or distributed software development education. 

In our future work we intend to define training scenarios in which more than a 
learner can be involved. Thereby, each learner would play a different role in the sce-
nario and they could interact during the meeting helped by the VC. The idea in this 
case consists of providing learners with an introduction to the problem and a set of 
artifacts and tasks that they can discuss during the interaction with their partner in 
order to collaboratively solve a GSD problem. 

Finally, as part of our future work we plan to validate our final model by compar-
ing the performance of the members of a company involved in real GSD projects 
trained with our model, with other members with similar skills who have not used it. 
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Abstract. The developers’ physical distribution in Global Software De-
velopment (GSD) imposes challenges related to awareness support during
collaboration. In this paper, we present a systematic review of the liter-
ature that describes studies that improve awareness support in a GSD
scenario, identifying which of the dimensions of the 3C model, namely
communication, coordination, and cooperation, are supported by these
studies. Results indicate that coordination is far the most explored di-
mension, while awareness support in communication is very poorly stud-
ied. The research also identified a high number of tools introduced in the
GSD domain and some new research opportunities.

Keywords: Awareness, Global Software Development, 3C Collabora-
tion Model, Communication, Coordination, Cooperation.

1 Introduction

The Software Development industry has been using the benefits brought by
CSCW in order to obtain competitive advantages in terms of cost and quality
using qualified professionals distributed from all around the world [50]. This new
approach, called Global Software Development (GSD), is based on geographi-
cally dispersed teams working collaboratively in a software project. Besides its
advantages, GSD brings new challenges such as contextual, cultural, organiza-
tional, geographical, temporal, and political differences [35]. With the increasing
number of organizations adopting GSD, researches and related literature also
increased [49,38]. Within these researches, there is a great number of studies
related to awareness support in distributed development environments. This oc-
curs because awareness is essential when teams are distributed and there is a
need to collaborate in order to achieve a common goal.
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In this paper, we report a systematic literature review on awareness support
within the GSD scenario. Its purpose was to identify awareness studies that
brought improvements to collaboration in GSD. For the purpose of analysis the
improvements were classified into the three dimensions of the 3C Collaboration
Model [27]. According to this model, commonly used in the CSCW literature,
the collaboration is analyzed from the communication, coordination, and coop-
eration points of view. The systematic review also identified aspects upon which
researchers have focused more intently, thus allowing analysis and identification
of current challenges and opportunities for future works.

This paper is organized as following: in Section 2 we present the concepts
of awareness and the 3C model; in Section 3 we present the systematic review,
including its planning, conduction, and analysis; in Section 4 we classify and
summarize the improvements and the opportunities identified on this review;
and, in Section 5, we discuss our findings and the limitations of our review.

2 Awareness and the 3C Collaboration Model

Awareness was defined by Dourish and Belloti [18] as “an understanding of
the activities of others, which provides a context for one’s own activities.” Its
objective is to allow a group of people working collaboratively to realize how
and which of their contributions are relevant to the group activities. Awareness
is concerned to support activities that involve two or more individuals, resources
or services, voluntarily or involuntarily involved in any collaborative activity.

In GSD environments, collaborative teams are geographically dispersed. Thus,
physical, temporal, and cultural distances make the difficulty of providing aware-
ness more evident. The participants of a collaborative work often do not know
other participants in person, work in different timezones, do not speak the same
language and do not share the same culture. These, among other factors, hinder
the information sharing [10], increase the possibility of conflicts [53], and inhibits
informal interaction [7] among team members.

The problems addressed by GSD affect communication, coordination, and co-
operation among team members. This occurs due to the relationship between
these elements and awareness. This relationship is reflected in the 3C collabora-
tion model, which was originally proposed by Ellis et al.[21] and later extended
by Fuks et al.[26]. This model defines collaboration as the union of communica-
tion, coordination, and cooperation efforts, as represented by Figure 1.

Communication generates commitments that are managed by coordination.
Moreover, during communication people negotiate and make decisions. Coordi-
nation arranges task for cooperation, helps managing conflicts, and organizes
people to prevent loss of communication and of cooperation efforts. Cooperation
is the joint operation of members of the group in a shared space, seeking to exe-
cute tasks, and generate and manipulate cooperation objects. To obtain success,
cooperation demands more communication, generating a cycle that indicates the
iterative nature of collaboration. Awareness is the element that intermediates
each of the 3Cs, offering feedback to users actions and giving them information
about other participants of a collaborative work [27,26].
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Fig. 1. 3C collaboration model proposed by [21] and adapted by [26]

The relationship among the 3Cs may be used as a guidance to analyze a
groupware application domain. A chat, for example, which is a communication
tool, requires communication (exchange of messages), coordination (access poli-
cies), and cooperation (logging and sharing). Therefore, despite their separation
for analysis, there is a constant interplay between them. Figure 2 presents some
applications positioned in the triangle formed by the 3 dimensions.

Fig. 2. Applications spread in the triangle formed by the 3C collaboration model [5]

The 3C collaboration model has often been used in the literature to clas-
sify collaborative tools [5,45,44]. Organizing collaborative tools according to this
model facilitates the analysis since it allows one to realize the problems related
to each dimension separately, to compose a complete solution [27]. Moreover, as
they are interrelated concepts, dealing with them separately may reveal factors
that otherwise would be forgotten.

In this paper, studies that improve awareness support in GSD were analyzed
and categorized according to the 3C dimension they mainly support. We adopted
the following criteria to classify the studies:

Communication: when the study brings improvements to the way messages
and information are exchanged among people, reducing gaps, ambiguity, or
the effort needed to understand, establish, or continue a conversation;
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Coordination: when the study brings improvements to the support offered for
people managing themselves, or being aware of the activities and its effects
to the collaboration;

Cooperation: when the study brings improvements to the shared space or to
the way users interact with shared artifacts synchronous or asynchronously.

3 Systematic Review

Kitchenham [40] summarizes the stages in a systematic review into three main
phases: Planning the Review, Conducting the Review, and Reporting the Re-
view. In this section, we present these three steps for our systematic review.

3.1 Review Planning

Review planning includes the identification of the review objective and the devel-
opment of a protocol. The definition of a review protocol specifies the methods
that will be used to undertake a systematic review and aims to reduce the pos-
sibility researcher bias [40]. This section summarizes our review protocol.

Formulating the research questions is the most important activity during pro-
tocol definition [40]. The research questions guide the systematic review. In our
systematic review the research questions were:

Q1: What are the awareness studies carried out in order to improve the Global
Software Development scenario?

Q2: Which of the 3Cs are these studies supporting?

The keywords were defined based on terms related to GSD and to awareness, as
presented in Table 1.

Table 1. Keywords defined based on research questions

Reference Category Keywords

C1 Global Software
Development

“Distributed software development”, “Global software develop-
ment”, “Collaborative software development”,“Global software en-
gineering”, “Globally distributed work”, “Collaborative software
engineering”, “Distributed development”, “Distributed teams”,
“Global software teams”, “Globally distributed development”, “Ge-
ographically distributed software development”, “Offshore software
development”, “Dispersed teams”, “Virtual teams”

C2 Awareness Awareness

Category C1 has more keywords and reflects the fact that GSD area is matur-
ing, and there are many variations of the same term [49]. The three dimensions
of the 3C collaboration model (communication, coordination, and cooperation)
were not included in the query string, because there are studies related to aware-
ness which might not explicitly present one of these words, however they can be
classified according to them. The query string was defined as a combination of
C1 and C2 using the logical connectors “AND” and “OR”, as presented below:
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(Awareness) AND (“Distributed software development” OR “Global software
development” OR “Collaborative software development” OR “Global soft-
ware engineering” OR “Globally distributed work” OR “Collaborative soft-
ware engineering” OR “Distributed development” OR “Distributed teams”
OR “Global software teams” OR “Globally distributed development” OR
“Geographically distributed software development” OR “Offshore software
development” OR “Dispersed teams” OR “virtual teams”)

The query string defined was used to retrieve the candidate studies. The following
search sources were used to obtain them:

– Science@Direct (http://www.sciencedirect.com);
– El Compendex (http://www.engineeringvillage.com);
– IEEE Digital Library (http://ieeexplore.ieee.org/); and
– ACM Digital Library (http://portal.acm.org).

After obtaining the studies by running the query string on the selected sources,
papers were analyzed to check their relevance to this systematic review. The
analysis was made in order to check if the study dealt with awareness on the
GSD domain. It is worth noticing that only studies written in English and with
online full paper available were considered.

The process used to include or exclude a study was based on [40,49] and
followed the following steps. The first three steps were performed by two re-
searchers, independently. When at least one of them included a paper as rel-
evant, it was classified as a relevant study. All the steps were reviewed by a
third – more experienced – researcher, responsible for checking the information
generated.

1. The first analysis was made by reading papers titles, excluding those that
were considered clearly irrelevant to the research questions.

2. The included studies were then analyzed based on the reading of papers
abstracts and keywords, considering research questions.

3. Studies included in the previous step were further analyzed based on the
reading of introduction, conclusion, and specific parts related to the
contributions.

4. All studies selected so far were read by the researchers and documented on
a proper form. Those studies which, despite addressing awareness issues, did
not focus on GSD domain, were dismissed. We also discarded studies related
to a same tool or environment, keeping just the most recent one. Papers
included after this step were considered our primary studies.

The process of information extraction was based on obtaining information con-
cerning the main contribution of the studies, thus allowing a categorization of
the results. All papers were categorized based on the classification used in [38].
The categories used in our review were:

(i) case studies;
(ii) theoretical studies (also including conceptual/theoretical frameworks);
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(iii) experiments;
(iv) tools (also including frameworks and architectures);
(v) literature reviews.

Additionally, studies were categorized according to which of the 3C dimensions
the study was supporting. This categorization was made by identifying the di-
mensions supported and evaluating them from 0 to 3, according to the level of
support the study presented:

3: Mainly supports (main focus of awareness study is on that dimension);
2: Also supports (the dimension is not the main focus, but it is also supported);
1: Indirectly supports (no focus, but brings indirect improvement);
0: Does not support (when no support or improvement is presented).

3.2 Review Conduction

The review was conducted according to the plan presented on the previous sec-
tion. After executing the process defined in Section 3.1, a total of 42 primary
studies were selected. More details about the process, the studies included and
their classification can be found at http://www.igor.pro.br/awarenessRS/.

As can be observed in Table 2, confirming the observations of [49], the lack
of standard terminology in GSD resulted in a large number of papers to start
with, but only a few were selected. A high number of papers of unrelated areas
(like computer networks, ubiquitous computing, e-learning, and psychology) also
contributed to the large number of studies discarded at the beginning. After the
title analysis, 143 papers (including duplicated ones) were selected; during the
second analysis (based on abstract and keywords), 38 papers were dismissed;
then, after the third selection (introduction and conclusion reading), we dis-
missed other 26 studies. During first and second analysis, we have also discarded
22 duplicated papers. Thus, we came to a number of 57 studies selected for an
in-depth analysis.

In the deeper analysis, performed by reading the full papers, 15 papers were
considered not relevant to the review or presented a same tool or environment (in
this case only the latest study was considered). The main reason for dismissing
papers at this step was that they were not presenting their contributions to the
GSD domain area. In the next section, we present the results based on the data
collected from these 42 papers selected as primary studies.

Table 2. Distribution of studies found

Papers Excluded per analysis step Relevant Primary
Source Found Title Abstract, Introduction, Repeated, Studies Studies

Keywords Conclusion Duplicated Selected
IEEE 37 11 4 6 2 14 10
ACM 325 256 20 9 5 35 26

Science 229 203 9 10 2 5 3Direct
El Com- 86 64 5 1 13 3 3pendex
Total 677 534 38 26 22 57 42
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3.3 Review Report

Figure 3 shows the number of relevant studies by year, including the studies
related to a same tool or environment to avoid any bias. The first conclusion is
that the subject of awareness in GSD evidently is an area which was not widely
studied until a few years ago, and that only recently appeared in a greater num-
ber of publications. As one can notice, the last three years present the greatest
part of papers of our sample. It is important to highlight that the search was
performed in early 2010, so it is possible that more studies could have been
published in 2009 that have not been indexed to date.

Fig. 3. Amount of relevant studies per year

Figure 4 presents the distribution of studies according to their categories. All
studies were classified in, at least, one category. In this figure, the large number
of tools presented in the literature may be noted. Out of a total of 42 primary
studies, 33 studies (79%) presented a new tool. It is worth pointing out that 21
studies (64%) only presented a tool without any experimental analysis. Special
attention should be given to one study [47] that presented a tool based on a
proposed theoretical study and was further evaluated by an experiment.

The other 9 papers (not classified as tools) were categorized as case stud-
ies and/or theoretical studies. Five of them were classified only as theoretical
studies: three [19,55,8] presented conceptual frameworks for awareness support;
one study presented computer support interaction patterns for dispersed team
members [54]; and the other one [31] brought an awareness analysis for Open
Source communities.

Three papers were classified only as case studies: one [2] studied people work
rhythm within a company, in order to find ways to make people aware of re-
mote colleagues availability, providing a shared sense of time; and the other two
[14,10] studied consequences of awareness gaps in broken code builds and com-
munication, respectively. Only one study [9] was classified as both theoretical
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Fig. 4. Venn diagram for types of primary studies found

and case study. And, as one can notice, for this review no study was classified
as literature review.

Figure 5 shows the classification of primary studies regarding the 3C collab-
oration model in two different analyses. The first analysis, depicted by Figure
5(a), is based on a Venn diagram representing the number of awareness studies
that presented support (at any level) to each 3C-dimension. So, a first and clear
conclusion that can be made is that communication is scarcely studied, present-
ing just 9 related studies and just 2 focusing only on communication. We can
also see that a great focus is given to coordination and cooperation, as 40 out
of 42 studies (95%) presented some support to one of these dimensions, and 21
(50%) support both dimensions concurrently.

Figure 5(b) presents the distribution of studies according to the 3C model
and to the level of awareness support provided. It is clear that coordination is
by far the main focus of awareness studies on GSD domain due to the number of
studies that mainly support it (evaluated with 3 according to the scale presented
in Section 2): a total of 28 studies out of 42 (67%). When we verify studies that
support coordination evaluated with 3 or 2, this number grows to 35 (83%).

Fig. 5. (a) Venn diagram for 3C model classification; (b) Amount of studies evaluated
according to 3C model
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On the other hand we have communication, mainly supported by only 4 studies
(9%). Additional details about the studies classified according to the 3C model
dimensions can be found in the next section.

4 Studies Discussion and Classification

This section discusses the improvements and opportunities identified in this re-
view. The open opportunities presented were raised according to the authors
experience and based on the issues that frequently motivate GSD studies.

4.1 Communication

As it is possible to observe in Figure 5, awareness supporting communication is
poorly explored within the GSD domain. Although many researchers use com-
munication issues as motivation, only four awareness initiatives were classified
as mainly supporting communication.

Three of these studies focused on providing the users with some kind of con-
text for the conversation. Cheng et al. [11] presented a tool called Jazz, a col-
laborative distributed development environment that included communication
facilities, such as a chat tool that allows developers to include links to tran-
scripts of older chats, and team event notifications (e.g. code check-ins and
check-outs from source control). Jacovi et al.[36] presented a tool that allows
people to know what are the subjects being discussed on chats. Fitzpatrick [25]
introduced a tickertape tool responsible for bringing CVS commit messages to
members of a project, allowing them to start a private or a group chat within
the context of the CVS message.

In the study presented by Calefato et al. [7] the Jazz environment was im-
proved by presenting its integration with FriendFeed (a social network system),
bringing personal interests to workspace and offering informal and social commu-
nication by using microblogs and forums within their development environment.

Some studied papers [29,37,55,32] presented limited means to allow communi-
cation on GSD environments (e.g. chats and forums) without any specific contri-
bution to provide an easier or more effective communication in a GSD scenario.

According to [38], the software life cycle requires a great deal of communica-
tion using different tools and formats in order to avoid misunderstandings and
delays. In order to avoid these problems and improve communication, awareness
initiatives are needed to avoid ambiguity and misunderstandings, as cultural
differences imply different vocabulary which may lead to mistakes. Using con-
textualized information and semantics extraction to improve communication can
also be fruitful research areas. Privacy and security issues regarding access to
sensitive user data [30] during communication is also a topic that should appear
on awareness studies.

4.2 Coordination

Within a GSD environment, awareness is regarded as a means by which team
members can become aware of the work of others that is interdependent with
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their current tasks, therefore enabling better coordination of teams [14]. This
maybe is the justification for why 38 out of 42 (90%) awareness studies present
some level of support for coordination and 28 (67%) mainly support it.

In order to provide awareness for coordination, some studies focused on pre-
senting information regarding the sequence of activities of an ongoing project.
One example is the tool called TeamSCOPE [37], that presents a calendar of
activities and a log relating artifacts and activities, allowing people to coordi-
nate themselves. Godart et al. [29] introduces the tool ToxicFarm, which offers a
workflow view, allowing one to be aware of the activities, their owners and their
dependencies. Biuk-Aghai [4] presents a visualization approach that aims to
support users in obtaining a greater understanding of structural and behavioral
aspects of virtual collaboration, leading to increased awareness of the activities
of the virtual team.

Another approach used to provide awareness to support coordination is gath-
ering information on source code version management repository to make users
aware of changes on artifacts that affect their work. Cook et al. [12] presents
CAISE, a tool that notifies developers regarding dependent codes, user depen-
dence and impacts of code changes, based on commits. FASTDash [3] is a vi-
sualization tool that seeks to improve activity awareness using a representation
of the shared code (extracted from SVN/CVS) that highlights team members’
current activities. Many other studies revealed that code repositories are a rich
source of information for awareness generation [51,48,11,15,13,47].

Also using information from source code version management repository, but
studying social network analysis techniques, De Souza et al.[16] introduces Ari-
adne, a tool that extracts information from code repositories and analyzes
sociotechnical dependencies, thus helping to find coordination problems using
social network visualization. Tesseract [52] and SmallBlue [20] are other tools
that also present sociotechnical network analysis to improve awareness.

Expertise search is another mechanism studied to provide awareness to sup-
port coordination. Expertise Browser [43] is a tool to assist users in identifying
experts for specific artifacts or tasks, making them aware of how experienced
they are and the amount of experts for that artifact or task. SmallBlue [20] is
an expertise search tool that can be used to identify experts, see dynamic pro-
file information, and get information about the social distance to the experts;
it supports someone to find the right people to work for a given task or area
of interest. Minto [42] presents Emergent Expertise Locator, that uses emergent
team information extracted from source code repositories to propose experts.

Cataldo et al. [8] study the coordination and propose a framework based on
product features in order to support coordination within distributed environ-
ments, providing information about members activities and their relations with
product features.

Most part of the studies that support coordination presented features based on
historical information extracted from source code repositories, but, based on [47] it
is also necessary to get recent information, once key information items used to gain
awareness are the items that change on a daily, hourly or minute-by-minute basis,
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according to [3]. Another open research topic is the social network coordination
[14], trying to maintain awareness on the emerging and unplanned interactions
that appear during the development cycle.

4.3 Cooperation

Activities within a GSD environment require awareness information to help dis-
tributed developers to edit shared artifacts, reducing negative impacts of distri-
bution. In this sense, two studies [34,33] use code annotation to present changes
being concurrently made by other developers in a shared artifact. Dekel and
Herbsleb [17] also use code annotation to provide awareness on a tool called
eMoose, that allows developers to write informal comments in the code, stores
them in a central database, and spreads them to other developers using the
annotated module.

A well explored way to provide awareness to support cooperation is warning
and preventing conflicts on shared (cooperative) artifacts. Lighthouse [13] is a
tool that captures code change events directly on developers workspace to avoid
conflicts by keeping a shared and up-to-date UML design representation of the
actual code. Estublier and Garcia [22] present a study based on cooperative
policies to control concurrent engineering in order to avoid conflicts and pro-
pose awareness support considering different concurrent models. Palant̀ır [53]
is another tool that supports cooperation by making users aware of direct or
indirect conflicts on source code and helping them to reach a solution. Holmes
and Walker [33] and Ignat [34] also proposed studies to avoid conflicts during
cooperative handling of code artifacts.

A different awareness study is presented by Everitt et al. [23], who propose
Designers’ Outpost, a tool that allows users writing on Post-it notes and adding
them to an electronic whiteboard, and organize information by physically moving
Post-its around on the board. The tool provides synchronous remote cooperation
and supports awareness regarding changes on the electronic whiteboard.

Despite the amount of studies presenting support to cooperation, it is an area
that requires further development. One example is that there is no study pre-
senting ways to suggest pieces of code to complete a given function or method
based on similar codes extracted from other developers’ code. Another possible
opportunity is to focus on providing awareness support to cooperation in devel-
opment phases other than coding; for example, present support to clients and
analysts cooperate during requirement extraction and specification phases.

4.4 Summary

This subsection summarizes and classifies the awareness features of the studied
tools. This classification was made to (i) further organize the high number of
tools found on this review and (ii) provide a quick reference to GSD environment
developers and researchers regarding which awareness features have already been
investigated. Table 3 presents the references for the studies classified according to
which 3C model dimensions they support. The table does not include frameworks
or architectures [39,41,46,24,6].
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Table 3. Identified awareness support for each 3C dimension

Coordination Cooperation Communication
Conflict indication [3,13,22,53,48,51,34,12][22,34]
Artifact change indication [29,37,3,11,13,15,48,33][29,15,22,53,34]
Activity control (workflow, logs,
agenda, worklist)

[29,37,28,25,4,51]

Presence/status indication [29,37,56,11,32,28,23]
Context/subject-aware message ex-
change

[37,11,36,28,25]

Historical log [37,47,22]
Historic based expert
search/recommendation

[47,42,43,20]

Social/socio-technical network [16,52,51,20] [47,16]
Source code annotation [17,33,34]
Collaborative artifact synchronous
handling

[13,28,23]

Screen Sharing [56,11] [11,48]
Informal/social communication [7]

In addition to the analysis of opportunities made on each subsection of this
section and the ones summarized in Table 3, it is possible to highlight other
possible research topics that may be explored on all 3C dimensions. Firstly, we
have not found studies dealing with awareness to overcome issues related to cul-
tural, political, geographical differences, although this is frequently presented as
motivation on GSD studies. Another research opportunity is the definition of
policies to provide awareness within a GSD environment, maintaining the pri-
vacy of team members and organization as well as information security. Another
opportunity that was very poorly explored on all three dimensions is to provide
awareness not only to the coding phase, but also to the other software engi-
neering phases. Several concepts and techniques already well investigated by the
CSCW community in other contexts may be adapted or extended to the GSD
domain.

5 Conclusion

In this paper, we presented a systematic review on the use of awareness to
support GSD projects. It can be considered a starting point to establish issues
upon which subsequent researches may be focused on or upon which developers
may consider while designing GSD environments. The systematic review aims
to present a fair evaluation of a research topic by using a trustworthy, rigorous,
and auditable methodology, increasing the likelihood of detecting real effects
that individual smaller studies are unable to detect [40].

We have presented our findings in two phases: in the first phase an initial
quantitative data was presented, including number of studies per year, types of
primary studies, and their classification according to the 3C model; in the sec-
ond stage, we have analyzed and discussed the data extracted from the primary
studies, enabling us to show some conclusions about the current state of art
and practice of the awareness support in the GSD domain and the contributions



Awareness in GSD: A Systematic Review Based on the 3C Model 197

and challenges identified. In general, most part of the primary studies (79%) fo-
cuses on introducing a new tool with some awareness support to GSD. The main
focus is given to studies gathering information from source code version man-
agement repositories, used to provide awareness, supporting both coordination
and cooperation.

During this review we found a lack of studies and tools offering solutions that
could provide awareness regarding recent (or real time) context. We did not find
any study linking awareness in GSD and ubiquitous computing. Merging these
areas should be a promising research topic, since awareness is already being dis-
cussed in ubiquitous computing for some time [1]. We also did not find any clue
on how to use awareness regarding the physical location of a team member, for
example, how to treat different cultures, national laws or organization restric-
tions. The closer study we found was a case study presented by Begole et al. [2],
aiming on finding ways to coordinate teams in different timezones according to
their temporal rhythmic activities patterns on a day-by-day and weekly basis.

In terms of the classification according to the 3C collaboration model, the
main conclusion is that most of the literature focus on the support for coor-
dination and the support for communication is very poorly explored, being a
fruitful research topic. Coordination, even appearing as the main focus of aware-
ness within the GSD area, still presents some opened opportunities like those
presented in [47] and [14] and summarized in Section 4.2.

The approach of conducting a systematic review based on a collaboration
model widely used by CSCW community may also be considered itself as a con-
tribution, since it has not been yet used and may be adapted by others groupware
researchers while conducting systematic reviews for other CSCW domains.

5.1 Limitations

Systematic review is a powerful method to search for primary studies within a
given domain [40]. But as any other method, it also presents some limitations.
This review may have missed some papers that address the use of awareness to
support GSD, since we did not perform our search into every possible source. The
four most relevant digital libraries were selected based on previous studies [38,49]
and on the subject under review. The findings of this review may also have been
affected as the classification is a human process and it is based on some criteria
that could be considered subjective. In order to reduce this possible threat,
this review involved two researchers cross checking each paper for inclusion,
and a third researcher responsible for reviewing and discussing the information
generated after each step.
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44. Muhammad, A., Enŕıquez, A.M.M., Decouchant, D.: Awareness and coordination
for web cooperative authoring. In: Szczepaniak, P.S., Kacprzyk, J., Niewiadomski,
A. (eds.) AWIC 2005. LNCS (LNAI), vol. 3528, pp. 327–333. Springer, Heidelberg
(2005)

45. Neale, D.C., Carroll, J.M., Rosson, M.B.: Evaluating computer-supported coop-
erative work: models and frameworks. In: ACM Conf. on Computer-Supported
Cooperative Work, pp. 112–121. ACM, New York (2004)

46. Nutter, D., Boldyreff, C.: Historical awareness support and its evaluation in collab-
orative software engineering. In: 12th IEEE International Workshop on Enabling
Technologies, pp. 171–176. IEEE CS, Washington (2003)

47. Omoronyia, I., Ferguson, J., Roper, M., Wood, M.: Using developer activity data to
enhance awareness during collaborative software development. Comput. Supported
Coop. Work 18(5-6), 509–558 (2009)

48. O’Reilly, C., Bustard, D., Morrow, P.: The war room command console: shared
visualizations for inclusive team coordination. In: ACM Symposium on Software
Visualization, pp. 57–65. ACM, New York (2005)

49. Prikladnicki, R., Damian, D., Audy, J.L.N.: Patterns of evolution in the practice
of distributed software development in wholly owned subsidiaries: A preliminary
capability model. In: IEEE International Conf. on Global Software Engineering,
pp. 99–108. IEEE CS, Washington (2008)

50. Robinson, M., Kalakota, R.: Offshore Outsourcing: Business Models, ROI and Best
Practices. Mivar Press, Georgia (2004)

51. Sarma, A., van der Hoek, A.: Towards awareness in the large. In: IEEE Interna-
tional Conf. on Global Software Engineering, pp. 127–131. IEEE CS, Washington
(2006)



Awareness in GSD: A Systematic Review Based on the 3C Model 201

52. Sarma, A., Maccherone, L., Wagstrom, P., Herbsleb, J.: Tesseract: Interactive vi-
sual exploration of socio-technical relationships in software development. In: 31st
International Conf. on Software Engineering, pp. 23–33. IEEE CS, Washington
(2009)

53. Sarma, A., Redmiles, D., van der Hoek, A.: Empirical evidence of the benefits of
workspace awareness in software configuration management. In: 16th ACM SIG-
SOFT International Symposium on Foundations of Software Engineering, pp. 113–
123. ACM, New York (2008)
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Abstract. A proposal of a method to assess awareness support is made. This 
proposal is intended for the use of collaborative applications developers at any 
time during development. It consists of a checklist. It is made with the inclusion 
of design elements obtained by the analysis of Quality Assurance ideas applied 
to collaborative systems. The proposal is illustrated with its use in two cases. 
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1   Introduction 

Awareness in its various types has always been considered a distinctive feature of 
collaborative systems when compared with other kinds of information systems [17]. 
Moreover, numerous studies have found awareness to be a very important component 
of a collaborative system [61, 27, 34]. Users’ mobility increases the need for aware-
ness since the collaboration environments typically change very often in this case. 

We are particularly interested in assessing the awareness support in collaborative 
systems. An approach to do this study is by asking users about it. Questionnaires can 
be used for that purpose [53]. Alternatively, observation of people using the system 
can be useful to do this inquiry. Analysis of logging interactions [55] or video re-
cordings [41] can then provide some answers to the evaluation of awareness support. 
Nevertheless, all these approaches require the participation of users.  

Participation of users is not always possible or available at the time of evaluation 
[40]. For that case, we propose an awareness checklist which may be useful to system 
developers to assess their applications at various development stages. It can be argued 
a system’s users are the best evaluators of it, which is true, but an alternative way may 
be required as a substitute or complement for the users’ evaluation. The construction 
of the awareness checklist followed a process consisting of the following steps:  

• Definition of awareness types.  
• Definition of the design elements contributing to awareness that will be subject 

to the evaluation.  
• Definition of correlations between design elements and awareness types, with 

help from experts in collaborative systems development.  
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• Construction of the awareness checklist and summary tables.  
• Validation of the awareness checklist in case studies. 

The paper continues with a review of related work (Section 2); it starts with quality 
assurance, following with its relation to collaborative systems and then, with aware-
ness. Section 3 deals with the awareness types. Then, Section 4 presents the proposed 
checklist. The use of this checklist in two cases is illustrated in Section 5. Section 6 
concludes the paper with a summary of the obtained results.  

2   Related Work 

2.1   Quality Assurance 

Quality Assurance (QA) establishes the extent to which quality is being controlled in 
an organization [43]. QA typically applies control measures to an input-process-
output production system, uncovering nonconformities in the system, avoiding wasted 
resources, while doing so at the least possible cost [39].  

Hinckley [39] provides an insightful view over QA progress. Initial QA measures 
were based on loose judge inspections made by skilled craftsman in the production 
line. Later on, the adoption of gage instruments and standards has led to improved 
inspections and greater consistency. The emergence of Statistical Quality Control 
(SQC) brought a higher concern with predictable production models, adopting pro-
duction samples and statistical methods to guide process adjustments [42].  

Six-Sigma [4] has been developed to make drastic improvements in QA based on 
standards, measurement and analysis systems, and continuous quality improvement. 
Total Quality Management (TQM) also deals with a continuous optimization of busi-
ness performance [5]. But its emphasis has shifted away from the technical towards 
broader organizational factors such as team development, learning and culture.  

Of course most concerns with QA extend beyond the traditional industrial organi-
zations and apply to software development. For instance, the Cleanroom Software 
Engineering approach adopts SQC to maintain software development under statistical 
control [54]. However, one main limitation of this approach is the process requires 
stable software specifications, a requirement that is hard to ensure in the software 
development field.  

The Software Quality Function Deployment (SQFD) [35] method adopts the Six-
Sigma’s scorecard with a particular focus on customer needs. The origins of SQFD 
are rooted in the need to improve the quality of software design using precise control 
points throughout the development process and constant traceability of the customer 
requirements [9]. Thus the QA chart adopted by SQFD correlates customer-required 
quality functions with the product’s engineering characteristics.  

Formal Technical Reviews (FTR) [25] have been widely adopted in software engi-
neering [2]. They involve several people in a formal meeting during which a software 
artifact is presented, discussed and approved. FTR seek to identify defects and dis-
crepancies in the software against plans, specifications, standards and best practices. 
They cover the whole software development life-cycle [50].  

Johnson [46] analyzed the impact of software reviews on quality, showing that de-
fects can be one or two orders of magnitude less costly to remove when found in 
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initial development stages than after distribution to the customers. Moreover, software 
reviews were considered effective for discovering certain soft, but nevertheless costly, 
defects such as logically correct but poorly structured code.  

2.2   Collaborative Systems and Quality Assurance 

Collaborative systems bring together two main organizational assets: technology and 
humans. The development of collaborative systems has for long been considered a 
special branch of software development concerned with: group characteristics and 
dynamics; communication, coordination and collaboration; conflict resolution and 
decision making; social context of work; and positive and negative effects of technol-
ogy on tasks, groups and organizations.  

QA is essential to ensure the quality of collaborative systems development. The 
problem now is that QA must assess a very wide range of factors related with multi-
ple stakeholders (customers, managers, individual workers, formal and informal work 
groups), various domains of concern (business processes, goals, tasks, group well-
being, culture) and multiple technology components (addressing various aspects of 
collaboration such as awareness). All in all, what distinguishes collaborative systems 
QA is indeed the need to evaluate its impact with an eclectic perspective.  

Research shows that QA activities are difficult to accomplish when collaborative sys-
tems are involved. First, these systems are difficult to assess due to the complexity, cost 
and time involved [38]. Second, the assessments tend to be informal [1]. Finally, col-
laborative systems involve conflicting views that consider technology and its impact in 
organizations [38]. Nevertheless several assessment methods have been proposed; e.g. 
Herskovic et al. [38] identifies twelve methods and classifies them according to various 
criteria such as development status, scope, time span of the assessment and who partici-
pates in the assessment. Of these twelve methods, six require the participation of end 
users in several ways, like focus groups and observations. However, participation of end 
users in QA turns the process costly and quite difficult to manage.  

Of the remaining six methods, three require modeling and analyzing the system 
functionality at a very low level of detail. And finally the remaining methods adapt 
the FTR approach to the specific characteristics of collaborative systems assessment. 
The methods are: Groupware Heuristic Evaluation (GHE) [3], Groupware Walk-
through (GW) [56] and Knowledge Management Approach (KMA) [62]. GHE  
defines a procedure for inspecting how a collaborative system conforms with eight 
heuristics that codify best practices in collaborative systems development [3]. GW 
entails stepping through task sequences to conceptually explore task goals, actions 
necessary to perform tasks, knowledge needed to accomplish tasks, and possible per-
formance failures [33, 56]. Finally, KMA involves using a checklist to assess how the 
system helps knowledge circulation [62].  

2.3   Quality Assurance and Awareness 

We will now delve into the three FTR methods mentioned above to unravel how they 
address the quality of awareness support. As previously mentioned, GHE systema-
tizes QA activities around a set of heuristics [3]. These heuristics define a checklist 
with qualities that a collaborative system should have. Some of these heuristics point 
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towards the importance of awareness: (1) Provide the means for intentional and ap-
propriate gestural communication, (2) Provide consequential communication of an 
individual’s embodiment, (3) Provide consequential communication of shared arti-
facts, (4) Management of tightly and loosely-coupled collaboration, (5) Allow people 
to coordinate their actions, and (6) Facilitate finding collaborators and establishing 
contact.  

GW involves stepping through task sequences to conceptually explore the actions 
users will perform. In order to formalize the analysis of the work context, Pinelle and 
Gutwin [56] defined the Mechanics of Collaboration, a set of seven collaboration 
primitives that makes up group dynamics [33], that include monitoring as an explicit 
concern with awareness. 

KMA differs from the other techniques. Instead of focusing on the essential fea-
tures of collaboration support, KMA seeks to evaluate how organizations are able to 
manage their knowledge while using collaborative systems [62]. It focuses on analyz-
ing situations where knowledge does not flow correctly. A checklist is provided with 
a set of questions that expose missing links, black holes and points of congestion in 
information flows. Awareness is indirectly considered in this approach.  

All in all, we observe concern with awareness is present in these FTR methods but 
diluted among many other issues. Thus we find here an opportunity to develop a FTR 
method specifically concerned with reviewing the quality of awareness support.  

2.4   Other Methods to Evaluate Quality of Awareness Support 

Convertino et al. [12] developed a laboratorial method to assess activity awareness in 
controlled settings. This is the only work we found that explicitly develops a QA 
technique for awareness in collaboration systems. The method is based on collabora-
tion scenarios drawn from field studies and assessed during laboratory experiments 
using questionnaires, interviews and observations. Unfortunately this approach re-
quires significant time and effort to prepare and run the experiments. Furthermore, it 
requires a mature definition of the system functionality, which makes it difficult to 
apply at early design stages.  

QA of awareness has also been a major issue in a quite different research field: 
cognitive systems engineering. The main reference in this area is the work by Endsley 
et al. on situation awareness [22-24]. Situation awareness is the capability to under-
stand a series of events at three different levels [24]: in level 1, training and experi-
ence direct attention to critical elements in the environment; level 2 integrates  
elements that aid understanding the meaning of critical elements; and level 3 consid-
ers understanding the possible future scenarios. Endsley developed the Situational 
Awareness Global Assessment Technique (SAGAT) [20] to assess the users’ situation 
awareness. SAGAT uses questionnaires to inquire users about perception, compre-
hension and projection issues in situations where working activities have been  
interrupted [21]. The main application areas of SAGAT deal with complex activities 
like piloting. Other techniques, like thinking aloud, filling mini situation reports and 
probing questions have been used to assess situation awareness [65]. All these tech-
niques involve end users in the assessment process.   

Still regarding the cognitive perspective, Zhang and Hill [66] developed a pattern-
based approach to situation assessment. The approach uses spatial relationships in 
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synthetic workspaces to represent the situation. Situation assessment is based on two 
major steps: data organization for perception (e.g. clustering) and matching against 
situation templates, which have to be predefined.  

2.5   Summary 

Figure 1 summarizes our analysis of the related literature. The discussion on Quality 
Assurance brings forward the TQM movement, which originated new assessment 
methods based on participation and collaboration. Of those methods, FTR take a 
prominent place in software development. Collaborative systems are a specialized 
sector within software development, which has lead to specialized FTR methods such 
as GHE, GW and KMA. Our analysis of these methods uncovered there was little 
coverage of awareness. This opens up the opportunity to develop a FTR method spe-
cifically focused on awareness assessment. Beyond the FTR context, we have only 
found one technique in the literature whose major concern is awareness assessment. 
However, the proposed approach requires significant effort and time to accomplish; 
and it is difficult to apply at early design stages.  

 

Fig. 1. Summary view of awareness assessment 

3   Awareness Elements 

The time/place relationship is the most prevalent subject related to collaborative ap-
plications. The time/place map proposed by Johansen et al. [45] is founded upon the 
discussion by DeSanctis and Gallupe [15] on the support to remote and local groups. 
The distinctions between same-place, different-place and any-place do not only high-
light spatial issues but also the actual extent members have to access the group. In 
particular, the members located at different places are conditioned by infrastructure 
factors like network connectivity, data distribution, throughput, bandwidth and mes-
sage delays. Some variations of the time/place map have been elaborated to encapsu-
late these factors [57]. They expand the place dimension to three categories, consider-
ing co-located, virtual co-located and remote places. 

Social theorists have also regarded the degree of communication afforded by tech-
nology as a fundamental constraint to collaboration. Studies of media richness [13] 
and media naturalness [48] show that communication mediated by technology loses 
several important features such as nonverbal cues, rapid feedback and arousal. In this 
line of reasoning, the notion of place is fundamental to adapt the medium to the group 
and task. The time/place differences define collaboration awareness as the perception 
of temporal and spatial structures in a group of peers [26, 59].  
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Several authors extend the notion of place, linked above to infrastructural issues, to 
the notion of space [18]. Spaces provide additional context to places such as physical 
location, topology and mobility. We may identify five types of space. The first one is 
the geographical space, which introduces geographical relationships such as location, 
distance and orientation. Dix et al. [16] further characterized location as either being 
Cartesian or topological.  

Then we have the physical space, which mainly concerns mobility. Mobility has 
been categorized in wandering, visiting and traveling [49]. Dix et al. [16] proposed 
another taxonomy: fixed, mobile, autonomous, free, embedded and pervasive. Hazas 
et al. [37] discuss location awareness as the means to determine physical location 
using various types of sensing technology such as GPS and RFID. Hazas et al. [37] 
also make the distinction between physical and semantic locations such as rooms, 
floors and buildings.  

Cheverst et al. [10] studied the relationships between physical spaces, mobility, lo-
cation awareness and location services to derive important requirements such as 
flexibility, visibility and context-sensitivity. Davis also [14] analyzed the challenges 
posed by mobility and information access, including the removal of time/space con-
straints to communication and knowledge work, improved access to decision makers 
and increased ability to receive and process information.  

The third type of space we consider is the virtual space. Rodden [58] developed 
the notion of virtual space as a collection of computer-supported interactive spaces. 
Many collaborative applications offer various types of virtual spaces, including vir-
tual meeting rooms, media spaces and Collaborative Virtual Environments [60].  

Virtual spaces have a conceptual topology, they are interactive, shared, malleable, 
populated and may be navigated. Interaction involves the dissemination of interaction 
and navigation information to the group members, thus constructing what Rodden has 
coined context awareness [58]. Rodden also proposed a conceptual model of context 
awareness in virtual spaces using focus and nimbus. Focus and nimbus are subspaces 
that map the attention and presence of elements in spaces. Also related with context 
awareness, we find the distinction between private and public spaces, the former per-
taining to things and actions belonging to one single individual and the latter shared 
among a group [28, 11].  

Navigation in virtual spaces is not necessarily spatial but may also be logical. For 
instance, the rooms-metaphor defines navigation in virtual spaces like discussion 
forums [29] that are not spatially organized but rather organized according to a set of 
interests. Virtual spaces may assume complex structures, such as clusters, stacks, lists, 
tables and rooms [30]. Users should then be able to navigate these structures and 
obtain context awareness. Collaborative visualization, as an enabler of collaboration, 
is naturally a major challenge to consider in virtual spaces [6, 11]. Collaborative visu-
alization involves data exchange, shared control and dynamic interaction [52].  

Another type of space we identify is the social space. Dourish [18] and Brewer and 
Dourish [7] proposed social spaces as adequate to understand broader issues related to 
social practice and context. In this respect, social places combine geographical, physi-
cal and virtual affordances with social interaction, cultural meaning, experience and 
knowledge. Dourish [19] also proposed the notion of embodied interaction to account 
for the embedded relationships between social and the other spaces.  
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The final type of space we consider is the workspace. According to Snowdon et al. 
[60], a workspace is a container of places with ongoing activities. We may distinguish 
two different aspects of workspaces. On the one hand, workspaces may organize 
activities according to logical sets. A group editor is a good example of this type of 
workspace, as it serves to organize activities like writing and revising, while main-
taining a coherent view of the whole [47]. On the other hand, workspaces also intro-
duce geography as an important context for working activities [52].  

Liechti [51] studied the relationship between context and workspace and proposed 
peripheral awareness as the capability to understand the activities being carried out by 
others nearby one’s place. Gutwin and Greenberg [32] expanded this view to account 
for the whole space, defining workspace awareness as the understanding of another 
person’s interactions in a shared workspace using a basic set of questions: who, what, 
where, when, and how.  

 

Fig. 2. Overview of main awareness elements 

According to Gutwin et al. [31], workspace awareness is a specialization of a more 
broad concept designated situation awareness. Endsley [23, 24] defined situation 
awareness as the understanding of what is going on in the working environment with 
the purpose of performing tasks effectively. Endsley defined three levels of situation 
awareness: perception of elements in the current situation, comprehension of current 
situation and projection of future status.  

Jensen [44] combined situation awareness with sensemaking, a theory developed 
by Weick [63, 64] to understand the relationships between environmental changes and 
organizational responses. Sensemaking is defined as the capability to create order and 
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make retrospective sense of what occurs through the articulation of several cognitive 
functions like perception, interpretation and anticipation of events [64]. Cecez-
Kecmanovic [8] highlighted that sensemaking emerges from individual, coordinated 
and collaborative efforts.  

Figure 2 presents an overview of the awareness elements that we have identified: 
time x place, space (geographical, physical, virtual and social), workspace and situa-
tion awareness, as well as their main aspects and the types of awareness they support. 

4   The Awareness Checklist  

In Section 3 we laid out a comprehensive overview of the main awareness elements 
we find in collaborative systems. We identified seven types of awareness: time x 
place, geographical space, physical space, virtual space, social space, workspace, and 
situation awareness. We also uncovered several design elements that influence or 
contribute to awareness support. The total number of design elements discussed in the 
previous section is 77. To make this a manageable list, we organize the design ele-
ments in the 14 categories shown in Table 1.  

Table 1. Main design elements influencing awareness 

 Design categ. Design elements 
1 Accessibility Same place, different place, any place, co-located, virtually co-located, remote 
2 Communication Synchronous, asynchronous, network connectivity, message delivery, network 

management 
3 Spatiality Cartesian locations, topological locations, distances, orientation, focus/nimbus 
4 Mobility Wandering, visiting, traveling, fixed, mobile, autonomous, independent, embed-

ded, pervasive 
5 Physicality Physical constraints, physical places, physical topology, physical attributes 
6 Navigation Viewports, links, radar views, teleports 
7 Virtuality Private, group, public, data access privileges, concurrency control, floor control, 

version control, virtual constraints, virtual places, virtual topology, virtual attrib-
utes 

8 Membership Participants, roles, activities, privileges, group history 
9 Attention Eye-gaze orientation, body orientation, voice filtering, portholes/peepholes 

10 Task Who, what, where, when, how, task history 
11 Interaction Feedback, feedthrough, backchannel feedback 
12 Interdependence Parallel activities, coordinated activities, mutually adjusted activities, loosely 

coupled, tightly coupled 
13 Internalization Events, actions, resources, critical elements, meaning, future scenarios 
14 Externalization Individual cognition, distributed cognition, team cognition 

 
In Table 2 we define the relationship between design and awareness elements. 

These relationships are derived from the analysis presented in Section 3. However, 
during this research, we observed that these relationships are more complex than what 
Table 2 implies. For instance, the different-place design element has main influence 
on “time x place” awareness. However, a different-place design also influences nega-
tively workspace awareness, especially because communication channels tend to be a 
limiting factor. Therefore we may say that accessibility directly influences “time x 
space” awareness and indirectly influences workspace awareness.  
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Table 2. Main relationships between design and awareness elements 

 Type of awareness  Design categories 
1 Time x place  Accessibility, communication 
2 Geographical space  Spatiality 
3 Physical space  Mobility, physicality 
4 Virtual space  Navigation, virtuality 
5 Social space  Membership, attention 
6 Workspace  Task, interaction, interdependence 
7 Situation  Internalization, externalization 

 
To find out these indirect relationships, we requested five experts in collaborative 

technology to define the relationships between the 77 design elements and the seven 
types of awareness. These experts were supplied with a table having the strong rela-
tionships shown in Table 2 and were requested to define additional moderate and 
weak relationships. To calculate the correlations, the strong, moderate and weak rela-
tionships were empirically given the values 4, 2 and 1, respectively. The accumulated 
correlations obtaining a value equal or below 2 were zeroed.  

 

 

  
Fig. 3. Correlations matrix with moderate and weak relationships expressed by the experts 

The correlations were then normalized in two ways: (1) normalize the impact of 
each design category in the awareness score, avoiding that design categories with a 
higher number of design elements have more impact on the awareness scores; and (2) 
normalize the awareness scale so the sum of all correlations for a given awareness 
category is 100%. The correlations matrix is shown in Figure 3. 

We constructed the awareness checklist based on the elements summarized in Tables 1-
2 and Figure 3. The checklist is also inspired on the House of Quality (HoQ), a basic QA 
map used by many organizations to correlate software implementations to quality items 
[36]. In our case, we correlate 77 design elements with seven awareness categories. The 
correlations adopt a qualitative classification that is also common in the HoQ: strong posi-
tive (+2); positive (+1); uncorrelated (0); negative (-1) and strong negative (-2).  
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The checklist is shown in Figure 4. After completion, it automatically reports the 
applications’ positive and negative scores (Figure 5). The scores are determined in the 
following way:  

1. For each awareness category, every design element in the checklist that received 
a positive assessment (+2 or +1) is multiplied by the corresponding correlation 
expressed in the correlations matrix for that awareness category.  

2. The same operation is executed for the negative assessments (-2 or -1).  
3. For each awareness category, the positive score is obtained by adding the ad-

justed results obtained in step 1, multiplied by a 0.5 factor. This allows normaliz-
ing the scores on a [0-100] scale.  

4. For each awareness category, the negative score is obtained by adding the ad-
justed results obtained in step 2, multiplied by a -0.5 factor, which again normal-
izes the scores on a [0-100] scale.  

 

 

Fig. 4. COIN awareness checklist (Θ=2; O=1; X=-1; ⊗=0) 

The awareness checklist is used during FTR in the following way. The reviewers 
check the implementation against the 77 design elements. Positive relationships indicate 
the implementation contributes to realize the design element, while negative relation-
ships indicate the implementation is detrimental to the respective design requirement.  

Then the reviewers analyze the results in the awareness report. The positive and 
negative scores are discriminated according to the 14 design categories and 7 aware-
ness categories. Overall scores for each awareness category are also shown. It should 
be noted the most positive outcome that may be achieved in one awareness category 
is having 100 positive and 0 negative scores, while the most negative outcome is 
having 0 positive and 100 negative scores.  
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Fig. 5. COIN awareness report 

5   Examples of Use 

This section briefly presents the inspection of two collaborative applications. The first 
application is MobileMap (Figure 6), which supports firefighters attending regular 
emergencies in urban areas. The second application is COIN (Figure 8), which sup-
ports construction inspectors reviewing physical infrastructures in construction sites.  
 

  

Fig. 6. MobileMap user interface Fig. 7. MobileMap scores 
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Fire truck drivers use MobileMap to guide themselves to their destination. The user 
interface presents two arrows pointing from the current location (Figure 6): the white 
arrow indicates the direction in which the fire truck is moving; and the black one 
shows the direction in which the truck should move to get to the emergency place. 
This simple interface helps arriving faster to emergency sites (ref. omitted).  

Two developers individually inspected MobileMaps using the awareness checklist. 
Figure 7 shows the obtained average scores. Analyzing these results, we may see that 
virtual space awareness (category 4) is the most problematic type of awareness. This 
should raise the developers’ attention to understand if this type of awareness is re-
quired to guide the fire truck and realize how the application could better support the 
firemen.  

Figure 8 shows the COIN user interface, which construction inspectors use to an-
notate digital maps related to construction projects. These annotations are done in the 
field and used in the office to schedule maintenance tasks to sub-contractors. Two 
developers also inspected COIN. Figure 9 shows the obtained results. COIN obtained 
low positive scores in physical and virtual space awareness (items 3 and 4). Situation 
awareness (item 7) also seems problematic because of the high negative scores.  

 

  

Fig. 8. COIN main interface Fig. 9. COIN evaluation results 

 

The situation with physical awareness in the two applications is particularly inter-
esting to observe. In these applications, mobility and location awareness play an im-
portant role; however, it is not well supported. In the case of COIN, mobility support 
is quite appropriate but location support seems insufficient.  On the contrary, in the 
case of MobileMap, location support seems to be appropriate. However, there is in-
sufficient support to mobility. That is the main reason why the negative scores are 
high. Developers have here the chance to improve collaboration support by identify-
ing the awareness categories and specific design elements requiring additional sup-
port. In that sense, the proposed checklist is an important instrument helping on the 
identification of deficiencies in collaborative applications. 

6   Conclusions 

Awareness is an important component of collaborative systems that helps users to con-
duct interaction processes. In this paper, we have studied the assessment of awareness 
support starting with the basic concepts of quality assurance of software systems. 
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We developed an awareness checklist helping developers inspect the quality of 
awareness support in collaborative applications. The checklist is founded on quality 
assurance principles and especially on the formal technical review technique. The 
checklist items were defined based on a comprehensive overview of awareness re-
search that allowed us to identify 77 design elements contributing to seven different 
types of awareness. Of course, the developer is not forced to require all these design 
elements to be present in a certain system; the developer can use this checklist to-
gether with the possible mechanisms intended to provide awareness pondering the 
benefit of a certain awareness element with the estimated cost to the users in terms of 
information overload. 

The correlations between design and awareness elements were defined according 
to theory and practice, incorporating the views of several experts in collaborative 
systems development. The awareness checklist allows obtaining a fast assessment of 
the quality of awareness support supplied by an application by simply inquiring about 
how effectively some key design elements have been supported. The awareness 
checklist serves to obtain positive and negative scores, both contributing to inform 
developers about which design areas require major interventions. The awareness 
checklist also serves to define quality metrics, control the development processes and 
benchmark various applications. The awareness checklist has already been used to 
inspect two collaborative applications. The obtained results indicate the checklist is 
adequate to formally review awareness support.  
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Abstract. Workspace awareness support is mandatory for group support sys-
tems. In this paper, we present a novel approach to asynchronous awareness by 
means of traceability support. We integrate and evaluate our approach in the 
web portal of CASTing, a tool for audio-based collaborative storytelling. We 
describe the development of a prototype that visualizes how the collaborative 
story evolved over time. Our visualization helps group members assess who has 
modified the shared story, what exactly has been modified and when it has been 
modified. We evaluate different awareness factors in an experiment. The ex-
periment proved that our visualization approach enables users to acquire work-
space awareness by accessing information about previous work of other users. 

Keywords: Information visualization, workspace awareness, traceability, col-
laborative storytelling 

1   Introduction 

The art of telling stories has a long and venerable history, dating back for centuries. 
Storytelling is a traditional way to share experience and is mostly oral [1].  Cur-
rently,there is an increased demand for audio books [2, 3] and podcasts [4, 5], which 
indicates arenaissance of listening. This renaissance of listening is also visible in 
organizations where stories are exchanged face-to-face or via the telephone in order to 
share knowledge.  

Telling stories is not only a human way to share knowledge and experiences, but is 
also used as a method in different application areas under the designation storytelling. 
Collaborative storytelling aims at the development of a common understanding within 
a group through coordinated narrating activities, in order to make implicit knowledge 
explicit [6]. On this basis, audio-based collaborative storytelling uses the act of telling 
stories in groups in order to enable the exchange of experiences and knowledge within 
a group. Thereby, audio-based collaborative storytelling provides an alternative to 
mainly textual techniques, e.g. wikis [7]. 
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CASTing is a groupware system that supports collaborative audio-based storytel-
ling [6]. CASTing supports users collaboratively creating non-linear stories.  
Compared, to a linear story with one story thread a non-linear story has several paral-
lelthreads [8]. Non-linear stories are often visualized in a so-called story graph which 
displays the alternative story threads. In CASTing, a story graph consists of nodes 
containing audio material and linking edges. CASTing itself consists of two major 
components: the CASTing client and the CASTing web portal. The client application 
allows users to create a project team, add audio recordings, segment audio recordings, 
link audio recordings and select and publish a linear story. With the client users can 
retrieve the most current version of the story graph and synchronize their local 
changes. The CASTing web portalallows users to publish podcasts on the Web and 
discuss, comment, vote and reuse audio-based stories.  

In CASTing, users thus mainly collaborate asynchronously in order to create an 
audio-based story, i.e. users can change the story graph while disconnected and syn-
chronize their changes later on. The resulting asynchronous growth of shared data 
makes it difficult to trace the story graph evolution. To address this issue, it is neces-
sary to offer asynchronous awareness support [9] and provide users with the neces-
sary data to understand the recent activities in the CASTing system. By providing 
adequate awareness supports“an understanding of the activities of others, which pro-
vides a context for your own activity” [10] can be achieved.  

Gutwin et al. [11] distinguish four types of awareness: group-structural awareness, 
social awareness, informal awareness and workspace awareness. In this paper, we 
focus on workspace awareness and how workspace awareness can be supported in the 
CASTing web portal. Workspace awareness is “the up-to-the-moment understanding 
of another person’s interaction with the shared workspace”. It is awareness of people 
and how they interact with the workspace, rather than awareness of the workspace 
itself [12]. 

We address the missing workspace awareness in the CASTing web portal with a 
novel approach on visualizing the story graph evolution which allows users to trace 
and understand how the current shared state has been achieved, i.e. the visualization 
displays who changed the story graph, what was changed and when it was changed.  

In the following sections,wefirst determine the requirements for such workspace 
awareness support and the corresponding visualization. Then we discuss related work, 
and in detail present our solution as well as its integration in CASTing. We further 
present the setup and results of our evaluation experiment, before we conclude with a 
summary and outlook on future work directions.  

2   Requirements Analysis 

In this section, we determine the requirements for supporting awareness within the 
CASTing web portal. We describe a scenario to state the problem and the hypothesis 
for this work. 

 
“A group of students at different universities in Germany and USAmade it their 

business to collect the differences between the educational establishments. For that 
they want to use CASTing as a tool for audio-based collaborative storytelling. The 
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group worked successfully for a few weeks on the project, but now they want to widen 
their circle, so they sent an invitation over the web portal to another person. That 
person decided to join the project and needs an overview of the events from the last 
few weeks. He wants to know who is working on the project and how the current story 
graph has developed over the time.” 

 
Whenever people work together in a shared environment (virtual or face-to-face) 

they need information about the activities and intentions of their co-workers. This 
information is important for a successful collaboration, especially in groupware sys-
tems [10]. 

Our scenario demands more advancedworkspace awareness. The new group mem-
ber needs an overview about the recent activities. Within CASTing the story graph 
captures the current achievement of the collaborating team, as it shows the different 
alternatives for a story. Users add and remove nodes as well as edges from the story 
graph. To achieve awareness in relation to these activities, it is necessary to visualize 
how the story graph developed over time. We base our further requirements analysis 
on the following hypothesis:  

 
Hypothesis: The visualization of the story graph evolution will enable group mem-
bers to trace activities in the workspace. 
 
We now analyze requirements for a suitable extension of CASTing based on the 
above hypothesis. We will evaluate the hypothesis in the evaluation section of our 
article.  

In order to allow users to understand the story graph evolution and thereby provide 
workspace awareness, the visualization has to provide certain information. According 
to Gutwin and Greenberg [12], elements of workspace awareness can be divided into 
two parts: those related to the present and those related to the past. Our scenario fo-
cuses on elements of the past, which are action history, artifact history, event history 
and presence history. These elements of workspace awareness should answer the 
following questions: How did an action happen? How did an artifact come to be in 
this state? When did that action happen? Who was here, and when? What has a per-
son been doing? When these questions are answered, users are able to identify what 
happened when, and who made each change. Thereby, users would not only under-
stand how the story graph developed over time, but also who is responsible for the 
story graph evolution. Thus, the following requirements have to be met: 

R1: The visualization of the story graph evolution has to show meta-information 
which allows users to assess who made any changes, and when those changes were 
made. 

In order to display the meta-information, records have to be kept: 

R2: CASTing has to record awareness information once actions take place. 

Not every user might be interested in the complete evolution of the story graph.  
In some cases, users might only have missed a specific time period or might be  
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interested in the changes by a specific group member. This leads to the following 
requirements:   

R3:The visualization of the story graph evolution has to allow users to focus on a 
specific time period. 

R4: The visualization of the story graph evolution has to allow users to focus on a 
specific group member. 

In CASTing, users can select a single thread in the story graph and export this thread 
as a linear story. Therefore, stories are important artifacts and users might be inter-
ested in how this story was constructed: 

R5: The visualization of the story graph evolution has to allow users to focus on the 
development of a linear story. 

3   Related Work 

In the previous section we identified the requirements for raising awareness regarding 
asynchronous growth of a story graph. 

In this section we consider existing approaches and discuss whether these approaches 
are suitable to raise awareness regarding the asynchronous growth of the story graph. 

Erickson and Laff [13] have added a timeline to the chat environment Babel, in  
order to better understand the history of a chat conversation. By design, a timeline 
allows one to focus on specific time periods (R3). In the timeline, each user is repre-
sented by a row. Each row displays the activities from all chats of that user, thereby 
focusing on that user (R4). Tool tips present additional information like the time of 
contribution and additional information about the user. The timeline enables users to 
discover when other users are interacting in the collaboration space and it allows users 
to adjust their working hours so that synchronous collaboration is possible when 
needed. However, a timeline does not allow users to focus on artifacts like a chat (5). 

Virtual School is a collaboration space for student interaction. A user study has re-
vealed that collaboration broke down several times due to lack of activity awareness 
[14]. One solution was to integrate a timeline into the students` workspace [15]. For 
each project, the timeline showed different documents. Changes to the documents 
were represented by the icons on the time axis. To access documents, users were 
forced to select them in the timeline instead of from a list of documents, making the 
timeline an integral part of daily work. 

User studies [16] have shown that the timeline was of great value to people who were 
observing the group`s progress. E.g., when there were white areas on the timeline, teachers 
queried the students responsible for those documents about problems in their group proc-
ess, and provided help. Here, the timeline allows teachers to focus on projects. However, 
the timeline does not allow them to focus on pupils across projects (R4). 

In both cases, the timeline allows users to focus on two dimensions, the time period 
and one other dimension like actors or projects. 

DreamObjects [17] is a platform for transparently managing shared data of synchro-
nous groupware. It offers flexible and extensible solutions for data distribution, concur-
rency control, data persistency, latecomer support, and user interface notification. Within 
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DreamObjects, latecomers can choose between a direct state transfer and a replay of how 
the current state has been reached [18]. The replay mechanism addresses the collaboration 
awareness [19] and thus offers a possibility to target the evolution of the story graph 
through animation. However, in DreamObjects it is not possible to focus on actors (R4) or 
artifacts (R5). 

Facebook offers an activity feed [20], to keep users appraise of the activities of 
their friends, thereby providing some meta-information (R1). This awareness mecha-
nism allows users to follow actions, but does not offer help in focusing on a particular 
friend (R4) or activities in a time period (R3). 

Apart from the discussed applications, there exist quite a few tools that support us-
ers in collaboratively creating stories. TellStory [21] is a collaborative application that 
supports groups in creating text-based stories. However, no awareness support regard-
ing the growth of the story is provided. 

StoryMapper[22] supports groups in telling a story modeled as a conceptual map. 
Each node in such a map represents an event consisting of facts, the time of the event, 
and the involved actors and links to related multimedia artifacts. The edges represent 
semantic relationships between the nodes. The border color of a node is used to indi-
cate who created that node. StoryMapper provides some meta-information (R1) and 
utilizes color coding to show which user created a node, thereby partially addressing 
(R4). However, it does not have any mechanism that helps users to focus on time 
periods (R3) or parts of the story graph (R5). 

PhotoStory[23] uses storytelling to increase the awareness in the group about its 
external presentation but also its social activities. For that purpose, the group can 
create stories that consist of a series of pictures with corresponding subtitles. PhotoS-
tory uses BSCW [24] as a collaborative workspace. BSCW-specific data structures 
provide the basis for annotations of the pictures. Apart from story related attributes 
such as type of event or position of a picture in the drama arc, awareness related at-
tributes like author and creation date are provided. While PhotoStory provides some 
meta-information about the images (R1), it does not support the users in understand-
ing the evolution of the story by focusing on specific time periods (R3) or users (R4). 

The internet-based storytelling application Voicethread[25]supports groups in creating 
sequences of images or video clips. Users can add textual, audio or video based comments 
to these multimedia artifacts and hence create a digital story. These comments can be 
associated with an author through a picture. The comments can be played back in the 
order of their creation. However, Voicethread does not employ filtering mechanisms for 
supporting users in understanding the evolution of the story (R3, R4). 

The above discussion shows that there is currently no sufficient support for raising 
awareness of the asynchronous growth of a story graph. 

4   Approach 

In the CASTing web portal the user cannot keep track of the other users’ activities 
which makes it difficult to stay aware of the changes in the workspace. In our re-
quirements analysis, we identified requirements to improve the workspace awareness 
by visualizing the story graph evolution. In order to test our hypothesis, we developed 
and integrated a prototype in the CASTing web portal. The example scenario  
(Figure 1, Figure 2) was described in Section 2.  
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Fig. 1. Story Graph Visualization 

The prototype is divided into two main parts (Figure 1). The upper part displays 
the actual story graph visualization (R1),and the lower part displays the control func-
tions to filter the displayed information in the story graph (R3, R4).  

The visualization itself(1) shows a story graph.We picked that kind of visualiza-
tion, because the story graph is also used in the CASTing desktop application, which 
is needed by the user for creating the graph collaboratively and asychronously. In this 
way the users don’t get confused. Tool tips provide additional information about the 
nodesand edges in the visualization (R1). 

The story graph control (2) is divided into three parts: Latest Graph, Graph Evolution 
and Help. The Latest Graph control allows a user to explore who did what and when in 
the latest story graph, thereby addressing R4. The story graph can be filtered by a user 
(3), highlighting the edges and the outer rings of the nodes created by the selected user 
(R4). Thereby, this filter offers the ability to see which person created what artifact in 
the most current view. In addition,a profile of the selected user is provided (4). 

The story graph can also be filtered by creation date of nodes and edges (R3) in the 
project (5). If a node or an edge was created in the selected time period, these nodes 
and edges are highlighted (R3). This function offers the ability to see when an artifact 
was created in the latest graph view. By using this function the question “When did 
that action happen?” is answered for the users.  

The Latest Graph control also offers a zoom feature (6) for zooming in and out of 
the latest story graph. This was implemented to help users when the story graph is 
larger than the panel on which it is displayed. This allows for the user to take a look at 
the full graph or have a closer look at specific details. The zoom function is also 
available in the Graph Evolutioncontrol.  
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Fig. 2. Story Graph Evolution 

The second part of the story graph control is the Graph Evolution (Figure 2). The 
Graph Evolution control provides several filter functions of all graph artifacts, which 
were created, modified or deleted over time, and thereby allowing users to understand 
the evolution of the story graph (R1, R5).     

By selecting a story (1), the user filters the story graph evolution in regard to the 
created stories in the project. If a node or an edge is part of the selected story, then 
these nodes and edges are highlighted in the story graph. This filter offers the ability 
to see how the stories in the project were created. Additionally,a user can go directly 
to the rating of the selected story in the CASTing web portal.  

The evolution function allows a user to see how the story graph developed over 
time (R5).Two sliders allow a user to replay the story evolution. The lower slider (3) 
allows a user to pre-select a specific time period and the upper slider (2) enables the 
user to slide through that selected time period. The current slide step and time are 
displayed in the lower part of the evolution function (4). By using this function the 
questions “What has a personbeen doing?”, “When did that action happen?” and 
“How did an artifact come to be in this state?” are answered.  

The third and last part of the story graph control is the help section (Figure 3).It 
provides graphical descriptions of the meaning of the colors and displays of a node or 
an edge, therebyimproving the understanding of the story graph visualization. 

The color coding is important for the users to recognize the state of the node and 
edge preattentively.The inner ring of a node (1) indicates its age, allowing a user to  
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Fig. 3. Help Section 

see the approximate age of a node at a glance. If the inner ring is colored orange it 
was created on that day. If it is yellow then it is at least one month old, and if it is 
white it is at least one year old. The outer ring of a node (2) is used to indicate the 
state of the node. If the outer ring of the node is highlighted in orange, the node was 
created at the chosen point in time. If it is red a user has deleted the node at the cho-
sen point in time. The same color coding is used for edges (3). The help section is 
meant to be a legend of the story graph evolution, but it also offers a tutorial (4) for 
new users. 

5   System Implementation 

Two components were added to the existing CASTing system to implement the visu-
alization of the story graph evolution; an activity log and a service which utilizes the 
activity log. 

An activity log was implemented to record every change to the story graph (R2) in 
a database used in the StorytellingServer. Information about the kind of change, date 
and user were gathered. Additionally a service utilizing the activity log to provide 
information for the visualization and the filter mechanisms was implemented. Both 
the activity log and the service were integrated into the Storytelling Kernel. 

The graph visualization itself and the control sections were provided as a rich 
internet application (RIA) based on BirdEye[26] and AdobeFlex [27]. BirdEye is a 
community project to advance the design and development of a comprehensive open 
source information visualization and visual analytics library for Adobe Flex. The 
library enables the creation of multi-dimensional data visualization interfaces for the 
analysis and presentation of information.  

6   Evaluation  

We conducted a lab experiment to test our hypothesis “The visualization of the story 
graph evolution will enable group members to trace activities in the workspace”. 
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With regard to this hypothesis (see Requirements Analysis), three questions (I – III) 
were explored in the experiment, an additional question (IV) relates to the handling of 
the visualization: 
 
I. Does the visualization make it clear who changed what in the story graph? 
(R1, R4, R5) 

 
This question supports the “what”-category and the “who”-category of workspace 
awareness and in this way advances the workspace awareness in group projects in the 
web portal.  

 
II. Does the visualization make it clear when something was changed in the story 
graph? (R1, R3, R5) 

 
This question supports the “when”-category and the “what”-category of workspace 
awareness and in this way advances the workspace awareness in group projects in the 
web portal.  
 
III. Does the visualization make it clear who in general is working in the story 
graph? Are the users aware of other users in the project? (R4) 

 
This question supports the “who”-category and the “where”-category of workspace 
awareness and in this way advances the workspace awareness in group projects in the 
web portal.  
 
IV. Is the user interface easy to handle?  

 
This question makes sure that the user interface is easy to handle for the project mem-
bers. If it is easy then the users are able to get all the information they need. So the 
workspace awareness is advanced in an indirect way.  

In the following section we describe the basic setup of the experiment, followed by 
a presentation of the results. Altogether ten voluntary participants (age 22 to 28; 7 
male and 3 female) from four countries (1 from Canada, 5 from Germany, 3 from the 
Netherlands and the 1from the USA) participated in the experiment. All of them had 
no experience with the storytelling technique which goes with the basis of the ex-
periment, the scenario “newcomer” mentioned in Section 2. The participants had 
different experience levels of accomplishing work with the computer. 5 of them had a 
background in computer science. 

Four dummy persons were applied to a project. The employed graph consisted of 
nine nodes and ten edges and had seven different edit times of the nodes and edges. 
This equates to a small, but not too complicated storytelling project. That implicates 
that the study is limited to a small number of users and a small example project. 

The execution of the experiment was divided into two phases. In the first phase the 
participants had to read basic information about storytelling and what they expect to 
see in the visualization prototype. Doing so should give them basic knowledge for 
completing the experiment. In the second phase the participants worked with the visu-
alizationand filled out a digital questionnaire at the same time. They were able to 
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complete the experiment independently from each other. It took on average 30 min-
utes to complete. The questionnaire consisted of two different sections of tasks and a 
total number of 14 tasks to the experiment. Every task had different answers that the 
participants were able to choose. The first 12 tasks are closed questions and the last 
two tasks used an ordinal rating scale to create a ranking. To answer the four ques-
tions mentioned above, the following 14 taskswere explored during the experiment: 

 
1. Which persons work on the story graph? 
2. What is Nadine’s last name? 
3. Which person is the most active in regards to the story graph? 
4. Which person is the most inactive in regards to the story graph? 

Table1. Overview of the relationship between questions, tasks and requirements 

Questions Tasks Requirements 
I. Does the visualization 
make it clear who changed 
what in the story graph? 

5, 9, 10 
 

R1: The visualization of the story 
graph evolution has to show meta-
information which allows users to 
assess who made any changes, and 
when those changes were made. 
 

R4: The visualization of the story 
graph evolution has to allow users to 
focus on a specific group member. 
 

II. Does the visualization 
make it clear when some-
thing was changed in the 
story graph? 
 

 R1: The visualization of the story 
graph evolution has to show meta-
information which allows users to 
assess who made any changes, and 
when those changes were made. 
 

R3: The visualization of the story 
graph evolution has to allow users 
to focus on a specific time period. 
 

R5: The visualization of the story 
graph evolution has to allow users 
to focus on the development of a 
linear story. 
 

III. Does the visualization 
make it clear who in general 
works in the story graph? 
Are the users aware of other 
users in the project? 
 

2-8, 10-12 R4: The visualization of the story 
graph evolution has to allow users to 
focus on a specific group member. 

IV.Is the user interface 
easy to handle? 

13, 14 - 
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5. What did Jared do on January, 27th 2010?   
6. Which stories were created in the story graph? 
7. Which audio files were used in the project?  
8. Which person was the last working on the project? 
9. At which point in time was „UCLA.mp3 / location  UWSP.mp3 / location“ 
deleted? 
10. When was node (circle) „UWSP / education” created and by whom? 
11. Which person would you contact, if you had questions regarding the UWSP  
Interview? 
12. With which person would you cooperate, if you want to do something with the 
story "Food Comparison"? 
13. The handling of the story graph visualization was easy to learn 
14. I always knew where I am and what to do. 
 

In Table 1 is shown an overview about the relationship between the overall questions, 
the tasks for the participants in the experiment and the requirements in Section 2. 

In the following section the questions and the results of the experiment are com-
pared with each other. 

 
I. Does the visualization make it clear who changed what in the story graph? 
(R1, R4, R5) 

 
The first 12 tasks, besides task 1 and 9, support question I. All tasks were answered 
100% correct, with the exception of task 3, 4 and 6 (Figure 4). Some participants had 
trouble answeringwhich project member is the most active or inactive related to the 
story graph. Another participant did not know which stories were created in the pro-
ject. The issue here might lie in the way the questions were asked. It is possible that 
there were too many ways to interpret the question. However, most participants were 
able to solve the tasks. This implies that the visualization of the story graph evolution 
provides the needed functionality to emphasize the “what”-category and the “who”-
category of workspace awareness and therefore supports our hypothesis. 

 
II. Does the visualization make it clear when something was changed in the story 
graph? (R1, R3, R5) 

 
The tasks 5, 9 and 10 were answered 100% right by the participants (Figure 4). This 
implies that the participants were aware when changes to the story graph were made 
(“when”-category of workspace awareness). This also supports our hypothesis. 

 
III. Does the visualization make it clear who in general works in the story graph? 
Are the users aware of other users in the project? (R4) 

 
Task 1 was answered 100% correct by the participants (Figure 4). This implies that the 
participants know which people worked on the story graph and in this way they are 
aware of the other project members. In this way the workspace awareness in group pro-
jects in the web portal is advanced. Additionally it empowers project members to be 
aware of other project members. This, like the two prior results, supports our hypothesis. 
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Fig. 4. Answers of the participants to items 1-12 

IV. Is the user interface easy to handle?  

 

Fig. 5. Answers of the participants to items 13 and 14 

 
The result of the last two tasks of the questionnaire is shown in Figure 5. The par-

ticipants rated both tasks on average “agree”, which means that the interface and the 
usability is good, but that there is still room for improvement. A possible explanation 
for the high variance of the rating is the usage of participants to such applications. 
The people who had no computer science background rated on average lower than the 
participants with higher computer science background. 
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In general it was shown that the visualization prototype provides the functionality 
to show the user all workspace related information he needs to get an overview about 
what happened in the past.  

The application advances the workspace awareness within the CASTing web portal 
by showing who edited what artifact in the story graph and when it was edited. It was 
also shown that the visualization makes users aware of other users within the story 
graph and the project. This fact and the easy learning of the story graph handling 
enables users to track the activities of other users and empower users to question and 
understand the work results of other users.  

The experiment has also shown that the visualization contains all the information 
that was only textually available before. Thus the main goal of the experiment has 
been achieved. 

During the experiment limitations of the prototype were also discovered, which is 
the basis for improvements in the future. Users were not able to see the entire graph 
while looking at detailed information. An overview map could be used to tackle this 
issue. In addition, users were not able to access the audio files represented by the 
nodes.While the story graph visualization provided awareness regarding changes to 
the graph itself, awareness support for the evolution of the underlying content is still 
missing. This is crucial to understand how stories and the meaning they contain 
evolve over time. Further prospect improvements and extensions for the visualization 
prototype are discussed in the next section. 

7   Conclusion/Future Work 

Asynchronously growing story graphs make it difficult for users to trace the evolution 
of these graphs. Based on the concept of workspace awareness we identified require-
ments and presented a prototype visualizing the story graph evolution. 
Furthermore, we evaluated different awareness factors in an experiment. The experi-
ment showed that our visualization approach enables users to acquire workspace 
awareness by accessing information about previous work of other users and to follow 
the development process of the story graph.  

The developed visualization could be used to explore its impact on the collabora-
tion between users, e.g.: Does a user need less time to introduce themselves to the 
project? How big is the difference of workspace awareness in a storytelling web por-
tal with and without the visualization of the story graph evolution? Does the visualiza-
tion lead to a better coordination and communication between project members? Can 
a simplification of communication be achieved? How effective is that kind of visuali-
zation with much more displayed nodes and edges? 
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Abstract. In this paper, we describe the design, the development and the use of 
devices collaboration rules for the PCSCW (Pervasive Computing Supported 
Collaborative Work) Model. These rules rely on the precise description of roles, 
tasks, actions, resources required by these actions and constraints associated to 
these resources to select the proper way to make devices cooperate with the fi-
nal objective to facilitate the collaboration of humans. We suggest that by defin-
ing constraints on resources as triplets composed of a parameter, a value and an 
associated criticality it allows us to quantify, estimate, compare and then choose 
between several candidate rules. The finality given by these rules is a simple 
but efficient way to make devices choose automatically the most appropriate 
way to cooperate. 

Keywords: Pervasive Computing, Collaborative Work, Constraints Modelling, 
PCSCW, Collaboration rules. 

1   Introduction 

The computer supported collaborative work (CSCW) domain is probably one of the 
most active research fields of recent years. Indeed, due to the facilitations brought by 
computers and smart devices it is almost impossible to find people working without 
them. For the past few years information technologies are evolving toward the multi-
plication of smart electronic devices such as smartphones, laptops, GPS and so on. 
Despite or maybe because of this proliferation the digital environment is a non-
continuous space where miscellaneous devices can communicate, or not, with others. 
Thus, in order to make this space “continuous” the Pervasive Computing [7] is based 
on the communication between devices to smartly adapt their behaviour to the current 
context of users and offer them a seamless interaction with the digital world. 

Given this aspect our work has rapidly focused on the way we could integrate the 
pervasive computing within CSCW. Such integration could bring various advantages: 
resource and time saving for companies, work simplification and task automation for 
workers. In a “green” consideration it could also help reducing work’s energetic im-
pact by accompanying users’ in using lighter devices and services. 

On the long road toward this accomplishment we have already sowed some seeds. 
Hence as we will describe in the next sections we have proposed the PCSCW model 
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(see below) which is designed to improve the integration of collaborative work as-
pects with pervasive computing and make them benefit from each other, we propose a 
model that allows describing users with their roles, tasks, actions and resources re-
quired to perform them. Then by comparing required resources to available ones we 
can trigger device cooperation routines to facilitate the collaboration of users. 

All devices don’t natively support collaboration with others. In order to solve this 
kind of issue we argue that the definition of device collaboration rules could be of 
great help. These rules intend to define tasks that could be automatically performed 
by devices to collaborate in order to allow a user to do its own task. The main idea 
behind this is the following: a user needs two (or more) resources to complete an 
action related to a task; these resources are not available on a single device, but the 
combination of several of them can supply the resources. Thus, device collaboration 
rules define what actions can be performed by devices to collaborate, for finally pro-
viding required resources to the user. These collaborations can be of various kinds: 
network access sharing, heavy computing task delegation and notification of events, 
anything you can imagine to make several devices cooperate. 

In this paper we will go down in the depths of these devices collaboration rules; we 
will present how these collaboration rules are designed and how we can use them. 

This paper is organized as follows: we will first introduce the basic concepts of the 
PCSCW Model to be able in a second time to efficiently describe device collaboration 
rules we’re using with. Third, to illustrate our work we propose a use case based on 
simple scenarios melting collaboration of users with cooperation of machines. The 
fourth section is dedicated to present a way to implement and use the PCSCW model 
and its collaboration rules.  Next to the last we present a concise state of the art on 
pervasive computing modelling and reasoning. Finally we conclude by giving some 
perspectives of our future work. 

2   PCSCW Model 

As our research interest has focused on the integration of the pervasive computing 
aspect in the computer supported collaborative work, we have proposed in a previous 
work [1] an original model which aims at making smart devices cooperate seamlessly 
to improve and facilitate the collaboration of users. This model, named PCSCW for 
Pervasive Computing Supported Collaborative Work, relies on some simple but es-
sential “sub-models”: 

• A Task Model composed of mainly two concepts: 

o Task: represents a meaningful process to be performed by one or more users 
to achieve a specific goal, for instance “creating a webpage”,  can be com-
posed of a set of subtasks or actions; 

o Action: describes an atomic step of a task, it has no discriminatory meaning 
as it can’t be understood outside of a task. To illustrate it we can consider the 
action “opening a web browser” that doesn’t convey any specific meaning 
but can be integrated in tasks such as “searching the web” or “checking 
mails”. 
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• A Role Model built above the task model, it extends it by providing one more 
concept and some refinements about tasks: 

o Role: it defines a role to be played by one or more users by wrapping tasks 
into subsets: mandatory, allowed and forbidden tasks; 

o Tasks can require one or more roles to be performed. Thus a single task may 
be shared among several roles and then becomes a “Collaborative Task”. 

• A Resource Model providing a common ground to represent: 

o Required resources: the set of resources an action requires to be performed. 
By describing these requirements in term of software, hardware, human and 
social resources at the action level we can efficiently describe resources re-
quired for a given task; 

o Available resources: the set of resources available in user’s environment, it 
provides a structured representation of the context; 

o Device: the representation of a contextual device is merely a part of available 
resources but with a particular extent as it is considered as an active agent of 
the collaboration. 

In addition to these sub-models the PCSCW Model includes Device Collaboration 
Rules. The main principle of these rules is the following: by comparison of resources 
required to perform a task or an action with available devices resources we can trigger 
specific interactions between devices to make them cooperate to finally provide all 
required resources to the user. Going a little further these rules can even perform 
whole actions or tasks and prevent users from doing repetitive and thoughtless ones.  

All these features create a model allowing smart devices of users’ context to auto-
matically and seamlessly cooperate to facilitate, channel and enhance the collabora-
tion of users. 

3   Device Collaboration Rules 

As it is our main focus for this article we will make an in-depth investigation of the 
devices collaboration rules, we will see how they are designed and how we can use 
them. 

3.1   Rules 

Making two or more devices collaborate doesn’t only rely on resource matching; 
indeed you need to have defined a set of behaviours to trigger when user’s context 
matches some rules requirements. To be coherent with its main principle, rule behav-
iour contains actions to be performed with the description of their associated re-
sources. Indeed, each device collaboration rule is defined with the following syntax 
(1):  

IF (context.resources ≡ rule.resources) THEN DO rule.behavior               (1) 

Obviously, several rules can have a similar or partially equivalent set of required 
resources, it implies that more than one rule can be matched by the current context 
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and lead to some kind of conflict. Besides we need to express a specific need here: all 
device collaboration rules must have the same knowledge for their reasoning, it im-
plies that context representation has to be “locked” during the reasoning process. 
Then, to be able to select the adequate rule to trigger we need a tool to evaluate their 
relative suitability. To fill this requirement and as we’ll see in the next section we 
propose to define constraints on rules’ resources. 

3.2   Constraints 

The design of Device Collaboration rules for the PCSCW already requires describing 
roles, tasks, actions and resources. These resources can be of various kinds mainly 
categorized along hardware and software ones. In order to complete this design we 
need to be able to express constraints over the required resources. 

 

Fig. 1. Constraints for the PCSCW Model 

Fig. 1 defines the addition of constraints on resources of the PCSCW Model. As it 
is depicted, a single resource may be related to several constraints, each of whom is 
described by a triplet {P, V, C} as: P a parameter which represents the precise point 
to be evaluated, V the expected (or required) value (or threshold) for this parameter 
and C the criticality of this parameter. This last component of a constraint has a spe-
cific impact as it is the one allowing a device to select the appropriate collaboration 
rule. 
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In addition to this triplet we propose to organize constraints in five main catego-
ries, facilitating and guiding rules designer in their work: Availability, Cost, Privacy, 
Reliability and Security. 

Examples of parameters falling below these categories could be: CPU Load 
(Availability), connection price (Cost), data access (Privacy), website breakdown 
relative frequency (Reliability) and network secured protocol (Security). Given that 
values are related to parameters and are illustrated in the following use case, we won’t 
give more examples of them.  

While parameters and values are easily collectible from real use case, the criticality 
needs some more analysis and requires defining its own set of values. In this perspec-
tive we propose to use a really simple seven-level scale: Optional, Very Low, Low, 
Average, High, Very High and Mandatory. 

Optional indicates the constraints doesn’t need to be fulfilled but can provide a 
valuable benefit for the collaboration and can help choosing between two equivalent 
rules. On the contrary, the Mandatory level implies that if the constraint is not met the 
collaboration rule cannot be used in the current context. 

3.3   Using Device Collaboration Rules 

Until now we have described all required concepts to understand the PCSCW model. 
Let’s have a look at the real use of all these descriptive levels and how the model 
helps at finding the right cooperative behaviour. 

To formalize and facilitate the use of collaborations rules we have defined a six-
step process describing how a specific rule can be triggered during the collaboration: 

 
1. On context data update, an analysis of this update is automatically started; 
2. If this analysis points out that some device collaboration rules may eventually 

improve the current collaboration by facilitating the accomplishment of an ac-
tion we start the comparison between context information and rules activation 
requirements; 

3. This comparison can end in three ways: 

a. No rule can effectively improve the collaboration in the current state 
of the context, we stop the process here; 

b. One rule can improve the collaboration, in this case we jump directly 
to step 6; 

c. Several rules can improve the collaboration, in this case we need to 
choose between them the most relevant and efficient, we go to step 4; 

4. To choose between the selected rules we need to compare their suitability, 
their relative efficiency. To do it we confront action’s required resources and 
their associated constraints with resources supplied and used in each rule’ be-
haviour. 

5. From this confrontation we bring out a score for each rule and all we have to 
do is to keep the rule with the higher score. In the case where several rules 
have the same score it means that none of them can be “automatically” pre-
ferred and the device has to take one of them arbitrary. 

6. Run the chosen behaviour. 
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Hence to compare two selected rules we need to quantify each of them according 
to resources and constraints. In fact, the way we have defined constraints facilitates 
this comparison by relying on the quantification of criticality and the evaluation of the 
constraint fulfilment of each rule. 

Table 1. Rule Comparison Matrix 

Resource Res1 Res2 … ResN 
Constraint C1,1 C1,2 C2,1 … CN,1 … CN,M 

Suitability 

Rule RA VA,1,1 VA,1,2 VA,2,1 … VA,N,1 … VA,N,M SA= ∑VA,I,J 

Rule RB VB,1,1 VB,1,2 VB,2,1 … VB,N,1 … VB,N,M SB= ∑VB,I,J 

…        … 

Rule RX VX,1,1 VX,1,2 VX,2,1 … VX,N,1 … VX,N,M Sx= ∑VX,I,J 

Table 1 depicts the rule comparison process. On this matrix, each rule to be com-
pared is evaluated along with its provided resources and their constraints. Thus, for 
each constraint of each resource we assign a value (Vr,i,j) which is limited by the criti-
cality of the constraint evaluated (Vr,i,j ≤ Crit(Ci,j)). As for now we have decided to use 
a simple system: a value is comprised between 0 and 5, a very low criticality means 1, 
low means 2 and so on until very high which means 5. As we already evoked, an un-
satisfied mandatory constraint eliminate the rule, while an optional one can only be 
used to decide between two equivalently suitable rules. Then if we consider a con-
straint with a high criticality the evaluation of this constraint can’t be higher than 4. 
We know that the assignment of values can be sometimes problematic if the threshold 
value that was first defined in the constraint is not easily comparable. Thus, if we 
consider constraints such as data encryption it can be hard to give a value to a encryp-
tion method different from the one that was defined. Still, there are solutions to this 
kind of problem, for instance we can use predefined rankings.  

Limiting rules’ assigned values with the associated criticality and relying on con-
straints Values prevent from selecting a rule that does not satisfy most of the critical 
constraints but tremendously outperform a minor one. Thus, even if network band-
width constraint has been defined with a low criticality and a value which has to be at 
least 0,5mbps, the rule allowing a ultra high speed connection faster than 100mpbs 
but poorly satisfying other constraints will certainly not be selected (except for the 
case where other rules are worse) as its connection can give it more than 2 “points”. 

Finally we obtain the suitability level of each rule by adding up all assigned values 
and we are able to compare rules and find the most appropriate by comparing their 
suitability. 

4   Use Case 

The description of the model and device collaboration rules’ process is now complete. 
In order to illustrate their use and benefits we propose a use case based on a simple 
collaboration between 3 coworkers. 
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Leela, Amy and Philip are members of a team and have to collaborate on a new 
marketing campaign for the new product of their company. In this perspective they 
have to perform several tasks together. Let’s suppose that they have to make a brain-
storming session to design a new advertising board. Amy is working at their main 
office, but Leela and Philip are not physically present. Leela is working at her home 
while Philip is in mission in Kenya. In order to be able to work at the same time Amy 
has sent invitations to Leela and Philip for a virtual Brainstorming with a dedicated 
software at 3 PM (GMT). In a “device consideration” Amy is working on her usual 
workstation, Leela has its personal laptop, Philip on his side has a tablet-pc and a 
smartphone. At 3 Amy has started the server part of the application and has connected 
her station. At the same time Leela’s laptop and Philip’s tablet-pc need to connect to 
the Internet in order to be able to join the Brainstorming platform. To do it they rely 
on the PCSCW model that should allow their devices to make the right decision. 

 

Fig. 2. Internet Connection Constraints 

The task associated with the brainstorming activity described with the PCSCW im-
plies several constraints on the resources used by the devices. Fig. 2 defines and de-
scribes the set of constraints associated with the “Connect to Internet” action. On the 
left side we’ve got the set of resources required to perform the action and on the right 
their constraints. For this specific action there are two resources: a network connec-
tion and a power supply. For the network connection we’ve got: 

• 1 security constraint: the encryption has to be at least RSA [4]; this constraint 
has a Very High criticality as the collaboration taking place is close to  confi-
dential; 

• 1 availability constraint: the average provided bandwidth has to be at least 
0,5mbps, this constraint has a High criticality as the application can work with 
less bandwidth but user’s satisfaction and experience may be dramatically 
lowered by such limitation; 
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• 1 reliability constraint: the probability to experience network disconnections 
has to be less than 1 per hour. As this point doesn’t completely stop the col-
laboration it has an Average criticality; 

• 1 cost constraint: the price of the connection has to be less than four dollar a 
minute. As it doesn’t obstruct the collaboration this constraint has an Average 
criticality. 

As for the network connection we also have a constraint on the power supply re-
source: 

• 1 availability constraint: the energy supplied has to be sufficient to maintain 
the connection for three hours in order to have enough time for the brainstorm-
ing session. This constraint has a High criticality. 

Leela’s laptop hasn’t many choices and connects itself to the wifi access point of 
Leela’s home’s ADSL modem.  

 

Fig. 3. Philip's Digital Environment 
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As depicted by Fig. 3 Philip’s situation is totally different. In addition to the tablet-
pc, the smartphone and the hotel wifi access point, we’ve got a description of  
resources required for the connection to Internet. It also depicts the three possible 
scenarios to establish the Internet connection: 

• Direct connection of the tablet-pc through its satellite network adapter; 
• Connection of the tablet with hotel’s wifi access point; 
• Connection of the tablet with Philip’s smartphone with a connection bridge be-

tween cellphone’s wifi and 3G networks to allow the tablet to access to Internet. 

Each one of these possibilities has advantages and drawbacks: 

• Direct connection with satellite network: 
o Advantages: highly secured, only rely on tablet’s energy, relatively stable; 
o Drawbacks: slow connection (~0,2mbs) and costly, occasional disconnections; 

• Connection to hotel’s wifi: 

o Advantages: good bandwidth(~2mbps), free, low energy consuming; 
o Drawbacks: poorly secured (WPA), variable bandwidth, disconnections 

every fifteen minutes; 

• Connection with smartphone: 

o Advantages: as we use ad-hoc wifi the security is up to the two devices and 
can be relatively good, the average bandwidth is fair (~1 mbps) and the con-
nection is relatively stable; 

o Drawbacks: power supply is limited by smartphone’s battery life which is 
limited to 2.8 hours due to the high energy consumption of the 3G and wifi 
adapters. 

We consider that Philip’s tablet has already acquired all these information; he must 
now find the best solution. This is simply realized by analyzing solutions constraints 
fulfillments such as displayed by Table 2.  

Table 2. Comparison of Connections 

Network Connection Power Supply  
Security Availability Reliability Cost Availability 

“Score” 

Satellite 5 2 2 0 4 13 
Hotel Wifi 1 4 0 3 4 12 
Smartphone 4 4 3 2 2 15 

 
In our case, even if the score are relatively close, the smartphone scenario offers 

more advantages than others as it combine a good security, availability and reliability 
for a limited cost. For the battery life, as it is not a mandatory constraint and given 
that the smartphone can maintain the connection during more than 90% of the desired 
time with the eventual possibility for Philip to simply plug its charger, it offers a good 
compromise. 
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Finally, after having evaluated the situation, Philip’s tablet decides to establish a 
wifi ad-hoc connection with his smartphone and create a bridge between the 3G and 
wifi connections. Philip can now connect to the brainstorming platform and collabo-
rate with Amy and Leela. 

5   Developing Device Collaboration Rules 

As we have described all concepts of the PCSCW model and have illustrated it 
through a use case, the last point we’d like to present here is a way to implement and 
use the PCSCW model and its collaboration rules.  

In this perspective we needed a way to simply and efficiently represent all concepts 
of the model and reason on it. From our past experiences ([2], [3]) on representing 
context information and modeling reasoning rules we decided to use the combination 
of OWL [5] and SWRL [6].  

The Web Ontology Language (OWL) is a language for defining and instantiating on-
tologies, and it can be used to explicitly represent the meaning of terms in vocabularies 
and the relationships between those terms. Web Ontology Language was adopted as the 
recommendation by W3C in 2004. OWL provides the required elements to represent 
and use complex information models. The language itself is an extension of the RDFS 
[9] language and provides additional features for a greater expressiveness. OWL can be 
used to define classes and properties and also provides constructs to create new class 
descriptions as logical combinations (intersections, unions, or complements) of other 
classes, define cardinality restrictions on properties and so on. 

The Semantic Web Rule Language (SWRL) is based on a combination of the OWL 
DL and OWL Lite sublanguages of the OWL Web Ontology Language with the 
Unary/Binary Datalog RuleML [11] sublanguages of the Rule Markup Language. It 
proposes the specification of rules in the form of an implication. The Atoms within 
the body and the head of the implication can be Class Predicates C(x) or Property 
Predicates P(x, y). Within the body or head, multiple atoms are treated as a conjunc-
tion. In order to use and manipulate the OWL and SWRL languages we rely on the 
Protégé [8] framework which is currently developed and maintained at the Stanford 
University. The reasoning itself is ensured through the Jess [10] rule engine which 
can be used within Protégé. 

In a first time, let’s see how the basic elements of the model are represented, then 
how collaboration rules are built on it. 

5.1   Roles, Tasks, Actions, Resources and Constraints 

The first step to use the basic elements of the PCSCW Model is to represent each of 
them and their relations. Fig. 4 provides a view of the implementation of the PCSCW 
Model that has been made with the OWL language.  

On the top of the figure we can see the representation of an Agent as an OWL 
Class. As depicted an agent can be a human or a device. These agents can form 
groups by associating themselves to accomplish a specific Task.  

Between the concepts of Agent (and Groups) and tasks we’ve got the Role concept. 
Agents and Groups are linked to Roles by the “plays” object property. Obviously 
agents and groups can be related with several roles.  
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Considering links between roles and tasks there are 3 different object properties 
involved: mandatory, allowed and forbidden.  

The representation of tasks is relatively simple: a task may be composed of several 
actions or/and subtasks.  

Actions are mainly composed of requirements: they require resources and may also 
require the completion of some other actions. To organize them inside tasks, actions 
have a relative order as datatype property.  

At this point we get back in the resource model by the description of resources. A 
resource can be required by an action or provided by an agent. A resource can also be 
composed of other resources and can naturally have some specific datatype proper-
ties. Resources can mainly be of three types: human resources, device resources and 
other data (such as current time, number of inhabitants in Springfield, all information 
that can’t directly be related to an agent). 

Finally, resources may have constraints that contain three datatype properties: pa-
rameter, value and criticality. 

 

Fig. 4. OWL representation of the PCSCW Model 



244 K. Hamadache and L. Lancieri 

 

We have presented how the PCSCW model is mapped to an ontology with the 
OWL language. Hence the next step is to see how collaboration rules are represented. 

5.2   Collaboration Rules 

As it has been already evoked we have decided to use the SWRL language to repre-
sent device collaboration rules for its integration with OWL and its efficiency. 

If we refer to (1) we know that devices collaboration rules are basically a compari-
son of required resources against available ones and a resulting behaviour. Then, as 
SWRL Rules are composed of an antecedent and a consequent, each of whom is con-
taining a set of atoms the natural way to represent collaboration is to define required 
resources as the antecedent and resulting behaviour as the consequent.  

RESr1(rr1?) ∧... RESrn(rrn?) ∧ ACTr1(ar1?) … ACTro(aro?) 

  ⇨                                                            (2) 

RESi1(ri1?) ∧... RESip(rip?) ∧ ACTi1(ai1?) … ACTit(ait?) 

Formula (2) summarizes the expression of collaboration in SWRL: the antecedent 
contains a set of resources and a set of actions representing the requirements while the 
consequent stores actions with their relative resources representing the behaviour of 
the rule. 

During the definition of device collaboration rules we mentioned the fact that all 
device collaboration rules must have the same set of context information. To fulfil 
this requirement we rely on internal mechanisms of Protégé which are able to load 
knowledge inside a “Rule Engine Bridge” which has in charge to make the interface 
between the core of Protégé and the current rule engine. As we load context informa-
tion only once for all rules (and each time we need to reason) it ensures that all rules 
use the same set of knowledge. 

6   Related Works 

We have presented our work on pervasive computing supported collaborative work. 
Obviously it hasn’t come out of nowhere and there are numerous researches that in-
spired us. In this section we present some of these works related to the context model-
ling and reasoning. 

In [12] the authors present a rough set based methodology [16] to generate the ap-
propriate minimal set of design rules for the Ubiquitous Smart Device (USD) design 
collaboration. They point out the fact that the USD design can be semantically repre-
sented in ontology, however, the computational complexity of semantic reasoning is a 
very sophisticated and time consuming task. They proposed in future work to com-
pare the manually defined SWRL rules and inducted rules to validate their rough set 
framework. 

In [13] the authors propose an ontology-based generic context management model; 
their model facilitates context reasoning by providing structure for contexts, rules and 
their semantics. Rules are derived or defined by users based on the requirements and 
policies of a specific application domain. Their underlying context model has been 
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developed using the RDF and OWL languages. Obviously this model is meant to be 
extended and enriched by domain specific information according to its use and the 
requirements of the system. Reasoning rules are composed of two distinct sets: rules 
based on the ontology itself and user defined rules. Ontology based rules are those 
concerning the standard features of OWL such as “inverseProperty”, transitivity of 
properties and so on. Users’ defined can be of any type and express semantic implica-
tions in the ontology. This work is particularly interesting as it tries to give a generic 
model and a way to reason over it. 

In a previous work [3] we have proposed a context modeling for communication 
services based on ontology.  This ontology is enhanced into an active model by pro-
viding it a rule engine and a set of inference rules. We have used the SWRL rule lan-
guage to reason on the context model. This mechanism consists in two specific 
phases. First, in the context model, we have defined a property named “hasAssociat-
edRule” which domain is Context_Behavior and range is swrl:imp. The class 
swrl:imp is the one that represents the SWRL Rules. In our ontology rules are directly 
associated to the classes by the owl restriction owl:hasValue. The second phase is the 
selection of the rules. This is quite simple since we have the set of rules associated 
with the classes of the behavior. This preceding work was far simpler than our current 
one but it gave us a good opportunity to evaluate the feasibility of such reasoning 
mechanisms and the efficiency of OWL and SWRL. 

In [14] the authors propose Smart Device Collaboration for ubiquitous computing 
environment, which aims to establish the collaboration between portable devices and 
embedded computers, while realizing the basic function of portable devices and also 
applying the maximum advantages of embedded computers. 

In [15] the authors propose an OWL context ontology (CANON) for modelling 
context in pervasive computing environment, and for supporting logic-based context 
reasoning. CANON provides an upper context ontology that captures general con-
cepts about basic context, and also provides extensibility for adding domain-specific 
ontology in a hierarchical manner. They also studied and implemented the use of 
logic reasoning to check the consistency of context information, and to reason over 
low-level. 

All these works are interesting, but we have to notice that we found extremely  
few researches dealing with the modelling of collaboration in a pervasive computing 
environment. 

7   Discussion 

In this work we have presented the real engine of our PCSCW Model. Indeed, the 
model itself is an essential part for our research toward the complete integration of 
Pervasive Computing within the computer supported collaborative work, it provides 
solid foundations to represent context information, should they be humans, devices, 
resources, roles, etc. Still, without reasoning it loses most of its interest. Thus, by 
completing it with device collaboration rules we dramatically increased its potential 
and usefulness. Indeed, more than an efficient structure, we’ve got a full process to 
decide how devices should cooperate to help users collaborate. Besides, this decision 
is achieved with no other features than the model, the rules and comparisons with 
current context information. 
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Even if devices collaboration rules are efficient, we already have some enhance-
ment trails we’d like to explore. For instance, the description of constraints relies on 
the definition of criticality levels. We know the actual levels are sufficient for our 
needs, but we need to evaluate if more levels could bring a better accuracy for rules’ 
selection.  

In the perspective of providing a better adaptation to current context we also want 
to find out if there may be constraints on other elements of the PCSCW model. For 
this trail we’d like to consider if defining constraints directly on actions and tasks 
could give relevant information and rules selection refinements. 

Until now we have set several theoretical bases, and we are currently focusing on 
the finalisation of the development of a simulator for pervasive computing collabora-
tive work. This tool will assist us to validate and evaluate our model. Thus it should 
tell us if our model is actually working and if it really improves the collaboration of 
users. Besides, in a near future it could help us design collaboration rules by provid-
ing a simple way to evaluate and compare them. 

Another issue considering the adaptation of devices behaviour to their current con-
text is their possible engagement in another activity. Indeed if the evolution of user’s 
context brings out the necessity to provide him specific resources for the accom-
plishment of his tasks, it may involve the modification of current devices behaviours 
and then create a conflict between two concurrent actions. We think this problem is 
naturally tackled by the PCSCW model as it is used to represent the current state of 
the context. In this perspective resources currently in use would not be available for 
the adaptation to context changes. A smarter way to manage potential conflicts it to 
allow the interruption of some part of current device behaviour in order to allow the 
accomplishment of a more important action. Such perspective seems not to be too 
complex as it could possibly be managed through reasoning rules. 

A known challenge of our device collaboration rules is their elaboration. Indeed, 
even if the base principle is relatively simple and writing them with SWRL isn’t 
really complex, the real difficulty is to design small, generic but still efficient rules. 
For this complex aspect of the life of our model we have planned to analyze real col-
laboration situations represented with the PCSCW Model and extract those where 
devices could potentially have cooperated. Then, we should be able to find the most 
relevant cooperation scenarios and their associated device collaboration rules.  

On the long range such device collaboration rules could bring a new opportunity 
for coworkers, repetitive actions and even tasks could be automatically performed by 
a team of devices. In this perspective, if group of devices are able to automatically 
perform tasks, then they should be given a role. Going a little further with this idea 
we’ll have to formalize how devices and group of devices can play some specific 
roles in the collaboration. Besides, we also have to consider that devices and humans 
can be mixed within a single role. 

A very noticeable and original aspect of our work is the approach of the pervasive 
computing from the collaboration point of view. Indeed, even if there are numerous 
works related to the development of ontologies and systems to model and support the 
pervasive computing paradigm for users, there are very few works focusing on the 
computer supported collaborative work. Considering this lack we think our work 
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around the PCSCW model can sets some bases to fully integrate the pervasive com-
puting model within the collaboration of users. 

One of the last points to evoke here is the evolution of rules. Indeed, the device 
collaboration rules used will doubtlessly need to evolve along with the life of the 
collaboration to adapt themselves to collaboration patterns and evolution of devices. 
In this perspective this evolution has to be at least partially dynamic; that is to say the 
system has to be able to evolve without the intervention of humans. This evolution 
may involve the modification of the ontology representing resources and roles and the 
modification of device collaboration rules. To allow this dynamicity we think the best 
way is the development of a knowledge deriving and learning mechanism. These 
mechanisms consist in the capacity of the system to infer and extrapolate context 
information and adapt device collaboration rules. Besides, the learning mechanism 
shall allow devices to use new collaboration rules extracted from extrapolation of 
already existing rules but also learn new collaboration rules from other devices. These 
learning mechanisms should allow the PCSCW model and its collaboration rules to 
evolve autonomously. 

The PCSCW model and its associated collaboration rules form a coherent and con-
sistent base allowing smart devices to continuously interact with each other and adapt 
their behaviour to users’ context and collaboration. This base makes us foresee even 
more challenges toward the real ambient intelligence but strengthen us for our future 
work.  
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Abstract. The conversion of legacy single-user applications to collabo-
rative multi-user tools is a recurrent topic in groupware settings. Many
works tried to achieve collaboration transparency: to enable collaborative
features without modifying the source code of the single-user application.
In this paper, we present a novel blackbox solution that achieves complete
transparency by intercepting user interface libraries and input events.
This is the first blackbox solution constructed on top of lightweight wrap-
per technologies (Aspect Oriented Programming) and unlike previous
approaches it provides support to both AWT and Swing applications.
Our solution solves four important problems: event broadcasting, man-
agement of external resources (random numbers), contextual information
(telepointers) and transparent launching support. We validated our ap-
proach with several Swing-based and AWT-based tools demonstrating
that our wrapper is generic and imposes very low overhead.

1 Introduction

Many researchers in CSCW (Computer-Supported Cooperative Work) have pre-
sented different solutions to convert single user applications to collaborative
ones. The promise of collaboration transparency is to add collaborative inter-
action without modifying the source code of the original tools. This opens up
novel unanticipated uses of existing applications like tele-assistance, monitoring,
learning tools or joint work among others.

In general, application-sharing systems are normally classified in centralized
(display broadcasting) or replicated architectures (event broadcasting). In the
centralized architecture there is a single instance of the shared application, so it
is simpler to enforce strict WYSIWIS (What you see is what i see) and sequential
interaction. But in this model the central node must redistribute large amounts
of graphics data so it can be inefficient in network usage [1].

On the other hand, in replicated architectures several instances of the shared
application coordinate their state using event broadcasting. Although replicated
architectures face more complex problems like consistency or management of
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external resources, they are normally preferred [2] for their versatility and sup-
port for relaxed WYSIWIS and concurrent interaction. For these reasons, we
will focus in the replicated architectures based on event broadcasting.

We classify transparent collaboration in two categories: whitebox and black-
box models. None of them modify the code of the original application, but
white box models require knowledge and access to this code whereas black
box approaches are completely transparent. In the whitebox model, transpar-
ent adaptation techniques require a careful study and knowledge of the code
to be wrapped or intercepted. In this line, some works used Aspect Oriented
Programming (AOP) interception techniques to wrap specific parts of the appli-
cation. As we can see, to create such specific interception points (pointcuts) the
developer must understand the internals of the target code. On the other hand,
blackbox approaches achieve complete transparency by intercepting or wrapping
user interface libraries and input events [2], [3], [4].

In this paper, we present the first blackbox solution constructed on top of
lightweight wrapper technologies (Aspect Oriented Programming). Our work is
a clear evolution from Flexible JAMM [2] and we overcome many of their limita-
tions thanks to the flexibility of AOP technologies. In this line, we can support
both AWT and Swing applications, and our wrapping approach includes launch-
ing support for third-party applications. Our novel solution has an enormous
potential since almost any Java application (Swing, AWT) could be used collab-
oratively without any modification.

In general, the major contribution of this paper is to outline the importance
of computational reflection for both whitebox and blackbox collaboration trans-
parency models. In [5], authors defined reflection as ”the ability of a program
to manipulate as data something representing the state of the program during
its own execution”. The authors show two major aspects of this manipulation:
introspection (observing the state of the program) and intercession (modify its
structure and behaviour). As computational reflection matures and it is incorpo-
rated in major languages and UI libraries, the transparent adaptation techniques
are more powerful and easy to apply.

We have proven that Java has now suitable introspection (Event Queues,
reflection packages) and interception mechanisms (AOP) to provide blackbox
transparency. Instead of introducing collaboration-aware mechanisms at the
operating/window system level [6], [7], we advocate for the incorporation of
powerful and generic computational reflection techniques at the programming
languages and interface libraries. In this article, we present a novel blackbox so-
lution called AOPWrapper that benefits from event introspection and software
wrapping (AOP).

2 Related Work

As stated in the introduction, we will focus in replicated architectures for achiev-
ing fast response, efficient network usage and flexible concurrent interaction. We
will distinguish between blackbox and whitebox approaches:
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Blackbox approaches try to obtain complete collaboration transparency by
intercepting or replacing user interface components and input events. Most recent
related work have been produced in the Java language thanks to the flexibility of
the virtual machine. For example. [4] and [8] mainly aimed to intercept the event
queue and to replace interface components for enabling group collaboration.
They reported limitations in the event capture and injection capabilities that
strongly complicated their transparent models. Fortunately, in these years the
Java language have improved its reflective capabilities and those problems are
solved now. For example, in [4] authors ended up recommending three reflective
enhancements of the Java language (propagate all events, tag events with source
information, and to allow cursor modifications). These three recommendations
are now available in the Java language and they also solve the problems of event
interception presented in [8].

Flexible JAMM [2] is a relevant work in blackbox approaches since it achieves
complete transparency by replacing user interface components by collaborative
ones. They also used proxies to manage the interaction with external resources
like random generators or file access. They state four major requirements for their
component replacement architecture: process migration, runtime component re-
placement, dynamic binding and user input events interception and replay. But
in fact what they are demanding is computational reflection capabilities in the
Java environment. Process migration or object serialization is necessary to re-
store the state in remote locations. But encoding the state of the program as data
is in fact called reification in reflective terms. Runtime component replacement
and dynamic binding are mechanisms to enable reflective intercession (to modify
the structure and behavior of the program in runtime). And user event inter-
ception and replay is also directly related to reflective introspection (to observe
and capture the program structure and behaviour at runtime).

The major problem of their intercessory approach (component replacement
or code swapping) is the maintainability of the replaced components. If the
original components change or add novel features, the replaced libraries must
be updated. Other clear limitations of Flexible JAMM are the lack of support
for AWT applications and the complexity for launching external applications.
Flexible JAMM did not publish the source code to the public domain, so many of
their techniques are hidden and they could not be adopted by the community. We
will explore in this paper a different intercessory technique based on component
wrapping. We have published our wrapper as open source so third-parties can
extend and modify the tool.

Whitebox approaches require knowledge of the source code to create cus-
tom interceptors. Whitebox solutions are not as generic as blackbox ones, but
they can use semantic information that is beyond the scope of the blackbox mod-
els. In some cases, a blackbox solution just will not work, since the collaboration
must take place in specific locations or the collaboration needs semantic infor-
mation of the underlying model. A typical reflective technique used in whitebox
approaches is AOP. AOP permits to intercept and wrap code using modular
units called aspects. The aspects are ”weaved” with the original code creating
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transparent wrappers. This weaving proccess can occur in compile time, in load
time or in runtime. Aspects aim to modularize cross-cutting concerns that are
normally scattered in the code of the application. In this line AOP is usually ex-
emplified with concerns like logging, security or persistence. In CSCW settings,
the crosscutting concerns can be the collaborative modules like event broadcast-
ing, floor control or late joining support.

A relevant work in applying AOP to collaborative work is [9]. They present
several examples of transparent whitebox collaboration transparency with AOP
using a replicated architecture. As a whitebox approach, the interception points
in the code (Join Points) must be carefully located for every application. As
authors state, this involves ”code archaeology” where the main difficulty is to
locate the right Join Points in the code. Another drawback of this approach is
that Join Points may be brittle, since they rely on opportunistic calls that are
vulnerable to change. In our work, we will evaluate the feasibility of AOP to
provide generic blackbox transparency.

AOP has also been applied as a tool for achieving flexibility, tailorability and
adaptivity in the design of CSCW systems. For example, authors in [10] present a
framework where aspects contribute to the modularization of collaborative cross-
cutting concerns. This modularization in aspects is good for achieving flexibility
and extensibility of the CSCW toolkit. Nevertheless, this is a collaboration-aware
approach, so they are not focusing on providing collaboration transparency to
existing applications.

Another important work in collaboration-aware designs is the seminal paper
of Paul Dourish [11] entitled ”Computational Reflection and CSCW Design”.
In this paper, Dourish outlines the importance of computational reflection tech-
niques for achieving flexibility in the design of CSCW toolkits. He presented a
CLOS (Common Lisp Object System) Meta-Object Protocol providing object
locking for floor control. Thanks to this reflective approach, it is possible to de-
fine different locking actions (strong-lock-object, null-lock-object) in a flexible
way. As we can see, Dourish already presented the importance of computational
reflection as an important mechanism for constructing flexible CSCW shared
tools. We focus on the importance of computational reflection for providing col-
laboration transparency for existing single-user tools.

Finally, a recent approach [12] presented a transparent adaptation technique
based on operational transformation to ensure consistency among remote users
actions. They converted two well-known tools (Word, PowerPoint) to collabora-
tive ones (CoWord, CoPowerPoint) without modifying the original source code
of these applications. Nevertheless, we consider this a whitebox approach since
they rely on the Windows API of these tools to observe (introspection) and
modify (intercession) their current behavior. Again, the whitebox approach re-
quired some ”code archaeology” to study the data model of each application
and introduce group collaboration features. In this case, the transparent adap-
tation technique is based on the reflective capabilities exposed by the specific
application in the Windows API.
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3 Computational Reflection and Collaboration
Transparency in Java

In this section we will explain the major reflective capabilities of the Java language
and how they can be used for achieving collaboration transparency. We have se-
lected the Java language because it is a mainstream mature language with ad-
vanced reflective capabilities. Furthermore, our conclusions can be easily applied
to similar programming environments under the Microsoft .Net Platform.

Both Java and .NET environments offer rich introspection functionalities in the
form of APIs. In this line, the java.lang.reflect package or the System.Reflection
namespace are heavily used by third party programming tools like debuggers or
IDEs (Integrated Development Environments). Concerning User Interface (UI)
introspection, Java and .NET platforms also offer powerful event handling mech-
anisms used in UI automation, testing and accessibility tools.

Concerning code interception, both Java and .NET environments provide so-
phisticated code manipulation tools (byte code transformations) and advanced
code swapping mechanisms (Java hotswap class file replacement and custom
classloaders). In Java, these class replacement mechanisms are part of the Java
Platform Debugging Architecture (JPDA). JPDA is currently used by IDEs in
code debugging and also in code profilers.

But neither Java nor .NET offer natively high level interception mechanisms
like CLOS Meta Object Protocols or Smalltalk MetaClasses. The sole explicit
interception mechanism in Java is the definition of Dynamic proxies. But dy-
namic proxies only offer very limited method interception that is not enough
for transparent collaboration purposes. High level interception frameworks are
however available as external software packages. In both Java and .NET exist
AOP frameworks offering high level interception and wrapping techniques for
developers.

We will evaluate now how computational reflection in Java can solve different
collaboration transparency problems:

1. Event Broadcasting: local events must be captured, transmitted to remote
collaborators and injected in the local queues. Java permits the creation of
custom event queues that may replace the standard one. It is thus possible
to capture all local user events (like Mouse and Key events) and inject them
in a remote location. As we will explain in the following section, each event
contains information about the component source that generated the event.
When this event is to be injected in the remote site, it is possible to replace
this source with the local one.

2. Contextual information: it must be possible to add contextual information
like Telepointers or Radar Views in a transparent way. In Java, the Glass-
Pane transparent component can be added to existing UI components. It is
possible with GlassPane to add novel functionalities to the UI like remote
Telepointers or contextual messages.

3. External Resources: another key problem for transparent collaboration is
how to manage external resources used by the applications like random
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generators, sockets or file access. The direct solution is to use software inter-
ception or wrapping to replace this calls with controlled proxies that show
the same behavior in all remote locations. We will show in the next section
how this can be solved with AOP techniques.

4. Launching Support: the transparent solution must ensure the launching of
legacy single-user applications with minimal changes to convert them into
collaborative ones. For example, code wrapping using aspect weaving can
occur at compile time, load time or in runtime. The launching of the legacy
tool with the collaborative wrapper can thus be achieved transparently with
load time aspect weaving. Transparent launching can also be achieved with
code replacement techniques available in the JPDA.

5. Late joining support: in order to support late joiners in a collaborative ses-
sion, the current state must be transferred to the new collaborators. This
can be solved with event replay in the entry node or transferring the state
of objects. Java supports serialization and deserialization mechanisms that
encode object state as data (byte arrays).

6. Floor Control: finally, there is a need for implicit or explicit mechanisms
for arbitrating the access to shared resources. Normally, such floor control
policies are related with the event broadcasting services. These policies can
then decide with local events must be propagated and when, and which
remote events must be injected and when.

As we can see, the problems presented for collaboration transparency can be
solved with computational reflection techniques. There is however a question that
still remains to be answered: code replacement or code wrapping ?. Up to now,
blackbox transparent approaches [2] relied on UI component replacement, while
many whitebox approaches [9] used software wrapping (AOP, application APIs).
In this paper, we evaluate the feasibility of using AOP wrapping techniques to
provide complete blackbox transparency to single-user applications. In the next
section, we will present a generic wrapper using AOP and we will analyze its
advantages and limitations.

4 AOPWrapper: A Generic Blackbox Wrapper for Java

In this section we present a lightweight wrapper that offers blackbox collabo-
ration transparency to legacy Java applications. AOPWrapper addresses four
out of the six problems presented in the previous section: event broadcasting,
contextual information, external resources and launching support. The two re-
maining problems (late joining and floor control) will be undertaken in a future
work due to lack of space.

The main idea of AOPWrapper is to allow each user running a Java-based
application to transparently collaborate with other users by sharing all the local-
generated events with other participants. Such sharing is performed via a dis-
tributed event queue in such a way that all participants will be consistently
injecting into their applications all the events generated by all the participants.
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Such consistency is reached by ignoring local-generated events and only injecting
into the application’s event queue those events which have been received from
the distributed event queue. In this way, all users running a collaborative in-
stance of the application will be executing the same sequence of events because
they are only normally dispatching remote events.

As figure 1 shows, AOPWrapper includes four independent modules, each one
responsible for one key collaborative feature. In addition to the wrapper, it is also
necessary a distributed event queue in order to broadcast all events generated
by the new multi-user applications. In our prototype we use as the distributed
event queue a well-known publish/subscribe service (Apache ActiveMQ). We
have chosen ActiveMQ for its high performance and strong event filtering ca-
pabilities. Nevertheless, other event broadcasting systems may be used such as
group communication toolkits.

distributed
event queue

ev
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t event

single-user 
application

event 

broadcasting

external 

resources
contextual 

information

launching 
support

multi-user application

single-user 
application
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contextual 
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launching 
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Fig. 1. Overview of the AOPWrapper’s Architecture

We will describe how we solved each of the four problems using computa-
tional reflection techniques. We will also explain how we offer support for legacy
AWT-based applications. Other blackbox approaches like Flexible JAMM were
restricted to Swing-based applications. In our case, the flexibility of AOP permits
inheritance rewirings that can solve the problem easily.

4.1 Event Broadcasting

In order to achieve an Event Broadcasting Collaboration System it is necessary
to process all events generated by users and prepare them for sending via the
Distributed Event Queue. In Java, it is possible to replace the standard Event
Queue with a specific one to properly handle local and remote events. In this
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Toolk i t . g e tDe f au l tToo l k i t ( ) . getSystemEventQueue ( ) . push (
new CustomEventQueue ( this ) ) ;

Fig. 2. Customizing Event Queue

line, we have implemented our own event queue by creating a class which in-
herits from EventQueue that we called CustomEventQueue. Using the method
push(EventQueue eq) showed in Figure 2, we can replace the default event queue.

By overriding the method dispatchEvent of our CustomEventQueue we can
manage all AWTEvents received by the System Event Queue in a non-intrusive
way for the application which is running collaboratively.

Basically we process two kinds of events in our CustomEventQueue: Local
events and Remote events. Local events are all AWTEvents generated by an user
over an application. Remote events are those AWTEvents received via Broadcast
from the Remote Queue (ActiveMQ). This queue is where all the applications
on the same collaborative session send the local AWTEvents they generate.

1. Local Event processing: When a local event arrives to our custom event queue
it is prepared for being published to the remote queue. With this objective we
have created three new classes: CustomMouseEvent, CustomKeyEvent and
CustomFocusEvents, which extend respectively from MouseEvent, KeyEvent
and FocusEvent. Its purpose is to store extra information which is going to
be needed by collaborating applications to dispatch remote events properly.
Some of this extra information is: the application which generated the event
(also known as ’event owner’), the identifier of the component over which
the event has been triggered, and the screen resolution.

2. Remote Event processing: Remote events which are broadcasted by remote
queue are received by a MessageListener. When a remote event arrives, it
needs to be posted to the System event queue to have some effect on the ap-
plication. To achieve this, we use the method postEvent which is provided by
Toolkit. Once the remote events are posted, a previous processing is needed
before our custom event queue dispatches them. This processing consists on
adapting the incoming remote event to the environment changes present in
the different collaborative applications. We have to change the event source
with an instance of a component of the local application.

These methods can recover an instance of the right component from the index
of the list with all-application-components. The method getAllComponents() in
Figure 3 is responsible of this list generation.

This components list can be obtained transparently thanks to the method
Window.getWindows(), which can return all windows used by an application. In
order to get all windows of an application this process must be done recursively.
We assume that doing the above process it will always return lists with the same
order for any application on collaborative session. We can assume this because
all collaborating applications are the same and their status is on the same point.
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public static List<Component> getAllComponents ( ) {
components = new LinkedList <Component >() ;
for (Window window : Window. getWindows ( ) ) {

getComponents(window ) ;
}
return components ;

}

public static void getComponents (Component c ) {
components . add ( c ) ;
i f ( c instanceof Container ) {

for (Component c1 : ( ( Container ) c ) . getComponents ( ) )
getComponents( c1 ) ;

}
}

Fig. 3. Trasparent Component Obtaining Method

The incoming Remote Mouse events require extra processes: all processes tied
to the telepointer drawing –this will be explained on Contextual Information
section– and all operations for adapting mouse events to the new machine screen
resolution. All mouse events have a field that indicates on which position of the
screen the mouse event have been triggered; this position is measured in pixels.
This magnitude is conflictive because each machine can be running collaborative
applications with different screen resolutions. So, before posting any mouse event
we need to convert its point position in accordance with the screen resolution of
the local machine which is executing the application.

Finally, once the Local and Remote events processing it is done, the custom
event queue has to dispatch certain types of events. Our dispatchEvent method
ensures that only Remote Events are dispatched, the rest of them are discarded.
We do this to avoid that local events affect the local collaborative application. To
avoid consistency problems we only allow remote events to alter the collaborative
applications. This is because our remote queue plays the role of a ’sequencer’.
It receives all events of every application in a collaborative session and delivers
them in the same order to all collaborating applications, insuring that event
sequence will be the same in all machines.

4.2 Contextual Information

Another important issue if to add contextual information like Telepointers that
improve the collaboration awareness in remote users. The telepointer is very im-
portant to be aware of what other users are doing in every moment of time. Since
current Operating Systems and UI libraries do not explicitly support multiple
cursors, we need to emulate them with our wrapper.

In our case, we can draw images representing contextual information like
telepointers or contextual messages. To display this contextual layer on top of
existing UI components, we used the Swing transparent GlassPane class that
can be superposed to any swing component. In our case, we set a transparent
GlassPane over all top-level swing containers (like jFrame and jDialog). Every
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dec l a r e parents : (∗ && java . awt . Frame+ && ! java . awt . Frame)
extends javax . swing . JFrame ;

Fig. 4. Component Replacement with AspectJ: Declare Parents Statement

time our wrapper receives a Remote Event from the Remote Queue we update
telepointer positions and we force the glasspane to repaint, in order to simulate
remote mouse pointers.

The main problem of our approach is that it is restricted to Swing appli-
cations. It is not possible to superpose a GlassPane to an AWT container like
java.awt.Frame. This problem affects other transparent collaboration approaches
like Flexible Jamm so they can only be applied to Swing-based applications. In
our case, we provide a clean solution based on AOP interceptors. Using AOP
intertype mechanisms it is possible to change the inheritance tree of classes. As
we can see in figure 4, we can modify the superclass of all the classes which
inherit from java.awt.Frame and change it to java.swing.JFrame. As we can see,
we can transparently move an AWT application to Swing. This change allows
the wrapper to superpose the transparent GlassPane and consequently to paint
telepointers over AWT-based applications.

4.3 External Resources

The management of external resources like random numbers or files is another
important problem that must be addressed. Again, we make use of AOP inter-
ceptors to wrap these calls and provide a controlled interaction between remote
users. We consider here two external resources: random numbers and look and
feel interface.

The random calls in applications make their progress differs from one exe-
cution to another. These calls make the application non-deterministic and may
lead to consistency problems. We have defined an aspect with several pointcuts
that intercept random generators. First line in Figure 5 defines the pointcut for
the java Random constructor.

We intercept Random constructor calls and replace them with a new Random
constructor with a prefixed seed. We want that all applications on a collaborative
session create an instance of Random with the same seed. With this, we will
ensure that all collaborating applications generate the same sequence of random
numbers when nextInt, nextdoble, etc. methods are called. The pointcut can be
seen in second line of Figure 5.

We also replace the method Math.Random for nextdouble(), following previ-
ously mentioned fixed seed approach. If no previous calls for random has been

pointcut randomCall ( ) : c a l l ( java . u t i l .Random .new ( ) ) ;
po intcut mathRandomCall ( ) : c a l l (double java . lang . Math . random ( ) ) ;

Fig. 5. Random’s Pointcuts
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made, it is necessary to create an instance of Random calling its constructor
with a prefixed seed.

Look and Feel can also be a source of non-deterministic behaviour. That
is because a Java program can have different appearance depending in which
Operating System is running. For example Lobo web browser looks different in
Windows 7 that in Windows XP. To avoid this problem, we intercept any change
of Look and Feel. We force to set a Look and Feel which looks the same in any
environment, in our case the Java Look and Feel (see Figure 6).

pointcut lookAndFeel ( ) :
c a l l (void javax . swing . UIManager . setLookAndFeel ( S t r i ng ) )

&& ! this ( I n t e r c e p to r ) ;

a f t e r ( ) : lookAndFeel ( ) {
try {

UIManager . setLookAndFeel (
UIManager . getCrossPlatformLookAndFeelClassName ( ) ) ;

} catch ( Exception e ) {
e . pr intStackTrace ( ) ;

}
}

Fig. 6. Look and Feel Interception

4.4 Launching Support

Finally, our solution must provide a standard mechanism to launch legacy appli-
cations with our blackbox wrapper. To enable complete transparency we avoid
any change in the original code and we do not require post compile operations.
This can be done using AOP interception and load time or run time weaving.
The idea is to modify the main method of the legacy application to include
the required operations for running our wrapper. The pointcut in Figure 7 is
responsible intercepting the main method.

Before the execution of main is when our collaborative wrapper initializes,
’before’ statement in Figure 7. The CollaborativeWrapper performs two initial
operations: it connects to the distributed event queue and it registers the Cus-
tomEventQueue in the UI toolkit. These initial operations ensure the correct
event broadcasting capabilities explained in section 4.1.

After the main execution is when the graphic-related operations of our wrap-
per are done, ’after’ statement in Figure 7. These operations consist in super-
posing glass-panels over all the windows that the legacy application has created.
These glass-panels will allow us to paint the telepointer (image that represents
the mouse of a remote user). This process must be done after the main exe-
cution, otherwise the application would not have created any Window to put
GlassPanes on.

Finally, to launch the application including our wrapper, we use load-time
weaving. With a simply modification in the command line we can launch any
Java application in collaborative mode.
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pointcut mainMethod ( ) : execut ion ( public static void main ( S t r i ng [ ] ) ) ;

b e f o r e ( ) : mainMethod( ) {
try{

Collaborat iveWrapper wrapper = new Collaborat iveWrapper ( ) ;
}
catch ( Exception e ){}

}

a f t e r ( ) r e tu rn ing : mainMethod ( ) {
for (Window w : Window. getWindows ( ) ) {

i f (w instanceof JFrame) {
CustomGlassPane g lassPane = new CustomGlassPane ( ) ;
( ( JFrame) w) . setGlassPane ( g lassPane ) ;
g lassPane . s e tV i s i b l e ( true ) ;

} else i f (w instanceof JDialog ) {
CustomGlassPane g lassPane = new CustomGlassPane ( ) ;
( ( JDialog ) w) . setGlassPane ( g lassPane ) ;
g lassPane . s e tV i s i b l e ( true ) ;

}
}

}

Fig. 7. Interception of the Main Method

java -javaagent:lib/aspectjweaver.jar -classpath
.;legacyapp.jar;aopwrapper.jar;aspectjrt.jar;activemq.jar legacyappMainClass

Fig. 8. Command-Line Launcher

5 Validation

To validate the usability of our approach, we have calculated the overhead im-
posed by our wrapper to both lightweight and heavy applications (Mahjongg and
Lobo respectively), and using different workloads (intensive and non-intensive
use). The execution environment consists of two computers with the following
features: Pentium4 3Ghz with 1GB of RAM and Intel Core2 Quad 2.33Ghz with
3GB of RAM, both running Microsoft Windows XP Professional with Service
Pack 3, respectively. The client computers broadcast events with an ActiveMQ
server located in the same local area network.

Figure 9 shows the sequence followed by an event from its local generation and
interception by the AOPWrapper, until it is finally dispatched by the system’s
event queue. It clearly shows that the execution flow of the single-user application
has been modified, by adding new steps which add a speficic overhead.

overhead = overheadop + overheadip + overheadc . (1)

– Preparation Overhead (output), overheadop in (1), refers to the elapsed
time from the interception of a locally generated event, until it is dispatched
to the ActiveMQ server. It includes the time spent in the preparation of
the event (the creation of the custom event and the addition of its meta-
information).
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Fig. 9. Wrapper’s Sequence Diagram

– Preparation Overhead (input), overheadip in (1), refers to the elapsed
time since a custom event is received from the remote queue, until it is finally
dispatched by the event queue. overheadip has to be bigger than overheadop

because the event has to perform the whole injection process again, while
the interception (the cost of which is measured by overheadop) takes place
at the event queue, so the event has only to be prepared and sent.

– Communication Overhead, overheadc in (1), refers to the elapsed time
since an event is sent to the remote queue, until it is received by the AOP-
Wrapper. It depends on the context (broadband speed, remote queue im-
plementation used) but in our case we assume a local area network and
ActiveMQ server.

The results we have obtained show that the use of AOPWrapper only adds, inde-
pendently of the application used and the workload applied, an average overhead
of 35ms, which is decomposed as follows: 14ms of preparation overhead (input),
0.1ms of preparation overhead (output) and 20.9ms of environment-dependant
communication overhead. So we conclude that, in terms of user experience, AOP-
Wrapper is a completely usable tool for collaborative synchronous applications.

5.1 Proof of the Prototype

We have validated our generic blackbox wrapper with some Java applications:
three Swing-based (PDF Renderer, Lobo Web browser, Mahjongg game) and
one AWT-based (Luke Lucene indexing tool). We have reached a level of trans-
parency that allows the user to run a single-user application in a collaborative
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way by only adding our wrapper - and its dependencies - to the classpath of
the single-user application. It is only necessary to slightly modify its command-
line launcher (in order to enable weaving capabilities) and to fill the required
fields (user’s identifier, distributed event queue’s ip and distributed event queue’s
topic) in a config.properties file.

Our lightweight approach only captures three types of input events (Mouse,
Keyboard, Focus) and it is able to reproduce the interaction of users in a multi-
user collaborative session. With the PDF renderer we were able to visualize a
PDF file collaboratively with consistent event propagation (scrollbars, menus)
and fast telepointer visualization. With the Lobo Web browser we also tested
the feasibility of transparent collaborative browsing without modifications on the
original tool. Finally, we also demonstrated the joint game play of the Mahongg
game from remote locations.

We also tested an AWT-based application to prove our transparent solution.
Obviously, without the rewiring of the inheritance tree from Frame to JFrame,
the telepointer would not work. But in our case, the application was shared
remotely without problems and the telepointer worked smoothly over all UI
components.

We have shown how our generic wrapper can convert single user applica-
tions to collaborative ones. Our lightweight and transparent approach may have
different uses like tele-assistance, learning purposes or cooperative interactions
over existing single-user tools. We have solved this problem using advanced com-
putational reflection techniques like event introspection and software wrapping
(AOP).

Nevertheless, although blackbox wrapping is the more transparent collabora-
tion approach, it certainly has some limitations that preclude its usage in all
settings. Some applications only require collaborative functionalities at some
specific execution point of their life-cycle, and leveraging the whole application
may incur in security or functionality issues. For example, if the application al-
ready includes authentication and login in the launching process, our blackbox
wrapper will not be a suitable solution. Furthermore, if semantic information is
needed from the legacy application, whitebox models will be more appropriate.

6 Conclusions

In this paper we outlined the importance of computational reflection for achieving
collaboration transparency. We classified collaboration transparency in two cate-
gories: blackbox and whitebox models. In blackboxmodels, complete transparency
can be achieved with event capturing (introspection) and interface library wrap-
ping or replacement (interception). In whitebox models adhoc interceptors must
be carefully deployed in the original code to enable collaboration.

To the best of our knowledge, we are the first to present a transparent blackbox
solution based on software wrapping (AOP). Previous solutions like Flexible
JAMM provided backbox transparency replacing interface library components.
Nevertheless component replacement is more intrusive and susceptible to changes
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in interface libraries. Our lightweight wrapping solution is less intrusive and can
easily adapt to changes in the original libraries.

In this paper we solve four important problems of transparent collaboration:
event broadcasting, management of external resources (Randoms), contextual
information (telepointers) and launching support for legacy applications. We
validated our prototype with existing Swing-based aplications like a Web browser
(Lobo), a pdf viewer (PDF Renderer), a game (Mahjongg), and with an AWT-
based toolbox for Lucene Indexes (Luke).

We have proven that advanced computational reflection tools like event intro-
spection and software wrapping (AOP) can be used to provide blackbox collab-
oration transparency. We are now trying to solve the two remaining problems in
blackbox collaboration transparency: late joining and floor control support. The
generic wrapper can be obtained in http://ast-deim.urv.cat/wiki/AOPWrapper
with examples and documentation.

It is true that our ideas cannot be applied to other environments not provid-
ing powerful introspection (EventQueues) and interception techniques (AOP).
We could solve the problem in Java because it already provides such advanced
capabilities. For this reason, we advocate for the future enhancement of com-
putational reflection capabilities in programming languages, interface libraries,
Web browsers and operating systems. Thanks to these reflection capabilities, we
foresee potential applications in collaboration, logging, interface testing, security,
fault tolerance and many others.
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Abstract. The development of plastic user interfaces constitutes a
promising research topic. They are intentionally designed to automat-
ically adapt themselves to changes of their context of use defined in
terms of the user (e.g., identity and role), the environment (e.g., loca-
tion and available information/tools) and the platform. Some single-user
systems already integrate some plasticity capabilities, but this topic re-
mains quasi-unexplored in CSCW. This work is centered on prototyping
a plastic collaborative whiteboard that adapts itself: 1) to the platform,
as it can be launched from heterogeneous computer devices and 2) to
each collaborator, when he is working from several devices. This applica-
tion can split its interface between the users’ devices in order to facilitate
the interaction. Thus, the distributed interface components work in the
same way as if they were co-located within a unique device. At any time,
group awareness is maintained among collaborators.

Keywords: plastic interfaces, context of use, redistribution-based
plasticity, multi-computer collaborative environments.

1 Introduction

The increasing proliferation of heterogeneous computers combined with the un-
stoppable progress of communication networks allow to conceive the user [2] as
“an entity that evolves within a multi-computer environment where he employs,
in an opportunistic way, several interactive devices/systems in order to satisfy
his information access needs anytime anywhere”. However, an interactive system
cannot display the same user interface on small, medium and big screens of such
a multi-computer environment. Regarding usability, the automatic transposition
of an interactive system from a PC to a smartphone results non-feasible, due to
their so different displaying, processing, storage and communication capabilities.

At the user interface level, the most obvious solution to cope with this prob-
lem consists in reducing the size of the user interface components in order to
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display them in a unique view [6]. Unfortunately, this primitive solution might
compromise the system usability because the handling of the included compo-
nents might become complicated. Another solution consists in taking advantage
of other modalities, besides the visual one, e.g., the incorporation of audio into
the components to notify errors. Nevertheless, if the visual modality remains
the only realistic option and it seems impossible to reduce the component size
then the last solution, called plasticity, entails structuring the user interface into
subsections through which the user can browse.

The user interface plasticity [5] allows interactive systems to manage varia-
tions based on: 1) the user (e.g., detecting when he is interacting with the system
from one or more computers), 2) the environment (e.g., hiding some information
when an unauthorized person is approaching to the screen), and 3) the hardware
and software platforms (e.g., screen size and operating system capabilities), while
preserving a set of quality criteria (e.g., usability and interaction continuity).

In the domain of single-user interactive systems, user interface plasticity has
been mainly studied through the development of prototypes and the definition
of concepts and models. However, this research topic remains quasi-unexplored
in CSCW, despite the imminent need to provide the interaction interfaces of
groupware applications with the adaptation capability to contextual changes.
As is well known, designing interaction interfaces for groupware applications is
more complex because of the need to add group awareness components to supply
information that is naturally present during face-to-face interactions.

In this paper, we analyze and apply some adaptability principles to the devel-
opment of a plastic collaborative whiteboard, specially designed and implemented
to support nomadic work. Such an application is able: 1) to remodel its inter-
action interface in order to be launched from heterogeneous hardware/software
platforms, and 2) to redistribute its interaction interface when it detects a user
working from different hardware platforms. We select this groupware application
because its functional core is relatively simple, whereas its user interface might
be lightly complex. Thus, the collaborative whiteboard characteristics allow us to
focalize on our goal: the study of interaction interface plasticity, without having
to cope with secondary difficult problems.

This paper is organized as follows. After studying the plasticity problem space
for single-user applications (Section 2), we present a detailed analysis of the
most relevant plastic prototypes (Section 3). Then, we introduce a) the design
and implementation of this plastic collaborative whiteboard (Section 4) and
b) a scenario that highlights how our application facilitates both user-system
and user-user interactions due to its plastic properties (Section 5). Finally, we
conclude on the developed work and introduce some extensions.

2 Plasticity for Single-User Interactive Systems

Plasticity [2] is defined as the capability of interactive systems to adapt them-
selves to changes produced in their context of use, while preserving a set of
predefined quality properties, e.g., usability. The context of use [3] involves
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three elements: 1) the user, which denotes the human being who is going to use
the interactive system; 2) the platform, which refers to the available hardware
and software of the user’s computers to support user-system interaction; and
3) the environment, which concerns the physical and social conditions where
interaction takes place. Plasticity can be achieved following two approaches [14]:

1. The redistribution approach consists in reorganizing the user interface (UI)
on different platforms. Four types have been identified: 1) from a centralized
organization to another centralized one, whose goal is to preserve the cen-
tralization state of the UI, e.g., migration from a PC to a PDA; 2) from a
centralized one to a distributed one, which distributes the UI among several
platforms; 3) from a distributed one to a centralized one, whose effect is to
concentrate the UI into one platform; and 4) from a distributed organization
to another distributed one, which modifies the distribution state of the UI.

2. The remodeling approach consists in reconfiguring the user interface (UI)
by means of insertions, suppressions, substitutions and rearrangements of all
or some UI components. Transformations apply to different abstraction lev-
els: 1) intra-modal, when the source components are retargeted within the
same modality, e.g., from graphical interaction to graphical one; 2) inter-
modal, when the source components are retargeted into a different modality,
e.g., from graphical interaction to hapic one; and 3) multi-modal, when re-
modeling uses a combination of intra- and inter-modal transformations.

Both plasticity approaches consider some factors that have a direct influence
when adapting the user interface of single-user interactive systems [5]:

– The adaptation granularity denotes the smallest unit of the user interface
(UI) that can be remodeled and redistributed. Three adaptation grains are
identified: 1) interactor, which represents the UI smallest unit supporting
a task, e.g., the “Save” button of an editor; 2) workspace, which refers to
a space supporting the execution of a set of logically related tasks, e.g., a
printing window; and 3) total, which implies that the whole UI is affected by
the modifications. There is another grain, called pixel, according to which
any UI component can be partitioned across multiple displays; however, this
adaptation granularity only concerns the redistribution approach.

– The state recovery granularity represents the effort made by the user
to carry on his activity after the user interface adaptation finished. Three
recovery grains are considered: 1) physical action, which assumes the user
does not lose any action; 2) task, which ensures that all finished tasks are
persistently validated, except for the current interrupted task; and 3) session,
which forces the user to restart, losing all the effects of his performed actions.

– The user interface deployment concerns the installation of the user inter-
face (UI) in the host platform following: 1) a static deployment, which means
that UI adaptation is performed when the system is launched and from then
no more modifications are carried out; or 2) a dynamic deployment, which
means that remodeling and redistribution are performed on the fly.
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– The coverage of technological spaces denotes the infrastructure capabil-
ity to support user interface (UI) plasticity across technological spaces (TS).
Three coverage forms are possible: 1) intra-TS, which means the UI is imple-
mented and adapted within a single TS, e.g., from Java to Java; 2) inter-TS,
which supposes the UI is expressed in a single source TS and transformed
into another target TS, e.g., from Java to Qt; and 3) multi-TS, which means
the source or target UIs combine components of different TS.

– The meta-user interface (meta-UI) consists of a set of functions, whose
goal is to evaluate and control the state of a plastic interactive system.
Coutaz and Calvary [5] identifies three types of meta-UIs: 1) meta-UI without
negotiation, which makes observable the adaptation process, but does not
allow the user to take part; 2) meta-UI with negotiation, which is required
when the system cannot decide between different adaptation forms, or when
the user wants to control the process outcome; and 3) plastic meta-UI, which
is able to instantiate the adequate meta-UI when the system is launched. The
Meta-UI approach remains an open research problem [14].

3 Related Work

On the basis of the previously introduced factors, we analyze the most impor-
tant plastic interactive systems. The majority of them are single-user systems,
although others only provide a basic support for cooperative work. Few systems
automatically remodel and redistribute their user interface, while others invite
the user to participate to the adaptation process. After providing a brief descrip-
tion of each system, we present a comparative study of their plastic capabilities.

The Sedan-Bouillon Web site [1] promotes the tourist sites of Sedan and
Bouillon cities; this system allows the user to take part of the redistribution of
the site main page between a PC and a PDA. The heating control system [5]
allows the user to consult and modify the temperature of the bedroom, bathroom
and living room of his house; thus, the temperature can be controlled from a
PDA, a PC, a mobile phone and even a watch. The FlexClock system [9] adapts
its date and time components to the window size; this system provides seventeen
predefined configurations of its components to carry out adaptation.

Unlike the previous single-user interactive systems, Roomware [11] supports
working groups, whose members are co-located in a physical room; the main
motivation of this system is to add computing and communication capabilities
to real objects (e.g., walls, tables and chairs) in order to explore new interac-
tion forms among collaborators. The ConnecTables system [13] facilitates the
transition from individual work to cooperative one, by allowing collaborators to
couple two personal tablets in order to dynamically create a shared workspace.

The first plastic capability, the context of use, refers to the user interface
adaptation to three elements: the user, the platform and the environment. The
Sedan-Bouillon Web site adapts to: 1) the “user” because it identifies him when
he is working from different devices; and 2) the “platform” as it can be accessed
from PC and PDA. The heating control system adapts to the “software and
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hardware platform” because it can be launched as Web and stand-alone applica-
tions, and it allows to consult the room temperature from heterogeneous devices
(i.e., PC, PDA, mobile phone and watch). Likewise, Roomware is able to run
on three special devices: 1) DynaWall, which is a large, touch-sensitive, infor-
mation display and interaction device that is smoothly integrated in the wall;
2) InteracTable that provides a touch-sensitive plasma display into a tabletop;
and 3) CommChair, which combines the mobility and comfort of armchairs with
the functionality of a pen-based computer. A variation of platform adaptation
is implemented by ConnecTables that allows to physically/logically couple two
tablets to create a shared space. Finally, FlexClock can only be executed on PC
but adapts its presentation to the window size. We can notice that none of the
analyzed systems takes into account the environmental element.

There are four types of user interface (UI) redistribution that result from
the 2-permutation with repetition allowed on a set of two possible transition
states: centralization and distribution. The Sedan-Bouillon Web site supports
all types of redistribution, e.g., full replication or partial distribution of the
workspaces between different devices. Roomware supports transitions: 1) from a
centralized organization to a distributed one, when its UI is shared out among
the three smartboards of DynaWall; 2) the inverse of the previous transition,
by reconcentrating its UI in an InteracTable or CommChair; and 3) from a
centralized organization to another, when migrating from an InteracTable to a
CommChair and vice-versa. ConnecTables only supports UI transitions from a
distributed organization to a centralized one and vice-versa, when two tablets are
respectively coupled and decoupled. Finally, FlexClock and the heating control
only propose a centralized organization of their UI.

Remodeling consists in reconfiguring the UI components at the intra-, inter-
or multi-modal abstraction levels. All the analyzed systems are intra-modal as
their source components are retargeted within the same graphical modality.

The adaptation granularity defines the deep grain (i.e., pixel, interactor,
workspace and total) in which the user interface (UI) can be transformed. Flex-
Clock remodels its UI at the interactor grain as the date and hour are considered
each one as a specific task, whose presentation (size, format and alignment) de-
pends on the window size. The heating control system remodels its UI at the
total and interactor grains; the first grain means that the PC and PDA user
interfaces are graphical, whereas those of the mobile phone and watch are tex-
tual; the second grain means that the PC user interface is displayed on one view,
whereas that of the PDA is structured into three views (one per room) through
which the user navigates using tabs. The Sedan-Bouillon Web site remodels its
UI at the workspace grain as the presentation (size, position and alignment) of
the Web main page title, content and navigation bar is modified when this page
is loaded from a PDA. Roomware uses the pixel grain when the UI is distributed
on the three smartboards of DynaWall. Finally, ConnecTables also redistributes
its UI at the pixel grain, because it allows the user to drag-and-drop an image
from one tablet to another when they are in coupled mode.
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The state recovery granularity concerns the preservation degree (i.e., phys-
ical action, task and session) of the user’s current activity after the user interface
(UI) adaptation. The Sedan-Bouillon Web site supports the task grain because
only the user’s current task is lost, e.g., if the UI redistribution occurs while
filling a form, the user has to refill it. The remaining systems do not provide
enough information to determine the lower state grain that can be recovered.

The user interface deployment can be static or dynamic. The Sedan-
Bouillon Web site provides on the fly redistribution of its workspaces. FlexClock
automatically remodels the window interactors (e.g., analogical clock enlarge-
ment and digital clock central alignment) when the user resizes the window.
ConnecTables dynamically creates a shared workspace (vs. a personal one) when
two users couple (vs. decouple) their tablets. On the contrary, the heating con-
trol system and Roomware only provide static deployment.

The coverage of technological spaces (TS) denotes the infrastructure capa-
bility (i.e., intra-TS, inter-TS and multi-TS) to support user interface plasticity
across technological spaces. The Sedan-Bouillon Web site (HTML/PHP), the
heating control (ART-Studio [2]) and FlexClock (QTk [9]) remain within the
same technological space before and after the plastic adaptation (i.e., intra-TS).
The other systems do not offer any information on the matter.

The Sedan-Bouillon Web site is the unique system that provides a meta-user
interface with negotiation, because the user cooperates with the system for
the redistribution of the UI workspaces (e.g., Web page title and navigation bar).

Currently, the adaptability of groupware applications is being analyzed as a
side issue of the development of augmented reality techniques, which mainly rely
on redistribution. The studied applications do not consider neither the user and
environment elements of the context of use, nor most of the factors that affect
the user interface. Therefore, we explore whether a plastic groupware application
can be developed from the plasticity principles defined for single-user systems.

4 A Plastic Collaborative Whiteboard

Applying the plasticity approaches and factors of single-user interactive systems
(cf. Section 2), we developed a plastic collaborative whiteboard. This application
is able to remodel and redistributes the user interaction interface in response
to changes occurred in the platform and user elements of the context of use.
Firstly, we describe a MVC-based design of this groupware application. Then,
we focalize on implementation issues related with the display space management
of handheld devices. Finally, we present a scenario that highlights the benefits
to provide groupware applications with plastic capabilities.

4.1 MVC-Based Design

The design of the plastic collaborative whiteboard is based on the architectural
style Model-View-Controller (MVC) [8]. We prefer it to other styles (e.g., PAC*
[10]) as, from our point of view, the MVC principles (several views for a model)
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match better with the plasticity principles (several user interfaces for an applica-
tion). Thus, MVC simplifies the application structural representation before and
after applying any plastic adaptation. MVC also facilitates software reutilization
by modeling the application as independent interrelated components.

The basic MVC architecture consists of a model, which represents the appli-
cation data; a controller, which interprets user input; and a view, which handles
output. Like many MVC variants, our plastic collaborative whiteboard imple-
ments view-controller pairs as combined components. More particularly, as shown
in Fig. 1, the MVC tree of our plastic collaborative whiteboard contains the root
node, R, and three child nodes, H1, H2 and H3. At runtime, the R node view-
controller is in charge of: 1) creating an instance of the application, 2) coordi-
nating its children, and 3) communicating with other distributed instances of the
application. The R node model stores information about these tasks (e.g., remote
instance identifier or active children). The children of the R node are:

1. The H1 node is in charge of the collaborator authentication. Its view-
controller receives the collaborator identification (e.g., name/password pair
or photo) from a specific window. Then, the H1 view-controller calls the
corresponding model functions to validate the collaborator identity. Finally,
the H1 view-controller notifies its father of the validation result.

2. The H2 node administrates the collaborative whiteboard. Its view-controller
receives the collaborator’s input (e.g., clicks on the toolbar and drawing
area), whereas its model maintains a log recording of each collaborator’s
actions (e.g., created figures/texts and their dimensions, coordinates, and
used paintbrushes and colors). The H2 node is composed of three child nodes:
(a) The H2.1 node manages the toolbar, which is composed of several figures,

paintbrushes, and colors. The H2.1 view-controller calls the correspond-
ing model functions in order to highlight the current tools (e.g., figure,
paintbrush and color) chosen by the local collaborator.

(b) The H2.2 node manages the drawing area. Its view-controller calls the
corresponding H2.2 model functions that calculate the 2D dimensions
and coordinates of each figure and text displayed on the screen. The
H2.2 view-controller communicate with its remote pairs in order to pro-
vide and obtain the productions accomplished by respectively the local
collaborator and the remote ones. The H2.2 model saves each figure and
text properties (e.g., type, outline, color, size, position and creator).

(c) The H2.3 node is in charge of the group awareness bar. Its view-controller
manages the collaborators’ status (e.g., present, absent and available) in
the collaborative session. Moreover, the H2.3 view-controller coordinates
with its remote pairs to organize each collaborator’s name, photo and
status in order of arrival. The H2.3 model stores relevant information
about collaborators (e.g., identifier, status and incoming/leaving time).

3. The H3 node manages the redistribution meta-user interface with ne-
gotiation (cf. Section 2). Its view-controller is activated if: 1) the collabo-
rator logs on to the plastic collaborative whiteboard from another computer
device; or 2) the collaborator explicitly requests the redistribution meta-user
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interface. The H3 model memorizes the redistribution configuration of the
user interface components selected by the local collaborator.

As we saw in Section 2, the adaptation granularity of an application deter-
mines how deep its user interface is going to be metamorphosed. In the case of our
plastic collaborative whiteboard, the adaptation granularity is the workspace
because: a) it is a suitable unit (just like the interactor grain) when remodel-
ing and redistributing the application user interface to computers that own a
reduced screen; and 2) from the user’s point of view, the interaction interface
is easier to use if the metamorphosis concerns a set of logically connected tasks
rather than some unrelated interactors or the whole interface.

Fig. 1. The MVC-Based Architecture of the Plastic Collaborative Whiteboard

Regarding the H3 node, the plastic collaborative whiteboard supports the
user interface redistribution categorized as distributed organization to an-
other distributed one (cf. Section 2). The interaction interface state moves from:
a) a fully replicated state, where all the workspaces (H1, H2 and H3 nodes) ap-
pear in the multiple devices used by the same user to log on to the working
session to b) a distributed state, where the H2.1 and H2.3 nodes are hosted by
one of the user’s devices, according to his decision. Such a redistribution of the
interaction interface aims to facilitate interaction (see Section 5).

The context of use (cf. Section 2) for the plastic collaborative whiteboard
includes the user and platform elements, as it can adapt itself: 1) to the platform
characteristics at starting time, and 2) to the collaborator identity when he
is detected working from two computer devices. In the first case, the plastic
collaborative whiteboard performs inter-modal remodeling (cf. Section 2) for
the H1 node because, in computers equipped with a camera and the OpenCV
(Open Source Computer Vision) library, the identification data only consists of
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the collaborator’s picture that is automatically taken by OpenCV and processed
by a face recognition system [7], which is in charge of identifying him; otherwise,
the identification data only refers to the collaborator name and password. In the
second case, when the collaborator is working from two computer devices, the
plastic collaborative whiteboard performs intra-modal remodeling because it
remains providing a graphical interaction support.

Once the interaction interface redistribution has taken place, the user’s in-
terrupted actions are fully restored: a state recovery support is provided at
the physical action granularity (cf. Section 2) As we highlight in Section 5, the
plastic collaborative whiteboard stores the user’s actions performed on the H2.1
and H2.2 nodes. Remodeling and redistribution of the H2.1 and H2.3 nodes are
performed on the fly, while the collaborative whiteboard is running. Thus, the
user interface deployment is fully dynamic. As we discuss in the next section,
the visible area (corresponding to the physic display of handheld devices) that
is managed by the H2.2 node needs to be remodeled too.

4.2 Interaction Interface Implementation for Handheld Devices

Because application portability [4] is an important property of plastic interac-
tive systems, we select the J2SE and JME to implement the collaborative white-
board on heterogeneous platforms. Particularly, we use the NetBeans 6.8 IDE
for: 1) PCs/Linux, 2) a SMARTBoard/MacOS, 3) a PDA HP iPAQ 6945/Win-
dows Mobile 5.0, and 4) a smartphone HP iPAQ 610c/Windows Mobile 6.0. We
also use the Kaffe JVM 1.1.9 for a PDA HP 3900/Linux Familiar. In addition,
an access control mechanism based on computer vision was implemented using
the OpenCV library and a face recognition system in C++ [7]. Thus, the im-
plementation and adaptation of the plastic collaborative whiteboard encompass
multi-technological spaces (as introduced in Section 2).

Most application developers usually design and implement interactive systems
only for PC. However, when the device capabilities (e.g., screen size) are reduced,
the management of some computer resources (e.g., display space) is especially
difficult for groupware applications. Moreover, if collaborators are immersed in
a multi-device environment, the implementation of the interaction interfaces
becomes more difficult because the user’s cognitive load should not be increased.
Otherwise, the application usability might be put in jeopardy.

In order to satisfy this requirement, we implemented three prototypes of our
plastic collaborative whiteboard for large and medium screens (e.g., SMART-
Board and PC) and five different prototypes for small screens (e.g., handheld),
from which some were discarded. Thus, we conducted a basic usability study of
these prototypes, which is based on questionnaires proposed to 25 master/PhD
students of our institution during two working sessions (the first one lasted 30
minutes, whereas the other took 50 minutes). We firstly observed that, in the case
of large and medium screens, the interviewees preferred the Microsoft Paint-like
prototype because most of them already knew Microsoft Paint.

Selecting a prototype for small screens depends not only on the organization
and appearance of the user interface components but also on their functionality
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to accomplish the planned tasks. Four of the five prototypes propose interaction
interfaces including more than one window, whereas the interaction interfaces of
the fifth prototype are made of one unique window. On this respect, we observed
that most of the interviewees preferred this last one for two reasons: 1) they do
not have to navigate through several windows; and 2) the number of pen clicks
required to perform the planned tasks remains reduced.

Because the collaborative whiteboard implementation for big and medium
screens is relatively trivial, in the next section, we describe the specific imple-
mentation for the smartphone iPAQ 610c and the PDA iPAQ 6945, as the aspects
developed for these devices can be applied to any kind of handheld.

Collaborative Whiteboard Workspaces
The smartphone display surface, manipulable for programmers, is 240 width ×
269 height px. If the OS menu bar located at the bottom is suppressed, the
display surface height increases to 360 px, but the area occupied by this menu
bar is not manipulable (see Fig. 2a). On the other hand, the PDA display surface
is 240 width × 188 height px. At the opposite with the smartphone, the PDA
area used by this OS menu bar can be configured. So, removing this menu bar,
the display surface height rises to 214 px (see Fig. 2b). The upper part of this
area is tactile, but the complement bottom one is not (i.e., writable but not
readable). Thus, the tactile area may be increased to 240×195 px.

Fig. 2. Display Area Analysis for the Smartphone and PDA

The Fig. 2 also shows each workspace position within the display surface
of the handheld devices. In both of them, the group awareness bar is shown
in an horizontal way at the bottom of the display surface. Particularly, in the
PDA, it occupies an area of 240×19 px in order to take advantage of the whole
non-tactile area, as the group awareness bar does not need data input from the
collaborator (see Fig. 2a). In the smartphone, the group awareness bar is reduced
to 240×10 px to maximize the drawing area, while supporting homogeneous
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vertical scrolling jumps on it as we explain below (see Fig. 2b). The group
awareness bar is always offered to the collaborator in order to provide him with
up-to-date co-presence information.

The smartphone application toolbar is placed on top of the group awareness
bar in order to reserve enough space for creating a quasi-squared rectangular
drawing area, similar to the drawing area provided on computers with big or
medium screen. Thus, the toolbar occupies an area of 240 width × 34 height px
and is composed of two rows of interactors, e.g., figures, colors and paintbrushes
(see Fig. 2a). By contrast, the PDA application toolbar is vertically placed on
the left side of the display surface in order to define once more a quasi-squared
drawing area. Thus, the toolbar uses an area of 34 width × 195 height px and
contains two columns of interactors (see Fig. 2b). In all cases, the application
toolbar can be temporarily hidden to make the visible drawing area larger.

Scrolling the Drawing Area
The drawing area comprises the surface unused by the previous workspaces, i.e.,
240×225 px for the smartphone and 206×195 px for the PDA. However, we
increase these dimensions in order to define the same drawing area for all device
screens. Consequently, the drawing area requires: 1) both vertical and horizontal
scrollbars to navigate across it, and 2) a buffer to manage the augmented non-
visible information. It is important to mention that JME does not provide any
primitives to create scroll bars. Thus, we provide four invisible scrollbars, one
for each side of the drawing area: 1) two horizontal bars (at the top and at the
bottom), that allow to move up and down; and 2) two vertical bars (at the left
and at the right) that allow to move left and right.

To manage these scrollbars, a suited manipulation technique involves sliding
the pen on the corresponding scrollbar (e.g., the horizontal top) towards the
desired border (e.g., upwards) in order to move to such a direction. The drag
and drop manipulation technique for traditional scrollbars is quite suitable for
mouse computers, but when applying to pen computers, some users dislike the
feeling of scratching the display surface with the pen tip [12].

The scrollbar implementation firstly entails verifying whether the handheld
devices are able to acquire the coordinates when sliding the pen on the display
surface. The PDA does not support it. So, scrolling only works when the pen taps
on the area managed by each scrollbar. This limitation implies constraints for the
design of the drawing area, which has to be reduced in order to implement the
scrollbars. When the application toolbar is displayed on the PDA, the drawing
area width is reduced from 206 to 180 px in order to reserve 13 px width for
each of the right and left scrollbars. In the same way, the drawing area height is
reduced from 195 to 175 px in order to reserve 10 px height for each of the top
and bottom scrollbars. When the application toolbar is absent, the drawing area
width changes from 240 to 225 px, whereas the left and right vertical scrollbars
respectively measure 8 and 7 px width. This pixel width is sufficient enough
to select and activate the scrollbar, while maximizing the drawing area and
supporting homogeneous scrolling jumps.
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As previously mentioned, the smartphone owns the capability to read co-
ordinates. So, there is no need to reduce the drawing area. If the application
toolbar is displayed (see Fig. 3a), the drawing area (240×225 px) is divided into
6 columns of 40 px each and 9 rows of 25 px each. Otherwise, the drawing area
(240×250 px) is increased by 1 row, whereas the group awareness bar remodels
itself by increasing its height from 10 to 19 px (like that of the PDA). On the
other hand, if the application toolbar is displayed on the PDA (see Fig. 3b), the
drawing area (180×175 px) is divided into 4 columns of 45 px each and 5 rows of
35 px each. Otherwise, the drawing area (225×175 px) is increased by 1 column.

Fig. 3. Drawing Area Division for the Smartphone and PDA

Instead of scaling figures, we increase the drawing area of the handheld de-
vices in order to make it the same as that for medium screen computers. The
dimensions of the whole drawing area have been fixed to 360 width × 350 height
px. Thus, the display surface of both smartphone and PDA has to be considered
as a window the collaborator moves within the drawing area. To implement this
window, the smartphone visible drawing area gains 3 columns and 4 rows (see
gray area in Fig. 3a), whereas the PDA visible drawing area is increased by 3
columns and 5 rows (see gray area in Fig. 3b).

Thus, for instance, if the application toolbar is displayed on the smartphone,
the collaborator has to slide the pen five times on the horizontal scrollbar located
at the bottom of the drawing area, in order to see the content of the non-
visible rows (the one hidden by the application toolbar plus the four augmented
ones). Each time the collaborator slides the pen, the resulting vertical scrolling
measures 25 px. However, when the toolbar is absent, the collaborator has to
slide just two times (50 px per jump) because multiples of 25 px have been used
to make scrolling easy for the collaborator.
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5 Scenario of Use

To illustrate the plastic capabilities of the collaborative whiteboard, let us
consider the following scenario: Kim logs on to the application from a camera-
equipped PC/Linux connected to the wired network. The collaborative white-
board first identifies Kim’s face [7] to authenticate her and then authorizes her to
initiate a cooperative working session. The collaborative whiteboard displays its
interaction interface within a unique view, which contains the three workspaces:
1) the application toolbar, 2) the drawing area, and 3) the group awareness bar.
She recovers a document draft jointly initialized with her colleagues during a
past working session. The group awareness bar indicates that Kim is currently
the only collaborator present in the session.

Fig. 4. The Plastic Collaborative Whiteboard on Ted’s Wall Display and Smartphone

Few minutes later Jane, who is traveling by train, uses her PDA/Linux to
log on to the collaborative whiteboard, which authenticates her by means of
her collaborator name and password. After welcoming Jane, the collaborative
whiteboard shows its interaction interface within a unique view that also contains
the three workspaces. By means of them, Jane can perceive Kim’s presence and
her document draft proposals. In a simultaneous way, Kim’s group awareness
bar displays Jane’s photo, name and status.

Because Jane is using her PDA (see Fig. 2b), the group awareness bar is
placed at the bottom of the view, where the names of the present collaborators
are shown in order of arrival (“Kim” is before “Jane”). The application toolbar,
situated above the group awareness bar, shows the tools (e.g., figure, paintbrush
and color) selected by Jane just before logging out of the last session. At this
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point, the collaborative working session between Kim and Jane is established.
Thus, when one of them draws on the whiteboard drawing area, the other can
observe the effects of her actions in a quasi-synchronous way.

Some time later, Ted logs on to the collaborative whiteboard firstly from
his wall-sized display/MacOS and then from his smartphone/Windows Mobile.
The whiteboard instance running on the wall-sized display authenticates him
via the face recognition system, whereas the whiteboard instance running on
the smartphone identifies him via the well-known collaborator name/password
technique. The group awareness bars of Kim and Jane show that Ted just logged
on to the collaborative working session. In a symmetrical way, he perceives the
presence of Kim and Jane (see Fig. 4). Then, Ted starts working with the same
context (e.g., selections and tools) of the last session he left.

At the moment the collaborative whiteboard detects him interacting with two
devices, it displays a redistribution meta-user interface (meta-UI) on the wall-
sized display in order to invite him to participate in the plastic adaptation of his
interaction interface (see Fig. 4). From this meta-UI, Ted selects the smartphone
to host the group awareness bar and the toolbar, but moreover he decides to
maintain the toolbar on the wall-sized display. As a result of this plastic adap-
tation, the smartphone hosts the group awareness bar and the toolbar, whereas
the wall-sized display maintains the toolbar and the drawing area (see Fig. 5).
Thus, the toolbar is displayed on both Ted’s interaction devices that allow him:
1) to produce in a more efficient way or 2) to eventually invite a colleague to
take part of the collaborative document production.

We can observe that because the smartphone does not display the drawing
area, the toolbar size has been increased allowing to offer more tools, whereas the
group awareness bar can show each collaborator’s name and photo (see Fig. 5).

Fig. 5. The Plastic Collaborative Whiteboard After User Interface Redistribution
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Putting the toolbar on a wall-sized display introduces several problems. For
instance, in our scenario, Ted might not be able to reach the application toolbar
at the top of the wall-sized display. By means of the multi-computer approach
[12], he can use: 1) his smartphone, like a palette of oil-painting, to select a
paintbrush type, a color or a figure and 2) his wall-sized display, like a canvas
board, to draw. Like a traditional oil painter, Ted can tap on a color icon with his
pen to change the pen color. As we can see, this multi-computer approach allows
Ted to work with Kim and Jane in a remote way. Moreover, a Ted’s colleague
might meet him in his office to participate to the collaborative session. In this
case, both of them have a smartphone, but they are going to physically share
the wall-sized display to produce the document draft.

6 Conclusion and Future Work

Nowadays, more and more colaborators are using different computer mobile de-
vices in a dynamic way, e.g., laptops combined with a wall-sized computer as
well as PDAs. Colaborators require functions to adapt and/or redistribute their
interface of colaboration to be able a) to move and access the shared information
from their heterogeneous mobile devices and b) to organize their work combining
their devices to colaboratively produce in an efficient way.

The research topic of user interface plasticity is already being studied for
single-user systems, where several concepts, prototypes and even reference mod-
els [2] have been proposed. However, in the domain of groupware applications,
the adaptability of applications starts being studied as a side issue of the de-
sign and implementation of augmented reality techniques. Thus, these research
efforts only focus on the platform, leaving aside the users and the environment.

Some of the factors influencing the user interface of single-user interactive sys-
tems (e.g., state recovery and adaptation granularities, user interface deployment,
and technological spaces) can also be applied to groupware applications in order
to provide them with the plasticity property. However, others factors (e.g., con-
text of use and redistribution meta-user interface) need to be redefined/adapted
to the particular requirements of groupware applications.

Particularly, the redefinition of the context of use must take into account: 1)
a group of collaborators instead of a user only; and 2) their spacial interaction
form (remote vs. face to face) in order to consequently adapt the user interface,
e.g., suppression of the group awareness bar when some collaborators are co-
located. However, the redistribution meta-user interface with plasticity appears
of main concern for groupware applications because it has also to be adapted to
the collaborative working context, e.g. some co-located colaborators are sharing
a wall-sized computer and each one is interacting with a PDA: the meta-user
interface should not show the drawing area as a redistributable UI component.

This work opens the research field of plastic user interfaces for collaborative
work environments. From the results obtained from this research effort, we can
logically imagine the possibility to define plastic generic concepts and mecha-
nisms that can be adapted to the different kinds of groupware applications.
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Abstract. The notion of Common Information Space (CIS) has been proposed 
in the field of Computer Supported Cooperative Work (CSCW) as a conceptual 
framework for analyzing cooperative work processes. The area is still in its 
formative years and requires more research to contribute to its development. 
This paper presents findings from an investigation undertaken for such an  
endeavor. Three perceptions of CIS are presented, which are, CIS as a socio-
technical arrangement, dynamic arrangement, and dependency management  
arrangement. These have been derived from review of existing research con-
tributing to CIS notion development and Grounded Theory analysis of  collabo-
rative work process in air traffic control setting. The findings presented in this 
paper provide a comprehensive and consolidated view of the notion develop-
ment. The paper contributes to the ongoing discussion of CIS notion develop-
ment by making theoretical as well as methodological contribution. 

Keywords: Computer Supported Cooperative Work, Articulation Work,  
Common Information Space, Workplace Studies, Air Traffic Control. 

1   Introduction 

Modern work settings are collaborative ensembles that entail complex work processes 
and diverse social activities. Work is distributed among multiple personnel with depend-
encies between their undertakings. In order to manage the dependencies, personnel in-
volved in the work process have to cooperate with each other by what is known in the 
field of Computer Supported Cooperative Work (CSCW) as “articulation work”. Articu-
lation work is the work undertaken to manage dependencies in the work process by coor-
dinating, scheduling, aligning, meshing, etc. of distributed individual activities [1-3]. 

In the past few years research has been undertaken in the field of CSCW to provide 
support for articulation work through the construction of information spaces which 
are viewed as communication spaces or interaction spaces [4]. These spaces support 
collaborative work activities by facilitating communication through information ex-
change and information sharing. A number of terms have been formulated to repre-
sent them such as media spaces, shared workspace, shared information spaces, shared 
and common communication spaces, and more recently common information spaces 
[5]. These concepts are still evolving and are needed because of their significance in 
the discussion of features of cooperative work. 
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One of the first discussion about the significant position of such information spaces 
in the articulation of cooperative work was under the label of “shared information 
space” by Bannon and Schmidt [5]. In a subsequent paper [4] they extended this con-
cept under the label of “Common Information Space” (CIS). The difference between 
the two is in the perception towards the role of such information spaces in cooperative 
work process. In the case of shared information space, focus is on articulating coop-
erative work by using artefacts to mediate communication. However, in the case of 
common information space, the focus is not just on interaction through information 
sharing but also on establishing common understanding of the information held and 
propagated in such spaces. According to Bannon, one of the reasons for the shift in 
terminology is to lessen the connotations associated with the word ‘sharing’ and to 
indicate the transient and instrumental aspects of people having information in 
‘common [6]. 

Development of the notion of CIS is still in the formative years especially with re-
spect to CIS for collaborative work across heterogeneous work communities. The 
focus of this research is to contribute to the notion development. In this paper, we first 
present a review of existing research contributing to CIS conceptualization through a 
simple framework. Our contribution to the development of the notion is then depicted 
by extending the framework through an empirical study conducted in the air traffic 
control work environment and Grounded Theory analysis of the collaborative work 
process of this setting.  

2   Notion of Common Information Space (CIS) 

There is a growing realisation lately that the complexities involved in a collaborative 
work ensemble such as dynamic interaction, distributed decision making, heterogene-
ous worker/group collaboration, etc. cannot be handled by just supporting information 
sharing or pooling information from multiple sources. Rather, there is also a need to 
incorporate an interpretive element to this process. Common Information Space (CIS) 
is a notion germinating in this evolution where the focus is on placing information in 
common as well as establishing common interpretation or at least “common enough 
interpretation” to achieve efficient task performance [4].  

In the field of CSCW, CIS has been proposed as a concept for analysing coopera-
tive work. Schmidt and Bannon introduced the concept of CIS to point out that infor-
mation has to be “placed in common” explicitly involving creation in one context and 
usage in a different context by reformulating and re-contextualizing it to be relevant 
in latter [4]. Therefore, CIS does not represent just a repository of information to 
which people have common access but also how they incorporate it in daily usage and 
integrate it into the work practice.  

In general, the notion of CIS focuses on the interrelationship between actors, arte-
facts, information, and cooperative work. Review of literature in this area reveals that 
researchers from various disciplines have discussed different aspects of CIS. Because 
the concept is still in its early stages of development there exists diverse perception 
towards the notion. The next section presents a framework constructed from a review 
of research leading to these varied conceptualizations of CIS. The framework is in-
tended to help understand the concept development by synthesizing and organizing 
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these diverse perceptions of CIS along two main attributes, which are, CIS as a socio-
technical arrangement and CIS as a dynamic arrangement. 

3   Framework of CIS Conception from Existing Research 

Studies undertaken for developing the notion of CIS have focused on specialised 
cooperative work settings such as; air traffic control tower and software company [7], 
bank, football competition, and museum [6], hospital ward [8-10], airport [11], and oil 
and gas company [12]. While reviewing these studies two fundamental questions 
were addressed: What are the pertinent questions being addressed in the research, and 
How are the findings conceptualized?  Some of the questions driving research in this 
area were found to be: How should CIS be conceived? What are the characteristics of 
CIS? and How can the notion of CIS be applied to the analysis and design of coopera-
tive work arrangements?  

Two main perceptions of CIS transpire from these studies and their findings. They 
are CIS as a socio-technical arrangement and as a dynamic arrangement. Conceptu-
alizations from various research undertakings have been classified to formulate these 
two perceptions of CIS, as depicted in Fig.1. The three conceptualizations of ‘Artefact 
as CIS’, ‘Workspace as CIS’, and ‘Achieved in Practice’ contribute to the socio-
technical arrangement perception and ‘Malleable’, ‘Situated’ and ‘Temporal’ contrib-
ute to the dynamic perception of CIS. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Framework of CIS Conception 

The framework is illustrated next through discussion of conceptualizations evok-
ing the two perceptions of CIS. Table 1. presents conceptualization of CIS from 
various research undertakings informing the two perceptions of CIS depicted in the 
framework.  
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Table 1. Studies contributing to the perception of CIS as a socio-technical and dynamic  
arrangement 

Socio-Technical Arrangement                                   Dynamic 
                        Concepts
Studies

Artefact 
as CIS 

Workspace  
as CIS 

Achieved 
in 

Practice 

Malleable Situated Temporal 

Schmidt & Bannon ’92[4]       
Clement & Wagner ‘95[13]        
Bannon & Bodker ‘97[7]    
Randall ‘00[14]        
Bertelsen & Bodker ‘01[15]      
Reddy et al. ‘01[8]      
Bossen ‘02[9]       
Fields et al. ‘04[11]       
Rolland et al ‘06[12]  

Munkvold et. al. ‘07[10]   
 

3.1   Socio-technical Arrangement 

The technological arrangement of the work setting along with the social practices of 
personnel functioning in the setting plays a significant role in the construction and 
maintenance of CIS. This section presents how different researchers have conceptual-
ized such an arrangement of CIS.  

Artifact as CIS. Schmidt and Bannon [4] conceptualize information artefacts as CIS 
by illustrating how these artefacts maintain a central archive of organizational infor-
mation as well as disseminate information to cooperating actors.  To function as a 
common information system artefacts need to be not only robust but also easily and 
quickly accessible to users from different background [14]. Reddy and her colleagues 
[8] explore how information propagated by a computerized patient record is incorpo-
rated into the work practices of a hospital intensive care unit where different represen-
tations of the same underlying information are provided to different work groups 
depending on their needs. However, additional work is required to synchronise inter-
pretations. The role of common database as a CIS to share knowledge across different 
heterogeneous context has been explored by Rolland and other researchers [12] in a 
large oil and gas company. Although the database performs this function to some 
extent there are inherent limitations and barriers of such a system for achieving CIS 
across heterogeneous settings, for example, problems in interpretation due to lack of 
contextual knowledge and creation of new forms of fragmentation.  

Workspace as CIS. The depiction of workspace as CIS varies with the work setting, 
i.e. when the collaborating actors are collocated and when they are distributed. Ban-
non and Bodker [7] present the workspace as CIS when actors are physically co-
present. For example, the workspace of air traffic control room in an airport is a CIS 
constituted by the amalgamation of information artefacts, physical behaviour such as 
speaking aloud and gestures, visual observation, and openness of actions. Such a 
setting facilitates establishing common understanding of the field of work because of 
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the physical co-presence of those working together. Rolland et. al. [12] provide a 
different take on CIS for collocated actors by presenting ‘collaboration rooms’ as a 
socio-technical arrangement where the arrangement of collaboration technologies in 
the room needs to be constantly re-negotiated to render a CIS unlike that of the airport 
control room which consists of stable arrangement of collaboration technologies.  

In the case of distributed work setting, Bertelsen and Bodker [15] have challenged 
the notion that CIS is about access to everything everywhere by depicting the waste-
water plant setting as a common artefact. They conceptualize the workspace as having 
several centres and peripheries and composed of overlapping regions, where estab-
lishing commonness of information is attributed to mobility within the workspace. 
Akin to this perception, Bossen [9] takes a broader perspective on CIS by portraying a 
hospital ward as massively distributed CIS and a common artefact like the wastewater 
plant. He has developed a framework of seven parameters to analyse the workspace as 
CIS. He attributes establishment of shared interpretations to not just the physical 
proximity of those involved but also to the number and means of communication 
available to people. In a similar setting, Munkvold et. al. [10] explore the infrastruc-
tural arrangement such as the electronic nursing module, inter and intra disciplinary 
discussions, conference room arrangement, and human mediators  contributing to the 
establishment of CIS of a hospital ward. Taking the perception of overlapping regions 
in CIS further, Fields et. al. [11] depict the work environment of an airport as a con-
stellation of overlapping CISs that are articulated through boundary objects.  

Achieved in Practice. One perception common to all research undertakings in this 
area is the view that CIS is achieved in the daily practices of actors in the work proc-
ess.  Randall [14] does not consider  technology to be the defining feature of CIS. 
Rather, it is the coalescence of pre-existing habits and practices of varying groups and 
individuals that establishes the commonness of information. CIS is jointly constructed 
and maintained by actors of the cooperating ensemble in a manner not necessarily 
constrained by prescribed procedures and conventions [4]. Besides sharing informa-
tion additional work by actors such as incorporating contextual knowledge is required 
to establish common interpretation of shared information. Clement and Wagner [13] 
consider providing communication spaces to establish and maintain CIS. These elec-
tronic communication facilities allow actors to perform necessary negotiations by 
allowing them to rearrange the communication spaces according to changing needs. 
Bannon and Bodker [7] perceive CIS to be negotiated and established by actors in-
volved where physical co-presence has an edge over spatially distributed actors and 
also mutual intelligibility of actions plays a significant role. They provide a different 
take by prescribing the use of human mediators to facilitate common interpretation of 
information by both producers and consumers of the information.   

By shifting the focus from co-located control room like settings to cooperation in 
geographically dispersed settings of waste water treatment plant, Bertelsen and Bod-
ker [15] present how CIS is established through the movement of people around the 
wastewater plant and through learning, participation, and experimentation. In a hospi-
tal setting even though people are not as dispersed as in the wastewater plant, Reddy 
et al. [8] illustrate that the benefits of collocation is lost due to the diverse work prac-
tices of different groups. In order to establish sufficiently common understanding of 
shared information to carry out individuals tasks, people have to discuss, exchange, 
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and compare different representations of the same information. Negotiations of in-
formation interpretation are carried out informally during the course of work. It takes 
place during groups meetings by exchanging information about local work practices, 
thereby helping to gain better understanding of how changes made to information 
representation will affect other’s work. Fields et. al. [11] emphasize the fact that 
commonness of information is achieved not by just having the information present 
and available but also in being able to build a ‘common picture’ by coordinating it 
with other elements in the setting. CIS is performed through the practices of those 
involved by switching between different alternatives and types of information repre-
senting the same phenomenon as well as by negotiating meanings held by the differ-
ent representations [12].  

The three conceptualizations presented above reveal how different researchers per-
ceive the socio-technical arrangement of CIS. The perceptions vary depending on the 
work setting with varying focus on the technology, people, and work practice. 

3.2   Dynamic Arrangement 

Malleable. Researchers argue that mutable objects play a significant role in establish-
ing CIS across heterogeneous context. For example, the technological arrangement of 
the collaboration room can be improvised according to the needs of the collocated and 
virtual participants involved in the discussion [12, 13]. Clement and Wagner [13] put 
forth the idea of integrating flexible regionalization into technical facilities by allow-
ing actors to erect, shift, blur, harden, dissolve, and strengthen boundaries of commu-
nication spaces. Bannon and Bodker [7] have conceptualized CIS to be of open and 
malleable nature that allows translation and portability of information across bounda-
ries where local contexts are re-established. In a similar light, Reddy et al. [8] have 
illustrated the importance of information malleability in a work setting by presenting 
how different representations of same underlying information help different work 
groups to coordinate their activities by de-contextualizing and re-contextualizing 
information as needed.  

Situated. The notion of CIS is founded on the premise that emphasizes the impor-
tance of establishing common interpretation and not just sharing information to facili-
tate articulation work [4]. Interpretation of information however, takes place locally 
and on specific occasions of use. Bannon and Bodker [7] illustrate the situated nature 
of CIS by describing the degrees of openness and closure required with varying set-
tings of CIS – i.e. when CIS is constituted for physically co-present actors or for those 
cooperating at “arms length”. The situated nature of CIS is depicted for collocated 
settings by Rolland et. al. [12] who illustrate how by being present in the collabora-
tion room during discussions provides additional context for interpreting information 
represented on various artefacts in the room. Someone walking into the room after the 
discussion ends might not be able to make complete sense of the representations. 
Emphasis is placed by Randall [14] on the need for understanding organizational 
context in which CIS has to operate because common information would be required 
by different actors with multiple work practices. In a geographically dispersed setting 
such as the wastewater plant, overview, predictability and peripheral awareness are 
all related to how people move about in the plant, and not to a particular location 
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[15]. Fields et. al. [11] place importance on contextualizing information to form 
common understanding through various means such as visual, verbal, and physical 
conduct, coordinating information from a number of sources and representations, and 
pre-existing common ground.  

Temporal. Reddy et. al.[8] depict the temporal nature of CIS by presenting the retro-
spective and prospective attributes of a common information artefact and emphasize 
the importance of mediation between the two perspectives in order to render it into a 
CIS for different groups. Also, in case of CIS for heterogeneous groups, sharing and 
negotiation of common understanding is temporary and fluid where momentary un-
derstandings are achieved on specific occasions and is short-lived [12]. Rolland et. al 
illustrate this through the way a ‘collaboration room’ is a temporary arrangement that 
exists only for a short period of time as a CIS for the duration of discussions taking 
place in the setting. Munkvold et. al. [10] illustrate the temporal dimension of  CIS 
through the temporality involved in the multiple trajectories of patients, doctors, 
nurses, and technologies.  For example, the medical record evolves over time during a 
patient’s illness trajectory that refers to past, present, and future. These are discon-
nected trajectories that briefly intersect where people from different work practices 
coordinate their activities.  

From the above review of the work conducted in this area, we can infer that there 
exist quite varied and dispersed views on the characterization of CIS. The investiga-
tion being currently undertaken is an attempt to contribute to the development and 
clarification of the notion of CIS. This is done by studying how personnel from dif-
ferent work communities collaborate to manage various dependencies arising in the 
course of accomplishing tasks leading to a common goal. Also, from the review it was 
observed that most of the conceptualization of CIS was based on ethnographic stud-
ies. We feel that a more rigorous process of investigation is required to develop the 
notion of common information space, which is being addressed in this paper. In the 
next section we present the empirical investigation informing our contribution to CIS 
conception. 

4   Data Collection and Analysis  

The underlying principle of this research is that it is important to understand collabo-
rative work process in its natural setting to inform the development of Common In-
formation Space (CIS). In a collaborative work process there are many interacting 
elements. To explore such work processes the researcher has to obtain a practitioner’s 
perspective of the system by situating oneself within everyday work activities. Vari-
ous researchers [17, 4, 7, 16] have been advocating the importance of understanding 
phenomenon in a work process as it occurs in the real work setting in order to provide 
appropriate support for it. This research takes the qualitative approach because the 
study requires a methodological approach that would facilitate comprehending human 
behavior in a socio-technical context involving the three elements of human being(s), 
technical artifact(s) and context of use. 
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4.1   Study Site 

The domain of interest for this research is the work process of Air Traffic Control 
(ATC) and in particular work taking place in an airport. The study has been conducted 
at a medium-sized single runway airport in the UK. The focus has been on collabora-
tion between different work communities in and around the airport especially between 
personnel in the control tower, approach control, operations centre, and pilots. The 
focus was on these work communities because they have to collaborate with each 
other and share technological information systems to manage traffic movement in and 
around the airport. The control tower and operations centre setting was the direct field 
of this study while working of the other two work communities, pilots and approach 
control, was perceived from these two work settings.  

4.2   Data Collection 

Data for the research was collected through field studies. A series of studies have 
been undertaken at the airport over the last three years. Data was collected through 
ethnographic techniques of interviews, observation, field notes, collecting organiza-
tional and technical documents as well as literature on the field site.  Formal and in-
formal observational studies were undertaken in the study site. This involved taking 
notes of observed phenomenon and informal discussions with personnel about the 
observations made. Field notes contained information on environmental setting, be-
haviour of people, work practices, and questions arising from observations made. 
Data was also collected by conducting semi-structured interviews with personnel in 
the work communities of control tower and operations centre. Concurrent protocol 
was employed where participants were asked to talk through what they were doing 
while they were working. All the interviews and verbal protocols were recorded and 
later transcribed into text for analysis. Besides getting first hand data from the site, 
several secondary sources of data were obtained. This included organization and 
technical documents, studies conducted by others in the area of ATC, and literature on 
the field site. 

4.3   Grounded Theory Analysis 

This research employs the Glaserian [18] approach to Grounded Theory methodology 
application. Data is conceptualized through coding which is the foundation of 
Grounded Theory development. Glaser prescribes coding through the phases of: Sub-
stantive Coding, Theoretical Coding and Selective Coding [19] all of which is em-
ployed in this research. These phases are not entirely linear and work in conjunction 
with each other. The Grounded Theory process is both inductive and deductive.  
Inductive, as instead of starting with a hypothesis or theory, relevant theoretical con-
cepts are allowed to emerge from the data during the coding and categorization proc-
ess. Deductive work in grounded theory is used to derive from initial codes as to 
where to go next in order to sample for more data to generate the theory [19]. This is 
a cyclic process where the researcher goes back and forth between induction and 
deduction. A more detailed illustration of Grounded Theory methodology implemen-
tation in this research can be found in another paper [20] by the authors . 
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5   CIS Framework Extension 

The notion of CIS focuses on the relationship between actors, artifacts, information, 
and cooperative work.  The relationship between these elements have been portrayed 
in various research undertakings mainly by how information is represented and 
propagated through information artifacts and how it has been integrated into the daily 
work practices of personnel functioning in cooperative work settings, as depicted in 
the framework presented in section 3. We extend this framework through Grounded 
Theory analysis of the collaborative work process involved in the functioning of an 
airport setting.  

In this research, we analyze the relationship between the four constituting elements 
of CIS in the course of managing interdependencies in the work process. There are 
two contributing factors for incorporating this perception in developing the notion of 
CIS. One is that the Grounded Theory analysis brings forth the centrality of the inter-
dependency concept in the analysis of collaborative work. The other is that the notion 
of interdependence is at the core of cooperative work [4] and therefore it should form 
the crux of CIS which is aimed at supporting cooperative work. 

The airport setting shares features of cooperative work settings investigated previ-
ously in studies contributing to CIS notion such as collocated actors, geographically 
distributed workspaces, arrangement of collaboration technologies, and the need for 
establishing and maintaining sufficiently common understanding of the field of work. 
The concepts generated during the Grounded Theory analysis are used here to extend 
the framework, which is presented in Fig. 2.  

 

  

 
 

 

 

 

 

 

 

 

 

 
 

Fig. 2. Extended Framework of CIS Conception 
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In the following sections, two perceptions of CIS – as a socio-technical arrange-
ment and dependency management arrangement - are described. The dynamic ar-
rangement perspective is not described in detail here due to want of space. However, 
from the data analysis all the three concepts of malleability, situatedness, and tempo-
rality have been concurred. The descriptions are illustrated through interview tran-
scripts from fieldwork data and the categories and properties generated during the 
Grounded Theory analysis. 

5.1   Socio-technical Arrangement 

Based on the Grounded Theory analysis, the workspace of work communities in the 
airport setting is perceived as CIS. It was found that the technological artifacts em-
ployed in these workspaces perform various mediation roles based on the practices by 
which information presented by them was put to use by those sharing it. Hence, the 
socio-technical arrangement entails the workspace and the practices by which CIS is 
established and maintained, which is illustrated in the ensuing sections.  

Workspace as CIS. In the airport four work communities were studied, which are, 
the control tower, operations centre, approach control and pilots. The work communi-
ties are geographically distributed with the control tower, operations centre, and pilots 
located in the airport and the approach control outside the airport. The airport consists 
of multiple CISs where each work community’s workspace setting is a CIS. This is 
because creating a CIS is not attributed just to the technology populating the setting 
but requires an amalgamation of various information resources of the workspace, 
procedural knowledge, responsibilities attributed to the roles of the personnel within 
the work community, benefits of collocation for observation, discussions, negotia-
tions, and work practices established within the work community. The CIS of the 
airport then is a constellation of these overlapping CISs. This is because the work 
communities do not function independently. They are highly dependent on each other 
to manage the traffic movement in and around the airport. For example, the following 
transcript illustrates the dependency between the ground controller in the control 
tower and the departing aircraft pilot 

“The first thing that you have to give is the Departure Route, which is his (aircraft 
pilot) clearance to move. No aircraft can go anywhere without a clearance. They need 
to know where to go basically and if you don’t give them a point where to go and 
where to go from and where to go to and a route, they are in limbo. Basically that’s 
what it is. You have to tell him (aircraft pilot) where to go. Otherwise he is going to 
come up to you and say ‘what do I do? What stand am I? Which way do you want me 
to go?’ So clearance is the main part of what we do when we are issuing instructions 
and this clearance is his permission to travel from here to his destination.” 

Here an overlap of information space is created between the CIS of the control tower 
and that of the aircraft pilot. Both the ground controller and the pilot need to establish 
common understanding of appropriate action in this context. By giving the pilot permis-
sion and direction to move around the airport the ground controller creates a brief over-
lap in the common information spaces until the aircraft has departed from the airport 
and control of the aircraft has been handed over to the approach control.  
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Achieved in Practice. The coding process revealed four main types of interdependen-
cies between the different work communities: procedural dependency, information 
dependency, situation dependency and time dependency. This is elaborated in another 
paper by the authors [20]. The dependencies are managed through various social acts of 
coordination and cognitive acts of coordination. These acts of coordination are the cate-
gories in the grounded theory analysis, the properties of which reveal the practices by 
which CIS is established between work communities. The following table (Table 2) 
presents the categories and their properties. The codes within double quotes are in-vivo 
codes where the actual words of the interviewees are used to label the codes.  

Table 2. Categories and Properties of Social and Cognitive Acts of Coordination 

Category Properties 
Social Acts of Coordination “Watching what’s going on”, Keeping People in the 

Loop, Requesting, Verbal Announcement, Exercising 
Authority, Helping Others, Sharing information, 
Sharing Responsibility, Act in Response, “Providing 
Required Information at right time”, Verbally  
Concurring Course of Action 

Cognitive Acts of Coordination Expectation about Other’s Behavior, Deciding  
Priority of Action,  “Changing the plan quickly”,  
“Making Informed Decisions”, Planning 

 
It is beyond the scope of this paper to illustrate and describe the properties of the 

categories. The following transcript provides an illustration of the two properties – 
Sharing Information and “Providing Information at the Right Time” - of the social 
acts of coordination category. 

“When I give an aircraft pushback or annotate it with an active sign, the Assistant 
at the approach control will put the strip (flight progress strip) in front of the Coordi-
nator. When it (aircraft) taxis out to the holding point, our Assistant in the control 
tower will then put a hold and again take-off on the screen (on her Departure Status 
Information screen)” 

Information is shared by making changes to the common information system 
which allows it to act as a device for intermediating coordination of actions required 
for the task performance both within their respective work communities as well across 
communities. The information representation also depicts various aspects of work 
performance such as contextual information (status of aircraft departure), decisions 
made by the controller in the control tower (give permission for aircraft pushback), 
and task performance status (aircraft pushback, aircraft taxiing). By incorporating 
contextual aspects in information representation the system allows personnel in both 
work communities to gain common  perspective of work being undertaken, thereby 
acting as a device for articulating interpretation. It also acts as a device for organizing 
coordination because when information is changed in the system by the controller in 
the controller tower it acts as an indicator or trigger for the Assistant in the approach 
control to take action. 
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5.2   Dependency Management Arrangement 

Three main categories were identified in the grounded theory analysis that illustrates 
how CIS acts as a space for managing dependencies. Hence, the CIS of the airport is 
perceived as an arrangement for managing various dependencies arising in the work 
process. The three categories are: 

Catering to other’s Requirement. One of the main consequences of the two acts of 
coordination (presented in section 5.1.2) is catering to other requirements in terms of 
information, procedural compliance, or just helping each other out in performing tasks. 
An example illustration of this aspect of CIS is presented in the following transcript. 

“……He (helicopter pilot) talks to me (Ground Controller )to start with to turn the engines 
on. I’ll give him permission to lift, I don’t clear him to take-off over there because you have to 
be very careful about that…because if something does go wrong. To be honest I can’t give 
clearance to anything there. So I will just get him off the ground and transfer him to the tower 
and the tower once they know taxiway delta is clear will give him clearance to take off.” 

This is an example of a situation where a police helicopter has to take-off from the 
airport. The police helicopters do not have to file a flight plan in advance. They can 
take-off whenever they are required to and as soon as possible. So when the pilot of 
the helicopter decides to leave the airport he calls the Ground Controller (GC) on his 
radio telephone frequency, and requests permission to start engine and move to taxi-
way. The GC will grant him permission to start his engine, lift and move to taxiway 
delta after ensuring that there are no movements on that area of the airport. Then he 
transfers control of helicopter to the Tower Controller (TC). After that, the TC will 
decide if he can grant the helicopter pilot permission to take-off from taxiway delta. 
This will depend on the traffic situation on the runway. As far as possible the TC will 
try and suspend traffic that might get in the way of the helicopter taking off. Also, 
under normal circumstances taxiway delta is under the control of the GC whereas in 
this situation the TC will take charge of movement on the taxiway. In this case the 
helicopter is not taking-off from the runway but from the taxiway. It is a crucial posi-
tion to take-off from because there might be aircraft that have to move towards the 
runway from their stand in the Apron area or there might be those that are coming 
into the taxiway from the runway. Also, in the airport there are ‘free range’ vehicles 
that are allowed to move freely under the aerodrome authority’s permission. The 
conversation taking place between the helicopter pilot and the controllers is broad-
casted on the radio frequency which is available to these ‘free rangers’. Once they 
know that the helicopter is planning to take-off from taxiway delta they are expected 
to keep away from that taxiway and the runway. If they need to go on or near the 
runway they have to get permission from the TC. 

So if anything goes wrong with the helicopter taking off, according to the organiza-
tional norm the tower controller would be held responsible for the situation. Under 
normal circumstances however, the ground controller and tower controller coordinate 
their actions and make decisions about how and when it is appropriate to allow the 
helicopter to take-off. Therefore, the responsibility for resulting actions is now shared 
between the two controllers, at least under social conventions. This shared account-
ability now creates a context where those involved help each other by catering to 
other’s requirements. 
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Gaining Perspective. Another aspect of CIS that enables it to act as an arrangement 
for managing dependencies is by facilitating those involved to gain common enough 
perspective on state of the work environment. Table 3 presents the properties of the 
category ‘Gaining Perspective’ generated in the Grounded Theory analysis. 

Table 3. Categories and Properties of Category - ‘Gaining Perspective’ 

Gaining Perspective Synthesizing Multiple Information Sources, Mutual Intelligibility 
of Action, “Get tuned to each other”, Common Practice, Identify-
ing Information Availability, Notifying Information Availability,  
Anticipation, “play by the rules”, “being proactive”, Justifying 
One’s Action, Updating, Verbally Concurring Course of Action, 
Determining Prospective Environmental Conditions, Determining 
Task Performance Status, Determining Temporality 

 
The following interview transcript illustrates various properties of this category. 

“Ground Controller - (pointing outside to an aircraft in its stand) ….you see the guy (ground 
staff) walking over there now unplugging the leather flaps while he talks to the pilots and then 
we will be expecting him to taxi any minute now…any second now” 

This transcript was coded for the following properties “Get tuned to each other”, 
“being proactive”, Mutual Intelligibility of Action, Determining Task Performance 
Status, and Determining Temporality. The transcript illustrates the point that even 
though the two communities of control tower and aircraft pilots are geographically 
distributed they are still within visual range. The ground controller in the control 
tower is able to establish a sufficiently common understanding of events taking place 
in the work environment by proactively looking for information in the workspace to 
determine other’s task performance status. He is able to infer the consequence of the 
ground personnel’s actions in relation to the tasks performed by ground controller. He 
is able to do so because of Mutual Intelligibility of Action enabled by procedural 
knowledge. 

Interplay between Local and Global Articulation. The overlapping CISs inter-
weave local and global articulation required to collaborate across heterogeneous work 
communities. Local articulation is the work taking place within each work community 
to manage traffic movement and global articulation is the activities taking place be-
tween the dispersed work communities to manage interdependencies in the work 
process.  The data analysis reveals that both local and global articulation needs to be 
addressed together. The perception of overlapping interdependent CISs in the airport 
addresses this local-global association. This is illustrated in the following scenario: 

“We (Ground Controller (GC)) may have an aircraft that goes out to the hold and wants to 
get back to the stand, we may go to them and quickly and say ‘can you go back to stand 
five’…..most of the time coordination with the Apron (in the operations centre) would be done 
through the Assistant” 
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In this case, a departing aircraft was waiting to take off near the runway but could 
not due to technical problems and wanted to go back to the stand in the parking lot. 
To perform this task, the ground controller in the control tower needs to articulate 
activities both locally within the control tower and globally across the work commu-
nities of pilots and operations centre. The actions taken to manage this situation are 
depicted below. 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Interplay between Local and Global Articulation Work 

6   Conclusion 

In this research we are endeavoring to contribute to the development of the notion of 
Common Information Space (CIS) through a Grounded Theory driven investigation. 
We have does this by placing the findings of the empirical investigation against con-
ceptions from previous research. The notion of CIS is still in its formative stages and 
diverse conceptions of this notion have been developed by researchers. Considering 
these varied conceptualizations contributes to the notion development in various 
ways, such as 

• It suggests that none of these present a coherent story 
• Provides different starting points for analyzing the CIS notion 
• Presents different insights into how CIS can be conceptualized 

We have developed a framework to consolidate the different conceptions of CIS to 
provide an integrate representation of this notion. This helps to analyze conceptions in 
relation to others and provides a comprehensive insight into the development of this 
notion.  We have extended this notion by incorporating another perception of CIS, 
which is CIS as Dependency Management Arrangement. This has been illustrated by 
describing how the overlapping interdependent CISs in an airport help cater to the 
requirements arising out the various dependencies in the work process, gain suffi-
ciently common perspective of the work setting to perform interdependent tasks, and 
carry out the interplay between local and global articulation required to collaborate 
across work communities. Research informing the development of CIS notion hitherto 
has been undertaken primarily through ethnographic studies based on which infer-
ences are drawn. In order to develop the notion of CIS there needs to be a systematic 
and rigorous methodology steering the theory development process. This is addressed 
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in the investigation by employing Grounded Theory methodology to provide a sys-
tematic approach to conceptualizing CIS. This research makes theoretical as well as 
methodological contribution to the development of the notion of CIS. 
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Abstract. Personal information is an important precursor for the trust formation 
process in virtual project teams. However, till today it has remained unclear 
what specific personal information most trustors prefer. Insight in their prefer-
ences as well as in their foundation could support the development of templates 
that provide communication support to virtual teams. In this paper, we describe 
and empirically test an approach that links trustors’ common information pref-
erences and a TrustWorthiness’ ANtecedents (TWAN) framework. Thus, we 
provide ‘the mind’s eye’ on interpreting and valuing information elements.  

Keywords: trust, virtual teams, online identity. 

1   Introduction 

People form impressions of others every day, attributing properties to them they can 
never be certain the others do indeed possess. People make a ‘best’ guess based on 
signs and signals they perceive; this we call ‘a first impression’. This first impression 
of others is the first seed of trust or distrust, and it colours perceptions of all subse-
quent behaviour [3,6,14]. In computer-mediated communicative (CMC) settings 
routes and available signs and signals to form an impression may be obstructed or 
different [4,5], but the impression-formation process remains just as important for 
human interaction [10,11,20]. Contrary to the initial belief that personal relationships 
would not be developed via CMC, since people would have less and not very useful 
information available with which to form an impression (‘cues-filtered-out’ perspec-
tive) [8], Walther [20,21] found that only the process of impression formation is de-
layed. He found that given enough time enough information about a person, personal 
as well as behavioural, is revealed and relationships grow as a result. 

In face-to-face situations people use various routes to acquire information: via face-to-
face interaction, via inferences based on social characteristics (e.g. communities the other 
takes part in) and via reputational information acquired via ‘worth of mouth’ [16]. In 
virtual project teams which use ICT (e.g., email, chat, videoconferencing) predominantly 
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as their means of communication these routes are often not available or in different forms 
only. Team members of virtual project teams sporadically meet in person, they often do 
not have a prior history of working together and they may never meet in the future [9], so 
the routes of ‘worth of mouth’ and ‘face-to-face’ interaction are in many cases blocked. 
Furthermore, messages that are ICT-mediated do not convey the same type of signs and 
signals as they would in face-to-face settings. This type of teams are reported to have 
most problems with interpersonal trust formation, especially in the initial phases of a 
project [22,23]. 

In order to jump-start impression formation on trustworthiness in the first phases of 
a project one could offer team members information about their colleagues. This has 
been done for years by companies who organize special face-to-face team building 
activities, leaving the type of information exchanged up to spontaneous interaction. 
This approach has also infused online environments, of which evidence can be seen in 
the design and use of profile templates within social network sites or communities, 
such as Facebook or Elgg. The notion that a representation of people in online envi-
ronments is beneficial for their collaboration is also supported from the perspective of 
research on presence [7].  

Availability of information about virtual project team members can positively in-
fluence trustworthiness assessments [17], however it is not yet clear which specific 
information elements are considered most supportive for these assessments and why 
they are supportive. Information elements are small containers for data about a per-
son. Examples are ‘name’, ‘photo’, ‘hobbies’, ‘job title’ and so on. The content of the 
information element ‘name’ could be ‘Nathan’. First steps in the research on the sig-
nificance of information elements have been made by Ten Kate (2009) and Berlanga 
et al. (in press), who in the context of social network sites (SNS) explored what ele-
ments displayed in profile templates contributed to a first impression of trustworthi-
ness or were used to present oneself of perceive another [2,19]. Still, the information 
elements originally displayed in these templates were likely chosen by designers at 
the senders end of the computer-supported communication process and probably not 
specifically grounded in the cognitive processes at the receivers’ end. Furthermore, 
the context of a social network site may differ from a virtual project team as their 
objectives are different. In addition, virtual teams have more mechanisms for social 
(institutional) control on the reliability of personal information displayed than SNS, as 
team members are embedded in existing organizations. 

If one would know what type of information most people prefer in order to form an 
impression of their team members in a virtual project team, one could provide a pre-
structured template for entering such information. Such predefined templates can have 
positive effects on the impression formation process as well on the collaboration process 
as a whole [15,17]. Unfortunately, the selection of the information elements to be dis-
played in these templates still is a ‘best guess’ rather than an informed decision.  

When people form an initial impression of the trustworthiness of others, several fac-
tors interplay [18]. A trustor looks at the specific situation and the specific properties of 
a trustee, influenced by her mood as well as her trust disposition. While trying to gauge 
whether a trustee has characteristics which are desired in the specific context, a trustor 
collects information which can function as a cue and verifies it against the several ante-
cedents of trustworthiness [18]. Although according to implicit personality theory  
people use different information elements as cues for specific properties of the other [1], 
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we assume these elements overlap, that is, there are elements many people use. We 
furthermore expect that it is best to offer elements which are linked to different antece-
dents of trustworthiness and that elements revealing information on more than one  
antecedent are more worthwhile. In previous literature, many antecedents have been 
mentioned, but in recent literature three clusters of antecedents are discerned: ability, 
benevolence and integrity. This clustering and exclusion of previously mentioned ante-
cedents was made mainly on analytical grounds, not so much on empirical grounds.  

While reviewing literature, we have not excluded any antecedent found so far, but 
merely admitted them all to our list. This led to the following ‘candidate’ antecedents 
as the footing of a trustworthiness decision [18]:  

 

Fig. 1. The TrustWorthiness ANtecedent schema (TWAN) 

This schema is currently tested in a large-scale empirical study among profession-
als, to determine whether all antecedents mentioned in literature are also relevant and 
add weight while assessing professional trustworthiness in practice. The question to 
be answered now is what information elements provide cues for reaching a trustwor-
thiness decision and why these elements apparently matter most. Possibly, some  
information elements are preferred as they provide information for more than one 
antecedent. For example, one’s education could address one’s ability as well as one’s 
consistency and responsibility. Also, from an economy principle people may prefer 
information elements which provide cues for multiple antecedents. Certain informa-
tion elements will then have an increased ‘weight’ in a trustworthiness decision. 
However, people might also prefer information elements which provide ‘unique’ 
information related to a specific antecedent. These and similar considerations have led 
to the following research questions: 

1. Do trustors in a virtual project team: 

a. use the antecedents in the TrustWorthinessANtecedent schema as a 
reference while selecting preferred information elements in order to 
decide on a trustee’s trustworthiness? 
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b. prefer information elements that provide cues for multiple antece-
dents within the TrustWorthiness ANtecedent schema? 

c. prefer information elements that provide unique cues for an antece-
dent within the TrustWorthiness ANtecedent schema? 

2. Does trustors’ total selection of information elements relate to multiple ante-
cedents within the TrustWorthiness ANtecedent schema? 

This paper describes the design as well as the first results of a study which aims to 
answer these questions. 

2   Method 

First, we determine what information elements trustors have in common when arriv-
ing at a trustworthiness decision. Subsequently, we test whether trustors’ explanations 
of their preferences contain references to the TrustWorthiness Antecedent schema, 
thus testing whether the antecedents function as a reference framework for reaching 
their decision. In this paper we present the results of the first phase of this study and 
describe how we will proceed with the second phase. 

2.1   Participants  

Data were collected among bachelor level students, enrolled in the Educational Sci-
ences programme at the Ghent University. A convenience sample existing of 226 
students (mean age = 18,2 years, SD= 1,85) participating in a research course was 
obtained, 93% of which were female and 7% male. 99 % of the respondents had pre-
vious experience with collaboration in a face-to-face project team, either in a (part-
time) job or during their study. 95 % had previous experience with collaboration in a 
virtual project team. 88% of the respondents had experience with online conversations 
with people they had never met before. The majority of online conversations took 
place via text-based media only, either via chat and/or e-mail (78%) or in combination 
with SMS (9%).  

2.2   Instrument 

The questionnaire contained open, as well as closed questions in the respondents’ 
native tongue (Dutch). In this paper we restrict ourselves to the analysis of the open 
questions. In this part of the questionnaire participants were asked to select the 10 
information elements they considered most important when forming a first impression 
of trustworthiness of a virtual project team member. They could select these informa-
tion elements either from the pre-defined list they had just rated (closed questions) as 
well as from an initial open brainstorm of preferred information elements in a profile 
they did at the start of the questionnaire. 

2.3   Procedure 

Before they filled the questionnaire participants received a short presentation  
that clarified our definition of virtual project teams and showed examples of them. 
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The presentation discussed the role of interpersonal trust for collaboration and the 
objectives of the questionnaire. At the start of the questionnaire, respondents were 
prompted by a scenario that described them as a member of a new European project, 
which required them to collaborate in a virtual project team. They were asked to 
imagine that they were part of this virtual team and told that they had to form a first 
impression of their team members’ trustworthiness. They were told that they could 
determine what information they would want to have available from the profiles of 
their team members by selecting the information elements that they felt mattered most 
to their trustworthiness assessment. Respondents were told that the responses to this 
questionnaire would be kept anonymous and that it would take about 30 minutes to 
complete the open questions of the questionnaire: 10 minutes for the initial open 
brainstorm and 20 minutes for the selection of the 10 most important information 
elements, based on the results of the brainstorm as well as on the importance of in-
formation elements ranked previously in the closed questions of the list. They were 
asked to reflect on their answers and to select the 10 information elements they per-
ceived as most important for the determination of trustworthiness within a virtual 
project team. They were also asked to explain what factual information about a person 
they derived from this information and how they interpreted this information in the 
process of determining the trustworthiness of a future team member. Respondents had 
no prior knowledge of the TWAN schema when they filled the questionnaire. Table 1 
provides an example (translated) of the collected responses.  

Table 1. Example response 

Preferred information 
element 
 

Facts which can be derived 
from this information 
element 

Explanation of preference 

Personal motivation for 
project 

Reason for participation; 
expectation(s) of project 

You get to know whether you 
are on the same wavelength. 
Do you have the same expec-
tations? 

2.4   Data Analysis 

We focus on the analysis of the open questions of the questionnaire, as they provide 
an explanation for the preference of specific information elements for the design of a 
personal profile. We used a mixed quantitative and qualitative approach for this data 
analysis [12], to detect common preferences of information elements as well as their 
meaning for trustworthiness assessments of virtual team members. We here report the 
quantitative part and describe our approach for the qualitative part, not yet reporting 
the results of this part.  

First, information elements selected as most important were categorized and 
counted and information elements mentioned most often by all respondents were 
listed according to their frequencies. All explanations referring to these information 
elements were listed as well, so that we could gauge both the shared importance of the 
information element across the respondents as well as the explanations of the advan-
tage of using a particular information element for the assessment of trustworthiness. 
We here report on this first phase. For the qualitative part of the data analysis, we will 
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use a coding approach for the analysis of explanations given in order to verify 
whether respondents used antecedents in the TWAN schema as a reference frame-
work for selection of information elements. The different antecedents in TWAN are 
the coding categories (Figure 1), next to additional categories derived from theory on 
trust and trustworthiness, such as ‘context’ and ‘trustors attitude’ (comprises of trus-
tors propensity and mood). Two raters will first individually analyse 10 % of the re-
sponses [13], to determine the similarity of their analyses. We use Cohen’s Kappa as 
a measure of interrater-reliability, with a cutoff criterion of .8 [13]. The rest of the 
responses will be analysed by one rater. 

3   Results 

We received 2251 open entries from 226 respondents, of which 1882 entries were 
indeed rankings and 369 entries were missing data (16%). These entries were due to 
respondents which did not correctly follow the instruction and selected and described 
less than 10 information elements. The filled entries of these respondents were in-
cluded for analysis. Table 2 shows the frequency distribution across the 15 most se-
lected information elements.  

Table 2. Frequencies of preferred information elements for trustworthiness assessment in VT’s 

Information element Frequency 
Personality traits/character 124 
Work experience 118 
Personal motivation for project 117 
Education/studies/training/diplomas 94 
Age/date of birth 87 
Availability during project/agenda 82 
Recommendations/references/reviews by third parties 74 
Project work experience 67 
Language/language proficiency/language skills 66 
Photo (formal/informal) 65 
Interests/hobbies 60 
Family situation/marital status 54 
Ideas in relation to project 49 
Occupation/function/role/job 49 
Nationality 47 

 
In total, 106 different information elements were selected. 9 of them were not in 

the pre-defined list which respondents had available, e.g. stress immunity; computer 
skills and meeting skills, but resulted from the open brainstorm.  

In the next phase of this study we will use the explanations participants’ mentioned 
to explain their selection of information elements as input for a qualitative analysis.  

In this phase we will test whether the reasons participants mention for their informa-
tion preferences match with the antecedents within the TrustWorthinessANtecedent 
schema. 
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4   Discussion and Future Research 

In this paper we described an approach to determine common preferences for infor-
mation elements that are used to support trustworthiness assessments. We also de-
scribe an approach to the analysis of explanations virtual team members provide for 
these preferences. For the latter analysis, we will use a TrustWorthinessANtecedent 
(TWAN) schema. 

Initial quantitative results show that often-used information elements such as 
‘name’ hardly matter to trustworthiness assessments, as they were not commonly 
preferred. Such elements may just be an indicator of identity, merely used to distin-
guish people (‘the flag on the ship’), but apparently they do not carry weight in a 
trustworthiness assessment. Results also show that each person in principle uses dif-
ferent information elements to assess trustworthiness of colleagues, but that there is 
quite some overlap in preferences. These common information preferences, here de-
rived from receivers’ instead of designers’ perspective, can guide the design of profile 
templates aimed to accelerate the impression formation process on trustworthiness in 
the first phases of a project.  

Further analysis of the obtained qualitative data is needed to provide more insight 
in the nature of peoples common information preferences. This additional analysis 
aims to determine whether the explanations people provide for their preferences are 
indeed related to the different antecedents of trustworthiness proposed within the 
TrustWorthinessANtecedent schema (TWAN). 
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Abstract. Social networking systems allow users to keep in touch with relatives 
and friends in the absence of physical proximity. These tools are also increas-
ingly supporting productive interactions in diverse working environments. In 
this paper, based on the understanding of informal communication in hospitals, 
we identify opportunities for the use of social networking software in support of 
hospital work. This has inspired the design of meetU, a tool aimed at supporting 
impromptu social networking through an ad-hoc communication infrastructure. 
The services offered by the system are illustrated through interaction scenarios, 
which were also used to evaluate the system with a group of medical interns.  

Keywords: Mobile Workers Interaction, Social Networking Systems,  
Impromptu Social Networking, Hospital Work. 

1   Introduction 

Hospital settings offer a prolific area to study mobile collaborative work. Medical 
activities in hospitals are characterized by the need for coordination and collaboration 
among specialists with different areas of expertise, an intense information exchange, 
the integration of data from many devices or artifacts, and the mobility of hospital 
staff, patients, documents and equipment [24]. Additionally, a hospital can be consid-
ered as an information space that is “navigated” by the staff in order to get the infor-
mation and resources required to accomplish work [3], since most hospital staff 
moves continuously to access people, knowledge, and resources [1]. 

Hospital workers are also in frequent need to locate colleagues. A physician might 
require the opinion of a specialist to confirm a diagnosis; a nurse might need to con-
tact the doctor in charge of a patient who has been experimenting discomfort or pain; 
a resident physician might just need a couple of free hands to conduct an intervention. 
This type of interactions has been supported by casual, informal or lightweight com-
munication mechanisms and social awareness [19, 31]. 
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By informal communication we mean those interactions that do not have a prede-
fined schedule or place of encounter, that are spontaneous, brief, and where the topic 
of the conversation can change during the course of the interaction [19]. This type of 
communication has proved to be very important to accomplish work because it con-
tributes to the social and production functions of the group [8, 16, 18]. Unfortunately, 
informal spontaneous communication comes at a cost: interruptions [7]. To date, 
several mechanisms have been designed to deal with interruptions, which mostly rely 
on the provision of social awareness [6, 7, 21]. 

By social awareness we refer to the basic knowledge that provides an overview of 
the social context where the situation arises: what is happening, who is around, 
whether others are relatively busy or can be engaged, who is talking to whom, who I 
can work or communicate with, and which other activities are occurring [4, 12, 31]. 

Based on these concepts, several models and systems have been proposed to pro-
vide support for informal communication and social awareness mostly based on the 
provision of artificial proximity in place of physical proximity. Examples include: 
VideoWindow and Cruiser [19], Piazza [15], Hubbub [14] and Aware Phone [2]. 
However, since hospital workers perform activities both while at a base location and 
while moving around the hospital [1], they require continuous (and interchangeable) 
support for both modes of work. For this reason, these tools are not adequate for such 
setting. Further, at-the-base and on-the-move work seems to change the rules and 
requirements for the provision of support for informal interaction in hospital work. 

In order to understand how informal communication in settings such as hospitals, 
could be better supported, we conducted a field study in the area of internal medicine 
of a mid-size public hospital [1]. This study helped us identify design insights aimed 
at informing the design of tools for supporting co-located informal communication in 
a working environment with local mobility [22].  

In this paper, we aim at investigating the use of social networking tools in support 
for hospital work. We conducted an additional study and analyzed the data of the 
former observational study to uncover opportunities for this technology and to under-
stand how social networking systems can be designed and deployed to support  
informal interaction and work activities in this type of environment. The next section 
provides a brief introduction to social networking systems and some of its current 
uses in hospital work. In Section 3 we present the results of the workplace study from 
which design scenarios and insights are derived. Section 4 introduces the concept of 
Impromptu Social Networking (ISN) and describes the design of meetU a mobile tool 
developed on top of a mobile ad-hoc communications infrastructure. Section 5 pre-
sents the results of a preliminary evaluation of the concept. In Section 6 we present 
related work, and summarize and conclude in Section 7. 

2   Social Networking Sites 

Social Network Sites (SNSs) are attracting millions of users worldwide. Sites like 
Facebook, and MySpace, for example, have millions of registered users and are in-
creasing their membership [17]. On these sites people present themselves via profile 
pages, establish ties with other users, communicate between them via text and voice 
messages, and interact with each other via optional leisure applications [24]. 
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Concerning use, [20] found that SNSs are used for i) social searching –finding out 
information about people they have met offline-, and for ii) social browsing –using 
the SNS to develop new connections, perhaps with the aim of interacting with them 
offline. Further, [1] identifies three additional uses: i) “Looking at”, which intends to 
know more about people met offline (similar to social browsing [20]), ii) “Looking 
up”, which intends to search for people to meet offline (similar to social searching 
[20]), and iii) “Keeping up with People”, which intends to maintain weak connections 
with people met offline. 

SNSs have also been classified as being Open or Work SNSs [10]. Open SNSs al-
low users from anywhere in the Internet, while Work SNSs refer to those that are used 
within an enterprise intranet by professional workers. 

Professional workers use internal SNSs to build stronger bonds with their weak ties 
and to reach out to employees they do not know [10]. The main motivations for that 
use were i) caring - workers enjoyed connecting socially at work, both to those they 
work or may work with, and those they do not know; ii) climbing - they felt the use of 
the work SNS was or could specifically assist them in their personal career advance-
ment; and iii) campaigning - they used the SNS to solicit support for their ideas and to 
drive traffic to their project web pages, which they saw as a means to move forward 
with their ideas. 

Concerning the use of these tools in hospitals, some have started using and adopt-
ing them as communication tools for “hard to reach” groups in their area. For  
instance, NHS hospital trusts in the UK are using Twitter1 as a service for the com-
munication of press releases, awareness messages and updates, such as “cancelation 
of the services due to bad weather” [11]. They currently consider Twitter as “an auxil-
iary communication channel”.  

Given the features of SNSs, and the evidence of its use as communication tools 
with users outside the hospital, we set to find how SNSs can be used to provide sup-
port to workers within the hospital. Although there could be more than one candidate 
community, we will concentrate on Medical Interns (MI), due to the specific charac-
teristics of this community. 

Medical interns are considered physicians-in-training; they provide the most hours 
of patient care in the unit and are in constant movement. In the area of internal medi-
cine, where we did the observations, each intern is responsible for the care of five or 
six patients. One of their main responsibilities is to create clinical histories whenever 
a new patient arrives at the hospital. They are also responsible for providing care and 
following-up on patients during their stay in the hospital.  

Further, medical interns are in the process of adapting to the hospital environment. 
For one full year they get their first experiences with the feelings associated to the 
loose of a patient, making a mistake, receiving a disciplinary action and the constant 
supervision from specialists, nurses and the director of the intern program. In addi-
tion, they spend most of their time in the hospital. They work daily shifts of 8 hours 
with a one-hour break, and every three days they have to work an extended 32-hour 
shift (medical ward). Under these conditions hospital work becomes a major part of 
their life, certainly more than what most professionals/students experience. Finally, 
most medical interns come from other cities to do their internship. Results of a survey 

                                                           
1 Twitter: www.twitter.com 
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we applied to 36 medical interns reveal that when they arrive they barely know the 
city, and have no relatives or friends, other than the dozen or so fellow interns with 
whom they studied before initiating their internship. These conditions require medical 
interns to develop a strong sense of belonging to their community within the hospital. 

Medical interns also experience an interesting duality as students and profession-
als, they are evaluated as part of their professional education, and their work is a cru-
cial part of the hospital’s operation. This duality combined with the confidence they 
gather throughout their internship, exposes them to situations where the support of the 
group or social network they belong to helps them sort out a diversity of issues that 
arise in their daily work. 

3   Understanding the Work Social Networks of Medical Interns 

To better understand the characteristics of the social networks that medical interns 
belong to, we performed a preliminary study at the internal medicine area of a local 
hospital. In this section we present the major findings of the study, as well as an en-
semble of use scenarios. 

The study included two stages. In stage one we surveyed current and former medical 
interns from a local hospital. The participants in this stage were 36 medical interns (26 
currently in their internship and 10 who just finished a few months ago). Their average 
age is 23 years old. The results show that all the medical interns know at least one social 
networking system and that 94% of them use at least one of them. Using a five-point 
Likert-scale, we identified that medical interns found social network systems very use-
ful for social activities and just useful for productive activities. Most of them (89%) 
have been registered in one or more of these sites for at least one year. Moreover, all of 
them log into these sites at least once a month, and 17% of them do this every day. 
These results encouraged us to propose the use of SNSs to support hospital work and to 
deal with some breakdowns in informal communication in such settings.  

Stage two consisted of a further analysis of observational data from a previous 
study, originally performed to understand informal interactions in hospital work [1]. 
Described briefly, the methodology consisted in collecting data through the non-
participatory observations of ten medical workers including five physicians and five 
medical interns during two complete working shifts. In this second stage, we decided 
to place special emphasis on understanding how local mobility influences the interac-
tions experienced by medical interns, and how their offline social networks affect 
those interactions while contributing to the completion and achievement of their 
work. For this, the second analysis aimed at having a good sample of interactions and 
capturing the communication instances in which those workers are involved, along 
with their social networks, as they conduct their work, including details with respect 
to the nature of the actions, artifacts used, contents of conversations and physical 
location of individuals, among others. 

3.1   Application Scenarios for Social Networking in a Hospital 

As a result of stage two of this study, we identified use scenarios that exemplify a 
distinct and typical use for a socially-aware support system. The scenarios were 
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sketches of user activities that let us translate our findings into specific vignettes that 
captured facets of how socially-aware tools might fit into current work practices. The 
following scenarios illustrate the kind of social network support hospital work might 
benefit from and give a flavor of how this technology can enhance hospital practices. 

Scenario 1. Juan, a medical intern, reviews the healthcare record of a patient just 
before the ward round usually begins. In order not to miss it, he indicates in his 
mobile phone that he wants to be notified when the status of any of his colleagues 
changes to “starting ward round” (see Fig. 1A). Ten minutes later the physician in 
charge initiates the ward round and Pedro (another MI) updates his status to indicate 
this by selecting the appropriate icon in the “set status” window (see Fig. 1B). At this 
moment, Juan receives the notification (see Fig. 1C) and he joins the ward round. 

Request status notification

Select event Select contact

From

CancelRequest 

meetU

7:59 am Going for a
coffee

8:12 am Got a coffee

8:25 am  Starting
Ward Round!

CancelRead 

meetU

 

                       (A)                                    (B)                 (C) 

Fig. 1. (A) Requesting notification, (B) Update status, (C) On receiving notification 

In this scenario, based on the actions of one of the medical interns participating in 
the ward round, valuable information is generated so that a notification regarding the 
actual event “Starting Ward round” could be generated and delivered to another 
medical intern. The additional value of this notification resides in that without this 
information, the medical intern could miss the start of the ward round and get a scold-
ing or even a report from the physician in charge of the intern’s program.  

Furthermore, in this case the medical intern explicitly updates his status, but in 
some instances the system could potentially use contextual information to do it auto-
matically. For example, an intern that stays in the cafeteria for more than five minutes 
at a certain time of the day (e.g. at Noon) could highly accurately be estimated to be 
having lunch. Previous work has established that activity estimation can be achieved 
with an accuracy of up to 90% when the location, time, companions and artifacts used 
by a medical worker are known [29], but even simple rules could be set to indentify 
some activities with a high degree of accuracy. To simplify the indication of a new 
state to the user, the interface shows a number of icons with common activities, such 
as in ward round, out to lunch, writing medical notes, as shown in Fig. 1B. When the 
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user selects one of the icons, the corresponding text is displayed allowing the user to 
provide additional explanation. 

Scenario 2. Juan is a MI and his parents will visit him this weekend. However, Juan 
remembers that he has a 32-hour shift this Saturday and is concerned that he won’t be 
able to see them. Not knowing whom to ask for help; he enters into the Social 
Networking System on his mobile phone and sends the message: "Juan's parents are 
coming to visit him this weekend, but he has an extended 32-hour work shift this 
Saturday :-(" (see Fig. 2.A). Several of his fellow MI's receive the message and 
respond with empathy messages. Miguel, another MI, replies with: “Hey … Sergio 
might be interested in changing his shift to that day” (see Fig. 2.B), Miguel knows 
that Sergio (another MI) is free that weekend, and might be interested in switching 
shifts with Juan. Through Miguel’s profile page, Juan accesses Sergio’s profile page 
and contacts him through the SNS’s chat to ask him if he could take his shift on 
Saturday. 

 

 

8:07 am. Sorry to hear
that Juan! …

9:59 am. Hey! … Sergio
might be interested in a
ward change for that day

8:25 am. That’s too bad … 
Are you looking for a ward
change?

CancelRead

meetU

  
(A) (B)

Fig. 2. Updating the status with a custom message (A), and Receiving a reply from a friend 
with a suggested solution to the expressed problem (B) 

In this scenario, updating the status of one member of the social network provides 
lightweight means of communicating the problem faced by the MI. This in turn gen-
erates an ensemble of answers, even including one with a possible unrequested solu-
tion to the MI’s problem. Additionally, the seamless access to the profile of other 
MI’s and shared communication channel (the chat tool) through the SNS are essential 
to solve the MI’s problem. 

 
Scenario 3. The physician is in his office reviewing the record of a patient when he 
decides to leave an indication to the nurse in charge of this patient during the next 
shift. He does not know who she is, so he pulls out his mobile phone and accesses the 
SNS (see Fig. 3.A). On the map of the ward shown, he clicks on the bed where the 
patient is and the names of the medical personnel in charge appear. The physician 
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selects the name of the nurse and leaves a voice message for her. When the nurse is 
near the Nursing station she notices that she has a pending message through the Flow-
erBlink ambient display (see Fig. 3.B). The nurse accesses her SNS’s message center 
and listens to the message. At that time, the physician receives a notification indicat-
ing that his message has been read.  

 
meetU

 
 

(A) (B)

Fig. 3. Leaving a message to a nurse (A) and Notification delivery by means of the Flow-
erBlink ambient display 

This scenario illustrates how subtle notification in the intensive working environ-
ment of the hospital could be achieved through an ambient display in the form of an 
artificial flower bowl that lights on when a person with a pending message is in its 
proximity [30]. Also, the scenario illustrates how the SNS and the hospital informa-
tion systems could be integrated to achieve this kind of notifications. 

3.2   Requirements of a Social Networking Infrastructure 

As illustrated by the scenarios, hospital work has certain characteristics that shape the 
way in which hospital personal communicates and collaborates. Work is performed in 
the following context: (a) distributed personnel moving around work zones that are 
physically close (local mobility); (b) mobile workers performing tasks in which the 
current status of their activity is relevant to their colleagues; (c) people that want to 
share social information and collaborate on-demand with their colleagues; and (d) 
existence of no time-critical social activities, such as those illustrated in the scenarios, 
which although time-sensible, do not affect the patients’ care if the MI’s delay their 
execution a little. 

In the mobile work scenarios we have, such as hospital healthcare or construction in-
spection activities [28], a social component may also help to improve collaborative 
work, providing an informal communication channel that allows workers to coordinate 
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(e.g. changing turns, assigning work areas, using work resources, showing awareness 
about others), and generate informal conversations, messaging and discussions that can 
be also relevant for the main work purposes (patients’ care). Also, in these settings it 
might be difficult to deploy networking infrastructure. In the case of the hospital, in 
addition to the considerable paperwork required to obtain the necessary permits to in-
stall networking equipment, there are problems related to deployment and maintenance 
costs, including the creation of a new work role, that of the network technician, which 
makes it less feasible. 

Based on these requirements, in the next section we present our initial proposal to 
develop a social networking infrastructure to support mobile work. 

4   meetU: A MANET-Based Social Networking System 

Mobile Ad hoc Networks (MANETs) offer several advantages as a communication 
platform to support loosely coupled collaborative activities in mobile work scenarios 
[5, 28, 22]. In those contexts, MANETs can create a communication mesh to ex-
change data among participating devices, so that applications do not need to rely on a 
fixed communication infrastructure, such as a distributed network of access points, 
thus eliminating the need for an initial investment on the networking infrastructure, 
and on its later maintenance. 

Previously, the authors have proposed an application level routing protocol based 
on IEEE 801.11 standards. The protocol, named High Level MANET Protocol 
(HLMP) [26], allows automatically setting and keeping a MANET. Its implementa-
tion can be used by groupware systems through an Application Programming  
Interface (API) that provides a set of services required by mobile collaborative envi-
ronments deployed on top of a MANET, reducing the effort involved in the develop-
ment of this type of applications [27]. The library interface keeps the abstraction of 
the communication processes by using a message exchange paradigm and an event 
delivery method. It also provides useful information about the network structure to the 
applications, including changes and current status. This information can be used to 
implement awareness mechanisms for mobile workers. Further details about the im-
plementation of the library are provided elsewhere [27]. 

meetU is a mobile collaborative social system developed using the HLMP API. 
This system implements what we named an Impromptu Social Network (ISN) infra-
structure that supports collaboration among mobile workers in a hospital. An ISN is 
an informal and distributed interaction space, which is used by mobile workers be-
longing to an organization to support their daily activities. The meetU social network 
system is available through the users’ mobile devices and it provides not only user 
interaction services but also social and emotional awareness to mobile workers. 

When using meetU at the hospital, workers are able to establish ties with their col-
leagues, coordinate their activities and collaborate in order to perform a particular 
task. Some of the advantages of implementing this application on a MANET are the 
following: (a) this communication system is independent of the hospital information 
and communication infrastructure, therefore formal authorization permissions to de-
ploy it and use it is facilitated; (b) it is an automated and easy to deploy network, 
which eliminates initial deployment and maintenance costs; (c) users typically trust an 
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informal interaction system that is not centralized, and thus not visible to managers; 
and (d) peer-to-peer communication allows each person to limit or allow the access of 
remote users to his/her social information. 

Fig. 4 presents an example of meetU deployment, including two main communica-
tion zones within the hospital setting. The first case represents a “low density” zone 
(zone A), as there are no direct links between all users; therefore communication 
between some users (e.g. 1 and 3) transparently goes through an intermediate node 
(e.g. the device of user 2) to allow them to interact. The second case (i.e. zone B) is 
denser than the former due to the physical proximity of the users, which allows direct 
links among them all. Thus they can directly interact and exchange messages.  

 

Fig. 4. Example of meetU usage at a hospital 

Further, since both zones are disjoint (i.e. there are no links between them), if a 
user from zone A (e.g. user 1) wants to send a message to a colleague in zone B (e.g 
user 7), synchronous communication is not possible. For such cases, meetU provides 
a communication service named gossip messaging, which allows an intermediary 
mobile user to transparently transport and deliver an asynchronous message between 
two unreachable users [13]. Typically, these messages try to promote situations in 
which users could interact synchronously, or try to communicate status updates that 
could originate opportunistic encounters. For example, the messages could be: “please 
call me to my cell phone”, “I need to talk to you, I will be at neonatology at 10 am”, 
or status updates such as: “I’m going out for a coffee”, or “Starting ward round”. 

In the situation depicted in Fig. 4, the medical intern (4) moves from zone A to 
zone B (denoted by the dashed arrow), hence meetU can automatically take advantage 
of her mobility and use her device as a message transport. For her it will be transpar-
ent that the system is using her device to support this interaction; therefore such activ-
ity is not disruptive for the users. 

4.1   Architecture 

Fig. 5 shows the meetU architecture, which includes the components that allow social 
interactions between users via text or voice messages, user awareness mechanisms 
and resource sharing. The application architecture is fully distributed; this means that 
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the whole infrastructure is replicated in every mobile device that forms the ISN. The 
components hosted in a particular device can interact with components in other mo-
bile devices through the HLMP Sub-protocols (i.e. using the message structure defini-
tion and the events triggered by the API) or the gossip mechanisms. 

 

 

Fig. 5. Architecture of meetU 

The profile of every user is updated through events of the MANET. Such events 
are exchanged among users status components hosted in each device, and indicate 
changes in the social network; e.g. a user joint or left the network, a user changed her 
status, etc. It is the responsibility of the HLMP Communication component to trans-
port and deliver such messages. The data conforming the status of a mobile user in-
cludes: (1) user location inside the hospital (estimated by an autonomous software 
module), (2) user movement (manually configured or predicted based on the user’s 
location history information), (3) user activity (estimated from information such as 
user location and time of day or explicitly provided by the user), (4) management of 
shared resources (where the users can create and manage shared files such as pictures, 
videos or documents), and (5) management of user profile (where the user can con-
figure social information and its accessibility). 

4.2   System Behavior 

We now describe how the components of the architecture communicate to support the 
described functionality. A sequence diagram of the status notification procedure is 
shown in Fig. 6. Usually, a user requests a notification (as in scenario 1), in order to 
become aware of when certain status or condition is reported by a colleague. The 
petition is sent to the Users Status component. When updates on the information of 
another user match the requested status type, the component triggers back a notifica-
tion to the GUI.  

On the other hand, if a user changes his status in the meetU system using a new 
category, e.g. “Starting ward round”, the new information is updated on his Users 
Status component and then settled in the “I’m alive” message of HLMP. This kind of 
message is constantly sent via multicast to the MANET by the communication engine,  
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Fig. 6. Sequence diagram of meetU status notification 

in order to propagate the device existence, user’s network data, and profile informa-
tion. The message is then received by the rest of the devices connected to the HLMP 
network, updating the colleague’s profile with the attached status, and triggering a 
notification when it is required. 

5   Evaluating the Perceived Usefulness of meetU 

Aimed at evaluating the use of social networks and ubiquitous computing technology 
for supporting activities and communication of medical workers, we conducted a 
focus group session. This evaluation focused on one of the two main factors influenc-
ing technology adoption [9]: perceived usefulness. The focus group was conducted 
with three medical interns and was aimed at understanding how well social networks 
help to support their productive and social activities that require communication with 
other colleagues. The purpose of this session was to test and improve our design by 
focusing on the way in which medical interns communicate with others asynchro-
nously, mainly due to unavailability of the collaborator or in absence of a communi-
cation channel (physical or artificial proximity). 

5.1   Focus Group 

The focus group was conducted in a room with a meeting table. We used a voice 
recorder to capture all events during the session. We invited three medical interns 
from a public local hospital in Ensenada, Mexico; who are currently performing their 
one year internship and consequently are very familiar with hospital work and its 
routines.  

The session was conducted by one moderator who presented three scenarios using 
a personal computer. The session lasted approximately one hour.  

The session started with an explanation of the “social networks” concept; after that, 
the moderator presented the scenarios to the medical interns that participated in the 
session; these scenarios illustrated some situations where the use of social networks 
could be helpful to them (medical interns). Each scenario was divided into two parts. 
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The first part showed a “problem” as it currently happens, while the second part 
showed our envisioned solution. After each scenario, the medical interns were asked 
to discuss how frequently these scenarios occurred in the hospital and the implications 
of these inconveniences in their work activities. The scenarios presented are those 
introduced in section 3.3 for which we foresaw that the application could be useful.  

After each scenario, we conducted a session of questions and open discussion 
about the features, advantages and limitations of our proposal. At the end of the pres-
entation of the scenarios, the medical interns were asked to complete a survey that 
helped us to gather quantitative information about the design of our proposal. We 
discuss the results of this evaluation next: 

Scenario 1. Awareness of the start of the ward round. The three participants 
completely agreed that scenario 1 occurs at least once a day at the hospital and that it 
has a slight but clearly negative effect on their work. They all agreed that the solution 
presented in the scenario could help their current work and that it would be used in 
the hospital if available.  

Additionally, they said that this solution (specifically the notification of status 
change) could be used in other scenarios, such as on the transfer of a patient from the 
emergency unit to bed in a ward, to notify when lab results are ready, and to notify 
that a medical worker is available to provide assistance. 

Scenario 2. Request an exchange of medical ward. The three participants 
completely agreed that scenario 2 occurs one to three times a month in the hospital 
and that it has no significant effect on their work. They all agreed that the solution 
presented in the scenario could offer a slight benefit to their current work and that it 
could be used in the hospital if available.  

The main concern with this scenario was privacy, since others could review the in-
formation. However, medical interns expressed that through the use of adequate 
mechanisms to deal with privacy, this service could be useful to them. Precisely one 
of the motivations for using a MANET-based infrastructure rather than a centralized 
one was to assure that the information won’t be stored, and thus accessible, in a cen-
tral server. 

Scenario 3. Leaving a message for a nurse. As for scenario 1, the three participants 
completely agreed that scenario 3 occurs at least once a week at the hospital and that 
it has a slight but clearly negative effect on their work. They all agreed that the 
solution presented in the scenario could help their current work and that it would be 
used in the hospital if available.  

They mentioned that they currently need to ask other people for the person they are 
looking for or they ask a nurse to look for him, investing precious time in many occa-
sions. They would find the tool useful since they often do not know who the nurse in 
charge of a shift is, and “it would make their relationship with nurses more cordial”. 
Also, they suggested including a photograph of the person because they do not always 
know her by name and after sending a message they might meet, and not be aware 
that it was her he sent the message to.  

In summary, all three scenarios were considered realistic and the interns found the 
technology useful and easy to use given their previous experience with similar systems. 
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6   Related Work 

Related work is revised under two different perspectives. A first perspective relates to 
the use of tools for informal communication in hospital work. One of the main chal-
lenges here is how to allow communication while workers are either at-the-desk or 
on-the-move. There are works that have mainly provided with the means to establish 
communication regardless of the location of the user within the premises. This has 
been achieved through the provision of artificial proximity tools using text, voice and 
hands-free communication on mobile devices; such is the case of the Vocera Com-
munication Badge2. Our proposed  ISN-based system, relies on the use of a Smart-
phone and of a MANET to support this kind of communication.  

An additional challenge is how to identify a suitable moment to initiate a conversa-
tion with a colleague in the hospital. For this, there are works that have taken a con-
text-aware approach to automatically acquire and provide information about the social 
context of a coworker; such is the case of the AWAREPhone [2]. In contrast, our 
proposal differs in that it takes advantage of the by-product information of the user’s 
participation in the social network. This information is created by the ensemble of 
MIs through their explicit entries in the ISN, and thus it provides information that 
allows them not only to be aware of the social context but also to act upon it to pro-
vide an answer, solve a problem, and accomplish work at the same time. 

A second perspective relates to the more general use of SNSs for work. In this 
case, the uses of the proposed Impromptu Social Network (ISN) differ from the social 
uses previously identified in [17] (i.e. looking at, looking up, and keeping up with 
people) and in [20] (i.e. social searching and social browsing), and from the work uses 
identified in [10] (i.e. caring, climbing and campaigning). ISN uses intend to provide 
support for, and are more related to, informal interaction during work processes of 
MIs rather than on maintaining or extending their social network, or on knowing more 
about co-workers, or spreading and championing the workers’ ideas and projects. 
Possible explanations for this include that the ISN concept and our ISN-based tool 
have been conceived to support informal interaction and its functions at work [16, 19, 
24], and that its initial implementation takes advantage of a MANET-based infrastruc-
ture, which is not provided nor managed by the organization, thus providing users 
with a sense of ownership and trust given its distributed and unmanaged nature. We 
are not aware of other similar uses of SNS in the context of hospital work. 

7   Discussion and Conclusions 

One of the main characteristics of social networks is that they provide social informa-
tion regarding users that could be utilized by others to strength social relationships or 
to initiate collaboration. This seems to be one of the reasons for the growth of social 
networking systems (SNS) to support productive activities in collaborative working 
environments. 

Based on the results of an observational study that we previously conducted in a 
hospital, we identified some situations where social networking services could be 

                                                           
2 http://www.vocera.com 
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particularly useful, especially to support medical interns’ activities, considering that 
most of them are already users of social networking software, and that being new to 
the environment, might not be aware of the resources at their disposal (including both 
colleagues and artifacts). Indeed, the medical interns that participated in the study 
have an offline informal social network that is used to support their work activities. 

Thus, in this paper we introduce the concept of an Impromptu Social Network 
(ISN), an informal distributed ad-hoc interaction space, which is used by workers 
with local mobility to support their daily activities. Based on this concept we devel-
oped meetU, a tool that combines some of the main characteristics of social network 
systems and a set of pervasive services such as location estimation of users, aware-
ness of use of artifacts, activity estimation and awareness of potential collaborators. 
meetU is implemented on top of the HLMP protocol, providing a lightweight com-
munication infrastructure that can be easily deployed while offering privacy assurance 
to its users. The characteristics of this and similar working environments, including 
constant user mobility, the practical difficulties of deploying a fixed infrastructure, 
and the use of awareness of current activities to coordinate work, highlights the ad-
vantages of using an ad-hoc network to implement an ISN system such as meetU. 

Potential users found the notification of status change to be useful for a variety of 
applications, especially if the system automatically determines the status of users; 
since hospital work is event-driven, the occurrence of some events could trigger the 
need to collaborate with others or to switch the task being performed.  

Additionally, participants found it useful to have access to the network of contacts 
to facilitate tasks when users are not aware of their potential collaborators. This situa-
tion usually happens in the hospital due to the constant rotation of medical staff. Thus, 
the integration of the contact’s network with the hospital information system could be 
particularly useful for working teams which composition is continuously changing 
(e.g. scheduled shift rotation). 

Finally, concerning some of the limitations of the conducted evaluation, in this 
case we opted for a focus group scenario-based evaluation with three actual MIs act-
ing as experts of the domain (informal communication in hospital work). This allowed 
us to validate the feasibility of our approach and to determine the MIs perception 
about the proposed tool. Future research should include further evaluation of the Im-
promptu Social Network concept and the proposed meetU tool with a larger number 
of hospital workers, as well as evaluating its actual use in the hospital. 
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Abstract. Social networking sites (SNS) help users sustain and strengthen ties 
with friends and relatives. However older adults who are less technically in-
clined individuals are often left aside these SNS felling as outsiders within their 
own family that uses this media to socialize. To assist these non-technical older 
adults we developed two ambient displays aimed at seamlessly integrate them 
into SNS. The first prototype, ePortrait, shows to older adults the photographs 
uploaded by their relatives in a SNS and the second prototype, eBowl, provides 
means to communicate their status through the manipulation of physical ob-
jects. The results of an evaluation shows that ambient displays are capable of 
monitoring older adults’ context and provide them with continuous information 
about their social network in a subtle, peripheral and expressive manner. As a 
consequence, older adults use the information conveyed by such displays to en-
hance conversations with new topics helping them feel more integrated with 
their family. 

Keywords: Ambient displays, social networking sites. 

1   Introduction 

Social ties and social integration often play a beneficial role for maintaining psycho-
logical well-being contributing to a better mental health of older adults. Strong social 
networks may enhance the quality of life of older adults [1] improving their health 
[2], reducing the chances for developing cognitive decline [3] and eventually prevent-
ing an earlier death [4]. Older adults with poor or weak social networks are 60% more 
likely to develop cognitive decline due to isolation or high stress levels caused by the 
loss of the spouse [5]. Also, socially active older adults are physically and mentally 
healthier in contrast with those who are isolated. 

The above underlines the importance of friends and relatives and the impact of 
these interactions in older adults’ life. However, the risk that a person becomes so-
cially isolated increases with age [6] due to retirement, children living in different 
locations or because they suffer the loss of close friends. Social networking sites 
(SNS), such as Facebook or MySpace, have the potential of strengthening the social 
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network of older adults. Social networking sites are a source of social capital, provid-
ing social or emotional support and access to information resources[7]. SNSs are 
attracting millions of users worldwide. Users of SNSs are predominantly in their 
twenties [8], but their use is gradually increasing in other age groups. In 2009 it was 
estimated that only 7.6% SNS users were more than 55 years old [9]. But the percent-
age of older adults online has increased over the past years, online older adults are 
getting Internet access for reasons unrelated to work and nearly 3 in 5 online seniors 
in the United States have said that the Internet has improved their connections with 
their family [10]. The top Internet activities among older adults are email, getting 
online hobby information, reading online news and searching for health and medical 
information. 

However, online older adults are still a minority on SNSs compared to younger 
adults whose main SNSs activities are staying in touch with friends, planning activi-
ties or events and making new friends [11]. Thus, older adults might be missing op-
portunities for sharing and bonding with family members who are adopting these new 
interaction spaces. This low participation and engagement may be due to technology 
anxiety [12] (e.g. computers or cell phones) and because even older adults, who have 
been using computers at work, do not trust their own computer skills and consider 
computers as a working tool rather than a communication tool [13]. This might even 
make older adults feel like outsiders within their own family.  

Although there are obviously many advantages to the availability of these services, 
they paradoxically, are limited in their potential for non-technical users to socialize 
through them. Moreover, these less technically inclined individual may even feel like 
outsiders in their off-line social networks or families, contributing to further cognitive 
decline and isolation. To fully support these populations, then, we require a new com-
puting paradigm: one capable of seamless integration of both traditional and digital 
social communication tools. 

Research in ambient information systems has included the development of ambient 
devices that provide relevant information to users through natural artifacts naturally 
interwoven in the environment. As stated by Mankoff et al.: “Ambient displays are 
aesthetically pleasing displays of information which sit on the periphery of users’ 
attention. They generally support the monitor of information and have the ambitious 
goal of presenting information without distracting or burdening the user”. Using these 
natural artifacts and interfaces is possible to design adaptable prototypes that provide 
older adults with a natural form of interaction, reducing their anxiety and increasing 
their self-efficacy. 

Ambient displays are a subset of peripheral displays that continuously display in-
formation that can be monitored by the user without requiring her focused attention 
[14]. Commonly these displays present relevant information to users through natural 
artifacts being used in the environment like calendars [15], digital portraits [16-17] or 
decorative lamps [18]. For example, one of the first ambient displays that supports 
independent living by older adults, was the “digital family portrait” [17]. This design 
provide a qualitative sense of an older adult’s daily activities, maintaining all the 
family members informed by capturing observations that would naturally occur if 
someone lives with the older adult. The use of ambient displays may help to support 
reciprocity in everyday asymmetric relationships helping older adults to socialize 
through SNSs being already used by younger generations.  
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In this paper, we propose two solutions for “unboxing” some of the services of 
SNSs providing older adults with a natural way to interact with their families SNSs. 
These unboxed services will create an ambient social network site composed with 
augmented everyday objects with digital capabilities acting as a natural interface 
while providing their users with continuous information about their social network in 
a subtle, peripheral and expressive manner. The development of such ambient social 
network sites open questions as to how they will enhance the use of SNS with ubiqui-
tous services; answering questions such as “What are the main communication  
barriers between older adults and their relatives”, “What are common conversation 
topics?” and “How meaningful SNS services can be integrated into the environment?” 

To achieve this, we introduce the design of an ambient social network integrated 
by two ambient displays that incorporate social networks sites services for maintain-
ing and strengthening family ties between older adults and their relatives. In section 2 
we discuss how our work relates to previous work. In section 3 we present a qualita-
tive study conducted to understand how older adults maintain their social ties. In 
section 4 we present the design and implementation of an ambient SNS. Section 5 
presents the results of an evaluation of two ambient displays deployed in an  
older adult’s home. Finally, in section 6 we present our conclusions and directions for 
future work. 

2   Background and Related Work 

There is considerable research on how technology can help older adults to live inde-
pendently and provide awareness of their daily activities to their extended family. 
CareNet Display[16] and the Family Digital Portraits [17] are augmented digital 
frames designed to support older adults age in place and members of their care net-
work be informed about sensitive data to facilitate day to day care. However, these 
systems don’t provide noticeable ways of interaction to strengthen social and emo-
tional ties between the relatives and the older adult. 

Also research related to relationships and communication has explored the use of 
situated displays to enhance communication and emotional connectedness at a dis-
tance. Lumitouch [19], is a situated display focused on enhancing communication 
between loved ones through picture frames and light patterns. If a user picks up a 
picture frame, the displayed colors are transmitted to the corresponding Lumitouch. 
Likewise, the Relational Pillow [20] is an augmented pillow that provides a simple, 
intimate, and personable communication medium between loved ones through touch 
sensors and light patterns. Both projects implement a communication schema de-
signed to support a one on one interaction. 

Other researchers have enriched common home objects such as lamps or plants to 
induce a sense of presence. The 6th sense [21] is a light sculpture with multiple small 
lights each one representing a person close to the user. A similar project is the 
FamilyPlanter system [22], with infrared and ultrasonic sensors that detect a person’s 
presence and sends this information to the sister plant in a remote location. The re-
ceiver plant obtains the motion information and gleams fiber optics to indicate the 
remote human presence and rotates to indicate the remote human motion. 
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Some researchers have focused on intergenerational interactions across homes. 
Virtual box [23] is designed to mediate intimacy between children and grandparents 
through a virtual hide and seek game. The virtual box carries various virtual items that 
can be hidden in the house, and while playing the game the grandparents and children 
exchange virtual objects such as messages, gifts or photos. A similar display to eBowl 
is GustBowl [24], a one to one interaction ambient display designed to share everyday 
experiences between mothers and sons. When the son’s bowl detects the presences of 
an object, it records its movement and takes a snapshot of it, and then this information 
is sent to the parents’ home. With this information the parents’ bowl will wobble as 
recorded and display the snapshot of the object with the intention of transmitting the 
message of “arriving home”. 

In efforts such as this, where the aim is to maintain a feeling of connectedness be-
tween generations, similar studies explored situated displays to keep older adults in 
touch with people they care about. For example the Epigraph [25] is a screen divided 
into a number of channels, one representing each family member. Channels can be 
updated via email, text or picture message. Nevertheless this prototype provides dif-
ferent ways of sending content to the older adult. This requires an extra effort from 
family members and has a fixed number of channels for a limited number of contacts. 
Similarly, the Sharing the Day’s events [26] sends pictures, drawings or videos to a 
fixed screen in the older adult’s home.  

There is a considerable research in use of ambient technology to help older adults 
to live independently; also previous explorations have designed technology to provide 
a sense of connectivity between family members. The focus has been on providing a 
sense of awareness among family members by monitoring the older adult’s activities 
or providing manners to share “digital snapshots” of the family members daily living. 
Our research, however, focuses on providing this asymmetrical awareness by integrat-
ing older adults to existing SNS with the use of ambient displays. 

3   Understanding the Role of Communication and Interaction to 
Maintain Emotional Family Ties  

For four months we studied how older adults maintain emotional ties with their rela-
tives in three conditions: (a) older adults with cognitive decline that live in a private 
nursing home (b) older adults living with their relatives or independently and (c) older 
adults participating in a social network site. A total of 9 older adults, 32 of their rela-
tives and the nursing manager participated in the study. 

3.1   Methodology 

Figure 1 shows the methodology of our qualitative study divided in three main 
phases. Our aim of this study was designed to capture four major themes: (1) how 
family ties are maintained, (2) which artifacts use during the social interactions, (3) 
how family interactions are promoted and (4) the main social barriers that difficult 
these family interactions.  
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Fig. 1. Field trial methodology 

Our first phase was conducted at a private nursing home that it is specialized in the 
care of older adults with Alzheimer or Dementia. Currently there are thirteen patients 
registered who are in different stages of Alzheimer ranging from initial to terminal 
stages. The medical practices are paper-based and video cameras are placed in public 
areas within the residence premises to allow relatives to watch their older adult via 
Internet. At the nursing home we conducted interviews with the geriatric animator 
(n=1), with older adults aged between 65 and 97 with or without mild cognitive de-
cline (n=4, 1 female) and with the relatives visiting the residence (n=3, all males). We 
selected our participants based on their mild cognitive decline. However, all of them 
have also some physical illness or had sequels from a severe clinical episode such as a 
stroke.   

During our second phase we studied older adults attending to a government social 
welfare facility where their main goal is to provide to older adults the tools they need 
to be economically self-sufficient guaranteeing their integrity and security. Based on 
this, the main requirement for older adults is to be mentally healthy, primarily because 
the occupational therapies require some skills, for example, painting or making imita-
tion jewelry. We conducted interviews with the social coordinator (n=1) and with 
older adults living independently and assisting to occupational therapies (n=5, all 
females), aged 62 to 81.The selection criteria were based on them attending the thera-
pies, at least twice a week. 

Finally, our third phase, aimed at further explore communication issues between 
older adults and their family. We chose one family from the second group of our 
informants. We selected this family because their members are geographically dis-
tributed and most of them have been using Facebook for the last two years. The fam-
ily includes an 89 years old adult (i.e. the grandmother) who lived with one daughter 
and 18 relatives of two generations, 8 males (i.e., 2 sons, 4 grandchildren and 2 
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grandchildren in-law), 10 females (i.e., 4 daughters, 1 daughter in-law, 5 granddaugh-
ters and 1 granddaughter in law), aged between 18-55. Family members are geo-
graphically distributed, in 6 cities within two countries. The grandmother is an active 
person who has consistent routines for each day of the week, everyday goes to a gym 
to walk on a treadmill for around 10 to 20 min. And despite of the fact that she takes 
English and multimedia classes, she is not a regular user of technology, for example, 
she seldom uses a computer and when she does, it is with the assistance of a relative, 
nor does she uses a cell phone. With this family we conducted interviews and a com-
munity attachment questionnaires with the grandmother (n=1) and with 2 relatives 
(n=2, females). 

We later transcribed and analyzed these handmade detailed records using grounded 
theory a systematic research methodology for generating theory from data [27]. 

3.2   Results 

We found that one of the biggest barriers in maintaining strong emotional ties is that 
older adults are often disassociated with events related to their relatives’ everyday 
life. Interesting patterns of communication arise from the time participants spend with 
the older adult including their geographical proximity and their age. Also we can see 
how the use of SNS among our participants in the third phase has changed for incor-
porating strategies to keep in touch with their community using the SNS. Finally it 
was interesting to found that conversation topics varied from shallow interactions to 
emotional personal aspects when interacting face-to-face. 

Barriers in Maintaining Emotional Ties. We found out that the major barrier for 
our participants to maintain emotional ties was geographical distance. Children who 
moved out of town for seeking new employment opportunities or for continuing their 
studies abroad had more difficulties to keep in touch with the older adult. As a conse-
quence, older adults frequently felt disassociated with family events because they 
cannot communicate as often as they wanted due the high cost of social communica-
tion (telephone, cellular phone). 

Particularly in the nursing home we found that severe cognitive decline impacts 
negatively in the frequency of family visits. Also, the lack of knowledge led to feel-
ings of resentment towards the older adult during episodes of mental crisis. 

It was interesting to observe how the grandmother felt disassociated with family 
events because family members were using a SNS or email to stay in touch with each 
other and she was unaware of the content of these interactions. As a consequence, 
some of their relatives act as proxy to the SNS by occasionally showing to the grand-
mother the type of information shared through such social media. 

Communication Among Family Members. From the participants studied we identi-
fied three interesting cases that illustrate general patterns of communication between 
the grandmother and her relatives. These patterns of communication depend on the 
time participants spend with the older adult, their geographical proximity and their 
age. We illustrate through scenarios some of these communication patterns:  
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“Mary1 is a teenager with an active social life that sporadically visits her 
grandma. As most teenagers, she is involved in several social activities in-
cluding playing volleyball and partying with friends. She is also an active 
Facebook user, uploading on average 3 photos and making 4 comments, 
per day. She communicates with her grandma mostly by phone and they ha-
bitually talk about Mary’s school, grandma’s favorite television shows and 
English classes. Soon, Mary will move out of her hometown to attend col-
lege. She is a bit concerned on how she might be able to keep in touch with 
her grandmother when she leaves town.” 

Despite Mary’s interest in maintaining emotional ties with her grandma, grandma 
is quite unaware of Mary’s everyday activities. In contrast, other members of the 
family have incorporated strategies to keep grandma up to date with important events 
in their lives. That is the case of Jimmy: 

“Jimmy, her grandson, lives in Mexico and just had a son. He calls 
grandma twice a week and talks with her about his job, his son’s activities 
and his family’s well being. He also discusses with her the most important 
events that have happened in her life. In addition, as a lawyer, he is helping 
her with a legal problem. To complement their conversation he sends pho-
tos to his grandma through one of his aunts. Jimmy is a frequent Facebook 
user, uploading 2 photos and making 2 comments on average per day. He 
takes himself a daily picture and uploads it to the SNS.” 

Even though Jimmy is not as active as Mary in the SNS, the information he up-
loads aims at keeping his family updated on his life. A third case is one of the older 
adult’s daughters: 

“Danna is grandma’s oldest daughter, lives with her, and takes care of 
her well being. Danna uses Facebook once a month and shows grandma 
digital photos and emails sent to her by other family members.” 

Becoming an Outsider for not Using Technology. The analysis of the family’s 
communication patterns showed that the use of Facebook has been rather heterogene-
ous due participants’ computer skills and computer access. The content of the infor-
mation uploaded by the participants into Facebook has changed over time. At the 
beginning participants uploaded information aimed at building a persona in the SNS. 
Before Facebook, this type of information wasn’t being shared and learning about it 
raised an interest in relatives in preserving the community at the SNS. Therefore the 
type of information being shared in Facebook became more personal and highly rele-
vant to the family. It is interesting to note that despite of grandma not participating in 
Facebook there is an interest of both, relatives and her, to become part of it.  

Grandmother: “Well, I tell them (her family members) to show me the 
photographs, otherwise they may forget…” 

As consequence she misses a lot of information and sometimes she is not able to 
follow a conversation in a family reunion when family members start talking about 

                                                           
1 All names have been changed to protect the privacy of our informants. 
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“Facebook events”, such as a comment in a photo. What is clear is that this family 
shares a lot of information through the SNS and as a result, the grandmother feels 
disconnected with such community and even feels like an outsider in her own family. 

Information Shared. The type of information shared among members of this family 
is a spectrum from merely shallow interactions, such as jokes, to such information 
shared with an emotional component, such as problems or even feelings. 

It was interesting to found that the type of information shared when participants in-
teract face-to-face was very shallow. Participants who live nearby interact quite often; 
therefore, there is no need for them to exchange information about their well being, 
their location or activities. Instead the family used the time they spend together to 
have a playful and relax time as gateway to escape from their problems and their 
everyday routines. In contrast, the type of information shared in Facebook is very 
explicit and frequently includes information about feelings and moods. In addition, 
this information shared by participants in Facebook includes a lot of detail about their 
location, activity, status and relevant pats or upcoming events. For instance, one 
might know specifics about one’s schedule of work/school and social activities. Work 
details generally include knowing the days and times that one is working/studying, 
rather than knowledge of work appointments and meetings. For instance, once Mary 
changed her status to “boring at […] class”. As a result, six of her relatives make fun 
of her telling that she must pay attention to her class instead of playing around with 
Facebook. Then, Mary explained to them that she had just finished the class’ exercise 
so she had time to play a bit.  

4   An Ambient Display to Connect Older Adults with Their  
Family SNS 

The study findings motivated the development of an ambient social network that 
seamless integrates older adults to SNS. The ambient SNS is made of two ambient 
displays, the ePortrait and the eBowl. The aim of the ePortrait is to provide awareness 
to less technically inclined individual of their on-line social networks. The eBowl 
provides a natural interface to interact directly into the SNS by sharing shallow in-
formation as usually happens when relatives interact face to face. Following a user-
centered approach we developed design requirements, indentified limitations and 
scenarios that were later used to iteratively develop the ePortrait and the eBowl.  

4.1   Implementation of the ePortrait 

Figure 2 shows the general architecture of ePortrait. The system collects new photo-
graphs published in Facebook, edits them and publishes them in a RSS file read by 
the digital frame. The main module retrieves, through Facebook API calls, the list of 
friends associated to the older adult’s Facebook account and retrieves the last ten 
photos uploaded by each one of them. Once the photographs are downloaded, the 
Editing module adds at the bottom of each photograph a caption, written by the family 
member, and a reference number at the top right corner. The photo’s context is en-
riched with these references, helping the older adult to associate each photo with 
his/her relatives. 
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Fig. 2. The ePortrait’s architecture 

The RSS feed contains the last four days of photographs uploaded, giving the older 
adult the opportunity to enjoy them for a reasonable period of time. The digital frame is 
configured to read the RSS feed each time it is turned on and each photograph is displayed 
for one minute. Figure 3 shows an example of a photograph displayed in the ePortrait. 

 

Fig. 3. Photograph showed in the ePortrait 

4.2   Integrating Feedback into the ePortrait: The eBowl 

The objective of the eBowl is to integrate feedback to the ePortrait to fulfill two main 
purposes: (1) share a joke and indicate how funny the joke seems to the user and (2) 
monitoring the older adult’s home presence. 

We enhanced the ePortrait with an ambient display to provide a bidirectional inter-
action between the older adult and her family social network avoiding the high cogni-
tive load that a traditional interface of the SNS presents and activity cues for inferring 
the older adult’s availability.  

The eBowl consists of a bowl decorated with an array of leds and a set of USB 
building blocks denominated Phidgets [28]. The array of leds that emit derided light 
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patterns, RFID tags inside the vine balls, a RFID phidget to monitor the RFID tags, a 
PhidgetLED to control the array of LEDs and a netbook which controls both phidget 
boards (see Figure 4). The ePortrait retrieves a daily joke from a repository of jokes 
that is maintained in a server and creates a photograph that contains it, which is added 
at the end of the RSS file. This content can be easily monitored by the older adult and 
promotes family interaction through the eBowl.  

Our design allows the older adult to share the current joke displayed in the digital 
frame by placing a unique “sharing” vine ball inside the eBowl. The ball contains a 
RFID tag which, when identified, triggers the service to share the current joke with 
the family, via Facebook. Every family member can then read and rate the joke. At a 
given time, the service collects the rates of the current joke and displays a light pat-
tern on the older adult’s eBowl as an indication of the relatives’ laughs.  

 

Fig. 4. The eBowl sentient display 

We added an extra feature to the eBowl to notify relatives the whereabouts of the 
older adult. When the older adult places her home keys inside the eBowl, her status in 
the SNS changes to “at home”, providing an activity cue to the relatives (see  
Figure 5). Similarly, when she takes out the keys from the eBowl, members of the 
social network will be notified that she is going out. This gives relatives the opportu-
nity of knowing when it might be a good time to call. 
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Fig. 5. Activity cue using eBowl 

5   Evaluation 

For a period of 21 weeks, we conducted a field trial of our prototype system with one 
family. From the older adults who participated in the original qualitative study, we 
selected Meg, an 88 year-old grandmother whose relatives are geographically distrib-
uted, many of whom have been using Facebook at least two years. A total of 18 rela-
tives participated in the use of both ambient displays and had on average a 19 moths 
(s.d. 6.4) experience using SNS services such as sharing, tagging and commenting 
photographs. 

A total of eight participants were selected, four grandchildren (n=4, two females) 
and four daughters. Two grandchildren and two daughters who participated in the 
study lived abroad and one daughter lived with the older adult and was the primary 
caregiver. These 8 relatives are a representative sample of the family presenting a 
diversity of characteristics including geographic proximity, frequency of contact and 
relationship with the elderly. We conducted 6 interviews with the older adult and 8 
interviews with relatives, 2 by phone, 4 by IM and 2 face to face, during the period of 
deployment. 

 

Fig. 6. a) The ePortrait in the bedroom b) The ePortrait and eBowl in T.V. room 
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The evaluation was conducted incrementally, introducing each ambient display at a 
different moment so the older adult and relatives became familiar with the designs 
and to evaluate the impact of each characteristic of both prototypes. During the first 9 
weeks, the ePortrait was deployed in the bedroom of the grandmother (see Figure 6a) 
because grandmother Meg identified this location as a private space and where she 
spends most of their time. The next 12 weeks, the ePortrait was placed in the TV 
room (see Figure 6b) to explore a more periphery used of the display. And the eBowl 
was deployed in the TV room during the last week of evaluation. 

5.1   Results 

In this section we present the impact of both prototypes on certain aspects of grand-
mother Meg’s life. These findings also reflect the impact of using SNS’s outside the 
desktop environment and helping older adults maintain asymmetrical relationships 
with their relatives. Meg rapidly adopted both ambient displays and described them as 
pleasant and attractive.  

“very pleasant, not difficult to use, I just need to turn it on/off” 

Also she stated that both displays were very useful, the ePortrait was a way to keep 
up with family events and eBowl as home awareness device for her relatives:  

“very useful [ePortrait] to see if there is something new, to be informed…”. 

“I love It [eBowl], because they know if I am home or not and if they call me 
they know I am going to answer” 

Pathways and Routines. When the ePortrait was deployed in Meg’s bedroom we 
found out that she included to her daily routine the activity of watching the photo-
graphs every morning for around half an hour. We did not expect this type of behav-
ior since older adults are very careful on managing their time and have specific  
communication routines [25]; nevertheless it was important to observe how the grand-
mother became interested in observing the activities of her relatives that she was un-
aware of. During one interview we asked why she spent so much time every day 
viewing the pictures. She stated that the ePortrait was a way for her to keep up with 
family events.  

When the ePortrait was moved to the TV room we observed that Meg rather used it 
as a peripheral display providing her continuous awareness of their relatives’ life. In 
contrast with the use of the ePortrait in the bedroom, in the TV room she just glance 
at the ePortrait when watching TV or passing nearby. Whenever she found something 
of interest she approached the digital frame to read the caption and/or look at the 
photograph closer and with more detail. Although in this setting she did not change 
her routine she did change her patterns of movement, recognizing the TV room as the 
center of his paths crossing by as much as possible to glance new information at the 
display. 

Meg’s relatives included new activities when using Facebook to their usual rou-
tines or persuaded them to more frequently use Facebook. For example, one grand-
daughter expressed that after the deployment of the ePortrait she started to upload 
photographs and tagging people to them. 
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“I upload more photographs and tag them more often. Before my grandma had 
the ePortrait I did not tag her in any photograph” (granddaughter Mary) 

Finally Danna who lives with the older adult now joins the SNS less often since 
she can see the photographs with the ePortrait rather than with the computer. She 
prefers to know what is new in the family through the digital frame rather than using 
the computer. 

“I only use it once a month; it is easier just to glance at the digital frame”. 
(daughter Danna) 

Empathy and Conversation Enhancer. We found that the ePortrait helped Meg 
develop empathy to her relatives, feeling part of their daily life experiences. Now, she 
is more aware of where they go, who their friends are, and what is their social envi-
ronment. Despite the fact that the use of SNS involves a general concern about pri-
vacy issues, relatives did not show a concern related to sharing their daily life events 
with grandma Meg. 

“I am not worried, because there aren’t pictures that grandma should not see” 
(granddaughter Mary) 

Grandma Meg used the ePortrait as a virtual entity of the relatives in the SNS to 
induce a sense of presence. She described feeling emotionally connected with her 
loved ones even if they could not visit or call her. Also the grandmother realized how 
the photographs trigger and enrich their conversations:  

“I keep seeing them… as when they come to visit me […] and I realized that we 
have more topics to talk about”. 

Similarly, the eBowl help grandmother Meg to have new topic conversation that 
she always wanted, jokes. Besides the use of sharing jokes through eBowl, grand-
mother Meg uses the daily joke to enrich face to face conversations: 

“I told a joke at my grandsons’ home and they laugh a lot” 

Instead of inducing the sense of the physical presence in the older adult’s home, 
the ePortrait induces a sense of presence by using the already existing virtual entity of 
each relative on the SNS, helping to establish an emotional connection through the 
photographs. During the interviews the older adult express that even though some of 
their relatives can visit her that often she felt more close to them almost like she is 
seeing them every day. 

“I feel [my relatives] closer; if they can’t come I still see them and keep remember-
ing them. I am up to date on what they are doing; where they go… it is similar as if 
they came to visit me. If they cannot come for some reason, I do not feel sad be-
cause they are still thinking about me” 

Activity on the Family Social Network. Relatives expressed enthusiasm with the 
display. For example, one subject created his account, at the beginning of the project, 
just for the purpose of sharing photographs with the grandmother. Privacy issues was 
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not a concern with relatives, they did no express any concern about the content being 
shared with grandmother Meg, mainly because they have an open relation with her 
grandmother. Table 1 shows the number of photographs uploaded before and after the 
use of ePortrait. 

Table 1. Number of photographs uploaded 

 Prior to ePortrait With ePortrait 

Relationship n Total  
photographs 

Average Total  
photographs 

Average 

Grandsons 6 598 99.66 678 113 
Granddaughters 7 555 79.23 765 109.29 
Sons 2 31 15.5 0 0 
Daughters  3 545 136..25 451 112.75 

 
Relatives’ activity in the SNS was rather heterogeneous—largely due to similarly 

heterogeneous computer usage patterns, but overall, they described being pleased 
with the participation of their grandmother in the SNS. As a result, they incorporated 
several strategies to get her involved. For instance, more photographs with family 
content were uploaded to Facebook with the aim of increasing the probability of shar-
ing them with their grandmother. Another strategy was to tag the grandmother when 
photographs so she could see them more quickly. Consequently, Meg began using 
digital information as an information source when socializing with their loved ones. 
For instance, the older adult explained:  

“I told them last night a joke about a photo. I like it because now I know about 
what can I talk to them”.  

Also we observed a change in the content of the photographs and an increment in 
some activities in the family social network. After ePortrait was introduced relatives 
started to upload photographs with more family content: 

“I try to upload more photographs or comments related to what I am doing” 
(grandson Jimmy) 

Relatives’ activity in the SNS was rather heterogeneous—largely due to similarly 
heterogeneous computer usage patterns, but overall, they described being pleased 
with the participation of their grandmother in the SNS. As a result, they incorporated. 

6   Conclusion and Future Work 

Ambient social networks offer a new type of interaction, helping older adults to con-
nect with SNS while avoiding the high cognitive load present in the standard inter-
faces of these systems.  The ePortrait is an affective digital frame that allows an older 
adult to become part of a social virtual network and keep in touch with her relatives’ 
life. The eBowl provides means to communicate their status through the manipulation 
of physical objects. The results of an evaluation highlighted the importance of provid-
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ing feedback so that a bidirectional sense of presence in the social network can be 
established. This research will contribute to new opportunities of use of the online 
communities by giving new ways of interaction to the elderly.  

We plan on investigating the advantages and problems of using ambient informa-
tion systems to integrate the older adults to these online communities. In this longer 
evaluation a couple of ambient displays will be deployed with at least 3 families 
which not necessarily will have an expertise in using social networks. This will allow 
us to understand how the family dynamics might change over the use of these ambient 
devices or how privacy or cost issues might arise. Also with a longer evaluation we 
expect to gather interesting data to provide feedback into the design of these systems 
and might help prevent isolation, disassociation and enhance their quality of life. 
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Abstract. The lack of communication channels and support information can 
make the critical search and rescue of survivors after a disaster an ineffective 
process resulting in losses. This work addresses this problem by proposing a 
simple and portable command post application based on mobile devices and ad-
hoc networks. The application provides support to communication and collabo-
ration aiming to speed up the SAR process. The system architecture and some 
implementation issues are also presented.  

Keywords: Portable command post, search and rescue, coordination activities, 
information support, mobile workers support, low-cost system. 

1   Introduction 

When large-scale disasters affect urban areas, large response efforts must be done in 
order to try to minimize the effect of the extreme event on the population. Earth-
quakes, tsunamis, volcano eruptions and floods are some of these extreme events. A 
large number of organizations participate in the relief effort: police, firefighters, 
health organizations, government agencies, ONGs, and even citizens, who may look 
for and try to rescue other people. 

In these situations, it is common to hear about improvisation, delayed assistance, 
lack of information to make decisions, and lack of communication and coordination 
among the first responders conducting the response process [13]. The empirical evi-
dence shows there is no country prepared enough to deal with large-scale disasters. 
This situation is worse in countries with limited resources (such as personnel, equip-
ment, and transportation systems), where first responders need to conduct fast and 
effective response processes. Recent earthquakes in Haiti and Chile unveiled the chal-
lenges to be addressed by assistance organizations when the need for response largely 
overcomes the capability of the task force. 

A very urgent and critical activity to be conducted after a natural catastrophe is the 
search and rescue of survivors. Typically, firefighters play a key role in this activity, 
because they are trained to be the first-line task force during emergencies. In the case 
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Fig. 1. Incident command system hierarchy 

of Chile and several other countries, firefighters are basically volunteers. Further-
more, their organizations typically have little state-funded support. Thus, any solution 
they apply or use in the field must involve a low cost for the organization.  

Firefighters have a clear protocol that allows them not only to work autonomously, 
but also to cooperate with other units in order to reach a common goal. Moreover, the 
search and rescue (SAR) protocol allows firemen to trigger relief efforts within a 
short time period of 48-72 hours. However several studies indicate the first 24-48 
hours are the most critical ones to rescue survivors [2; 4].  

This article proposes a simple and portable command post to improve the effec-
tiveness and speed of the search and rescue process. This command post can be  
implemented through a lightweight and autonomous collaborative system including 
pre-loaded information to support decision-making.  

Section 2 describes the main issues involved in the search and rescue international 
protocol. Section 3 explains the design aspects involved in the proposed portable 
command post. Section 4 presents and discusses the related work. Section 5 presents 
the conclusions and future work. 

2   Search and Rescue International Protocol 

The first preventive task that has to be done before a large-scale emergency is the 
definition of a protocol to guide rescue efforts. The Incident Command System (ICS) 
establishes a well-known and validated protocol for addressing emergencies of vari-
ous sizes, within a flexible and scalable organization [9]. This response protocol es-
tablishes the first team arriving to the emergency site is in charge of the response 
process. The most experienced firefighter in the field becomes the incident com-
mander (IC). The incident commander works in the command post, which is located 
in a safe area; usually outside of the emergency site. This person is responsible for 
organizing, coordinating and controlling the relief efforts. The IC also acts as a hub 
that gathers and distributes information from/to the rescuers.  

The IC task force includes personnel in charge of the operations, logistics and 
planning area (Fig. 1). The operations team leader (OTL) is in charge of requesting 
and coordinating actions in the field. This person divides the team in small units and 

assigns them a unique work area and 
a specific goal. Each response unit 
has a leader, who is in charge of 
coordinating the rescuers and 
reporting information to the OTL. 
Similarly, the OTL reports to the 
incident commander. 

While the work done by response 
teams is important, the work per-
formed by the IC and the OTL plays 
a key role in the search and rescue 
process. Most decisions made in the 
field are supported by information 
provided by these persons. 
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Today many IC and OTL continue using whiteboards, paper and pencils to perform 
their job. Most of the information these persons exchange among them and with the 
response unit leaders is based on paper and radio messages. The main reasons to use 
these tools are two: (1) they have proven to be useful in traditional emergency man-
agement, and (2) the alternative solutions available in the market are too expensive 
for volunteer firefighting organizations. 

This paper proposes to replace this traditional command post by a portable one 
able to run on a laptop or tablet PC. This command post is easy to transport and de-
ploy. Its cost is similar to the cost of the device where it is running. The collaborative 
system implementing the command post functionality is used by the IC, OTL and 
response unit leaders. Thus the information exchanged among these people may be-
come fast and accurate, making the SAR process more efficient and less error-prone. 
The proposed portable command post also improves the way in which the information 
is presented in order to improve the support for decision-making. 

3   Portable Command Post 

This proposal is based on the authors’ previous work [8], which currently helps fire-
fighters to manage daily emergencies in urban areas, e.g. fires and car crashes. This 
legacy system implements a fully distributed peer-to-peer architecture that allows 
collaboration between firemen using two versions of the same system: a lightweight 
version (that runs on PDAs and smartphones) and a full functional version (running 
on laptops, desktops and tablet PCs). This application can be used standalone, but in 
such case the system features are reduced to a Geographical Information System that 
embeds location resource functionalities (through GPS) and support to do annotations.  

The system also allows users to mark interest points and areas on the digital map 
(e.g. the emergency site, nearest hydrants and hospital), and also request information 
about the current response process conducted at a certain emergency (e.g. emergency 
type and location, involved trucks, and fire companies attending the event).   

In case of large-scale disasters affecting urban areas, the probability to find the 
physical infrastructure just as it was before the extreme event is very low. In these 
situations, there is a need to count on geographical information of the affected area 
that allows rescuers to perform their work and collaborate with other teams. Having 
on-time and accurate information can help improve the effectiveness and speed of the 
SAR process; and therefore it may help reduce the number of victims.  

3.1   Supporting Fieldwork with Mobile Technology 

In order to help improve information availability, delivery and exchange in the field, 
this article proposes to adapt the legacy system to create a portable command post 
(PCP) that allows incident commanders and operations team leaders to make on-time 
and effective decisions during SAR processes. The collaborative system implement-
ing the PCP inherits the fully distributed peer-to-peer architecture and also the auton-
omy provided by the legacy system.  

The PCP also implements two versions of the system: a lightweight version (that 
runs on smartphones) and a full functional version (that runs on laptops/tablet PCs). 
Although the nodes running full PCP versions act as regular nodes of a mobile ad-hoc 
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network, they embed particular functionality to support the work of the IC and OTL. 
The lightweight PCP supports the work of the response unit leaders, whom use the 
application to display information and mark interest points/areas on the digital map. 

Periodically, they have to synchronize 
their work, either to inform the command 
post of progress made, or to transmit 
information to other teams beginning their 
work shifts. Fig. 2 displays a possible 
distribution of the PCP and mobile users 
in the emergency site. Each device has an 
area of connectivity with other devices; 
intersection of these areas mean the de-
vices can connect to each other. 

Since the needs of these actors are dif-
ferent, they require different devices for 
accessing data, e.g. laptops, smartphones. 
The ideal situation would be to have a 

truck or building dedicated to communications support. The operations team leader 
can input hand-written information and make decisions using a tablet PC, as he is 
more likely to be on the move. Unit leaders can access relevant information (e.g. the 
marked building plan of the area assigned to his unit) through mobile devices that 
support high mobility, such as smartphones. 

This ideal situation may be unlikely, due to insufficient resources or the impossi-
bility to reach an isolated location by land. In that case, the portable command post 
may consist of laptops, and the rest of the users may interact using smartphones. The 
portable command post is suitable to support work in these three scenarios, and it is 
therefore adaptable to diverse conditions. The PCP can provide several services that 
are not available in a whiteboard or paper-based information, e.g. timely access to 
information, and to exchange information with other interested parties.  

3.2   Portable Command Post Services 

The PCP system is based on maps, since they provide firemen with orientation in an 
unknown area. The map can help them find access to water sources, safe places in 
case of sudden threats, and location of resources. This base map may be a road map, 
satellite, hybrid map, or all three depending on the availability of data for the affected 
area. However, since the geography of a place may change after an emergency, the 
tool also provides firefighters with services to pinpoint the emergency area over the 
base map, as shown in Fig. 3a and Fig. 3b, as well as mark other points of interest 
(e.g., field hospitals to treat the wounded). 

Firemen usually need a higher level of detail than the one provided by the geo-
referenced maps (e.g. distribution of apartments on a building floor). In these cases, 
hand-drawn maps can be created like the ones in Fig. 3c and Fig. 3d. The maps are 
organized in a hierarchical (zoom in – zoom out) collection, in which firefighters can 
explore an emergency area at various levels of detail. Relevant information added to 
the lower levels should also be visible at higher levels in aggregate form. For exam-
ple, the incident commander has marked in green those areas where work is finished,  
 

  

Fig. 2. PCP deployment in the field
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(a): General map (b): Detailed Area (c): Subdivided area (d): Subdivision of area C 

Fig. 3. Example of the hierarchical display of maps within PCP 

and in yellow areas with ongoing work (Fig. 3d). This information is also visible in 
the aggregate view presented in Fig. 3c. 

Since SAR protocols may temporarily change because of unexpected circum-
stances, we propose to add semantic meaning to a few fixed options in the PCP sys-
tem (e.g., status of an area, or number of victims found) to permit users to input any 
other type of information they consider is important for the situation (e.g., stable 
walls, or evacuation routes). Each map should allow users to enter information on it. 
Some information will be used in the aggregate view that is displayed to the IC.  

Typically, the first operation assigned to rescuers is a reconnaissance stage. At this 
stage, some groups will be in the field identifying the type of area, e.g. residential, 
commercial, and industrial. The operations team leader will determine those areas that 
should be searched and those that should not. Then, the OTL will assign the task force 
to the area, splitting them in groups and assigning a sub-area to each group. Thus, 
each sub-area could be in one of three stages: under review, already reviewed, or to be 
reviewed. As a way to communicate the status of each area in the aggregated view, 
we propose a color for each possible status: yellow for under review, green for al-
ready reviewed, red for an area with a review still pending. Areas not needing review 
will be marked black.  

3.3   Portable Command Post Architecture 

Fig. 4 shows the architecture of the application, which is divided into three layers: 
interactive tools (UI), views handling and data management. From a UI perspective 
many of the provided features depend on the underlying device. For example, a Tablet 
PC would allow all the proposed features through a stylus, while a regular notebook 
might provide them with a mouse.  

 Services embedded in the second layer manage two information sources: regular 
geo-referenced maps and sketched maps. The former ones come from GIS and spatial 
databases, and they are stored as vectorial data. The latter ones are drawn by the user 
and they are completely self-contained.  

Data management layer embeds services that allow the application to work in two 
modes: as a standalone or as a collaborative application.  
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Fig. 4. PCP Software Architecture 

In the first case the PCP 
works autonomously and 
uses local data and services 
to provide its functionality. 
The data repository can be a 
relational, XML or spatial 
database. When the PCP 
works in collaborative mode, 
it requires counting on a 
communication channel and 
computing devices to form a 
mobile ad hoc network. In 
such case, the application 
can work similar to a 
traditional collaborative 
peer-to-peer system, where 
the nodes can exchange and 
synchronize information 
among them, and also 

provide awareness of user’s availability and activities. This operation mode can use sev-
eral data sources; typically local and remote repositories. In both operation modes PCP 
provides services for handling basic annotations like search area status and also for other 
semantic annotations like the ones proposed by the INSARAG standard. PCP also allows 
handle the abstraction level of these annotations.  

4   Related Work 

The development of Information Technology Systems (ITS) to support the emergency 
response teamwork has many works published in the literature. For a long time, crisis 
management systems were based in the military model of Command and Control 
(C&C) [3]. For many authors, the need to change the theories of emergency manage-
ment creating new paradigms is imperative to improve the flexibility of the C&C 
structures [1, 10]. Their aim is to make them more efficient, multi-disciplinary and 
multi-institutional, increasing the collaboration between C&C and the field respond-
ers and allowing sharing planning and resources to stabilize the crisis [12]. 

The decision process in C&C rooms has been covered in the literature and several 
studies indicate its complexity [1; 3]. The same situation is true for the first responder 
process in the field, which is very dependent on its contextual knowledge of the event 
as well as the responder’s experience. These issues are also addressed in the literature 
[7; 11]. Recent disasters such as 9/11, the Asian tsunami, the Katrina hurricane and 
the Haiti earthquake demonstrated these limitations [5].  

Similar applications have been developed after several large-scale disasters. Jiang 
et al. [6] developed a similar incident commander supporting tool, but contextualized 
in a developed country (USA). They support functionality for map sketching and 
resource management. However, since their work was done during 2003, the available 
mobile technology was not as widespread as nowadays, which limits the proposed 
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system. Their work is also focused in daily firefighter emergencies instead of large- 
scale disasters. Wu et al. [15] present a system prototype (CIVIL) developed to sup-
port map-based decision-making. Their main goal is to allow a panel of three experts 
(Public Worker, Environmental expert, and Mass Care expert) to develop a plan dur-
ing an emergency situation. Therefore, the application supports the exchange of in-
formation between the different roles and was not designed for chaotic and unplanned 
task forces. Finally, Wagner et al. [13] developed a system called COORDINATORs; 
it basically provides “…decision support for first response teams and the incident 
commander by reasoning about mission structures, resource limitations, time consid-
erations, and interactions between the missions of different teams”. However, the 
focus of this application is the use of multi-agent systems to actually perform these 
tasks. This approach proposes the automation of the planning and evaluation phases. 
It differs from the approach presented here which is to facilitate search and rescue 
activities through mobile technological support. 

5   Conclusions and Future Work 

This paper proposes a portable command post (PCP) to support the work of rescuers 
in large-scale emergencies. It was designed considering the SAR activities performed 
mainly by firefighters, whom usually are in charge of doing and coordinate this proc-
ess. The proposal was based on the existing incident command system protocol, and 
provides several advantages over what is in use today. First, the proposed tool is low-
cost and can be adapted to different scenarios depending on existing resources. Sec-
ond, the tool can be used for various types of emergencies, since it supports work that 
is not routine or planned. Third, this system is superior to whiteboard and paper-based 
systems in that it may help firefighters quickly find relevant information as well as 
exchange it, and it may even provide mechanisms to share information with outside 
organizations, such as government agencies and the press. Fourth, it is easy to trans-
port and deploy the PCP, providing firemen in the field with the autonomy (in term of 
supporting information and services) required for this type of activity. Finally, the 
PCP also allows firefighters to review the emergency and analyze it by providing 
technological support. This capability could help firefighters to review their protocols 
and learn for future emergencies. 

The next steps in this initiative include the integration and tuning of the PCP com-
ponents in order to have a complete and stable version of the product. Then, the PCP 
will be used (as a concept proof) to support SAR activities during the search and res-
cue national training program, which is performed by Chilean firefighters.  
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Abstract. It is already known that some collaborative assessment processes can 
provide students not only the possibility to show how well they have under-
stood knowledge content, but also the opportunity to enhance and increase such 
knowledge. Such learning activities also allow instructors to diagnose the qual-
ity of the instructional process. However there is evidence that this type of  
activities involve an important effort. This article presents a mobile learning 
environment named digital workbook, which was designed to support students 
and instructors when applying a Collaborative Examination Technique. The 
tool was evaluated in a Computer Science undergraduate course, and the ob-
tained results are highly encouraging.  

Keywords: collaborative assessment process, mobile computing. 

1   Introduction 

From a collaboration point of view, sharing information is one of the most important 
activities in teaching-learning scenarios. Most of the time students share information 
without using exchange structures or adequate supporting tools. In that sense, collabo-
rative learning techniques provide strategies to support the student learning process by 
doing some activities more than simply watching and listening. However, collabora-
tive learning activities are still difficult to design and apply inside the classroom; 
especially if those activities include new technological elements. In that way, we are 
interested in the development of technological solutions to be integrated in an educa-
tive setting supporting social interactions among different group members. The solu-
tions will allow students to achieve the pedagogical goals in an effective manner, by 
acquiring abilities like problem solving, critical thinking, meta-cognitive thinking 
(learning to learn), and information retention, as it was proposed by Johnson & John-
son [1]. Some years ago the authors proposed a Collaborative Evaluation Technique 
(CET) [2], which involves three stages composing a collaborative examination proc-
ess: a pre-test, a test and a post-test. The pre-test main goal is to help students to  
understand and assimilate, in an early stage, the knowledge that is going to be consid-
ered in the test phase. The test phase involves the individual resolution of an exam, 
similar to a traditional examination process, which is face-to-face and hand-written. 
Finally, the post-test intends to reach two main goals: (1) that students find the right 
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answers to the test questions/items through a discussion among them, and (2) that 
students identify the right points and the mistakes in their answers. At the end, in an 
individual manner, each student grades his/her own exam and give it back to the in-
structor. For the correction of their own exams, the students use the solution outline 
constructed by the group during the discussion session. Finally, students grade their 
own exam as a whole, in accordance with the individual grades assigned to each an-
swer of the test. The students’ answers are then examined and graded by the instructor 
or the teaching assistant. Students that find the right answers during the post-test re-
ceive a bonus in their exam final score. 

On this context, the authors propose to use a collaborative software tool to support 
some activities involved in the CET. It will help to reduce the effort involved in  
performing the CET process. Such tool has been named the Digital Workbook. This 
solution keeps the traditional paper notebook metaphor in order to allow students to 
express their ideas and annotations in a natural way. The digital workbook also offers 
to the users several interaction mechanisms among group members, which can be 
used to support collaborative activities. In that way, students can build in a collabora-
tive manner, their responses to the problems proposed in the pre-test and post-test 
stages by using services of the digital workbook, e.g. the creation of work sheets they 
can share, annotate and publish. Mechanisms such as annotations or publications 
convey communication elements in synchronous and asynchronous way.  

A particular module of this tool, which was named CETProfessor, was imple-
mented to support the instructor during the activity preparation and monitoring proc-
esses. This module includes several services, e.g.: (1) a list of questions that can be 
reused during tests, (2) services to configure access grants for the accounts of  users 
participating in the activity, and (3) various communication services that are useful to 
publish the questions and responses involved in the activity. Some of these services 
include: a sociogram, participation records, and registered users list and on-line. 

The rest of the paper is organized as follows: next section presents background in-
formation related to the development of the proposed collaborative tool. In section 3 
describes the architecture of the digital workbook and its main components. Section 4 
presents the experimentation process performed to evaluate this tool, and also the 
preliminary results. Finally, section 5 presents the conclusions and further work. 

2   Background 

It is important to mention that CET already counts on a collaborative system that 
automates several of its activities. The tool, named MOCET [6] runs on tablet PCs 
and PDAs, and utilizes a stylus to keep the metaphor of the paper notebook. This 
system allows each student to share information just with the instructor. For example, 
a student can retrieve or submit his/her exam using this service. Data persistency and 
synchronization are managed by a platform named SOMU (Service-Oriented Mobile 
Units) [3]. 

Shared objects, e.g. images, text documents or exams, can be accessed on-demand 
by members of a mobile work session. These persons communicate among them us-
ing a mobile ad-hoc network [7], which forms a distributed system. During pre-test, 
each student can share his/her resources with other students; however during the test 
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and post-test students can interact just with the instructor. In every stage these persons 
can do annotations on their private or public resources. If the stage allows them, two 
or more students can exchange or combine their annotations in order to get a consoli-
dated view of their comments. MOCET separates the object from the annotations 
done over them. It simplifies the implementation of several services, such as the anno-
tation exchange and synchronization, and also the replication of shared objects. 

This tool uses an application programming interface provided by Microsoft One-
Note [1], to access services for hand-writing on tablet PCs and handheld devices. 
Although these services are useful, every device running MOCET must include the 
product OneNote as a supporting service. It limits the possibility to reuse the tool in 
more than one scenario. In addition, MOCET have shown some usability limitations 
mainly in the module that allow instructor to prepare and monitor a CET activity. 
These reasons motivated to the authors to develop a completely new system that solve 
the already mentioned MOCET limitations. The result was the Digital Workbook. 

3   Digital Workbook  

The digital workbook was also designed to be used on a Tablet PC; however it does 
not require any plug-in or software product to provide the services to students and 
instructors. The tool implements a public and a private space to manage the resources 
in each computing device. It also implements two communication services: ICET and 
IPageShare. ICET represents the design contract between CETProfesor (module used 
by the instructor) and digital workbook (module used by the students) in order to 
obtain information about proposed questions and group information. IPageShare al-
lows sharing pages between digital workbooks.  

 

Such service is executed 
in an autonomous way, and 
allows students to perform 
distributed presentation or 
share information (e.g. 
pages of the workbook) as 
part of a private session. Fig. 
1 depicts a general diagram 
that allows understand how 
the workbook works.  

The module CETProfes-
sor manages a database of 

questions and users. This information and also the exams can be shared with the  
students using the ICET communication service. Each digital workbook manages its 
own pages (or working sheets) that could be published or shared according to the 
participants needs. 

3.1   Digital User Interface 

Figure 2 presents a screenshot of the digital workbook main user interface. The inter-
face involves five components or interface areas:  

 

Fig. 1. General Diagram of the architecture in the commu-
nication level 
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(A) A list of questions given by CETProfessor. Each question has its own re-
sponses, describing the communication process. 

(B) A list of users that are part of the work group. It uses green color for the con-
nected users and white for the disconnected ones. 

(C) A working area. There it is possible to add lines and some graphical compo-
nents like geometric figures, images and text. Notes or annotations are a spe-
cial type of components allowing students to make some comments about the 
content of certain task. Based on these annotations a sociogram is displayed 
about the interaction of the students. 

(D) A menu bar with different components could be integrated and also the com-
munication services that allow sharing page, working sheets or students’ op-
tions that can be sent to the instructor. 

(E) An information line that allows accessing to the awareness management tool, 
which was proposed in [5]. In order to obtain awareness independence, the 
digital workbook and CETProfessor modules implement their own awareness 
mechanisms. This aspect is going to be evaluated in future experimentations. 

 

Fig. 2. General View of the Digital Workbook (in Spanish) 

3.2   CETProfessor 

This module is used just by instructors and it allows: 1) managing the list of questions 
and users; 2) executing communication services that allow users access shared infor-
mation, and publish students’ contributions through pages or working sheets; and 3) 
facilitating tutor mechanisms to monitor a CET activity.  

Fig.3 presents a screenshot of the CETProfessor user interface. In N) we can ob-
serve an example of how different users have made some comments to the working 
sheets of the teammates. In B) it is possible to observe the list of users registered per 
activity, their connection states and the different responses published in every work-
ing sheet. If the user clicks a question in L), the module displays the responses. In M) 
we can observe the buttons to access the edition window, the questions and the com-
mands to launch and stop the ICET service. 
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Fig. 3. General view of CETProfessor 

The CETProfessor module does not include functionality to edit the responses in 
the students working sheets. If the instructor wants intervene, s/he must send a mes-
sage to the students. In future versions we hope to include mechanisms that allow 
tutor to intervene in a direct manner over the responses working sheets. Next we de-
scribe the experimentation process performed to evaluate this tool. 

4   Experimentation 

During the experimentation phase we worked with students of a Human-Computer 
Interaction course in the Computer Science Program at University A (Colombia). The 
topic evaluated was user interfaces in collaborative systems; particularly: awareness 
mechanisms in CSCW environments, usability and tangible interfaces. A set of ques-
tions were formulated to support the learning of these topics. We worked with 21 
students divided into working groups composed of three randomly selected students. 
Due to lack of Tablet PCs only two of these groups worked with the digital workbook 
(ULD), and the other ones (UT) without digital workbooks. In this experiment three 
tabletPC were used, the ULD groups had to interchange the tabletPCs during the 
activities. In one of these tabletPC, both Digital Workbook and CETProfesor were 
executed, in the others, only the Digital Workbook was executed.  

4.1   Methodology 

The process began with an introductory talk about the topic, where concepts like 
collaborative work and collaborative learning were explained. The working groups 
were organized and every student was responsible to acquire the knowledge related to 
a certain topic (awareness mechanisms in CSCW environments, usability and tangible 
interfaces). Each student studied in an individual manner the assigned topic and s/he 
proposed a brief summary that is going to be worked in the activity. Next section 
explains how do the different activities that conform CET were performed during the 
experimentation process. 
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4.2   The Process Step-by-Step 

During the pre-test stage the following activities were performed:  

Definition of a coordinator (5 min): Each group selected a coordinator, who has the 
responsibility to promote and solve discussions, and also to coordinate the activity in 
a way that permit to achieve the group goal in an efficient manner.  

Resolution of questions in an individual way (15 min): Based on the preliminary re-
search, every student gave an answer to questions of every topic. UT groups did the 
work using paper sheets, while ULD groups used the Digital Workbook.  

Experts Meeting (15 min): Students from different working groups, that have the same 
question to answer, were organized by pairs in order to discuss every question and 
response (Fig. 4). Changes or updates to their responses are saved as a new version of 
the answer.  

Group meeting (15 min): Once the experts meeting has finished, working groups meet 
and discuss the responses to the assigned questions. Any change is saved as another 
version of the response. All documents are sent to the instructor; the ULD groups do 
not need to do that, because the tool provides such service automatically. 

  

Fig. 4. Expert meeting (ULD left, UT center, working groups right) 

During the test stage we applied a traditional test, where one of pre-test question was 
included. We did not use any technological application to support this stage. During 
the post-test the working groups were organized in order to analyze their responses, 
including some annotations and notes if they needed. The post-test considered an 
additional bonus in the score that was added to the average between pre-test and test. 
The activity finished when students graded the exam as a whole. 

After that, students participated in a discussion about the topics worked and they 
talked about the experience of this collaborative practice. At the end, they did an 
exercise that consisted in an essay about the formulation of awareness mechanisms in 
tangible interfaces, in order analyze if students really understood the topics. Although 
this phase is not considered as a part of CET, we think adequate to perform this activ-
ity to analyze if there was an appropriation of the concepts worked in the CET activ-
ity. Finally, we did an interview to the students and they also fill a survey about the 
experience.  
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4.3   Obtained Results 

Table 1 depicts the results obtained during the experience. Groups A, B, C, D, and E 
were working without digital workbook. However groups F and G were working with 
the digital workbook. At the end of each phase the students presented a document 
with responses to the proposed questions. According to these results we can observe 
all groups improved their scores after pre-test. This could imply the CET is a mecha-
nism that permits to support teaching-learning processes in an independent way, if it 
is mediated by a computer. Although all groups improved their results comparing 
grades from pre-test to test, those who were working with Tablet PC got a better per-
formance (their grades improved from 3,5 to 4,37 and from 3,8 to 4,4 into a scale 
from 1 to 5). More important is the level of improvement obtained by the groups 
using the digital workbook, which was between 0,6 and 0,9 points. 

Table 1. Experimental Results 

 CET 

 Pre-test Test 
Bond  

Post-test 
Final 
CET 

Final 
Document 

 

Final 
Grade 

 

A – UT 4.00 4.10 +0.10 4.20 4.1 4.15 
B – UT 4.27 4.43 +0.05 4.48 4.4 4.44 
C – UT 4.23 4.23 +0.10 4.33 4.6 4.46 
D – UT 3.90 4.07 +0.05 4.12 4.3 4.21 
E – UT 4.3 4.33 +0.15 4.48 4.5 4.49 

F – ULD 3.50 4.37 +0.10 4.47 4.5 4.48 

G – ULD 3.80 4.40 +0.10 4.50 4.6 4.55 

 
It is clear that in CSCL scenarios technology is not the only variable that could in-

fluence an improvement of the students’ performance. It is necessary to structure the 
collaborative activities convey a real collaboration. In our experience CET has shown 
to be a good technique that helps improve teaching-learning process and the use of 
supporting technology helps to perform the activity in a better way. The results we 
obtained were based on quantitative date of the results of the test, for future experi-
mentations we are going to include qualitative aspects like some survey about the 
experience of the technique and software tool. During these experimentations we have 
not included the comments of the teacher about the experience. We hope to include 
experience of the teachers using the Model and software tool we have developed for 
further work.  

5   Conclusions and Further Work 

This article presented a mobile collaborative application, named digital workbook, 
which supports activities involved in the collaborative evaluation technique (CET) 
[2]. The metaphor embedded in the digital workbook seems to be appropriate to per-
form the CET activities. This result can be observed through positive impact the tool 
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has had not only to support the experience but also the learning goals. However there 
is a need to establish design guidelines to mitigate the usability problems that still 
have the technologies for hand-writing on Tablet PCs. 

 The digital workbook can also be used to support other collaborative learning ac-
tivities, because it is possible to use its services in an autonomous way and independ-
ently of any other component.  The monitoring capability of the tool can also be used 
to support other collaboration activities. Although the obtained results are still pre-
liminary, the use of the tool has shown to be consistently attractive and useful for 
students and instructors. The next steps in this work involve more experimentation 
instances that allow understand the real impact of this proposal including the evalua-
tion of the CETProfessor in order to determine how awareness aspects we have in-
cludes could support instructor in the teaching-learning process. 
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Abstract. Social competency training, as part of psychotherapy, for children 
and teenagers, requires them to engage on outdoor activities in which they have 
to complete tasks such as talking to someone or visiting a specific place. Cur-
rently, the inability for therapists to monitor their patients, to promote collabo-
rative efforts and to reinforce positive attitudes is a major issue that affects both 
the therapy process and its results.  In this paper we present an evaluation ex-
perience of a mobile prototype for a geo-referenced collaborative system that 
supports in-situ group therapy. The system aims to provide means for therapists 
to monitor their patients, their locations and achievements and includes  
communication mechanisms that facilitate cooperation between patients and 
therapist. We describe the concept behind the project, our initial low-fidelity 
prototypes and the experiments that were undertaken to validate them. Initial 
results are discussed and future work is defined. 

Keywords: Prototyping, Collaborative Psychotherapy, Geo-referenced systems. 

1   Introduction 

Social competencies and skills training (SCST) is a type of psychotherapy procedure 
in which patients are generally required to perform a set of activities individually 
(e.g., ask for a coffee at a bar; compliment someone on the street) or as a group (e.g., 
talk to each other; work as a team) [1, 2], working both with their peers and parents 
[3]. This kind of therapy is rather frequent and applied to people who feel uncomfort-
able when faced with traditionally common social situations, in some cases, to the 
point of impairing their daily lives [4].This type of issue affects all ages, genders and 
cultures, being, however, most noticeable, but also more likely to be easily treatable, 
at younger ages. More severe cases, such as Autism and Asperger’s Syndrome, are 
also common examples of disorders with similar symptoms [1].  
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Currently, this process is generally synchronous. During a consultation, therapists 
prescribe a set of field tasks for their patients, that are perform at home (with their 
parents) or at school (with their peers). Tasks, although accomplished individually, 
are preferably undertaken within the context of a group, so that motivation is kept 
even when the therapist’s presence is inaccessible. SCST tasks are usually defined as 
a set of consecutive activities that should be accomplished by following a predeter-
mined route. At each specific place a task or task repetition is proposed. Every time 
the patient is able to complete it, he/she annotates his/her thoughts and registers a set 
of values for feelings such as shyness, stress, anxiety, and difficulty.  

These annotations are afterwards shared with their therapist during a following 
consultation, in which the experience is discussed and feelings are explained. Paper 
questionnaires and annotations are used to collect this information while on the field 
and to support the exchange of information with the therapist. Sometimes these con-
sultations are held in group, with other patients having similar behaviors, discussing 
the achievements of each other, congratulating them on the successful accomplish-
ments and encouraging them to surpass the felt difficulties. 

Given the used medium, this process is affected by several drawbacks. Firstly, as 
there is only intermittent therapist supervision, patients are frequently detached from 
the therapy process and provide, more often than desired, fake comments and experi-
ences. Additionally, cooperation between the various actors during the execution of 
the tasks is hindered by the usual lack of communication and social skills: motivation 
is extremely low while away from the therapist’s office, whenever parental supervi-
sion is unavailable and, especially, when cooperation between patients is not possible 
or sometimes avoided.  

In this paper we present an evaluation experience that aimed at assessing the feasi-
bility, adequateness and acceptance of a geo-referenced collaborative mobile tool to 
support SCST. We discuss the design process and present the initial prototypes that 
emerged, also stressing the validation process that was conducted and the initial re-
sults that were encountered. Future directions and improvements are also detailed. 

2   Related Work 

Recent studies have shown that the use of technology, applied to psychotherapy, can 
improve clinicians’ work [5, 6]. In particular, mobile device usage has been gaining 
popularity and several tools have emerged recently [7, 8]. Most of them use handheld 
devices such as PDAs or Tablet-PCs for self-control or relaxation procedures [9].Work 
reporting on mobile devices used to support healthcare range from theoretical ap-
proaches, establishing design patterns based on the needs of the person being treated 
(mental health [10]), to the development and testing of prototypes of monitoring sys-
tems. Among the various applications developed we can find system to: monitor the 
heath condition of people with chronic asthma [11, 12]; monitor and recommend behav-
iors during physical activity [13]; monitor and guide people with mental disorders [14]; 
and aid on the recovery of addiction problems [14]. Other works use sensors to collect 
data about the physical and mental condition of people with severe chronic diseases like 
Alzheimer [15] and bipolar mental disorders [16]. The prototype described in [17] ad-
dresses the treatment of depression though a cognitive behavior therapy approach based 
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on a proposed ontology. In recurs to a set of tools supporting communication through 
chats, audio conversations and messaging services that allows a group of distributed 
located specialists to make a collaborative diagnostic.  

Still, cooperation and support for group activities is such settings is still very 
scarce. In other domains, there are some systems addressing similar issues usually in a 
generic manner. Related projects have addressed the need to support communication 
between several hand-held and even non-mobile devices [18, 19]. Managing informa-
tion that is shared between several devices is the usual goal of a system supporting 
cooperative work in a spatially distributed environment. However, the specificity of 
the group therapy scenario requires a special care. In such domains, significant em-
phasis should be devoted to the easiness of use, the adequacy to the clinical proce-
dures, and the specificity of the used artifacts [20]. In addition, and most importantly, 
for SCST, it is essential to allow therapists to maintain awareness of their patients’ 
locations and activities, not only in order to supervise the process but also to be able 
to intervene whenever necessary.  

3   Background and Design Process 

This project emerged as the conjunction of two different systems with distinct pur-
poses. The first one aims at supporting geo-collaborative work and knowledge crea-
tion, supporting geo-referenced annotations (in various formats) that can be monitored 
and shared in real time through mobile devices [21]. The goals  of the second project 
are to support cognitive behavioral therapy practices by providing means for thera-
pists and patients to complete their activities (e.g., thought and feeling registration) 
ubiquitously, also using mobile devices [22].  

During the course of some trials with the psychotherapy tool in group settings [20], 
in which several therapists were involved, their need for means to manage out-of-the-
office sessions and monitor their patients while completing activities outdoors was 
noticed and frequently mentioned. Accordingly, the idea to combine these existing 
systems, which allow therapists to share a set of data collection artifacts with their 
patients, into a system that could provide awareness on the location of various users 
and communicate with them in real time, was quickly and enthusiastically accepted 
by all the involved therapists. 

3.1   System’s Goals 

Based on the needs that SCST therapists claimed, the system aims at addressing sev-
eral issues and enhancing the process by: (1) providing an integrated collaborative 
platform for both therapists and patients; (2) supporting real time, monitoring of pa-
tients while accomplishing their tasks; (3) offering communication mechanisms be-
tween all participants; (4) including multimodal experience records and (5) promoting 
collaborative motivation between patients and therapist.  

This can be achieved by merging a set of geo-referenced collaborative features, in-
herited from the first project with enhanced therapy artifacts that support in-situ mul-
timodal data collection and reviewing mechanisms, offered by the second. Overall, 
this results in a system that, on the one hand, allows users (patients) to access and 
create data (e.g., video/audio/text annotations) that is geo-referenced, using a digital 
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map, directly on their mobile devices (e.g., smartphone, PDA) and; on the other hand, 
a power-user (the therapist) to manage all the information that is generated, access all 
the users’ locations, manage, and distribute it through the various participants. 

3.2   System’s Features 

Geo-Referenced Knowledge Creation. On a general perspective, the geo-referenced 
knowledge creation system provides mechanisms for users to create geo-referenced 
information, by selecting a location on a map and creating structured annotations, 
either textual or sketch-based [21]. The system also includes an underlying communi-
cation mechanism that creates an ad-hoc network between the various mobile devices. 
With this mechanism, generated information can be distributed between several users, 
who can browse through the existing information by its location, directly on a map.  

 

Multi-modal Psychotherapy Data Collection. The psychotherapy framework in-
cludes a set of functionalities that allow therapists to create patient-specific artifacts 
that support data collection using various modalities (e.g., voice, video, images, text) 
[22]. Each artifact can be used on a mobile device. Results, together with usage logs, 
are locally stored in XML files and can be synchronized to other devices.   

3.3   Design Approach  

The design of the system is following a User Centred approach [23], in which the 
various stages have been closely accompanied by end-user and their input has been 
provided since the beginning. As a bootstrap, several meetings were held, with thera-
pists and members from the two projects, spawning the system that is being designed. 
Requirements were set based on the existing features, the therapists’ requests and 
description of patients’ needs. Some scenarios were also defined and simulations took 
place to identify additional issues and requirements for the envisioned activities.  

These requirements were thoroughly discussed with practicing therapists and psy-
chotherapy researchers and, once consensus was achieved, the design concept evolved 
into the prototyping stage. 

3.4   Prototypes 

To test the concept, two different low-fidelity prototypes were created. One for the 
therapist application, designed for a Tablet-PC and one for the patients’ tool, directed 
to smart-phones. The creation process of these prototypes followed an advanced 
methodology, specifically conceived to support mobile interaction design [23]. 

Figure 1a shows two sketches for the patient application. On the left, the main 
screen depicts the main user interface, in which patients can keep track of their tasks 
and location of their route, as defined by the therapist. Below, there’s a quick naviga-
tion menu that allows patients to quickly select a media capturing option or create an 
annotation. On the right, the second screen displays the various media options. Pa-
tients can quickly take a photo, record a video or record an audio annotation or sound 
and immediately send it to the therapist. If allowed by the therapist, the other patients 
on that session will receive the message as well. Broadcasting should always be con-
firmed by the therapist depending on his/her assessment on whether it will contribute 
or not to the encouragement of the other patients. 
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a) Patients’ PDA tool b) Therapist’s Tablet-PC tool 

Fig. 1. Low-fidelity prototypes 

Figures 1b shows the therapist’s counterpart. On the main canvas, the figure presents the 
messaging textbox, in which messages can be read, composed, and recipients can be added or 
removed by (de)selecting their photos (left-bottom corner above the menu). The lower menu 
allows the therapist to manage the patients, to send global messages, directly to all the patients, 
and defined the general settings of the session. On the right side of the canvas, individual in-
formation on each participant is always available, including completed tasks, feelings and their 
intensity, and current progress. Additionally, shortcuts for each patient’s data (e.g., annotations, 
photos) are available, together with individual messaging options. 

In figure 2a it is visible the main canvas when the manage patients’ option is selected. Here, 
the therapist is able to monitor patient’s locations and movement as well as set new challenges 
and tasks that are automatically updated on the patient’s route. Figure 2b depicts the therapist 
user interface’s main screen, displaying a map in which therapists can manage the various 
locations of the pre-defined challenges, as well as their patients’ positions and movement. 

        

a) Low-fi in out-of-the-lab experiment b) Screenshot of the developed application 

Fig. 2. Therapist’s Tablet-PC tool 

4   Experiment 

To validate the two prototypes, the therapy tool and the patient tool, an initial Wizard-
of-Oz experiment was conducted. The low-fidelity prototypes were used by one 
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therapist and two simulated patients, at a university campus. Simulated patients were 
young students, one male and one female, selected randomly at the university campus. 
None had undergone therapy before. The therapist had extensive experience in SCST 
and was not involved in any of the preceding projects.  

The sketches were used with rigid frames, emulating real devices and offering a 
good support for annotations and writing on the sketches if needed. Pencils were 
offered for the participants to annotate (whenever they wanted to create textual anno-
tations) and mark any required information directly on the sketches.  

One Wizard was assigned for each participant, shadowing the user and acting both 
as the application and as the communication mechanism. To support communication 
between the various Wizards, cell-phones were utilized and calls were made sharing 
each participant’s location. The therapist’s Wizard would then mark on the applica-
tion’s map the current location of each simulated patient. Annotations were ex-
changed through SMS and MMS if including images, videos or sound. 

5   Results and Discussion  

Results from the experience were very positive. Regarding the feasibility and the effec-
tiveness of the entire system, the envisioned features were highly appreciated by the 
therapist. The ability to easily access patients’ location, including the time spent at spe-
cific points and tasks were considered extremely useful. Besides allowing the therapist 
to control the patient’s route, for safety reasons (given that most patients are children), it 
also allowed the therapist to control whether the time spent at one spot was sufficient to 
complete a task or even just to control if the patient was actually following the route. 
According to the participating therapist, this provided the opportunity to gather real, 
effective, and reliable information and provided much less space for error. Additionally, 
this also endows therapists with the ability to send motivating messages at crucial mo-
ments (just before the patient reaches the location for one given task), which is a deci-
sive moment in which patients usually disengage from the process and feel more 
stressed. The communication options were also very much appreciated by the therapists, 
especially the possibility of sharing or concealing achievements from one patient with 
the others. Nevertheless, some suggestions and improvements also emerged. In particu-
lar, the inclusion of an S.O.S. button on the patient’s tool and the possibility of allowing 
patients to freely exchange messages between each other were also requested.  

Participants that acted as patients also provided valuable input. Both participants felt 
that the tool was very easy to use and allowed them to quickly understand their tasks. 
Following the pre-defined routes on the mobile device, and gathering data in different 
formats was also especially pleasing.  Once again, some suggestions were made. One 
participant suggested the inclusion of a list of feelings that could be selected and quanti-
fied, rather than typing in the feeling. In addition, the second participant mentioned that 
if tasks could be subdivided, they would see more tasks completed, increasing motiva-
tion, and would help them while setting goals and priorities. The therapist concurred 
with this suggestion.  

During the experience, it was also noticeable that voice annotations and pictures 
were frequently used and clearly preferred to textual annotations/descriptions of 
achievements, as it allowed them to quickly provide, and receive, feedback from the 
therapist, increasing confidence throughout the process.  The use of mobile devices 
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was also deemed very adequate as it allowed them to pass unnoticed while collecting 
data and sharing information with the therapist. The therapist also agreed and consid-
ered the entire infrastructure very appropriate for these situations, as most patients 
already carry their own devices.  

Overall, the system was deemed very helpful and easy to use. From the therapist’s 
perspective, it would be highly beneficial to apply on children and teenagers SCST 
and, with the addition of communication between patients, would allow groups to 
greatly increase cooperation and, consequentially, motivation, engagement and results 
during therapy. 

6   The Application 

Based on the results of the experiment we completed and improved the design of the 
application which is currently under development, using Tablet-Pc’s as platform for 
the implementation. The whole system consists of two modules: one for the patient 
and the other for the therapist. The current therapist’s module interface is shown in 
the figure 2b. Although the therapist’s and the patient’s interfaces look very similar 
their functionality differs from each other. This therapist’s application module runs in 
two different modes: one allows the therapist to define tasks the patients have to fol-
low and the other allows her to monitor the patients while they are performing the 
task. A task definition may contain handwritten text and sketches (for the instruc-
tions), photographs, videos and sound that might clarify the task’s nature. Each task is 
geo-referenced, which means that is “anchored” to a certain geographic place where it 
should be carried on by the patient using the map displayed in the workspace of the 
therapist’s module interface.  

Additional to tasks, a therapist can define routes that the patient may have to fol-
low, also using the map on the workspace. Various, already defined tasks may be 
assigned to a route and a certain order in which the tasks have to be performed can be 
defined. In the Figure 2b shows the interface during the definition of a route. As seen, 
routes are defined by free handwriting the route over the map. Tasks are anchored to 
geographical places by marking the point on the map with a double click and then 
entering a label for that task also by free handwriting. In the figure we can see two 
Tasks geo-located and labeled as A1 and A2.  

At the right-hand side we see the elements of the task currently being created or ed-
ited. On the top we see the area where the activity is described, also using free hand-
writing, below that area is the one for the audio files, followed by the area for the 
image and the video files. The area on the bottom of the right border is used to ex-
change hand written messages with a patient and is not associated to a certain task. 
This area is activated when the system is being used in the mode for monitoring the 
patients. In this mode the therapist can see which patients are currently using the sys-
tem for performing tasks. An icon identifying the patient appears in the upper area of 
the workspace (see figure 2b the three icons on the top). By selecting one of them the 
therapist can see where the patient is located, which task is performing now and can 
exchange messages with him.  

The patient’s module allows him to explore a task definition and to follow it. 
While following the task the patient can see the task elements in the same way as they 
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are displayed on the therapist’s interface. Additionally, the patient can input freehand 
annotations, voice messages, images taken with the camera of the mobile device. 
These elements will help the patient and the therapist to analyze the performance 
together, reflecting about the things that were good done and which could be im-
proved. The patient has also the possibility of expressing his current mood by choos-
ing an icon from a menu. If the patient chooses to use this icon, it will be displayed 
beside the patient’s icon on the interfaces of the therapist. 

Currently all the necessary communication between patients and therapist is real-
ized with a client-server architecture. The patients’ mobile devices access the server 
using a wide area wireless network. We are evaluating the convenience of using also 
Bluetooth communication protocol for situations where a wireless wide area network 
is not available.   

7   Conclusions and Future Work 

In this paper we presented the validation study for the concept of a geo-referenced 
collaborative in-situ group therapy system. The design aims at overcoming current 
limitations of traditional social competencies and skills training, a process that is 
frequently required for children and young teenagers, suffering from extreme shyness, 
Asperger’s Syndrome, Autism, and related disorders.  

Our design concept is based on two existing systems and merges functionalities 
from both in order to allow therapists to manage patients that circulate through differ-
ent locations but collaborate in order to achieve specific goals and motivate each 
other. To test its feasibility and the overall design, a set of low-prototypes were cre-
ated and a Wizard-of-Oz experience took place. A practicing therapist and simulated 
patients participated on a set of sessions that provided insight on the various facets 
and dimensions that compose the system. Overall, results were significantly positive 
as the participating therapist greatly appreciated the concept and strongly encouraged 
its continuation into a future development stage. In addition, the remaining partici-
pants, acting as patients, were also very pleased with the experience and clearly stated 
that they would use such a system for a wide variety of purposes.  

Based on these results, further experiences, with a larger group of participants and 
additional therapists, using new and improved prototypes, will be conducted and new 
features will be tested. As the process evolves, a working software prototype is al-
ready being developed and will be tested in real world scenarios, with children cur-
rently undergoing therapy for social competencies training.  
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