\O
N~
N
O
<<
=
—

Rossitza Setchi

Ivan Jordanov
Robert J. Howlett
Lakhmi C. Jain (Eds.)

Knowledge-Based and
Intelligent Information
and Engineering Systems

14th International Conference, KES 2010
Cardiff, UK, September 2010
Proceedings, Part |

i

@ Springer




Lecture Notes in Artificial Intelligence 6276
Edited by R. Goebel, J. Siekmann, and W. Wahlster

Subseries of Lecture Notes in Computer Science



Rossitza Setchi  Ivan Jordanov
Robert J. Howlett Lakhmi C. Jain (Eds.)

Knowledge-Based and
Intelligent Information
and Engineering Systems

14th International Conference, KES 2010
Cardiff, UK, September 8-10, 2010
Proceedings, Part I

@ Springer



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jorg Siekmann, University of Saarland, Saarbriicken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbriicken, Germany

Volume Editors

Rossitza Setchi

Cardiff University, School of Engineering
The Parade, Cardiff CF24 3AA, UK
E-mail: Setchi@cf.ac.uk

Ivan Jordanov

University of Portsmouth, Dept. of Computer Science and Software Engineering
Buckingham Building, Lion Terrace, Portsmouth, PO1 3HE, UK

E-mail: Ivan.Jordanov@port.ac.uk

Robert J. Howlett

KES International

145-157 St. John Street, London EC1V 4PY, UK
E-mail: rjhowlett @kesinternational.org

Lakhmi C. Jain
University of South Australia, School of Electrical and Information Engineering

Adelaide, Mawson Lakes Campus, SA 5095, Australia
E-mail: Lakhmi.Jain @unisa.edu.au

Library of Congress Control Number: 2010932879

CR Subject Classification (1998): 1.2, H.4, H.3, 1.4, H.5, L.5
LNCS Sublibrary: SL 7 — Artificial Intelligence

ISSN 0302-9743
ISBN-10 3-642-15386-0 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-15386-0 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable

to prosecution under the German Copyright Law.
springer.com

© Springer-Verlag Berlin Heidelberg 2010
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper 06/3180



Preface

The 14™ International Conference on Knowledge-Based and Intelligent Information
and Engineering Systems was held during September 8—10, 2010 in Cardiff, UK. The
conference was organized by the School of Engineering at Cardiff University, UK and
KES International.

KES2010 provided an international scientific forum for the presentation of the re-
sults of high-quality research on a broad range of intelligent systems topics. The con-
ference attracted over 360 submissions from 42 countries and 6 continents: Argentina,
Australia, Belgium, Brazil, Bulgaria, Canada, Chile, China, Croatia, Czech Republic,
Denmark, Finland, France, Germany, Greece, Hong Kong ROC, Hungary, India, Iran,
Ireland, Israel, Italy, Japan, Korea, Malaysia, Mexico, The Netherlands, New Zealand,
Pakistan, Poland, Romania, Singapore, Slovenia, Spain, Sweden, Syria, Taiwan, Tu-
nisia, Turkey, UK, USA and Vietnam.

The conference consisted of 6 keynote talks, 11 general tracks and 29 invited ses-
sions and workshops, on the applications and theory of intelligent systems and related
areas. The distinguished keynote speakers were Christopher Bishop, UK, Nikola Ka-
sabov, New Zealand, Saeid Nahavandi, Australia, Tetsuo Sawaragi, Japan, Yuzuru
Tanaka, Japan and Roger Whitaker, UK.

Over 240 oral and poster presentations provided excellent opportunities for the
presentation of interesting new research results and discussion about them, leading to
knowledge transfer and generation of new ideas.

Extended versions of selected papers were considered for publication in the Inter-
national Journal of Knowledge-Based and Intelligent Engineering Systems, Engineer-
ing Applications of Artificial Intelligence, Journal of Intelligent Manufacturing, and
Neural Computing and Applications.

We would like to acknowledge the contribution of the Track Chairs, Invited Ses-
sions Chairs, all members of the Program Committee and external reviewers for coor-
dinating and monitoring the review process. We are grateful to the editorial team of
Springer led by Alfred Hofmann. Our sincere gratitude goes to all participants and the
authors of the submitted papers.

September 2010 Rossitza Setchi
Ivan Jordanov

Robert J. Howlett

Lakhmi C. Jain
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Evolving Integrative Brain-, Gene-, and Quantum
Inspired Systems for Computational Intelligence and
Knowledge Engineering

Nikola Kasabov

Knowledge Engineering and Discovery Research Institute, KEDRI
Auckland University of Technology, Auckland, New Zealand
nkasabov@aut.ac.nz
http://www.kedri.info

Abstract. The talk presents theoretical foundations and practical applications of
evolving intelligent information processing systems inspired by information prin-
ciples in Nature in their interaction and integration. That includes neuronal-,
genetic-, and quantum information principles, all manifesting the feature of
evolvability. First, the talk reviews the main principles of information processing
at neuronal-, genetic-, and quantum information levels. Each of these levels has
already inspired the creation of efficient computational models that incrementally
evolve their structure and functionality from incoming data and through interac-
tion with the environment. The talk also extends these paradigms with novel
methods and systems that integrate these principles. Examples of such models are:
evolving spiking neural networks; computational neurogenetic models (where in-
teraction between genes, either artificial or real, is part of the neuronal information
processing); quantum inspired evolutionary algorithms; probabilistic spiking neu-
ral networks utilizing quantum computation as a probability theory. The new
models are significantly faster in feature selection and learning and can be applied
to solving efficiently complex biological and engineering problems for adaptive,
incremental learning and knowledge discovery in large dimensional spaces and in
anew environment. Examples include: incremental learning systems; on-line mul-
timodal audiovisual information processing; evolving neuro-genetic systems; bio-
informatics; biomedical decision support systems; cyber-security. Open questions,
challenges and directions for further research are presented.
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A Semiotic View of Social Intelligence for Realizing
Human-Machine Symbiotic Systems

Tetsuo Sawaragi

Kyoto University, Japan
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Abstract. In a coming ubiquitous society, the collaboration between the human
and the semi-automated machine is inevitable. The core difficulty herein is that
cognitive agents (i.e., human and robot) are characterized as creative and
adaptable to and within their environments. To tackle this problem, we have to
clarify how the cognitive agent recognizes the external environment as well as
other agents’ behavioural performances, and how the context determines their
cognition and makes the agent extract a particular meaning out of the physical
and/or social environment. In this talk, we focus on the design issues of the mu-
tual and inseparable relationships between the external environment including
others and the internal constructs of the agent that is an actor, an observer, a
cognizer, and an interpreter. For this purpose, we introduce the subject of
“semiosis”’, which is any form of activity, conduct, or process that involves
signs, including the production of meanings. After reviewing the original idea
of Peirce’s semiosis, our extended definition of the semiosis will be provided.
That is, we define semiosis as “a process of constructing internal models within
the cognitive agent” coherent to a target system in the environment to use, to
monitor, to control, to collaborate with, etc. Based upon this, the research can
be divided into the following thee kinds of topics. The first one is on the semi-
otic analysis of the complex behaviours of the existing artefact systems and of
the complex tasks that the user is forced to perform and to be instructed by
some others. The second one is on the semiotic design of artefacts so that they
should be coherent to cognitive agents’ recognition, wherein the targets to be
designed are focused on “signs” that are visible and eligible to the cognitive
agents either directly or via interface systems. Finally, the third one is on the
design of collaborative activities by a pair of cognitive agents (i.e., teaching
tasks and/or learning tasks) via a variety of signs. With respect to this, the de-
sign and communication issues of human-centered automation and of ambient
intelligence will be discussed in terms of the semiotic frame. This work is fully
supported by a Grant-in-Aid Creative Scientific Research 2007-2011
(19GS0208) funded by the Ministry of Education, Culture, Sports, Science and
Technology, Japan.
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Embracing Uncertainty: The New Machine Intelligence

Christopher Bishop

Microsoft Research Cambridge, UK

Abstract. Many of the early applications of machine intelligence were based on
expert systems constructed using rules elicited from human experts. Limitations
in the applicability of this approach helped to drive black-box statistical meth-
ods, such as neural networks, based on learning from data. These black-box
methods too are hitting limitations, due to the challenges of incorporating back-
ground knowledge. In this talk I will describe a new paradigm for machine in-
telligence which has emerged over the last five years, and which allows prior
knowledge from domain experts to be integrated with machine learning tech-
niques to enable a new generation of large-scale applications. The talk will be
illustrated with tutorial examples as well as real-world case studies.
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Exploiting Social Structures and Social Networks

Roger Whitaker

Cardiff University, UK

Abstract. In recent years there has been much recent interest in the use of
“online” social networks for maintaining and building relationships with others.
In this talk we explore some of the key characteristics of social networks and
how they can potentially be exploited to provide intelligent content sharing in
the pervasive and mobile computing domain.

Wireless and mobile devices such as phones, MP3 players, sensors, phones
and PDAs are becoming increasingly capable of creating and sharing content.
Harnessing this across devices that are only intermittently connected requires
new adaptive approaches to networking and may facilitate new future applica-
tions. The basis for intermittent or temporary connectivity directly between de-
vices, known as opportunistic networking, allows wireless devices to store,
carry and forward information between themselves. In this talk we show how
devices can build up, detect and potentially exploit social structures to fulfill
functions such as community detection, cooperation, trust and content sharing
between peers that may repeatedly interact with each other on a local basis. We
also show how this technology may emerge in future applications. Coordinated
by the School of Informatics at Cardiff University, this work is supported by the
EC FP7 SOCIALNETS project, funded under the “Future emerging technolo-
gies” programme in collaboration with University of Cambridge (UK), Univer-
sity of Oxford (UK), CNR (Italy), Eurecom (France), University of Athens
(Greece) and University of Aveiro (Portugal). See: http://www.social-nets.eu/
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Saeid Nahavandi, Dawei Jia, and Asim Bhatti

Centre for Intelligent Systems Research, Deakin University, Victoria 3217, Australia
saeid.nahavandi@deakin.edu.au

Abstract. In this information age computer modelling and simulation is proving
an indispensable tool for system design, operation, analysis, decision-making, op-
timisation, education and training. World leading operations are increasingly rely-
ing on modelling and simulation to develop more efficient systems and to produce
higher quality products and services. Modelling and simulation allows scientists
and engineers a better understanding of three-dimensional and time-dependent
phenomena, as well as providing a platform for predicting future behaviour. This
paper covers aspects of a keynote speech delivered by Saeid Nahavandi which fo-
cus on the challenges associated with the modelling and simulation of engineered
systems and discusses how knowledge visualisation can provide effective com-
munication to various levels of organisational management. Through examining
the concepts of knowledge visualization, performance and spatial cognition and
its relationship with user performance, perceptions and feedback on a series of as-
sembly operations, tangible benefits of knowledge creation and representation of a
3 dimensional engineered system for training of complex motor and technical
skills are shown.

Keywords: Knowledge visualization, Training, Virtual environments, Perform-
ance, Spatial Cognition.

1 Introduction

The use of visual representations to improve the creation and transfer of knowledge
between individuals has been widely studied in the past [1, 2]. It has been argued that
all graphic means can be used to construct and convey complex information and en-
able the correct reconstruction, remembrance and appliance of such information [3].
Earlier research has shown benefits of information visualization to amplify cognition
using computer-supported, interactive, visual representations of abstract data [4]. In 3
dimensional (3D) virtual environments (VEs), interaction and display techniques
between computer and human can be handled with greater bandwidth of communica-
tion through advanced visualization technologies from users’ perspective. By
adapting an interactive approach, VEs not only capable of presenting multimodal
information and system feedbacks to the user in a timely manner, but also is effective
to engage user’s perceptual, aural and tactile sensory channels in knowledge acquisi-
tion and training.

The goal of the present research is to show tangible benefits of knowledge creation
and information representation in such an immersive, hapto-audio visual environment
from user’s perspective. Through investigating the ways of human exposure to a

R. Setchi et al. (Eds.): KES 2010, Part I, LNAI 6276, pp. 5-[3]2010.
© Springer-Verlag Berlin Heidelberg 2010
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computer generated replica of machine assembly environment; we hypothesize that
effective knowledge visualization of a VE should facilitate the creation of knowledge
as well as transfer of such knowledge from computer-generated virtual world to the
user. Specifically, we hypothesis that: H1: Effective knowledge visualization of a VE
will enable high level of task performance and spatial knowledge development using
visual, auditory and haptic representations to amplify cognition and learning of as-
sembly tasks. H2: Combined effects of visual, auditory and haptic display technolo-
gies of a 3D VE will result in high level of user satisfaction, immersion and presence.

2 Related Work

Hapto-Audio-Visual (haptic + audio + visual) interfaces involves integration of vis-
ual, audio and haptic displays which present information to the user through the hu-
man visual, auditory and haptic systems [5]. These multimodal interactions between
the user and such computer simulated virtual world is perceived to enhance user’s
spatial awareness, immersion and presence, as well as sense of control in task per-
formance. By extending the power of information visualization methods [6], VEs can
improve spatial cognition, and learning, presented in the virtual world [7, 8].

2.1 Knowledge Visualization

Knowledge visualization in VEs is achieved through interaction techniques and dis-
play devices. For instance, HMD enabling 3D viewing of the virtual world, and head
tracking of user’s head position and orientation which is used rendering the world
from the user’s point of view in space [9, 10]. Haptic-rendering engine and hand-
tracking devices (e.g. glove-attached tracker) are also effective in enabling communi-
cation between computer and user and allowing users hand’s to feel kinematics and
force feedback through direct manual interaction approach during [6, 11]. Thus, the
user can move within the synthetic environment by interacting with the hand-based
haptic device for simulated ‘realistic’ force/touch feedback. This is enabled by a hap-
tic user interface, which allows computer simulations of various tasks to relay realis-
tic, tangible sensations to a user [12]. Auditory (aural) information can be included to
provide another critical source of sensory information in VEs [13]. Furthermore,
graphical representation of the user’s virtual hand and force sensations the user ex-
periences during object manipulation can enhance both psychological and physical
fidelity that unique to 3D VEs [14]. Such fidelity accommodated by visualization
technologies shown promising results for effective training and transfer of training to
real environment.

Researchers [13] claim three interrelated fidelity factors influencing the effective-
ness of a training system design i.e. 1) functional fidelity: the ability of any system to
support the appropriate stimulus response set; 2) psychological fidelity: the degree to
which the system affords the appropriate performance cue; and 3) physical fidelity:
the extent to which the system provides multi-modal sensory stimulation. It is gener-
ally assumed that if all other factors are held constant, VEs provides more realistic
features as human interact with real environment, and high fidelity VEs lead to
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high/better performance outcomes, compare with the ones with low fidelity. Further-
more, since generic 3D VEs often include several interface devices together to form
an immersive, interactive and intuitive interaction and user experience, and that vari-
ety of fidelity factors associated with user’s psychological judgments and perform-
ance that indicate design efficacy of VEs. To some degree, the intuitive principle is
undoubtedly true that user’s perceived interactivity, immersion and presence reflect
the quality of knowledge visualization a VE induce.

2.2 Interaction and Immersion

Interaction can be viewed as the process that takes place when a human user operates
a machine [15]. 3D VEs involve user interaction with tasks and task environment
directly, in a 3D spatial context. Unlike 2D synthetic environments, 3D VEs provide
opportunities for new kinds of experience in ways not possible for users of 2D. Such
experience is achieved through 3D graphics and interaction techniques to map the
user input (such as hand gestures captured by input devices) into the corresponding
control actions and commands that function as 3D interfaces to a repository of
images, sounds and haptics. In addition, research has shown physical immersion
simulated via 3D I/O devices such as head and or hand tracking are the primary char-
acteristics that make VEs so compelling to its user [9]. Therefore VEs enabling users
to interact with objects and navigate in 3D space with higher degree of immersion and
presence [5, 10]. This strong sense of ‘being’ surrounded in the virtual space (i.e.
immersion) and feels in a place away from actual physical setting while experiencing
a computer generated simulation [16] from the user, has shown positive impact on
performance [9, 17].

2.3 Spatial Interaction

Spatial aspects of interaction are related to the actions and activities conducted by the
users. The VE, perceived as spatial surroundings can be used to greatly enhance the
interaction between the user and the world. Spatial behaviour, such as moving, orien-
tation, position in 3D space during locomotion in which human motor capabilities
permit movement is important of human-VE interaction experience. Integration of
VE system components such as handheld 3D mice, data glove and 3D trackers can
facilitate user’s spatial interaction experience. For example, handheld 3D mice can be
used to control VE object’s position and orientation. Data glove as a hi-tech hand-
shaped pointing device can be used to initiate commands and to navigate through the
VE. 3D trackers can generate the VE’s images according to the movements of the
user’s body (through measure real time change in a 3D object position and orienta-
tion) [18]. In VE mediated learning context, effective human-VE interaction relies on
dynamic and timely system feedback to the user and rapid user adoption of various
system input control devices. Although the quality of feedback and adoption can be
determined by the skills of the designer to produce a system that can be respond ap-
propriately to the user’s inputs [19], the quality of the training system or program is
determined by users’ feedback and their perceptions of the design effectiveness. Re-
search has shown the most important potential contribution of 3D VEs to conceptual
understanding is through facilitation of spatial knowledge development [20].
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3 System Evaluation

A virtual training simulator for object assembly operations has been developed at the
Centre for Intelligent Systems Research (CISR), Deakin University, as shown in
Figure 1. The system was to support the learning process of general assembly opera-
tors as well as provide an intuitive training platform to enable assembly operators to
perform their learning practices, repeatedly, until they are proficient with their assem-
bly tasks and sequences. By imitating the real physical training environments within
the context of visualization and physical limitations, the system capability of provid-
ing haptic, audio, visual feedbacks to the user dynamically. To access its design
efficacy on knowledge visualization, seventy six volunteers of undergraduate and
postgraduate students as well as academic staff (N=76; 56 male and 20 female) with
diverse background and age-level differences: 18-24 (N=32), 25-34 (N=33), 33-45
(N=8) and over 46 (N=3), recruited from School of Engineering, Deakin University
performed a series of object assembly tasks in the VE training system. This study was
approved by the Deakin University Ethics Committee.

Fig. 1. VE Training system interface

In the present study, performances were measured both objectively on participants’
real time task performance, and recognition and recall on memory-test; and subjec-
tively on user’s perceptions of audio, visual and haptics feedback in convey informa-
tion to facilitate the user effective learning. A self-report user perception measure of
perceived VE efficacy (PVE) was utilized to measure the individual’s beliefs of the
effectiveness to which the VE assisted them in learning object assembly tasks. A 7-
point Likert scale was used to gather participants’ rating for each item, ranging from 1
(Very strongly disagree) to 7 (Very strongly agree). Sample questions include “T have a
strong sense of “being there” (sufficiently immersed) in the virtual training environ-
ment”, “my experience with the virtual training seemed consistent with my real world
experience” and “the virtual environment accurately replicates a real world training
assembly”. Higher ratings are considered to indicate higher perception of VE efficacy.
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4 Results and Discussion

This section is organized by exploring the results pertaining to the first hypothesis
regarding effect of knowledge visualization of a VE on performance and spatial learn-
ing, followed by the second hypothesis regarding user perception and affect of im-
mersion, presence and satisfaction. These are derived from multimodal information
collected using various measurement methods.

4.1 Task Performance and Spatial Knowledge Development

As shown in Table 1, 75 participants successfully completed one or more assembly
tasks (T1 to T7) at various level of difficulty (Low to High) within 15 minutes. Overall,
participants showed high level of object assembly skills after training in the VE, and
mean score of task performance is 77 (SD=24, N=75). As expected accuracy was much
higher for the low LOD task - T1 (N=75), in contrast to moderate or high LOD tasks -
T2 to T7, with accuracy range from 27 to 67. Also user spent longer time on the task
with highest difficulty level (T7). Interestingly, for assembly tasks with moderate level
of difficulty, users seem to achieve mixed results in terms of efficiency. In particular,
the user spent more time on task with low difficulty level (T1) than tasks at moderate
level of difficulty (T2-T6). This may be due to task T1 was presented at the beginning
of the test and users were getting used to the test environment and task scenario.

Memory structure of a VE may include the following dimensions — types, shapes,
colours, relative locations, relative sizes, and event sequences [16]. In the present
study, memory test included a list of questions and images of assembly objects and
tools, they used in VE training. 19 participants responded to the memory test, and
majority of them were able to recognize and recall well of learnt task procedure and
tools used in VE. Overall, mean score of memory test was 72 (SD=20, N=20). 4 par-
ticipants achieved full score (100). Similar to previous research (Wallet et al 2009),
which found that in active learning condition recall of spatial layout was better as the
subjects were able to respect perception-action coupling and to correlate motor and
visual inputs. Immersive and interactive feature of the current VE and active learning
approach adapted might have helped users to achieve high level task performance and
performance memory test.

Table 1. Task performance outcomes

Object assembly tasks Level of Accuracy Time on Task

difficulty (N=75) (in seconds)
(LOD)

1Fix radio box Low 75 36.21

2 Drill in screw A Moderate 71 27.69

3 Drill in screw B Moderate 67 20.29

4 Drill in screw C Moderate 64 12.97

5 Drill in screw D Moderate 64 25.86

6 Fix stereo Moderate 53 31.88

7 Fix power connector High 27 152.04
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4.2 User Perceptions and Affect

User perception refers to how the user feels regarding the VE in supporting their
learning, understanding and master of trained skills. Affect is the arousal of feelings
or emotions that it brings to the user. It is considered as an important aspect of
interactivity [19]. Laurel [21] refers affective side of interactivity as a sense of ‘first-
personeness’. Positive user affect has been associated with well designed user inter-
faces that engage the user’s attention and sustain the user’s sense of immersion.

Visualization usability. As Figure 2 illustrates, user perceived visualization usability
of the VE is at high level, with mean rating close to 6 (Strongly Agree) among 5 re-
sponse categories. In particular, high rating on intuitive user interface (UI) design
(M=5.9), effective simulation of training tasks (M=5.8) and clear information repre-
sentation (M=5.8) were found that support such claim. With respect to HMD for 3D
image depth perception in virtual training, the user also reported positive feedback.

Immersion and presence. Figure 3 shows that users seem unsure about immersion and
realism induced by the VE, with overall rating range between 4 (Nature) and 5
(Agree). Nevertheless, some indeed enjoyed different experiences that the VE brought
to them and indicate this is due to unique technological characteristics that make them
experience ‘reality’ feels. Interview scripts also suggest that more time on training for
users to be more familiar with the task environment and multimodal information dis-
plays may enhance their feeling of immersion and presence.

Satisfaction. Moderately high level of user satisfaction was found in this study as
Figure 4 illustrates. Users in particular seem satisfied with the overall design of the VE
and the report strong satisfaction of appealing features the VE posses. Although not all
users agree the VE replicates real world assembly training with mean rating slightly
lower than the result of other satisfaction categories, high level of visualization usabil-
ity, task performance as well as memory shown effectiveness of the overall design.

Interactivity. Interactivity utilises direct human feedback to stimulate the reflection by
learners’ on their learning [19]. High level of interaction implies minimal latency, a
sense of presence, and the ability to both access and modify content [22]. Overall,
participants had positive perceptions of interactivity (see Figure 5) toward the VE.

Visualization usability
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Fig. 2. Visualization usability
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Fig. 4. Satisfaction

Feeling of in control is another indicator of one’s confidence in performing task effec-
tively. Research implies that higher level of feeling of in control is associated with
one’s performance outcome [19], which is also found in this study.

The user perceived efficacy of knowledge transfer from the VE was measured on
three questions: 1) “The virtual environment helped me increase my understanding
of the required assembly tasks”, 2) I was able to focus my attention on learning
assembly procedures rather than the input control tools (e.g. haptics device)” and 3)
“It was easy to self direct my learning experience in the virtual environment”. User
rating shown satisfying results with mean ratings all above 5 (Agree).
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Fig. 5. Interactivity

5 Conclusion

In this study, spatial knowledge and technical skill acquisition, knowledge visualiza-
tion and user perceptions in a machine assembly training scenario were explored.
Analysis of the data provide support for the established hypotheses, which suggest 3D
VE is effective in integrating multimodal system feedback and present information
appropriate to user input. In addition, support cognition and performance, as well as
induce positive user perception and affect. More investigation is required to explore
relationships between performance, perception and spatial knowledge learning. Future
research may also need to address information due to simultaneous multimodal in-
formation feedback. This has wider implications for effective design of the VE train-
ing systems for aerospace and automotive industry and benefits research community
in other fields such as medical and education.
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Abstract. This paper proposes three new formal models of autonomic prox-
imity-based federation among smart objects with wireless network connectivity
and services available on the Internet. Each smart object is modeled as a set of
ports, each of which represents an I/O interface for a function of this smart object
to interoperate with some function of another smart object. This paper first pro-
poses our first-level formal modeling of smart objects and their federation, giv-
ing also the semantics of federation defined in a Prolog-like language. Then it
proposes the second-level formal modeling using graph rewriting rules for de-
veloping application frameworks using a dynamically changing single federa-
tion, and finally, proposes the third-level formal modeling based on collectively
autocatalytic sets for the development of complex application scenarios in which
many smart objects are involved in mutually related more than one federation.

Keywords: Ubiquitous Computing, Pervasive Computing, Service Federation,
Smart Object.

1 Introduction

Information system environments today are rapidly expanding their scope of subject
resources, their geographical distribution, their reorganization, and their advanced
utilization. Currently, this expansion is understood only through its several similar but
different aspects, and referred to by several different stereotyped terms such as ubig-
uitous computing, pervasive computing, mobile computing, and sensor networks. No
one has clearly defined this expansion as a whole. Recently it is often pointed out that
the lack of a formal computation model capable of context modeling to cover this
diversity as a whole is the main reason why most applications of ubiquitous comput-
ing are still within the scope of the two stereotyped scenarios [1, 2], i.e., the location-
transparent service continuation, and the location- and/or situation-aware service
provision. Some researchers are trying to extend the application target of formal com-
putation models of process calculi, which were originally proposed to describe dy-
namically changing structures and behaviors of interoperating objects, from sets of
software process objects to sets of mobile physical computing objects [1]. Such for-
mal computation models of process calculi include Chemical Abstract Machine [3],
Mobile Ambients [4], P-Systems [5], Bigraphical Reactive System [6], Seal Calculus
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© Springer-Verlag Berlin Heidelberg 2010
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[7], Kell Calculus [8], and LMNtal [9]. These trials mainly focus on mathematical
description and inference of the behavior of a set of mobile objects, but not those of
the dynamically changing interconnection structures among mobile physical objects
based on abstract description of their interfaces. For this reason, their formal compu-
tation models are not sufficient to develop innovative application frameworks. As to
the modeling and analysis of dynamically changing topology of ad hoc networks,
there have been lots of mathematical studies on network reconfiguration and rerouting
for energy saving, for improving quality of service, and/or for maintaining connec-
tivity against mobility [10, 11]. They focus on physical connectivity among nodes, but
not on their logical or functional connectivity. These models cannot describe applica-
tion frameworks. Some studies on mobile ad hoc networks are inspired by biological
systems that share such similar features as complexity, heterogeneity, autonomy, self-
organization, and context-awareness. These approaches are sometimes categorized as
studies on bio-inspired networking [12]. The latter half of this paper is also bio-
inspired, especially by DNA self-replication and RNA transcription mechanisms.

In expanding information environments of ubiquitous and/or pervasive computing,
some resources are accessible through the Web, while others are accessible only
through peer-to-peer ad hoc networks. Any advanced utilization of some of these re-
sources needs a way to select them, and a way to make them interoperable with each
other to perform a desired function. Here we use the term ‘federation’ to denote the
definition and execution of interoperation among resources that are accessible either
through the Internet or through peer-to-peer ad hoc communication. This term was
probably first introduced to IT areas by Dennis Heimbigner in the context of a feder-
ated database architecture [13], and then secondarily in late 90s, by Bill Joy in a differ-
ent context, namely, federation of services [14]. Federation is different from integration
in which member resource objects involved are assumed to have previously designed
standard interoperation interface. The current author has already proposed federation
architectures for resources over the Web [15-18], and extended their targets to cover
sensor networks using ZigBee Protocol, and mobile phone applications. These archi-
tectures are, however, still within the framework of Web-based federation.

This paper will focus on the proximity-based federation of intellectual resources on
smart objects. Proximity-based federation denotes federation that is autonomously
activated by the proximity among smart objects. Smart objects denote computing
devices such as RFID tag chips, smart chips with sensors and/or actuators, mobile
phones, mobile PDAs, intelligent electronic appliances, embedded computers, and
access points with network servers.

This paper will propose three new formal models of autonomic proximity-based
federation among smart objects including both physical smart objects with wireless
network connectivity and software smart objects such as services on the Web. These
three formal models focus on different levels, i.e., federation and interoperation
mechanisms, dynamic change of federation structures, and complex application sce-
narios with mutually related more than one federation.

Our first-level formal modeling focuses on the federation interface of smart objects,
hiding any details on how functions of each smart object are implemented. Each smart
object is modeled as a set of ports, each of which represents an I/O interface of a service
provided by this smart object. We consider the matching of a service-requesting query
and a service-providing capability as the matching of a service-requesting port and a
service-providing port. In the preceding research studies, federation mechanisms were
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based on the matching of a service-requesting message with a service-providing mes-
sage, and used either a centralized repository-and-lookup service as in the case of Linda
[19] or multiple distributed repository-and-lookup services each of which is provided by
some mobile smart object as in the case of Lime [20]. Java Space [21] and Jini [22] are
Java versions of Linda and Lime middleware architectures. A recent survey on such
middleware architectures can be found in [23]. In these architectures, messages to be
matched are issued by program codes, and therefore the dynamic change of federation
structures by message matching cannot be discussed independently from the codes
defining the behavior of the smart objects.

Our first-level formal modeling allows us to discuss applications from the view
point of their federation structures. This enables us to extract a common substructure
from similar applications as an application framework. Our second-level formal mod-
eling based on graph rewriting rules focuses on developing application frameworks
each of which uses a dynamically changing single federation, while our third-level
formal modeling focuses on developing complex application scenarios in which many
smart objects are involved in mutually related more than one federation, and describes
them as collectively autocatalytic sets proposed by Start Kauffman in the context of
complex systems [24].

This paper will show how our three formal models of federation enable us to de-
scribe application frameworks not only for stereotyped applications, but also novel
applications including those inspired by molecular-biological mechanisms.

2 Smart Object and Its Formal Modeling

Each smart object communicates with another through a peer-to-peer communication
facility, which is either a direct cable connection or a wireless connection. Some
smart objects may have WiFi communication and/or cellular phone communication
facilities for their Internet connection. These different types of wireless connections
are all proximity-based connections, i.e., each of them has a distance range of wireless
communication. We model this by a function scope(o), which denotes a set of smart
objects that are currently accessible by a smart object o.

For a smart object to request a service running on another smart object, it needs to
know the id and the interface of the service. We assume that each service is uniquely
identified by its service type in its providing smart object. Therefore, each service can
be identified by the concatenation of the object id of its providing smart object and its
service type. The interface of a service can be modeled as a set of attribute-value pairs
without any duplicates of the same attribute. We call each attribute and its value re-
spectively a signal name and a signal value.

Pluggable smart objects cannot specify its access to another or its service request by
explicitly specifying the object id or the service id. Instead, they need to specify the
object by its name or the service by its type. The conversion from each of these three
different types of reference to the object id or the service id is called ‘resolution’.
These are respectively called object-name resolution and service type resolution.

When a smart object can access the Internet, it can ask a central repository-and-lookup
service to perform each resolution. When a smart object can access others only through
peer-to-peer network, it must be able to ask each of them to perform each resolution. Here
we assume that every smart object performs required resolution for its own services.
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When a service-requesting smart object o requests a service, it sends an object id
oid’, an object name oname, or a service type stype to each smart object with oid as its
object id in its proximity represented by scope(o). Each recipient smart object with
oid, when receiving oid’, oname or stype, respectively performs object-id resolution,
object-name resolution, or service-type resolution. Object-id resolution returns the
input oid’ if it is equal to oid, or ‘nil’ otherwise. Object-name resolution returns oid if
the recipient has oname as its name, or ‘nil” otherwise. Service-type resolution returns
oid if the recipient provides a service of type stype, or ‘nil’ otherwise. After obtaining
oid, the service-requesting smart object can directly request the object with oid for a
service of type stype. The object with oid can acknowledge this request if it provides
such a service. Otherwise it returns ‘nil’.

Our model represents each resolution mechanism as well as the corresponding
resolution request (, namely, the corresponding access request,) as a port. Each smart
object is modeled as a set of ports. Each port consists of a port type and its polarity,
i.e., either a positive polarity ‘+’ or a negative polarity ‘-’. Each resolution mechanism
is represented by a positive port, while each resolution request is represented by a
negative port. A smart object with oid as its identifier has a port +oid. If it exposes its
name oname, namely, if it allows its reference by its name, then it has a port +oname.
A smart object has ports -oid and/or -oname if it requests another smart object identi-
fied by oid and/or oname. A smart object that provides a service of type stype has a
port +stype. A smart object has a port -stype if it requests a service of type stype. A
smart object with oid and oname may have +oid and +oname as its ports, but neither
of them is mandatory. Some smart objects may hide one or both of them.

Federation of a smart object o with another smart object o’ in its scope scope(0) is
initiated by a program running on o or on some other activating smart object that can
access both of these objects. This program detects either a specific user operation on o
or the activating object, a change of scope(0), or some other event on o or the activat-
ing object as a trigger to initiate federation. The initiation of federation with o’ by a
smart object o or by some other activating object performs the port matching between
the ports of o and the ports of 0’. As its result, every port —p (or +p) in o is connected
with a port +p (or -p) in 0’ by a channel identified by their shared port type p. We
assume that ports are not internally matched with each other to set any channel within
a single object.

The same smart object may be involved in more than one different channel. The
maximum number of channels in which the same port can be involved is called the
arity of this port. Unless otherwise specified, we assume in all the examples described
in this paper that the arity of each port is one.

3 Semantics of Federation and Software Smart Objects

Let us consider a federation among three smart objects O,, O,, and O, as shown in
Figure 1, respectively having the following port sets, {+p0, -pl, -p2}, {+pl}, and
{+p2}. Each of these three ports has three IO signals represented by sl, s2, and s3.
The polarity —s or +s denotes that it works respectively as an input or as an output.
The smart objects O, and O, respectively perform addition s3:=s1+s2 and multiplica-
tion s3:=s1xs2, while the service p0 provided by O, combines these two functions
provided by O, and O, to calculate (s1+s2) X s2 as the value of s3.
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Fig. 1. Example federation among three smart objects

Here we will describe the federation semantics using a Prolog-like description of
the function of each smart object:

Example 1:
Oo: pO(X, y, 2)«— ext(pl(x, y, W)), ext(p2(w, y, Z))
O pl(x,y, z) « [z:=x+Y]
0, p2(X, Y, z) < [z:=xxy]

Each literal on the left-hand side of a rule corresponds to a service-providing port,
while each literal on the right-hand side corresponds to either a program code or a
service-requesting port. Each literal ext(L) denotes that L is evaluated externally by
some other accessible smart objects. When the service-providing port pO of O, is
accessed with two signal values ‘a’ and ‘b’, the smart object Oy begins to evaluate a
goal «— p0O(a, b, z). The evaluation of this goal finally obtains that z=(a + b) xb.

Our model treats each WiFi access point as a smart object. Once a smart object
federates with some access point apoint, it can access whatever Web services this
access point is given permission to access. Such an access point apoint provides the
following service:

ResDelegation(x, y) «— isURL(x), permitted(apoint, x), [WebEval(x, y)].

The procedure WebEval(x, y) invokes the web service x with signals y. In the prox-
imity of apoint, any smart object o with a port —ResDelegation can request this ser-
vice with a Web service URL url and a list of parameters v. The access point apoint
delegates this access request to the target Web service at url together with the parame-
ter list v, which enables o to utilize this Web service through apoint.

A smart object may presume a standard API to request a service of another smart ob-
ject that does not provide the compatible API but provides a downloadable driver to
access this service through the presumed standard API. Such a mechanism is described as
follows. Suppose that a smart object has a service to download a software smart object y
satisfying the query x. This smart object has a port +SOdownload defined as follows:

SOdownload(x, y) « [find(x, y)]

Here the procedure find(x, y) finds the software smart object y satisfying the query x
specified in the list format of attribute-value pairs ((attrl, v1),..., (attrk, vk)). If there
are more than one such smart object, it returns an arbitrary one of them. A requesting
smart object with a port —-SOdownload can ask this smart object to download a soft-
ware smart object y that satisfies a query x, and install this software smart object y to
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itself. The evaluation of the following by the requesting smart object performs both
the downloading and the installation.

SOdloadlInstall(x) «— ext(SOdownload(x, y)), [install(y)]

The installation of a software smart object y by a requesting smart object o adds y in
the scope of o, initiates a federation between o and y.

If a downloaded smart object is a proxy object to a Web service or another smart
object, the recipient smart object can access this remote service through this proxy
smart object.

4 Describing Some Basic Applications

4.1 Location-Transparent Service Continuation

Let us consider the following example (Example 2). Suppose that PDA1 has federated
with Office, an access point with a server. Office provides DB service and print ser-
vice that are available at the user’s office. Let Home be another access point with a
server providing a print service available at his or her home. The location transparent
continuation of services means that he or she can continue the job that was started at
the office using PDAI even after he or she goes back home carrying PDAI. This is
realized by the following mechanism. When he or she carries out PDA1 from Office
environment, he or she just needs to make PDA1 download the proxy smart object of
Office. This operation is called federation suspension. When arriving at home, PDA1
is WiFi connected to Home, and then federates with Home. At the same time, the
proxy smart object installed in it resumes the access to Office. Therefore, they set up
two channels for print services, to the one available at home and to the one at the
office, and one more channel for the DB service to access the Office DB service from
home. Now the PDA can access the database service of Office, and the two printing
services of Office and Home. When PDAI1 requests a print service, it asks its user or
the application which of these services to choose. This enables the PDA user to restart
his work with the same service accessibility after moving from the office to home.
This downloadable software proxy smart object can be defined as follows:

DB(x) « remoteEval(DB(x), Office)
Print(x) < remoteEval(Print(x), Office)
suspend( ) « [disconnect(Office)]
resume( ) < [connect(Office)]

Here, remoteEval(p(x), y) denotes an evaluation of p(x) in a remote object y for
which this proxy object works as the proxy. The last two rules denote the disconnec-
tion and connection of this proxy object from and to the smart object Office.

4.2 Confederation of Smart Objects

Let us consider the following example (Example 3). When a rescue center receives
an emergency call, it mobilizes a rescue team. Each rescue worker of the team needs
to pick up some rescue equipments necessary for the mission. In a near future, those
equipments may include a wearable computer, a GPS module, a handsfree mobile
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phone, a head-mount display, a small reconnaissance camera robot, and its remote
controller. The rescue center has a sufficient number of equipments of each type.
Depending on each mission, each worker picks up one from the stock of each differ-
ent type of equipment. The set of picked-up equipments may differ for different mis-
sions. These equipments are advanced IT devices, and can interoperate with each
other. It is necessary to set up instantaneously all the necessary federation channels
among those equipments picked-up by each worker. These federations should be able
to avoid cross-talks between equipments picked up by different workers. Suppose
each equipment A of a worker P needs to interoperate with his another equipment B,
A and B should not interoperate with B and A of another worker P’ even if P and P’
works within their proximities. We need a new mechanism for the instantaneous set-
ting-up of such federations among a set of equipments for each of more than one
worker. We call such a mechanism a ‘confederation’ mechanism.

We define confederation in general as follows. Consider an n-tuple of smart ob-
jects oy, 04, ..., 0,. Initially, they are independent from each other. Let type(o) denote
the type of the smart object 0. The type of a tuple of smart objects (o4, 0y, ..., 0,) is
defined as (type(0,), type(0,), ..., type(0,)). Suppose we have more than one tuple of
the same type. Confederator is a smart object or a complex of smart objects that sets
up the same set of federations among the smart objects of each of more than one tuple
of the same type. The setting-up should be performed by proximity-based federation
between the confederator and each tuple of smart objects.

The above example of a rescue team shows a potential application of a confedera-
tor mechanism.

Figure 2 (a) proposes a confederator framework. Suppose we have 3 types of mod-
ules 0, 05, and o3 to be federated with each other. We use special smart objects called
Confederator object and codon objects. Each Confederator object has a confederation
requesting port, -a, -b, or -c, whereas each codon object has a confederation providing
port +a, +b, or +c. Confederator objects are connected together by cables or by radio
to form a smart-object complex. In order to provide each module object with an
automatic confederation capability, we attach a codon object to each module object in
advance. Geographically, confederation objects may be far away from each other if
each module object has wide-range connectivity such as mobile phone connectivity.

When every codon object simultaneously enters the proximity of its partner con-
federator object, the port matching mechanism establishes three channels a, b, and ¢
as shown in Figure 2 (b). Then the confederator complex can use the channel a to get
the oid o, of the module object, and then use the channel b to make the codon object
with +b create a new port —o;. Similarly, using the channels b and c, the confederator
complex can make the codon with +c create a new port —o,. These newly created two
ports then establish two new channels o, and 0,, which allows three modules interop-
erate with each other through their linear connection.

The above mechanism can be implemented as follows. For each confederation set-
ting-up, the confederator complex can just evaluate the following program:

Conf( ) « ext(a(x1, nil)), ext(b(x2, x1)), ext(c(-, x2))

Each codon is defined as follows, where report(oid) denotes a requesting port —oid,
and report(nil) is nil.
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(a) confederator, codons and modules  (b) federation by the confederator

Fig. 2. A confederation framework

a(x,y) « [x«oid(child), createPortPairs((+partnerOid, reqPort(y)))]
b(x,y) < [x«—oid(child), createPortPairs((+partnerOid, reqPort(y)))]
c(X,y) « [x«—oid(child), createPortPairs((+partnerOid, reqPort(x)))]

The respective evaluation of createPortPairs((+partnerOid, -oid)) and createPort-
Pairs((+partnerOid, nil)) adds the following two rules:

partnerOid(x, y) < ext(oid(x, y)),
partnerOid(x, y) « [y:=x].

The followings are example codes for the three module objects. In this example,
the execution of the application program Appl by the third object invokes a program
of the second, which in turn invokes another in the first.

or: ol(x1, yl) « [prepl(x1, x3)], partnerOid(x3, y3), [postp1(y3, y1)]
0,: 02(x2, y2) < [prep2(x2, x1)], partnerOid(x1, y1), [postp2(y1, y2)]
03: Appl(x, y) = 03(X, y)

03(x3, y3) < [prep3(x3, x2)], partnerOid(x2, y2), [postp3(y2, y3)]

The interoperation structure can be arbitrarily designed by appropriately defining
the application program of the confederator. The execution of the following in the
Confederator establishes a ring connection among three objects.

Conf( ) « ext(a (x1, nil)), ext(b(x2, x1)), ext(c(x3, x2)), ext(a(-, x3))

The execution of the application program Appl in the third object now invokes a pro-
gram in the second object, which in turn invokes one in the first, which finally
invokes one in the third again. This program can be terminated by one of the preproc-
essing and post processing procedures prepi and postpi. Here it should be noticed that
programs in codons and objects need not be changed.

5 Modeling with Rewriting Rules

In addition to the first-level formal modeling, here we propose the second-level for-
mal modeling of proximity-based federation. The former focuses on semantics of
federation, while the latter focuses on the dynamic change of interconnection struc-
tures among smart objects in a single complex federation. This model describes a
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system of smart objects as a directed graph in which each node represents either a
smart object or a port, and each directed edge represents either a channel or a prox-
imity relationship. A channel and a proximity relationship are represented respec-
tively by a black arrow and a gray arrow. A port node with an outgoing (or incoming)
channel edge p to (from) an object node o denotes that o has a service-providing
(service-requesting) port +p (-p). Each object node has its state and its type. Smart
objects of the same type share the same port set and the same functions.

As mentioned in Chapter II, federation of a smart object o with another smart ob-
ject o’ in its scope scope(o) is initiated by a program running on o or on some other
activating smart object that can access both of these objects. The formalization with
graph rewriting rules aims to describe the dynamic change of the channel connections
among smart objects through the activation of federation rules.

Each rewriting rule is specified as a combination of the following four types of
rules, i.e., port activation/deactivation rules, state setting rules, channeling rules, and
channel dependency rules. In each of the following rules, its gray node denotes that
this rule is stored in this node and executed by this node. Each type of rules is de-
signed to satisfy reasonable hardware and performance constraints of the smart ob-
jects of our concern so that it can be executed locally without any global information
about the current overall federation structure.

Port activation and deactivation rules have the forms in Figure 3 (a) and (b). A dot-
ted arrow G denotes a channel path, i.e., a sequence of channels of the same direction
whose length may be zero. The gray node of type t can activate a specified port of the
right node through the channel 6, and change the state of itself. The two black smaller
nodes denote port nodes.

State setting rules have the form in Figure 4, where S’=T if the length of ¢ is zero.

Figure 5 shows the form of channeling rules for setting channels. In each rule in
Figure 5 (a), the activation node (i.e., the gray node) can activate or deactivate a
specified port of the left node through the channel ¢ to establish or to break the corre-
sponding channel with its neighboring node. The length of ¢ may be zero. In each
rule in Figure 5 (b), the activation node (i.e., the gray node) can read the oid of the left
node through the channel 61, and ask the right node to create the corresponding oid-
requesting port in itself. The length of either 61 or 62 may be zero.

Figure 6 shows the form of channeling rules for breaking channels. The activation
node (i.e., the gray node) can break a specified channel between the left node accessi-
ble through o1 and the right node accessible through 62. The length of either 61 or
02 may be zero.

activating -p

t
G G p
,,,,,,,,,,,,,, —
deactivating -p

(a) port activation rules (b) port deactivation rules

Fig. 3. Port activation/deactivation rules
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Fig. 4. State setting rules
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Fig. 5. Channeling rules for setting channels
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Fig. 6. Channeling rules for breaking channels  Fig. 7. Channel dependency rule

Channel dependency rules have the form in Figure 7, where the channel p is as-
sumed to depend on the channel path 6. Whenever p is to be used, the existence of the
channel path ¢ is checked. If ¢ is broken, the channel p is also broken.

6 Application Frameworks Based on Rewriting Rules

6.1 Confederation of Smart Objects Revisited

The linear connection of module objects by a confederator in Example 3 can be re-
formulated by using the rewriting rules as shown in Figure 8, where the notation such
as a (/b/c) is used to summarize three rules into a single rule. All these rules are exe-
cuted by the confederator to set up a linear connection from 03 to 02 to ol. Here the
confederator as a compound object is represented as a single node for simplicity. You
may also replace the second set of rules with the set of rules in Figure 9 for the cyclic

connection of module objects.
@ Confederator Confederator @

a (/b/c) /bb (b orc) a (/b) b — b ( c)
Confederator Confederator Q Q Q—Q

Fig. 8. The rewriting rules for the linear connection in Example 3
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@ Confederator Confederator @

) bl ——b albs b
‘' N ¢ s
Oo—0O O—=0
Fig. 9. The rewriting rules for the cyclic connection in Example 3

All these rules are executed by the confederator to set up either a linear connection
from 03 to 02 to ol (in case of the first set of rules) or a cyclic connection from 03 to
02 to ol to 03 (in case of the second set of rules) as shown in Figure 10. The three
channels between the confederator and the three objects will be naturally broken
when the confederator departs from them.

Confederator ‘ Confederator

Fig. 10. Different rule sets in the confederator can set up different connections among module
objects, for example, a linear connection and a cyclic connection

6.2 Self-replication of DNA Strand

In order to show the potentiality of our formal modeling based on rewriting rules, let
us simulate the self-replication of a DNA strand as shown in Figure 11. Here, nucleo-
tides are modeled as smart objects of only two different types NO and N1 instead of
four, i.e., A, T, G, and C. Each node of type N1 has both +B0 and —BO ports, while
each node of type N1 has both +B1 and —B1 ports.

NO N1 N1 NO N1
020202020
Fig. 11. A DNA strand using nucleotide smart objects

Each nucleotide can perform the four rules as shown in Figure 12, where the index
i is either O or 1. Here we assume that there are lots of nucleotide smart objects of
both types at state sO in the proximity of the original strand. If the left most node of
the original DNA strand changes its state to s1, then the application of these rules will
result in the double strands of DNA with opposite directions as shown in Figure 13.

This process can be also formally described at the semantic level using our Prolog-
like modeling of federation. The more complex biomolecular processes can be also
similarly simulated using our formal modeling of smart object federation. Such com-
plex processes include the replication of a portion of DNA sequence to an mRNA,
and the transcription from an mRNA to a sequence of amino acids with the help of
tRNAs to create a protein.
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Fig. 13. Double strands of DNA with opposite directions obtained by a self-replication process

7 Modeling as a Collectively Autocatalytic Set

Stuart A. Kauffman believes that a collectively autocatalytic set is one of the essential
mechanisms for the self-organization of life. The current author believes that complex
application scenarios of autonomic federation of smart objects can be modeled as
collectively autocatalytic sets. A collectively autocatalytic set is a network of catalytic
reactions in which a product of each reaction may work as a source material of an-
other reaction or as a catalyst to enhance or to repress another reaction. Each reaction
is either a composition to produce a compound product from more primitive source
materials, or a decomposition to decompose a source material into its component
materials. These two types of reactions are shown in Figure 14, where a stimulus S
and a context C such as a substrate both work as catalysts.

In smart object federation, source materials A and B are considered as smart ob-
jects, while a compound product AB corresponds to a federation of A and B. Strictly
speaking, since the way they federate with each other may depend on the reaction
type with C and S, the compound product AB needs to be suffixed with C and S or
with the reaction type. Composition and decomposition reactions respectively corre-
spond to federalization and defederalization actions. The second composition reaction
in Figure 14 can be interpreted for example as a federation of two cars A and B in an
intersection area C to avoid their collision in case of road surface freezing that is de-
tected by a sensor S. During their federation, two cars communicate with each other
to automatically maintain a safe distance from each other.

In addition to the above four primitives, we add one more primitive as shown in
Figure 15 for the downloading of software smart objects, where O(O;, ... ,0;) denotes
that a smart object O has software smart objects Oy, ... ,O, in itself.
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Fig. 14. Composition and decomposition catalytic reactions

Fig. 15. The downloading of software smart objects

This primitive may have the following application examples. The first one is an
example of the situation-aware service provision that is one of the two stereotyped
application scenario types of the ubiquitous computing. The other one is the location-
transparent service continuation scenario type to which Example 2 in Section 4.1
belongs.

When a mobile phone which is already set to its exhibition explanation mode
comes closer to some exhibition object, its explanation program is automatically
downloaded to this phone and executed there.

The next example downloads multiple software smart objects. A cellular phone A
with its mode set to ‘house-moving’ mode can automatically download the proxy
objects Oy, ... ,0; from the server S to access the several required registration forms
such as the moving-in notification form, the telephone connection form, and town gas
and water supply request forms, as soon as its owner arrives at the local station of the
destination town. Each O; accesses a specific registration form and automatically fill-
in this form to complete a required procedure.

Now we need to show how these primitive reactions can be implemented using a
generic framework based on our graph rewriting rule modeling of smart object federa-
tion. Our generic framework uses an extension of the nucleotide smart object
described in Section 6. Instead of using only two types of nucleotides, we use a suffi-
ciently large number of different nucleotide types whose indices are considered as tag
codes that identify different types of primitive materials, i.e., different types of smart
objects. In order to clarify this, we use the notation N[i] and B[{] instead of Ni and Bi,
and furthermore, for simplicity, we identify each smart object type with its code used
as an index. Therefore, we can use notations N[ts], N[tz], N[tc], and N[ts] to denote
nucleotide smart objects that are used as tagging objects to identify our smart object
types ta, tg, tc, and ts. In our collectively autocatalytic set framework, each source
material smart object or stimulus smart object of type t is generically implemented as
a compound object with its corresponding tag object N[t], while a context of type tc
accepting source material smart objects of type t, and tg together with a stimulus
smart object of type tg is generically implemented as shown in Figure 16.
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NIt,] N[ts] N[tg]
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Blta] Blta] Bts] Blts] Blts] Bltg]

Fig. 16. The generic implementation of a context C accepting source material smart objects of
type ta and tg together with a stimulus smart object of type tg

This framework uses the same rewriting rules as those shown in Section 6.2, and
one additional rule in Figure 17 for a stimulus S. This rule is used to establish a chan-
nel connection from B to A in the product AB. You may change the direction of the
left arrow L in this rule to establish a channel connection from A to B in the product
AB. This rule is also generic because it is independent from A, B, and C.

NIts] Nts]

L Blt,LBlt;] L Blt]LBlts]

L

Fig. 17. One additional rule for the collectively autocatalytic set framework

First, a stimulus smart object S with its tag object enters the proximity of the con-
text C to form a federation with C (Figure 18 (1)). Then, the two source material
smart objects A and B with their tag objects enter the proximity of C and S, and forms
a federation (Figure 18 (2)). The stimulus object executes the last rewriting rule to
form the federation as shown in Figure 18 (3). Finally, the two compound smart ob-
jects A and B together with their tagging objects leave the context, maintaining their
federation as shown in Figure 18 (4). Using the federation (4) and a channel depend-
ency rule in B, the smart object B can establish a channel connection of an arbitrary
service type to A. Therefore, this framework gives a generic implementation of a
catalytic reaction.

Bltc] Bltg]
Bit,] Bltc]

Nits Nitg

ey “

Fig. 18. A generic architecture for a catalytic composition reaction of smart objects
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We can also define a generic architecture for a catalytic decomposition reaction of
smart objects in a similar way.

In Figure 19, we show an example scenario using more than one catalytic reaction.
This scenario is not an innovative one but may be sufficient to explain how to model a
smart object federation application scenario as a collectively autocatalytic set.

 ®
p CD[Acnt]
ABE[Acnt]
@
O E

Fig. 19. Modeling a smart object federation in a 3D interactive movie theater as a collectively
autocatalytic set

A user with a smart social ID card A and a smart member card B passes a check-in
gate G1 of an interactive 3D movie theater. This gate sets up a federation between A
and B to check if he or she is a registered member of this theater. He or she can pick up
a stereoscopic pair of glasses D with an overlaid information display function, and an
interactive controller C with an accounting software smart object Acnt. These two smart
objects D and C[Acnt] are automatically federated to a compound smart object
CD[Acnt] with the help of the federation AB as a security key so that C may output
information on the display D. No user operation is necessary to set up the necessary
connection between C[Acnt] and D. While viewing a movie, he or she can interactively
issue purchase orders of items appearing in the movie. The software smart object Acnt
records these orders. After viewing the movie, he or she passes through a gate G2 with
CD[Acnt], which federates a mobile phone E with AB and downloads Acnt from CD to
the compound object ABE to change it to ABE[Acnt], which enables the mobile phone
to ask the user to check the purchase order records in Acnt, and then to automatically
send all these records as well as the payment information. Then finally, the exit gate G3
decomposes the federation ABE[Acnt] into A, B, and E, and deletes Acnt.. The federa-
tion CD[Acnt] is decomposed just by separating C and D.

Figure 20 shows another application scenario modeled as a collectively autocata-
Iytic set. This shows a freeway entrance G1 and a freeway exit G2. Each of the smart
objects A, A’ and A” is a compound smart object that linearly federate all the cars in
each freeway interval. If a car B exits at G1 then G1 defederalizes B from A to obtain
A’. If a car C enters at G2 then G2 federalizes C to A’ to obtain A”. In each of the
federation A, A’ and A”, all the cars in each federation communicate with each other
to avoid their collision as well as to keep the traffic speed within a safe and efficient
range by externally accelerating or deaccelerating each car when necessary.
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Fig. 20. Modeling a smart object federation on a freeway as a collectively autocatalytic set

8 Concluding Remarks

This paper has proposed three new formal models of autonomic proximity-based fed-
eration among smart objects with wireless network connectivity and services available
on the Internet. These three formal models focus on different levels, i.e., federation and
interoperation mechanisms, dynamic change of federation structures, and complex
application scenarios with mutually related more than one federation. This paper has
shown how simple federation frameworks and complex federation scenarios can be
described in these models. Each smart object is modeled as a set of ports, each of
which represents an I/O interface for a function of this smart object to interoperate with
some function of another smart object. Our models focus on the matching of service-
requesting queries and service-providing capabilities that are represented as service-
requesting ports and service-providing ports, instead of the matching of a service
requesting message with a service-providing message. This enables us to discuss fed-
eration structures, their dynamic changes, and their mutual relationships, independently
from the IO and internal processing behaviors of smart objects and compound smart
objects. This enables us to extract a common substructure from similar applications or
scenarios as an application or scenario framework, which further enable us to design,
to discuss, and to analyze application and scenario frameworks.

In our first-level formal modeling, we have modeled smart objects and their federa-
tion as objects with ports and as a port matching mechanism. We have defined the
semantics of federation in a Prolog-like language. In the second-level formal model-
ing, we have proposed a graph rewriting model for describing application frameworks
using a dynamically changing single federation. Finally, we have proposed the formal
modeling of complex application scenarios, in which many smart objects are involved
in mutually related more than one federation, as collectively autocatalytic sets.

Some example applications and scenarios given in this paper are beyond the scope
of stereotyped applications of ubiquitous, pervasive, and/or mobile computing. We
have shown that molecular-biology may be a gold mine of ideas for developing inno-
vative applications and scenarios of proximity-based federation of smart objects.
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Abstract. The urban world of the 21st century is composed of numer-
ous nodes, streams and webs, which create a new landscape of globaliza-
tion and impose different logic of space and time perception. Therefore,
the urban infrastructure is updated and its networks are continuously
multiplied. A method known as urban acupuncture on the one hand
tests the local effects of every project, and on the other hand establishes
a network of points or dots to act upon. The main objective of this paper
is to relate the concept of urban acupuncture with the use of a neural
network algorithm to determine those points where developing actions in
order to improve the quality life in cities. We apply the neural network
model GNG3D to the design of a simplified network in a real city of our
surrounding.

1 Introduction

The city is, first of all, a place for life and relationships, and public spaces
are where these relationships develop under everybody’s view. The quality of
this space, independently from the quality of the built environment, somehow
influences the quality of relationships.

The urban design concerns primarily with the design and management of
public space in towns and cities, and the way public places are experienced and
used. We can see [3B[13] as general references to introduce general ideas and
concepts related to urban development.

Jaime Lerner, the three-time former mayor of Curitiba, Brazil, a city best
known for its innovative approaches to urban planning, is calling for what he
terms urban acupuncture to bring revitalization and sustainability to the worlds
metropolitan areas. Lerner thinks that tackling urban problems at appropriate
pressure points can cause positive ripple effects throughout entire communities
(see [19]). Lerner noted that even the poorest cities can boost their standards of
living by using techniques like bus rapid transit, designing multiuser buildings,
and encouraging residents to live closer to their workplaces. Although many
cities spend decades building underground rail systems or other costly long-term
projects, every city can improve its quality of life in 3 to 4 years.
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In urban centers, the only possible intervention is through pointed operations,
or networks of points, by trying to create a system, through small seams and
interventions of substitution (see [20]). The problem we face is where to place the
pressure points or interventions in the urban area. Here is where we introduce
neural networks algorithms based on self-organizing learning.

Self-organizing networks are able to generate interesting low-dimensional rep-
resentations of high-dimensional input data. The most well known of these mod-
els is the Kohonen Feature Map [11I12]. It has been used in the last decades to
study a great variety of problems such as vector quantization, biological mod-
eling, combinatorial optimization and so on. We may also use algorithms based
on self-organizing learning to simplify 2D original meshes. Then, it may be in-
teresting for developing urban acupuncture actions to obtain simplified meshes
from the original, bearing in mind that these new meshes have a small number
of nodes and its shape is similar to the original.

The neural network model we are going to use is the Growing Neural Gas 3D
(GNG3D) [1I2], an unsupervised incremental clustering algorithm which is able
to produce high quality approximations of polygonal models. In [T9] we have a
detailed description of the efficiency of the model and some examples.

Therefore, the main objective of this work is to apply a neural network model
to the field of urban acupuncture, so that we can use a self-organizing algorithm
to determine a network of points on which to develop possible actions to improve
or revitalize certain urban areas.

2 The Neural Network Model

The model GNG3D has been designed taking as a basis the Growing Neural
Gas model (GNG) [910], with an outstanding modification consisting on the
possibility to remove some nodes or neurons that do not provide us relevant
information about the original model. Besides, it has been added a reconstruction
phase in order to construct the faces of the optimized mesh.

The GNG3D model consists of two distinct phases: a self-organizing algorithm
and a reconstruction phase. The self-organizing algorithm is developed by ap-
plying an extension algorithm of the GNG model, and the primary goal of this
algorithm is to obtain a simplified set of vertices representing the best approxi-
mation of the original mesh. In the reconstruction phase we use the information
provided by the algorithm to reconstruct the faces obtaining the optimized mesh
as a result.

As our objective is to relate the model GNG3D with the problem of urban
acupuncture, we focus on the self-organizing algorithm, since we can use it to
obtain the optimum positions of the vertices in the final simplified mesh.

In the following, we consider networks consisting of

— aset A= {ny,ng,...,ny} of nodes (it is equivalent to use the term vertices
or neurons to refer to the nodes of the network),
— aset E={ey,eq,...,er} of connections or edges among node pairs.
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Then, the self-organizing algorithm can be summarized as:
INIT: Start with two nodes a and b at random positions w, and wp in R™.

Initialize the error variable to zero.

[\

Generate an input signal £ according to P(€).

Find the nearest node s; and the second nearest so to the input signal.
Increment the age of all edges emanating from s;. If the age of any edge is
greater than a,,qz, then mark it in order to be eliminated afterwards.

. Increment the local activation counter variable of the winner node. Add the

square distance between the input signal and the nearest node in input space
to a local error variable:

Aerror(sy) = ||ws, — §H2

Store the nodes with the highest and lowest value of the local counter variable
Move s; and its direct topological neighbors towards £ by fractions €, and
€n, respectively, of the total distance:

Awsl = Eb(g - w51)7

Aws, = €,(& — wy),

where n represents all direct neighbors of s;.
If s; and sy are connected by an edge, set the age of this edge to zero. If
such an edge does not exist, create it.
Remove edges with an age larger than a,,q,. If this results in nodes having
no emanating edges, remove them as well.
Decrease the error variables of all the nodes by multiplying with a constant d.
Repeat steps 1 to 8 A times, with A an integer.
— If the maximum number of nodes has not been reached then insert a new
node as follows:
e Determine the node ¢ with the maximum accumulated error.
e Insert a new node r halfway between ¢ and its neighbor f with the
largest error variable:

wy, = 0.5(wg + wy).

e Insert edges connecting the new node r with nodes ¢ and f, and
remove the original edge between ¢ and f.

e Decrease the error variables of ¢ and f by multiplying them with a
constant «. Initialize the error variable and the local counter of node
r with the new value of the error variable and local counter of g,
respectively.

— If the maximum number of nodes has been reached then remove a node
as follows:
e Let k be the stored node with the lowest error variable.
e Remove node k and all the edges emanating from k.
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10. If N is the total number of nodes, every u - IV iterations of steps 1 to 8
remove all the nodes that have not been used (local activation counter equal
to zero) and all the edges emanating from them. Reset the local counter of
all the nodes to zero.

As it is happen in all the self-organizing algorithms, there is a set of parameters
that control the whole process. Although we do not want to go into details, it is
necessary to clarify some essential aspects of the algorithm presented above.

3 Some Highlights of the Model

In general, the self-organizing algorithm can be seen as a training process based

on neural networks. At the end of this process a set of nodes, which represent the

new vertices of the optimized mesh is computed. The edges connecting these nodes

show the neighboring relations among the nodes generated by the algorithm.
The parameters involved in the algorithm described in Sect. 2 are:

— Qmaz, the maximum age for the edges,

— €, related to the displacement of the winner node in the space,

— €5, related to the displacement of the neighbors nodes in the space,

— d, a constant to decrease the error variables,

— ), an integer to determine when to create a new node,

— «, a constant to decrease the error variables of the nodes after adding a new
one,

— i, a constant to know when to remove the nodes that have not been refer-
enced in successive iterations.

The p parameter is introduced in the step 11 of the algorithm and is used
to determine when the non-referenced nodes must be removed. Moreover, the
step 11 must be repeated every p* N iterations, where N is the total number of
nodes. The reason for this periodicity is due to the fact that when increasing the
number of nodes of the generated mesh the probability that a particular node
was activated during p iterations decreases. Therefore, it is convenient to take
> A

There is no theoretical method to obtain a set of parameters which produces
the best results for all the meshes that we may need to simplify. The way to
obtain them is by experimentation. So, it has been implemented the possibility
to change the values of these parameters. The set of parameters that we have
used to simplify some examples are shown in Table [l

Table 1. Typical set of parameters included in the self-organizing algorithm

Amaz €b €n d A « 17
30 06 001 02 10 08 30
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4 Real Examples

4.1 Some Real Examples of Urban Acupuncture

Curitiba is a large provincial capital city in southeastern Brazil with a pop-
ulation of roughly 2.4 million inhabitants. It is not known for any exceptional
landmark. Rather than becoming an urban metropolis overrun with poverty, un-
employment, inequity, and pollution over the past half-century, Curitiba and its
citizens have instead seen a continuous and highly significant elevation in their
quality of life. Though starting with the dismal economic profile typical of its
region, in nearly three decades the city has achieved measurably better levels of
education, health, human welfare, public safety, democratic participation, politi-
cal integrity, environmental protection, and community spirit than its neighbors.
The miracle has a name, Jaime Lerner and the application of a theory: urban
acupuncture (see [17]).

Jaime Lerner, therefore, sees the city as a living organism composed of a net-
work of energetic centers, each of which serve as potential leverage points for
catalyzing the revitalization of the entire system. Much of Lerner’s work, there-
fore, revolves around the work of identifying these potential leverage points and
making appropriate interventions that can catalyze or awake the entire system
into working at a different and higher order level of health. It appears evident
that Jamie Lerner, himself, views urban centers as interconnected networks of
living energy centers.

We can see other references for urban acupuncture actions, as for example
[T4U18].

4.2 Using the Neural Network Model to Design an Urban Network

Lerner and his team developed some actions in Curitiba: created public spaces
and transportation systems that enabled people to more freely move about the
city and be drawn out of their private homes to engage in public interactions
and events. And this is exactly what we want to show in our example. We want
to create a transport network in the downtown of a city and, to perform this
task, we will use the neural network algorithm described in Sect. 2. Note that
there is an extensive bibliography on the topic of the design and implementation
of urban transport networks, as for example [A[7ISIT6].

Let us apply the theory exposed to a concrete case of a real city in our
surrounding, Elche (Spain).

Functional rather than structural, the urban acupuncture approach proposes
to act with specific projects in a selection of hot points in the historic center of
the city of Elche (Fig.[). This is a soft approach, which takes care of the context,
whose purpose is to drive the development rather than to control it. The urban
acupuncture wishes to maintain this energy of the city, and use potentials and
renewals instead of moving things heavily and it is all about punching the proper
project to the right place. Strategic points to act on can be connection points
for different flows: water, transport, people.
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Fig. 1. Downtown of the city (Elche, Spain)

Let us assume that we want to create a network consisting of 30 nodes or
points on which to develop possible actions of urban acupuncture. These nodes
may represent, following the example of Curitiba, a urban network transport.

The map of the city where we are going to determine hot points is shown
in Figure 1. We identify each of the blocks of houses or buildings with a node
in the mesh and perform a triangulation process with these nodes, obtaining a
two-dimensional grid made up of planar triangles, as we can see in Fig. [[l This
initial mesh has 367 vertices or nodes (houses) and 950 edges.

Now, the objective is, by means of the self-organizing algorithm described
in Sect. 2, determine a set of positions in the urban area in which to place
some basic points on which to develop actions following the model of urban
acupuncture. Let us assume, therefore, that we want to obtain a simplified mesh
with 30 nodes and, what is more important, we need that this reduced grid looks
like as possible to the original mesh.

We run the self-organizing algorithm starting from two nodes (or neurons)
and stopping when the 30 nodes are created. The resulting nodes are shown in
Fig. 2 and their positions are detailed in Table 2.

Then, in Fig. 2 we have a distribution of new nodes or hot points where we
could implement urban acupuncture. It is important to note that each of these
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Fig. 2. Positions of the nodes after running the self-organizing algorithm

Table 2. Final position of the nodes in the mesh shown in Fig. 3

Final nodes

Node Position

k1
ks
ks
k7
ko
k11
ki3
kis
k17
k1o
ko1
ko3
kos
ko7
koo

(9.91,10.74)
(15.57,8.47)
(7.42,8.27)
(9.35,8.53)
(8.29,13.47)
(6.16, 7.03)
(4.72,13.70)
(3.13,14.97)
(13.25,8.33)
(10.28,7.47)
(9.00,3.21)
(8.78,9.97)
(13.01,5.82)
(4.30,12.44)
(4.52,9.82)

Final nodes

Node

ka
ka
ke
ks
k1o
k12
k1a
kie
kis
k20
ko2
koa
koe
kog
k3o

Position

(11.19, 2.06)
(10.78, 4.26)
(13.50,2.71)
(11.16,9.22)
(6.75,11.42)
(8.17,5.11)
(5.42,8.64)
(9.76,1.41)
(6.36,4.61)
(14.59,1.83)
(15.75, 6.88)
(11.32,6.28)
(10.06,12.12)
(8.19, 6.82)
(7.61,2.60)

37
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Fig. 3. Reconstruction of the final mesh

nodes represents a hub or a hot point in the network, that is, represents more
than a simple node in a mesh.

Note that the number of vertices of the final mesh is much smaller than the
original mesh; nevertheless, the algorithm provides an efficient distribution of
the vertices so that covers as much area as possible on the original mesh. This
aspect must be pointed out as one of the great advantages of using neural network
algorithms in this problem, since they are able to learn the shape of the initial
object and, therefore, creates copies that are very similar to the original.

Once we have obtained the points for the final mesh, it is possible to carry out
the triangulation process from the information provided by the self-organizing
algorithm. The basis of triangulation process is the comparison between the
original nodes of the network and the new nodes. The reconstruction of the
simplified mesh is shown in Fig.

5 Conclusion

The urban acupuncture wishes to maintain the energy of the city, and use poten-
tials and renewals instead of moving things heavily and it is all about punching
the proper project to the right place. Strategic points to act on can be connec-
tion points for different flows: water, transport, people. In this paper we have
applied a self-organizing algorithm based on GNG3D model to the problem of
determining those points at which specific actions must be taken. The systems of
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public transportation, systems of business/tourist flows and systems for informa-
tion interchange (telecommunication networks) open the numerous possibilities
for urban integration. Following the current Curitiba Integrated Transportation
Network (ITN), we apply the neural network model to the design of a transport
network in a concrete real city, obtaining a simplified network where each of the
points of the network represents a hub or a hot point in the urban acupuncture
strategy.
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Abstract. Process mining, a new business intelligence area, aims at discovering
process models from event logs. Complex constructs, noise and infrequent be-
havior are issues that make process mining a complex problem. A genetic mining
algorithm, which applies genetic operators to search in the space of all possible
process models, deals with the aforementioned challenges with success. Its draw-
back is high computation time due to the high time costs of the fitness evaluation.
Fitness evaluation time linearly depends on the number of process instances in
the log. By using a sampling-based approach, i.e. evaluating fitness on a sample
from the log instead of the whole log, we drastically reduce the computation time.
When the desired fitness is achieved on the sample, we check the fitness on the
whole log; if it is not achieved yet, we increase the sample size and continue the
computation iteratively. Our experiments show that sampling works well even for
relatively small logs, and the total computation time is reduced by 6 up to 15 times.

Keywords: Genetic algorithms, business intelligence, process mining, sampling.

1 Introduction

Inrecent years, process mining, also known as automatic process discovery, has emerged
as a business intelligence area focused on the analysis of systems and their behavior
based on event logs [2]. An event log records information on the execution of instances
of the same process. Unlike other data mining domains the focus of process mining
is on concurrent processes. Process mining can be applied to a wide spectrum of sys-
tems ranging from information systems (e.g., Enterprise Resource Planning Systems)
to systems where hardware plays a more prominent role (e.g., embedded systems, sen-
sor networks). Real life case studies performed for Phillips Medical Systems (PMS) [7]]
and ASML [13]] proved process mining algorithms valuable in providing insight into
processes, discovering bottlenecks or errors and assist in improving processes.
Process Mining Algorithms (PMAs) [2U15] allow to build process models that cap-
ture the processes as they have been executed. Process models graphically depict the
flow of work using languages such as Petri Nets or BPMN. Most of the PMAs [2J15]]
use heuristic approaches to retrieve dependencies between activities based on event pat-
terns. Heuristic algorithms often fail to capture complex process structures, e.g. choices
depending on combinations of earlier events, and they are not robust to noise, i.e., ran-
dom and rare deviations of activities from the intended behavior. In [3l4], Alves de

R. Setchi et al. (Eds.): KES 2010, Part I, LNAI 6276, pp. 41550] 2010.
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Medeiros et al. proposed a Genetic Mining Algorithm (GMA) that uses genetic opera-
tors to overcome these shortcomings. GMAs evolve populations of graph-based process
models towards a process model that fulfills the fitness criteria: the process model man-
ages to replay all the behaviors observed in the event log and does not allow additional
ones. An empirical evaluation in [4] confirms that GMA achieves the goal to discover
better models than other PMAs. Commercial business intelligence tools Futura Reflect
(http://www. futuratech.nl) and BPM|one (http://www.pallas athena.com)
provide process mining facilities based on this GMA.

Although GMA prevails against other algorithms in terms of model quality, heuristic-
based algorithms proved to be significantly more time efficient [4]. The high time con-
sumption of GMA is mainly due to the fitness computation time. Individuals (process
models) are evaluated against all the process instances from the event log. Therefore,
the fitness computation time is linearly dependent on the number of process instances
in the event log. Note that other factors such as the average length of the traces or the
quality of the process model under fitness evaluation may influence the execution time.

In this paper, we improve the time efficiency of GMA by random sampling of the
process instances from the event log. We create the initial population using a smart and
fast heuristics based on the whole log, but then we use a random sample of the log
for fitness computations until the desired fitness is achieved on this sample. The use of
larger sample increases the chance that this sample is representative for the whole log,
i.e. we get the desired fitness on the whole log as well. However, a larger sample size
reduces the time advantage of sampling. To balance between the two objectives (mining
quality and time efficiency) we use an iterative algorithm (denoted iGMA) that adds a
new part to the sample until the discovered process model has the required quality for
the entire event log. After increasing the sample, we use the already mined population
of process models as initialization.

Sampling exploits the redundancy in the event log. A process structure is in fact a
composition of multiple control-flow patterns, including choice, parallel composition,
iteration [1]]. Different instances can contain e.g. different combinations of choices
made, different numbers of iterations taken, or different interleavings of events from
parallel branches. Even when all instances in the log give different execution traces,
many of them represent the “same” behavior with respect to some pattern from the
process structure. Since the process structure is unknown, this redundancy present in the
log is not directly visible, and we use random sampling instead of some smart sampling
strategies.

The degree of redundancy of an event log is closely related to the completeness of
an event log. A log is complete if it contains enough behavior in order to discover the
original process model. A high degree of redundancy in the event log increases the
confidence that we observed enough process behavior. Note that the iGMA algorithm
converges even if the event log contains no redundancy due to its incremental nature,
i.e., at the last iteration the sample includes the entire log. In this case, we cannot be
confident that the model we mined is the truthful representation of the original process.

We empirically assess the algorithm for different event logs and we show that the
algorithm converges significantly faster than the original GMA. Interestingly, in many
cases only a small fraction of the log is sufficient for achieving 0 8 fitness.
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Related Work. Sampling is a common practice in business intelligence domains such
as data mining and knowledge discovery. [10J11414]] show how sampling can be used
in order to create time efficient and accurate algorithms in these domains. Kivinen and
Manilla [10] use small amount of data to discover rules efficiently and with reasonable
accuracy. Tan [14] discusses the challenges in using sampling such as choosing the
sample size and he proposes to increase the sample size progressively.

Reducing the fitness computation time is one of the main topics in genetic algorithms
literature such as: approximating the fitness function by a meta-model or a surrogate
[8I9], replacing the problem with a similar one that is easier to solve [9], or, inheriting
the fitness values [3]. The techniques used in [6/12] are close to the one we use, although
their motivation and goals are different: they analyze the effect of sampling when the
fitness function is noisy. Fitzpatrick and Grefenstette [6] show that genetic algorithms
create “more efficient search results from less accurate evaluations”.

The paper is organized as follows: Section 2] presents our approach. We analyze the
performance for the three event logs in Section 81 We give conclusions and describe
future work in Section @l

2 Genetic Process Mining Exploiting Data Structure

In this section we present the process mining domain and the genetic mining algorithm.
We show how we integrate sampling into the genetic mining algorithm in order to create
a more time efficient GMA.

2.1 Process Mining and Event Logs Characteristics

Process mining aims to discover process models from event logs, thus recording (parts
of) the actual behavior. An event log describes previous executions of a process as se-
quences of events where each event refers to some activity. Table [Il presents a very
much simplified event log inspired by a real-world process: a document issue process
for a Dutch governmental organization. This log contains information about six process
instances (individual runs of a process). One can notice that each process instance is
uniquely identified and has an associated frace, i.e., the executed sequence of activi-
ties. The log shows that seven different activities occurred: A, B, C, D, E, F, and G.
Each process instance starts with the execution of activity A, ends with the execution
of activity C and contains activity B. Process instances with id 2, 4 and 6 also contain
activities D and G suggesting that there is a relation between their occurrences. The
activities E, F and G appear always after B and activity D occurs prior to B. Moreover,
the occurrence of F'is always preceded by the occurrence of E. Instances 5 and 6 show
that loops are possible in the process.

Different traces of an event log might contain information about certain dependencies
between activities which can be deducted from other traces. In Table[]] trace 6 does not
add any information about the process structure to traces 1-5. For example, both loops
BEF and EF in trace 6 can be identified from trace 5.

Note that there are multiple models that can reproduce a particular log. The qual-
ity of a model is given by its ability to balance between underfitting and overfitting.
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Fig. 1. Process model representing the behavior in the event log from Table 1]

Table 1. A simplified event log Table 2. Causal Matrix
Process Activity Inputset Output set
instanceid Trace A - BvD
1 ABC B AVDVF CVEVG
2 ADBGC C BVFVG -
3 ABEFC D A BAG
4 ADBGEFC E BVGVF F
5 ABEFEFBEFC F E BVCVE
6 ADBGEFBEFEFC G B AD CVE

An underfitting model allows for too much behavior while an overfitting model does
not generalize enough. Figure [I] shows a process model with fitness 0.98 for the ex-
ample event log from Table [Tl The process model is a graph model that expresses the
dependencies between activities. Each node in the graph represents an activity. Each
activity has an input and output set. Causal matrices [3] are used to represent the de-
pendencies between activities in a compact form. The causal matrix for the process
model in Figure[Ilis shown in Table 2l Since A is the start activity its input condition is
empty and activity A is enabled. After the execution of activity A the output condition
{B Vv D} is activated. Further on, activity B is enabled because the input condition of B
requires that at least one of the activities A, D or F is activated before B. The input con-
dition of activity D requires only A to be activated before activity D. If we assume that
activity D is executed, we observe that B is automatically disabled because the output
condition of A is no longer active. If activity D is executed, activity B remains enabled
because the output condition of D, {B}, is activated. For more details on the semantics
of causal matrices we refer to [3I4/15]].

The computational complexity of a particular PMA depends on the log characteris-
tics. The following parameters give the basic characteristics of a log: the size of a log
(the sum of the lengths of all traces); the number of traces (influencing the confidence
in the obtained process models); and the number of different activities (defining the
search space for the model). In our example, the event log size is 42, the number of
traces is 6 and the number of different activities is 7.

Many heuristics algorithms, such as the a-algorithm [2] are linear in the size of the
log. However, such algorithms do not perform well on real-life data [[7I13] and therefore
more advanced process mining algorithms are needed. For example, the a-algorithm
does not capture the dependency between the activities D and G from the example event
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Algorithm 1. iGMA algorithm
Input: Log, StopCondition, n [* the sample size is 1/n Log size
Output: ProcessModel
PartitionTheLog(Log, Log,, Log,, ..., Log,)
P = BuildlnitialPopulation(Log)
SampleLog = {}
m=1
repeat
SampleLog = SampleLog U Log,,
Fitness = ComputeFitness(P, SampleLog)
while StopCondition(Fitness)==false do
P = ComputeNextPopulation(P,Fitness)
Fitness = ComputeFitness(P, SampleLog)
end while
m=m+ 1
Fitness = ComputeFitness(P, Log)
until StopCondition(Fitness)==false
ProcessModel = bestIndividual(P)

log which results in underfitting the event log. GMA [3l4] applies genetic operators on a
population of process models in order to converge to models that represent the event log
behavior precisely. The main advantages of GMA are the ability to discover non-trivial
process structures and its robustness to noise as demonstrated by [4]]. Its main drawback
is the time consumption, this is due to: 1) the time required to compute the fitness for
an individual and 2) the large number of fitness evaluations needed.

2.2 TIterative Genetic Process Mining Algorithm (iGMA)

In this subsection we present a new genetic process mining algorithm that we call iz-
erative Genetic Mining Algorithm (iIGMA). iGMA is based on [3l4]. The algorithm
improves the overall execution time of existing GMA by incrementally learning from
samples of traces from the event log. Algorithm[Tpresents the main iGMA steps. iGMA
uses the same genetic operators and fitness computation as GMA [3/4]. The main dif-
ference is in handling input data. The algorithm starts with PartitionTheLog(Log, Log,
Logy, ..., Log,) that divides the Log into n random samples of ’equal® size. At each iter-
ation m, genetic operators are applied using a sample from the event log corresponding
to the union of the first m samples. The iteration stops when StopCondition, i.e. reaching
a given quality of the population, is fulfilled. Note that the StopCondition of the inter-
nal while loop is evaluated on the SampleLog and not on the entire Log. The algorithm
stops when the same StopCondition is satisfied for the entire event log.

The iGMA individuals are graph models, such as the one presented in Figure[Il The
individuals are encoded as a set of activities and their corresponding input and output
sets, i.e., a causal matrix. Note that it is trivial to construct the graph representation
from Figure [Il based on the compact representation from Table 2l Each process model
contains all the activities in the log; hence, the search space dimension depends on the
number of activities in the log.
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Fig. 2. Process models for the example event log (Table[T))

BuildInitialPopulation(Log) generates individuals from the search space using an
heuristic approach. This heuristic uses the information in the log to determine the prob-
ability that two activities have a dependency relation between them: the more often an
activity A is directly followed by an activity B, the higher the probability is that the
individuals are built with a dependency between A and B.

ComputeFitness(P, (Sample)Log) assesses each individual against the (Sample)Log.
Fitness values reflect how well each individual represents the behavior in the log with
respect to completeness, measuring the ability of the individual to replay the traces
from the log, and preciseness, quantifiying the degree of underfitting the log [3/4]. The
completeness of an individual is computed by parsing the log traces. When an activ-
ity of a trace cannot be replayed, i.e. the input condition is not satisfied, a penalty is
given. In order to continue, the algorithm assumes that the activity was executed and it
tries to parse the next activity from the trace [3l4]. Additional penalties are given when
the input/output conditions enable an activity incorrectly, e.g. if in the input condition,
activity A and activity B are in an AND relation and in the trace only activity B is ex-
ecuted. In the end, the fitness quantifies all the penalties and compares them with the
number of correctly parsed activities. The fitness preciseness is computed by comparing
the individuals from the current population against each other. The idea is to penalize
the individuals that allow more behavior than their siblings. The exact formula is out of
the scope of this paper but can be found in [3}4].

ComputeNextPopulation(P, Fitness) applies the genetic operators (selection, muta-
tion and crossover) to generate a new population. The selection operator ensures that
the best individuals are carried forward from the current population to the next one.
The mutation modifies the input/output conditions of a randomly selected activity by
insertion, removal or exchanging the AND/OR relations of the activities. The crossover
exchanges the input/output conditions of a selected activity between two individuals.

The convergence of the iGMA algorithm is ensured by the fact that at each itera-
tion a larger sample is taken together with convergence of the traditional GMA. If new
activities or dependencies appear in the newly added sample, they are discovered by
exploring the space using the genetic operators. Basically, the algorithm is learning at
each iteration by increasing its knowledge. Figure 2] shows one variant of intermediary
process models when iGMA is applied to the example event log (Table[T). We consider
the log divided in three subsets: {1, 3}, {2, 4}, and {5, 6}. The first result does not contain
activities D and G connected which does not harm the fitness value since the activities
do not appear in the first sample. At the second iteration, when using the first and the
second sample the activities D and G are integrated into the process model but the loops



Discovering Process Models with Genetic Algorithms Using Sampling 47

1
|
L1 I
E 1
= I
= Too large Too small i
-% '\ samples samples :
2| !\ ¢ —
lﬁ 1
1
1 I
1 Nr. of traces

Nr. of Samples (n)

Fig. 3. Execution Time Variation

are not present. After the last iteration we obtain the process model presented in Figure
[Il Note that the same process model is obtained if the log would only contain traces 1-5.
We observe that the algorithm converges by adding new dependencies to the previously
obtained model.

A very important parameter for the iGMA is the sample size. Note that for simplicity
the algorithm is parameterized by the number of samples »n, that is also the maximal
number of iterations. Figure [3] shows the execution time as a function of n. Too a large
sample results in high execution time due to high fitness computation time. On the other
hand, too a small sample has very low probability to be representative for the log and
therefore multiple iterations are needed. The execution time slope decreases when more
samples are used because only the fitness component of the execution time is reduced.
In the next section, empirical results for three different logs show that the execution
time follows the curve from Figure

3 Experiments

In this section we compare the iGMA performance against the GMA on three different
logs (A, B and Heusden). Our experiments show that there is a connection between the
log characteristics and the optimal sample size.

Table Bl presents the parameters number of activities, number of traces and size for
the three logs. The first two logs are generated by students as part of their assignment
for the process mining course. The third log is a real life log for the process of handling
objections against the real-estate property valuation at the Municipality of Heusden.
Underlying processes for A and Heusden turn to have quite a simple structure, which
makes them easy‘* to mine. The process underlying in B has a complex structure, which
makes B a difficult log. The challenge of log Heusden is in the large number of traces.
To compute the fitness, we need to assess each individual, i.e. process model, against
all traces, which implies longer fitness computation time for Heusden.

We performed the experiments on a Unix machine with the following configuration:
eight Intel(R) Xeon processors with a frequency of 2.66 GHz and 16 Gb RAM. We
assess the results in terms of Mean Execution Time (MET) and Mean Used Number of
Traces (MUNT), i.e. the average of number of traces necessary for iGMA to converge,
for three fitness stop conditions: 0.5, 0.8 and 0.9. Note that the highest possible fitness
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Table 3. Logs characteristics Table 4. MET improvement
Name Number of Number of Size Name Required Fitness Value
activities  traces 0.5 0.8 0.9
Log A 24 229 3994 Log A 3 5 6
LogB 25 300 9054 Log B 7 10 6
Log Heusden 18 1394 11467 Log Heusden 5 10 15

value is 1. The execution time and the used number of traces are averaged over 40
independent runs. For the visualization and analysis of results we use SPSS.

Figure 4 presents the results of our experiments. We observe that MET for all our ex-
periments follow the curve from Figure[3l Table @ presents the maximum improvement,
i.e. the ratio between the MET for GMA and the minimum MET for iGMA, obtained for
the three logs. We observe that the best times are obtained for log Heusden, that needs
a sample size of only 1% of the log. Log A has a lower speed-up than the Heusden log
since 6% of log A is used. Log B has a more difficult structure and more generations are
needed to converge; this leads to high improvement in spite of the high used number of
traces.

The number of iterations is mostly one for logs Heusden and A since the initial
sample is already sufficient to find a good model in most of the experiments, see Figures
and 41l This suggest that these two logs contain a high degree of redundancy and,
thus, the logs are complete. Also for log B (Figure Bd), for all our experiments the
sample size is low enough to conclude that log B is complete.

The “optimal” MUNT, that minimizes the MET, is correlated with the log charac-
teristics, the model difficulty and the stop fitness value. The number of samples 7 is
correlated with the number of traces: the higher is the number of traces, the more sam-
ples we can create. “Easy” event logs imply that the number of dependencies in the
process is far lower than the total number of dependencies (that is Ni, where Ny is
the number of activities) and thus the necessary number of traces to capture the whole
event log behavior is small (e.g., 14 traces for logs A and Heusden). The increase in
the log difficulty results in the need for a higher number of traces (e.g., more than 60
traces in the case of log B). As one can expect, MUNT decreases when lower accuracy
is required. However, MUNT does not differ significantly between the results for stop
fitness equal to 0.9 and the ones for a 0.8 stop fitness. For example, for log B with
n = 20 the t-test result between MUNT for 0.8 and MUNT for 0.9 is t(70) = 0.5, p =
0.615 that means that there is no evidence of a difference between the means.

4 Conclusion and Future Work

In this paper, we proposed a new approach for mining large event logs based on genetic
algorithms using sampling. The method relies on the genetic operators and the fitness
function proposed by [3l4]. We improve the time efficiency of GMA by more than 5
times for a stop condition of 0.8 by exploiting the sampling in an incremental manner.
The presence of redundancy in the event logs allows to use a small amount of traces for
guiding the search of the solution. If the initial sample is not representative for the entire
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event log, the iterative increase of the sample ensures that the algorithm will converge to
a process model that describes the overall event log. A side-advantage of our algorithm
is in determining the completeness of an event log: if a small fraction of the traces is
sufficient, we get confidence that the event log contains enough information to mine the
process model.

We validate our approach on three different logs and we show that our method con-
verges much faster than the original GMA. Our experiments provide clear evidence
that the sample size is strongly correlated with the logs characteristics and their level of
difficulty from the mining point of view. The optimal choice of the sample size is still
an open research question which we plan to investigate in our future work. Moreover,
currently we are working towards a parallel version of iGMA.
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Abstract. Antenna Positioning Problem (APP) is an NP-Complete Op-
timisation Problem which arises in the telecommunication field. It con-
sists in identifying the infrastructures required to establish a wireless
network. Several objectives must be considered when tackling APP: min-
imise the cost, and maximise the coverage, among others. Most of the
proposals simplify the problem, converting it into a mono-objective prob-
lem. In this work, multi-objective evolutionary algorithms are used to
solve APP. In order to validate such strategies, computational results
are compared with those obtained by means of mono-objective algo-
rithms. An extensive comparison of several evolutionary algorithms and
variation operators is performed. Results show the advantages of incor-
porating problem-dependent information into the evolutionary strate-
gies. Also, they show the importance of properly tuning the evolutionary
approaches.

1 Introduction

Engineering of mobile telecommunication networks evolves two major prob-
lems [14]: the antenna positioning problem (APP), and the assignment frequency
problem (AFP). APP consists in positioning base stations (BS) or antennas on
potential sites, in order to fulfil some objectives and constraints. AFP sets up
frequencies used by such antennas with the aim of minimising interferences, i.e.
maximising the offered quality of service. Both problems play a major role in
various engineering, industrial, and scientific applications because its outcome
usually affects cost, profit, and other heavy-impact business performance met-
rics. This means that the quality of the applied approaches has a direct bearing
on industry economic plans.

In this paper we address the APP problem. APP is referred in the literature using
several names, mainly: Radio Network Design (RND) and Base Station Transmit-
ters Location Problem (BST-L). APP is an NP-complete problem [12]. The number
of antennas that should be used in a network, and their corresponding locations,
must be determined. In some cases, several kinds of antennas are supported. In
such cases, the kind of antenna that must be used in each location must also be
established. Generally, a set of potential locations are given, i.e. there are restric-
tions about the places in which antennas can be located. APP and AFP are together
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analysed in some cases [I]. In other cases, they are studied as independent prob-
lems [11UT3], solving first the APP, and afterward, the AFP. When both problems
are solved simultaneously, interactions between them are considered, so better
solutions can potentially be reached [I9]. However, the search space hugely in-
creases. Thus, solving the problem as a whole, requires more complex algorithms,
and more computational resources.

Generally, a wave propagation model is incorporated into a network simulator
in order to solve the problem. Among other, the free space, Hokumara-Hata and
Walfish-Tkegami models can be used [I5J16]. Another alternative relies on con-
structing an interference matrix by using a set of Mobile Measurement Reports
(MMR) [11], i.e. measure the interferences that appear when several antennas
are used simultaneously. Measuring the interferences in every potential location
is very expensive and time-consuming. Thus, in this project we make use of a
simplified model [2/T9] in order to determine the coverage of a network config-
uration. Afterwards, MMRs can be obtained for the selected locations in order
to solve the AFP. The advantages of such an approach reside in the cost saving
when compared to those alternatives based on taking measures on each potential
location. Moreover, since the last step of the design can be performed with the
information given by the MMRs, the process is more realistic than those based
in propagation models.

Many real-world engineering problems involve simultaneous optimisation of
more than one objective function. The multiple objectives are typically con-
flicting but must be simultaneously optimised. In this kind of Multi-Objective
Optimisation Problems (MOPs), a solution optimising every objective usually
does not exist. However, there are some preferable solutions that are at least as
good as others in all objectives and better for at least one objective. This relation
is commonly known as Pareto dominance. The set of non-dominated solutions is
called the Pareto Front. Solving a MOP consists in searching a non-dominated
solution set, as close as possible to the Pareto Front. MOPs can be simplified by
using several methods. In order to avoid the complexity of dealing with all the
objectives at the same time, some simplifications have been proposed. A reason-
able approximation is to convert the original problem into a single-objective one.
This can be done by evaluating the objectives with a vector of weight, or any
other fitness function. Other method consists in turning some objectives into
constraints. Both alternatives have some drawbacks. On one hand, it is difficult
to design a suitable fitness function. On the other hand, such methods only ob-
tain one solution instead of a set of them, so there is a lost of diversity. In order
to maintain the diversity of solutions, many approaches have been designed to
directly solve multi-objective problems.

Several objectives can be considered when designing a network. Most typi-
cal considered objectives are: minimise the number of antennas, maximise the
amount of traffic held by the network, maximise the quality of service, and/or
maximise the covered area. Therefore, APP can be tackled with multi-objective
strategies. Most of the proposed models for APP in the literature are mono-
objective [AI3]. In such cases, several objectives are integrated into a fitness
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function. In [I7] APP is also tackled as a mono-objective function by translating
the other considered objectives into restrictions. In [16] several objectives are
considered simultaneously and multi-objective strategies are applied. The main
advantage of the multi-objective approaches is the improvement in the diversity
of the obtained solutions. Moreover, the involved decision making process is per-
formed in the last step of the optimisation, so much more information can be
considered. Many strategies have been applied for both, the mono-objective and
multi-objective problem. In [IJI7] ad-hoc heuristics have been applied. In [18§]
ad-hoc heuristics have been integrated into a Tabu Search based algorithm. The
aforementioned strategies use a lot of problem-dependent information, so it is
difficult to adapt them to other variations of the problem. Metaheuristics can be
considered as high-level strategies that guide a set of simpler heuristic techniques
in the search of an optimum [3]. They are more general than ad-hoc heuristics.
In [I2] several metaheuristics were applied to the mono-objective APP and exten-
sively compared. In [2] the same definition of APP is solved by means of genetic
algorithms. APP has also been solved by incorporating problem-dependent mu-
tation operators [I9] inside an evolutionary approach.

In this work an evolutionary approach is applied to a multi-objective definition
of APP. The main contributions of the paper are the following: an extensive com-
parison among several evolutionary approaches is performed, problem-dependent
and problem-independent crossover operators are analysed, and advantages and
drawbacks of multi-objective approaches when compared to the best-known
mono-objective strategies are analysed. The remaining content is structured in
the following way: the mathematical formation of the multi-objective APP is
given in Section 2l Section [3] describes the applied evolutionary approaches and
variation operators. The computational study is presented in section @l Finally,
the conclusions and some lines of future work are given in section

2 APP: Mathematical Formulation

APP is defined as the problem of identifying the infrastructures required to estab-
lish a wireless network. It comprises the maximisation of the coverage of a given
geographical area while minimising the base stations - BS - deployment. Thus,
it is an intrinsically multiobjective problem. A BS is a radio signal transmitting
device that irradiates any type of wave model. The region of the area covered
by a BS is called a cell. In our definition of APP, BS can only be located in a set
of potential locations. APP mathematical formulation derives from the mono-
objective one proposed in [2/19]. In such cases, two objectives are considered:
the maximisation of the coverage (CoverRate), and the minimisation of the BS
or transmitters deployed (Transmitters). In [2JT9] the problem is simplified by
defining a fitness function which converts the problem into a mono-objective one:

CoverRate®

luti =
f(solution) Transmitters

(1)
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In the previous scheme a decision maker must select a value for «. It is tuned
considering the importance given to the coverage, in relation with the number of
deployed BS. However, since usually there is no information about the quality of
the solutions which can be achieved, such a task is very difficult. Thus, obtaining
the desired solutions is hard, and probably several values of a must be tested.
The parameterisation can be avoided by defining APP as a MOP. With such a
definition, strategies attain an approximation of the Pareto Front.

The geographical area G on which a network is deployed is discretized into a
finite number of points or locations. T'am,, and T'am, are the number of vertical
and horizontal subdivisions, respectively. They are selected by communications
experts, depending on several characteristics of the region and transmitters. U is
the set of locations where BS can be deployed: U = {(z1, 1), (Z2,Y2);s -y (Tns Yn)}-
Location i is referred using the notation U[i]. The z and y coordinates of loca-
tion ¢ are named U[i], and U[i],, respectively. When a BS is located in position 4
its corresponding cell is covered. The cell is named C[i]. In our definition we use
the canonical APP problem formulation, i.e., an isotropic radiating model is con-
sidered for the cell. The set P determines the locations covered by a BS: P =
{(Az1, Ayr), (Axa, Ays), ..., (Azp, Aym)}. Thus, if BS i is deployed, the covered
locations are given by the next set: C[i] = {(Uli], + Az1,Uli], + A1), (Ulils +
Azo, Ulily + Ay2), ..., (Ult]s + Az, Ulily + Aym) }.

Being B = [bg, b1, ..., by the binary vector which determines the deployed BS,
APP is defined as the MOP given by the next two objectives:

fi=300bi
fo= Zfi%“ Z;Zg” covered(i, j)
where:

erata - ({3 =D A e ean

Objective f; is the number of deployed BS, so it must be minimised. Objective
f2 is a measure of the covered area, so it must be maximised.

3 Multi-Objective Strategies

Several multi-objective approaches have been designed with the aim of obtain-
ing an approximation of the MOP Pareto front. Multi-objective evolutionary algo-
rithms (MOEAs) are one of the most widely used metaheuristic to deal with MOPs.
Evolutionary algorithms have shown great promise for calculating solutions to
large and difficult optimisation problems and have been successfully used across a
wide variety of real-world applications [6]. They are population-based algorithms
inspired on the biological evolution. Several MOEAs have been proposed in the lit-
erature. Although several comparisons have been performed among them, their
behaviour depends on many problem-dependent characteristics. Thus, usually
several approaches are applied to a problem, in order to determine the most
suitable one. The following MOEAs have been used in this work: Non-Dominated
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Sorting Genetic Algorithm IT (NSGA-1I) [5], Strength Pareto Evolutionary Algo-
rithm 2 (sPEA2) [2I] and the adaptive and non-adaptive Indicator-Based Evo-
lutionary Algorithm (1BEA) [20].

In order to apply the previous MOEAs, an encoding for the individuals must
be defined. Tentative solutions are represented as binary strings with n ele-
ments. Each gene determines whether the corresponding BS is deployed. Also, a
set of variation operators must be defined in order to employ MOEAs. In [I9] a
comparison between several mutation operators is performed. Random mutation
operators, as well as, directed mutation operators are analysed. Directed muta-
tion operators include problem-dependent information. Advantages of directed
mutation operators are not very clear, but a combination of random and di-
rected operators seems suitable. In this paper we propose a similar comparison,
but using crossover operators instead of mutation operators. The mutation oper-
ator applied was a random operator: Bit-Inversion Mutation(BiM). Each gene is
inverted with a probability p,,. Two different crossover operators - one random,
and one directed - were applied. The crossover operators are the following;:

— One-Point Crossover (opC) [9]: it chooses a random gene, and then splits
both parents at this point and creates the two offspring by exchanging the
tails.

— Geographic Crossover(ac) [16] (Figure [)): it exchanges the BS that are lo-
cated within a given radius (r) around a randomly chosen BS. The main
purpose is to develop a non-destructive operator.

The aforementioned techniques were incorporated into the tool METCO [10]
(Metaheuristic-based Extensible Tool for Cooperative Optimisation). METCO is a
plugin-based tool which incorporates a set of multi-objective schemes to tackle
MOPs. It provides both, sequential and parallel execution schemes. In order
to incorporate the APP and the variation operators, a new C++ plugin was
developed.
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Table 1. Statistical comparison of MOEAs

CONFIGURATION SPEA2 ADAPT. IBEA IBEA NSGA-II

SPEA2 0 15 15 15
Adapt. IBEA 0 0 14 11
IBEA 0 0 0 10
NSGA-II 0 3 4 0

4 Experimental Evaluation

In this section the experiments performed with the different optimisation schemes
depicted in SectionBlare described. Tests have been run on a Debian GNU /Linux
cluster of 8 HP nodes, each one consisting of two Intel(R) Xeon(TM) at 3.20GHz
and 1Gb RAM. The compiler and MPI implementation used were gcc 3.8 and
MPICH 1.2.7. A real world-world-sized problem instance [§] was used. It is defined
by the geographical layout of the city of Malaga (Spain). This instance represents
an urban area of 27.2 Km?2. The terrain has been modelled using a 450 x 300
grid, where each point represents a surface of approximately 15 x 15 m. This
fine-grained discretization enables us to achieve highly accurate results. BS are
modelled as omnidirectional isotropic antennas, with a radius of approximately
one half kilometre. The dataset contains 1000 candidate sites for the BS.

Since we are dealing with stochastic algorithms, each execution was repeated
30 times. In order to provide the results with confidence, comparisons have been
performed following the next statistical analysis. First, a Kolmogorov-Smirnov
test is performed in order to check whether the values of the results follow a
normal (gaussian) distribution or not. If so, the Levene test checks for the ho-
mogeneity of the variances. If samples have equal variance, an ANOVA test is
done; otherwise a Welch test is performed. For non-gaussian distributions, the
non-parametric Kruskal-Wallis test is used to compare the medians of the algo-
rithms. A confidence level of 95% is considered, which means that the differences
are unlikely to have occurred by chance with a probability of 95%. The analysis
is performed using the hypervolume [22] metric, and attainment surfaces [7]. In
every case the attainment surface 15 is used.

In our first experiment a comparison among the tested MOEAs is carried out.
Each MOEA is executed with a stopping criterion of 2 hours. The analysis is per-
formed in terms of the obtained hypervolume. For each MOEA, 15 parameterisa-
tions were analysed. They were constituted by combining the BIM operator with
pm = {0.001,0.002,0.004} and the opC operator with p. = {0,0.25,0.5,0.75,1}.
Table [ shows the number of column configurations which are worse than the
corresponding row configuration. For the analysed instance, SPEA2 is clearly the
best strategy in terms of the achieved hypervolume. Results show that SPEA2 is
better than any other algorithm, with any of the tested parameterisations.

The variation process in MOEAs is performed by combining mutation and
crossover operators. The probability of mutation is usually fixed as 1/n, being n
the number of genes. The next experiment tests the robustness of the mutation
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Table 2. Advantages of incorporating problem-dependent information

CONFIGURATION OPC, p. = 1 GC, p. = 0.25 ac, p. = 0.5 G¢, p. = 0.75 GC, p. =1

OPC, pe = 1 - ! ! ! !
GC, pc = 0.25 T > — 1 !
ac, pe = 0.5 1 o N o !
GC, pe = 0.75 T T — — —
GC, pe = 1 7 7 7 - -
160000 B% =0.001 - |
140000 pm =0.004 . -
g 120000 e
g 100000 o
% 80000 7
3 60000
40000
20000 f,#"
0 L4 + + + + +
0 20 4p 60 80 100

Fig. 2. Attainment Surfaces with several p,, values

operator. Figure [ shows the attainment surfaces for SPEA2 with BIM using
pm = {0.001,0.002,0.004}, and p. = 0. We can note that changing p,, in the
selected range do not produce a noticeable worsening in the achieved results. On
the other hand, according to [I6], it is necessary to include problem-dependent
information in the crossover, in order to develop a non-destructive operator.
However, they not provide any results with random operators. Figure [B] shows
the attainment surfaces for SPEA2, with p. = {0,0.5,1}, and p,,, = 0.001. It
confirms that OPC is not providing any improvement in the achieved results.

Next experiment tests the advantages of including problem-dependent in-
formation inside the crossover operator. Operator GC is tested with different
crossover probabilities, and compared with opcC (p. = 1). Table 2l shows whether
the row configuration is statistically better (1), not different (<), or worse(]),
than the corresponding column configuration. It shows the benefits of incor-
porating problem information into de operator. Moreover, the best results are
achieved by fixing high probabilities to the crossover operator.

GC uses a parameter which represents the radius (r) of the exchange area.
It is interesting to test the behaviour of such an operator with different values
of 7. SPEA2 was executed with GC fixing the next values for the radius: r =
{15, 30, 45,60}. Table [ shows the statistical comparison with the same meaning
as table[2l The best behaviour is obtained by using the parameterisation r» = 30.
This make sense because, since the antenna radius is also 30, the exchange area
and the area influenced by the randomly selected antenna coincide.
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Table 3. Statistical comparison of GC with different radius

CONFIGURATION GC, r = 15 gc, r = 30 cc, r = 45 Go, r = 60

Go, r=15 — ! ! !
ae, r =30 T > 1 1
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Fig. 3. Attainment Surfaces with several p. values
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Fig. 4. Comparison of multi-objective and mono-objective approaches

Finally, Figure @ compares the results obtained by multi-objective and mono-
objective approaches. It shows the attainment surface achieved with the best tested
configuration of SPEA2, as well as the best solution obtained by the best known
mono-objective strategy [12]. On one hand, the multi-objective schemes are ob-
taining many solutions which are non-dominated by the best mono-objective solu-
tions (in average the 97% of the solutions are non-dominated). Thus, the schemes
are providing a large number of high-quality solutions. On the other hand, since
the mono-objective solution dominates about 3% of the achieved solutions, there
is still some room for improvement for the multi-objective schemes.



A Multi-Objective Evolutionary Approach 59

5 Conclusions and Future Work

In this paper we have designed and tested the ability of some multi-objective
approaches to solve the APP. Several evolutionary algorithms have been anal-
ysed. In terms of hypervolume, SPEA2 has provided the highest quality solutions.
Problem-dependent and problem-independent variation operators have been
tested. Computational results show the advantages of incorporating problem-
dependent information into the variation operators. Moreover, it shows the great
importance of tuning such operators. A comparison between multi-objective and
mono-objective approaches have been performed. Most of the multi-objective so-
lutions are not dominated by the best mono-objective solution. However, there
is still some room for improvement.

In order to improve the quality of the results, several modifications can be per-
formed. On one hand, more problem-dependent information can be included into
the strategy. For instance, by incorporating a local search scheme, or by applying
some directed mutation operators. On the other hand, MOEAs can be parallelised
easily. MOEAs parallelisation aims not only to achieve time saving by distributing
the computational effort but also to get benefit from the algorithmic aspect by the
cooperation between different populations. Although high quality solutions were
achieved, a tuning step of the algorithms was required. In order to avoid such a
step, parallel hyperheuristic-based island schemes [10] are an alternative.
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Abstract. This paper presents a novel framework for artificial immune system
(AIS) inspired evolution in Genetic Programming (GP). A typical GP system
uses the reproduction operators mimicking the phenomena of natural evolution
to search for efficient classifiers. The proposed framework uses AIS inspired
clonal selection algorithm to evolve classifiers using GP. The clonal selection
principle states that, in human immune system, high affinity cells that recognize
the invading antigens are selected to proliferate. Furthermore, these cells
undergo hyper mutation and receptor editing for maturation. In this paper, we
propose a computational implementation of the clonal selection principle. The
motivation for using non-Darwinian evolution includes avoidance of bloat,
training time reduction and simpler classifiers. We have performed empirical
analysis of proposed framework over a benchmark dataset from UCI repository.
The CLONAL-GP is contrasted with two variants of GP based classification
mechanisms and results are found encouraging.

Keywords: Artificial Immune Systems, Genetic Programming, Classification.

1 Introduction

Genetic Programming was originally introduced as an extension of Genetic Algorithm
to automatically evolve computer programs. It posses several outstanding features
when compared to other traditional evolutionary algorithms. These include: variable
sized solution representation, ability to work with little or no knowledge about the
solution structure, transparency, data independence and efficient data modeling abil-
ity. These features make GP readily applicable to evolve classifiers. This property of
GP has been recognized since its inception [1].Numerous researchers have developed
different techniques to solve classification problems using GP. One of the profound
techniques [2] [3] is evolution of arithmetic expressions as discriminating function
between different classes. An arithmetic classifier expression (ACE) is created using
numerical attributes of the data and some random constants. The value of expression
is evaluated for every instance of the data where the output is a real value. This real
output is mapped onto different classes of the data.

We have investigated the proposition to evolve the ACE using AIS principles. AIS
[4]mimic the principles of human immune system, and are capable of performing
many tasks in various areas. In this work, we will review the clonal selection concept,
together with the affinity maturation process, and demonstrate that these biological

R. Setchi et al. (Eds.): KES 2010, Part I, LNAI 6276, pp. 61168.2010.
© Springer-Verlag Berlin Heidelberg 2010
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principles can lead to the development of powerful computational tools. AIS operates
on the principle of human immune system [5], and, is capable of performing many
tasks in various areas [6]. In real life when a human is exposed to an antigen (Ag),
some subpopulation of its bone marrow derived cells (B cells) respond by producing
antibodies (Ab).Each cell secretes a single type of antibody, which is relatively spe-
cific for the antigen. The antigen simulates the B-cell by binding to antibodies and to
divide and mature into final (nondividing) secreting cells known as Plasma cells.
These cells are most active antibody secretors. On the other hand B lymphocytes,
which divide rapidly, also secrete antibodies, at a lower rate. T cells play a central
role in regulating B cell response, but will not be explicitly accounted for the devel-
opment of our model. Lymphocytes, in addition to proliferating and/or differentiating
into plasma cells, can differentiate into long-lived B memory cells. Memory cells
circulate through the blood, lymph and tissues, and when exposed to a second anti-
genic stimulus commence to differentiate into large lymphocytes capable of produc-
ing high affinity antibodies, pre-selected for the specific antigen that had stimulated
the primary response.
The main features of the clonal selection explored in this paper are:

e Proliferation and differentiation on stimulation of cells with antigens

e Generation of new random genetic changes, subsequently expressed as diverse
antibody patterns, by a form of depth Limited mutation (a process called affinity
maturation)

e Elimination of newly differentiated lymphocytes carrying low affinity antigenic
receptors.

2 GP for Data Classification

GP has been applied for classification in various ways. One of these is evolution of
classification algorithms e.g. ‘decision trees’ [7] or evolution of rules for classifier
evolution [8]. In [9] the grammar to GP evolution is evolved in such a way that ulti-
mate result is a feasible classification algorithm. For algorithm evolution GP use some
type of constrained syntax/grammar so that the trees transform into an algorithm and
remain valid after application of evolutionary operators. Another method is evolution
of classification rules [10] [11] [12] [13].In this type of methods GP trees are evolved
as logical rules, these methods are applied on numerical and nominal data. A newer
and somewhat GP specific method evolution of classifiers is in the form of mathe-
matical expressions [2] [3] [14] [15] [16]. In this type of classification the classifiers
are evolved in the form mathematical discriminating expressions. Expressions having
attribute values as terminals and arithmetic operators as functions are evolved such
that the real valued output is used to extract the classification result.

All above mentioned algorithms have used the principle of biological evolution to
search for fitter solutions. Next section presents the proposed AIS inspired evolution-
ary framework. We have tested the performance of proposed framework on data clas-
sification problem.
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3 Proposed Hybrid Framework

As mentioned in the previous section, the outstanding feature of GP is its ability to
represent and evolve variable length solutions. This ability also introduces a drawback
of increase in average tree size during evolution. We present a novel artificial immune
system inspired evolution that controls bloat through depth limited receptor editing
operator.

3.1 Population Representation

An ACE is represented as expression trees where the operands are (+,-,*,/) and opera-
tors are attributes of data and a few ephemeral constants. Where ephemeral constants
are randomly generated constants that remain unchanged once inserted into the tree
node. For example consider a four attribute data having [Al, A2, A3, A4] as attributes
for a binary classification problem. Figure 1 shows an example ACE .

[m] [a] [oo] | ]

Fig. 1. Arithmetic Classifier Expression

3.2 Population Initialization

There are three well known initialization methods in GP literature. The full scheme
creates full trees till the maximum depth allowed. It populates the tree with function
nodes until maximum depth, beyond that, only terminal nodes are selected. On the
other hand grow method randomly selects nodes from function or terminal set until
maximum depth is reached and allows more diverse size and shape. The initialization
method we used for ACE evolution is the well known Ramped half and half method
[1]. The ramped half and half method utilizes advantages of both full and grow ini-
tialization schemes with equal probability. It makes use of different depths for full
and grow method ranging from some minimum depth to the maximum allowed depth.
This method has been widely used for initialization in many classification problems

[2113].
3.3 Affinity Measure

For the classification purpose the antigen population Ag to recognize is the set of
training samples. Two possible instances are given below for the tree mentioned in
Figure 1.

I1=[12 34]€ClI

12=[12-34]€C2



64 H. Jabeen and A.R. Baig

For a classifier to recognize instances of particular class, we must train it to output
different responses for different classes of data. We can train the expression to output
a positive signal for class C1 and negative signal for C2 for a binary classification
problem. In case of example expression from Figure 1, we will get the response 3.2
for I1 and -2.2 for 12. This will increase the affinity of Ab by 2. In this way we must
calculate response for all the instances of training data to estimate the affinity measure
of a particular Ab against antigens Ag. Similarly affinity measures for all the Ab
population must be calculated. The above mentioned measure will only return the
count of instances for which a classifier has output correct response. For classification
we need more than correct output count.

To resolve this problem, we can see that our Ag population can be divided into two
types Ag+ for which Ab should output a positive response and Ag-, for which the Ab
should output a negative response. Given these definitions we can define the new
affinity measure as

Affinity of Ab = number of correct positive responses + number of correct negative responses
Number of Ag + Number of Ag -

This affinity measure is can also be seen as area under the convex hull(AUCH) for
one threshold(0). This would ensure that the Ab with better discriminative power for
two different Ag is assigned better affinity.

3.4 Proliferation

The proliferation of affinity or increase in average fitness during the evolution process
is essential for efficient search of desired solutions. In case of AIS some highest affin-
ity individuals are selected from population and cloned in proportion to their affinity.
Fitter individuals will tend to create more clones as compared to less fit members of
population.

3.5 Clone Maturation (Depth Limited Mutation)

In biological immune system, the antigen activated B cell population is diversified by
two mechanisms. These mechanisms are hyper mutation and receptor editing [17]
[18]. Random changes are introduced via hyper mutation into the genes responsible
for the Ag-Ab communication and the anticipation is that one such change can result
in increase in affinity of an individual. The higher affinity variants are then collected
in the memory cell repository. This hyper mutation makes sure that population is
diversified and some different B cells with higher affinity may be generated. On the
other hand the cells with lower affinity need elimination. [17] [19]

Some studies [18] also suggest that immune system practices molecular selection
of receptors in addition to clonal selection of B cells. In such case B cell delete their
low affinity receptors and developed entirely new ones. This editing operation offers
the ability to escape from the local minima. In addition to hyper mutation and receptor
editing, a fraction of newcomer cells from the bone marrow are added into the lym-
phocyte pool to ensure and maintain diversity of population. Sometimes 5% to 8% of
population is replaced by newly created B Lymphocytes.

In the context of the classification problem, following terminology is adopted for
abovementioned biological concepts.



CLONAL-GP Framework for Artificial Immune System Inspired GP for Classification 65

Hyper mutation can be seen as point mutation where one random node from the ex-
pression is selected and replaced by its counterpart selected randomly from the primi-
tive set. For example a function node is replaced by a new random function node and a
terminal node is randomly replaced by another terminal from the terminal set.

Receptor editing means some large random change in a given B lymphocyte as op-
posed to small change in case of hyper mutation. In this editing operation we have
proposed a new ‘depthlimited’ mutation. A random node is selected from the expres-
sion and the subtree rooted at this node is replaced by a new generated tree. To ensure
‘depthlimited’ mutation we have applied a restriction that the “depth” of newly cre-
ated tree must be less than or equal to the replaced subtree. This phenomenon will
ensure that the population of expressions does not suffer from complexity increase.
This means the well known bloat problem is eliminated.

(A1 ][ A2 ] [A3]]o02] (A4 ] LAs ] [A3][02]

(a) Parent Antibody (b) Antibody after Receptor Editing(depthlimited
mutation)

Fig. 2. Receptor editing

Newcomer cells are introduced by initializing some new expression trees and making
them part of new population by discarding some unfit one from the population pool.

3.6 CLONAL-GP Algorithm

The overall CLONAL-GP algorithm can be described as follows
Step 1. Begin
Step 2. Randomly initialize population of B Lymphocytes
Ab(B-cells/Antibodies)
Step 3. While(termination condition)

" Present Antigens Ag to the antibody population

= Calculate affinity of all Ab

= Select n highest affinity antibodies Ab”

= Create <clone population C’ by Cloning Ab’
proportional to their affinities (higher
affinity Ab will generate more clones )

" The C’ is applied population maturation process
resulting in C’’(high affinity clones will be
mutated less).

=" Determine affinity of matured clones against
antigens.

" Select high affinity individuals and compare
them with memory cells.
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» Tf the affinity of new B Lymphocytes is greater,
then replaced memory cells.
= Replace k lowest affinity antibodies by k newly
generated individuals.
Step 4. End while
Step 5. Output best memory cell
Step 6. End

4 Results

We have experimented the proposed framework over the well know Wisconsin breast
cancer dataset from the UCI repository. The experiment has been performed by apply-
ing 10 fold cross validation twice on one random sampling of data. This process is
repeated five times. Therefore tenfold cross validation is repeated ten times on five
different partitions of data.

Table 1. Traditional GP Parameters

S.No | Population size 600

1 Crossover Rate 0.50

2 Mutation Rate 0.25

3 Reproduction Rate 0.25

4 Selection for cross over Tournament selection with size 7

5 Selection for mutation Random

6 Selection for reproduction | Fitness Proportionate selection

7 Mutation type Point Mutation

8 Initialization method Ramped half and half method with initial depth 6
9 Initial Depth 4 Standard GP, Variable in DepthLimited GP

The parameters used in our empirical analysis for Traditional and DepthLimited
GP are mentioned in Table 1. These parameters have been empirically selected in our
previous work [20].

The parameters for CLONAL-GP framework proposed in this paper are mentioned
in Table2. We have tried to keep the parameters consistent with our previous work.

Table 3 provides a comparison between classification accuracy achieved by three
different variants of GP. The standard GP uses a typical classification method used
various propositions [2] [16]. DepthLimitedGP [20] has been proposed to avoid bloat
for classifier evolution. It is almost similar to standard GP with an exception of cross-
over operator that restricts crossover between subtrees of same depth. We can see that
the proposed CLONAL-GP has performed better than both other GP variants for
WBC dataset. The reason for this better performance may be the mutation operators
that ensure and constantly enforce diversity in each evolutionary cycle.
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Table 2. CLONAL-GP parameters for classification

S. No |Parameter Value/Description

1 Population 600

2 Memory 10

3 Number of members selected for cloning | 100

4 Number of members replaced in each|5% (30)

population

5 Hypermutation Point mutation

6 Receptor editing Subtree mutation (depthLimited)

7 Termination Condition 100 generations or affinity =1

Table 3. Comparison of different GP variants
Dataset Standard GP DepthLimited GP CLONAL-GP

Accuracy 94.5% 95.8 % 97.2%

WBC Tree Size 958.2 31.8 30.6
Time 18629 sec 11762 sec 10324 sec

The point and depthlimited mutation ensure that the trees will not increase in their
complexities during evolution. This automatically eliminates the bloat prevalence in
population.

Table 4. Comparison with other classification methods

CLONAL-GP
97.2%

SVM
96.7%

ANN
95.6%

C4.5
96%

Classifiers
Accuracy

Table 4 compares the performance of proposed algorithm with other classification
algorithms and CLONAL-GP has achieved better performance over WBC data.

5 Conclusion

This paper presents a novel framework for using clonal selection in GP for classifica-
tion purpose. The framework offers several advantages including, elimination of
bloat, simpler classifiers. All these issues tend to overburden traditional GP which is a
powerful tool for classifier evolution. The proposed framework is a part of ongoing
research and various problems must be addressed in the future. This includes determi-
nation of optimal parameters. Moreover, we have investigated our proposition over
binary classification problem. The work can be extended to incorporate multiclass
classification problems.
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Abstract. Genetic algorithms (GAs) have been found to be suitable for solving
Job-Shop Scheduling Problem (JSSP). However, convergence in GAs is rather
slow and thus new GA structures and techniques are currently widely investi-
gated. In this paper, we propose to solve JSSP using distributed micro-genetic
algorithm (micro-GA) with local search based on the Asynchronous Colony
Genetic Algorithms (ACGA). We also developed a representation for the prob-
lem in order to refine the schedules using schedule builder which can change a
semi-active schedule to active schedule. The proposed technique is applied to
Muth and Thompson’s 10x10 and 20x 5 problems as well as a real world JSSP.
The results show that the distributed micro GA is able to give a good optimal
makespan in a short time as compared to the manual schedule built for the real
world JSSP.

Keywords: Genetic Algorithm, Asynchronous Colony GA (ACGA), Job-Shop
Scheduling Problem (JSSP), Distributed Micro-GA.

1 Introduction

The JSSP is not only an NP-hard problem, but also very well known as one of the
worst NP-hard problem. An indication to this is the Muth and Thompson 10 x 10
problem that was formulated in 1963 remain unsolved for more than 20 years [1].
Over the years, many researchers tried to solve JSSP using many techniques. First
attempt to solve JSSP was done by Giffler and Thompson [2] in which simple JSSP
was solved using mixed integer linear programming. However, the first heuristic that
manage to solve complex JSSP is branch and bound algorithms [3]. Work on solving
JSSP using GA can be found in [4],[5], [6],[7].

Generally, GA is employed to minimize the makespan of the scheduling jobs with
quick convergence to the optimal solution, hence reducing the computational cost.
However, as the problems become larger and complex, the computation time to find the
optimal solution using GA will increase since it needs a bigger population. To solve this
problem, Parallel GA (PGA) is explored by researchers to make the technique faster by
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executing GAs on parallel computer. PGA Many researchers employed PGA in solving
JSSP with varying degree of success such as [8], [9] and [10]. Another paper on JSSP
that employed PGA is by Park et al. [11], which proposed an island-model PGA to
prevent premature convergence, minimize the makespan and generate better solution
than serial GA.

The main requirement for most real industrial based JSSP is the time needed to
build the schedule. More often than not, ad hoc schedule is needed in order to cater
for ad hoc changes such as machine breakdown, unavailability of maintenance per-
sonnel, changes in production requirement, etc. In order to cater for this need, we
propose the use of a distributed GA with local search in order to solve a real industrial
JSSP which is part of one of the local industry problem. The proposed distributed GA
was based on Inoue et al. [12] which used Asynchronous Colony GA (ACGA). In
ACGA, as proposed by Inoue [12], the supervisor task (parent GA task) will start a
predetermined number of sub-GA tasks, which run on a single computer. The method
was used on symmetrical multiprocessor (SMP) machine (which have up to sixteen
CPUs) to execute the sub-GAs. Each sub-GA, consists of small populations (not more
than 100 individuals per population) will communicate among themselves, sharing the
information through asynchronous message passing through a host. The number of
sub-GA tasks “spawned” is heavily dependent on the system speed and amount of
RAM (random access memory) available. The method proved to be very fast and able
to give optimal results within a short time.

However, SMP is very expensive and not applicable to be used for the job shop
scheduling discussed in this paper. Therefore, we proposed to use a distributed micro
GA with local search configuration on a normal personal computer (PC). As micro
GA [13] evolves a very small population, the computation time will be very much
reduced. One the main problems of micro GA though, is the loss of genetic diversity
because of the small population. However, the proposed distributed micro GA model,
ensures the retention of the genetic diversity due to the passing of individuals from
one sub GAs to another. Although there are a number of researches done on JSSP, not
many of them can be implemented to solve our industrial based JSSP. This is because
of: most of the methods use representation to suit the reference JSSP, whereby an
operation is processed by one machine. However, in our real world JSSP, an opera-
tion can be processed by more than one machine, making it difficult to be imple-
mented. Also, in solving real world JSSP, we must also consider other constraints
such as machine setting time etc. To address these issues, we develop a more flexible
representation of the problem.

The organization of the paper is as follows: section 2 will be a description of the
JSSP and also the industrial based JSSP which is of concern in this paper, section 3 will
discuss the distributed micro GA with local search, Section 4 will describe the experi-
ments done and some discussion on the results. The conclusion will be in Section 5.

2 Job Shop Scheduling

Job-shop scheduling is an activity to allocate shared resources (normally machines)
over time to competing activities (jobs which consist of operations using different
machines). All the machines can only process a single operation at a time, and all the
operations in a job must be processed in a technological sequence.
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For a JSSP which consists of a set of n jobs, job J can be written as {J;}<j<,. These
jobs will be processed on m machines, which can be written as {M,}<<,. Each job has
a set of operations or tasks that must be process in technological sequence. An opera-
tion of job J; that processed on a machine M, can be written as O;. Therefore, a
schedule is an order of operations of all the jobs given that:

i. All operation must be in technological sequence order, e.g. second operation
of job one must be processed after first operation of job one, and so on.
ii. All operation can only be processed on one machine at the same time.
iii. The time needed to complete a schedule is called makespan L. For a general
JSSP, the main objective of optimization is to minimize the makespan. For
example in Fig 1, makespan for the schedule is 20 units of time.

2.1 Real-World JSSP

A production data from an integrated circuit (IC) assembly factory in Malaysia has
been gathered for the purpose of this work. The data are collected from two assembly
modules where each of the modules performs different operations, namely mounting
and bonding. There are 2 lines in mounting module which consists of 68 mounting
machines; while bonding module have 4 lines which consists of 212 bonding ma-
chines. Figure 1 shows the layout of the plant.

The raw materials are stored in a box and each box contains 4000 units of raw ma-
terials, called a lot. These boxes must be processed in module 1 before they can be
processed in module 2. The production data collected contains 1093 lots of raw mate-
rials. Each raw material consists of an IC with pins on it and also a lead frame. The
processing time needed for each raw material depends on the number of pins and the
type of lead frame. Each set of number of pins is allocated with a type of lead frame
and the number of lots. In total there are 23 combinations of the number of pins, lead
frames and number of lots. And there are a total 1093 lots.

All of the machines will need different time to process each of the combination of
number of pins, types of lead frames and the number of lots allocated. Therefore, all
together, the mounting machines have 1564 possible processing time while bonding

Module 1 Module 2
Line 6 Line 5 Line 4 Line 3 Line 2 Line 1
|:| Approx. 5 bonding machine O Approx. 5 mounting machine

Fig. 1. Layout of IC Assembly Plant
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machines have 4876 possible processing time for a type of raw material. Other than
processing time, setup time is also considered if the previous raw material type proc-
essed was different from the current raw material type. The differences between clas-
sical JSSP and real-world JSSP in our case is that the machine needed some extra
time for setup before start processing a raw material if the raw material processed
before has different combination and an operation can be processed in any machine.

3 Micro-Genetic Algorithm

Micro-Genetic Algorithm (Micro-GA) refer to GAs that works on a small set of popu-
lation and with reinitialization. The idea of micro-GA is first suggested by Gold-
berg[14] who found that a population with size of three individuals is enough to
converge without considering the length of chromosome. The basic idea of micro-GA
is to work on a small population until nominal convergence, which mean until all the
individuals in the population have very similar chromosome. From there, the best
individual will be kept and transfer to new population which will generated randomly.
Micro-GA is first implemented by K. Krishnakumar with population size of five [13].
Basically, micro-GA differs from the conventional genetic algorithms by an outer
loop on top of conventional GA and it works on small population size.

In this paper, we use a random number generator to generate a set of initial popula-
tion. An active schedule builder is used to transform those individuals in the popula-
tion into active schedule. Roulette selection method which put more weight onto fitter
individuals is used to choose individuals for crossover. The fitness function allows for
fitter individuals to have a better chance to participate in the crossover and mutation
process. In JSSP, makespan is used as fitness by most of the researchers. In our case,
we are also using makespan as the fitness for each individual. In this problem, the
objective is to maximize the fitness value which is positive. The fitness of individuals
is evaluated using the following formulas:

fitness = f(x,)=w—L (1)

Where
W is maximum makespan,

L is makespan,
x; 1s the ith individual,

3.1 Genetic Representation

In GA, choosing representation of the problem is very important to match the tech-
niques used. Early genetic algorithms are mostly focused on bit representation, but
GA can operate on any other data types, such as integer or list representation. For any
representation, only minimum information should be included. This is because if the
representation includes more information than needed, the operation on genetic algo-
rithm will be slower. In this paper, because of the design of this genetic algorithm
engine is not only meant to solve the JSSP problem, but more complex problem that
will be applied to real production software, a more flexible or extensible representa-
tion is chosen. The list of job, task, machine tuples are used as representation of the
problem. This representation and its associated 3x3 JSSP schedule is shown in Fig 2.
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The advantage of using this representation is when the GA is applied to real world
industrial problem, it is easier to modify. The disadvantage is it will consume more
resources than the other JSSP specific representation. It is impossible to find a repre-
sentation that will not yield invalid schedule in JSSP. Therefore, every time after a
schedule is generated by initialization or crossover process, we use a repairing func-
tion to repair the schedule. The repair function act as a checker for constraints of the
problem.

Job 1 Job 2 Job 1
Task 1 Task 1 Task 2
Machine 1 Machine 3 Machine 2

List of job, task, machine tuples
01102103103,0,,0,50,,0,503;
Fig. 2. A list of tuples representing a 3 x 3 schedule

3.2 Schedule Builder

A completely random schedule called semi-active schedule is generated initially.
Semi-active schedule is a schedule that can still be improved by applying permissible
left-shift to the operations in schedule. An active scheduler performs a kind of local
search, which can be used to introduce heuristic improvement into genetic search. A
very good example is the Giffler-Thompson algorithm [2] used by [7] and [6].

3.3 Crossover

Crossover is an important operator in GA. A good crossover operator can inherit good
solutions from the parents to one or more offsprings. We have chosen Generalized
Order-Crossover (GOX) operator, which was introduced by Bierwirth [15], as the
crossover operator. GOX uses two parents to produce an offspring. The first parent,
termed as receiver will receive crossover-string from the second parent, termed as
donor. Offset position of a crossover string is selected randomly using random num-
ber generator within the range of donor chromosome. The length of crossover-string
is randomly chosen in between one half and one third of the total length on a chromo-
some. This is to ensure that both parents have almost the same amount of information
in their offspring.

4 Distributed Micro GA
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