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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
less rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is in information may apply to be-
come a full member of IFIP, although full membership is restricted to one society
per country. Full members are entitled to vote at the annual General Assembly,
National societies preferring a less committed involvement may apply for asso-
ciate or corresponding membership. Associate members enjoy the same benefits
as full members, but without voting rights. Corresponding members are not rep-
resented in IFIP bodies. Affiliated membership is open to non-national societies,
and individual and honorary membership schemes are also offered.
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IFIP World Computer Congress 2010 
(WCC 2010) 

Message from the Chairs 

Every two years, the International Federation for Information Processing (IFIP) hosts a 
major event which showcases the scientific endeavors of its over one hundred technical 
committees and working groups. On the occasion of IFIP  50th anniversary, 2010 saw 
the 21st IFIP World Computer Congress (WCC 2010) take place in Australia for  
the third time, at the Brisbane Convention and Exhibition Centre, Brisbane, Queensland, 
September 20–23, 2010. 

The congress was hosted by the Australian Computer Society, ACS. It was run as a 
federation of co-located conferences offered by the different IFIP technical commit-
tees, working groups and special interest groups, under the coordination of the Inter-
national Program Committee.  

The event was larger than ever before, consisting of 17 parallel conferences, focusing 
on topics ranging from artificial intelligence to entertainment computing, human choice 
and computers, security, networks of the future and theoretical computer science. The 
conference History of Computing was a valuable contribution to IFIPs 50th anniversary, 
as it specifically addressed IT developments during those years. The conference  
e-Health was organized jointly with the International Medical Informatics Association 
(IMIA), which evolved from IFIP Technical Committee TC-4 “Medical Informatics”. 

Some of these were established conferences that run at regular intervals, e.g.,  
annually, and some represented new, groundbreaking areas of computing. Each con-
ference had a call for papers, an International Program Committee of experts and a 
thorough peer reviewing process of full papers. The congress received 642 papers for 
the 17 conferences, and selected 319 from those, representing an acceptance rate of 
49.69% (averaged over all conferences). To support interoperation between events, 
conferences were grouped into 8 areas: Deliver IT, Govern IT, Learn IT, Play IT, 
Sustain IT, Treat IT, Trust IT, and Value IT. 

This volume is one of 13 volumes associated with the 17 scientific conferences. 
Each volume covers a specific topic and separately or together they form a valuable 
record of the state of computing research in the world in 2010. Each volume was 
prepared for publication in the Springer IFIP Advances in Information and Communi-
cation Technology series by the conference’s volume editors. The overall Publications 
Chair for all volumes published for this congress is Mike Hinchey.  

For full details of the World Computer Congress, please refer to the webpage at 
http://www.ifip.org. 
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Introduction

This book contains the proceedings of two of the IFIP conferences that took
place at the IFIP World Computer Congress 2010 in Brisbane, Australia.

The proceedings of each conference are allocated separate parts in this book
each with their own editors.

E-Government and E-Services (EGES) page 3
Marijn Janssen / Winfried Lamersdorf

Global Information Systems Processes (GISP) page 183
Jan Pries-Heje / Michael Rosemann
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E-Government and E-Services (EGES) 
 



EGES Preface

The E-Government and E-Services (EGES) Conference at WCC 2010 was a co-
operation of a number of groups that already have well-established activities
in the field of e-government, e-governance, e-business, etcetera. Notably IFIP
working group 8.5 (Information Systems in Public Administration) IFIP working
group 6.11 (Communication, Information and Security Aspects of E-Business,
E-services and E-society) and the CSI SIG on E-Governance (Computer Soci-
ety of India Special Interest Group on E-Governance) joined forces with the
Program Co-chairs to make this stream of the IFIP World Computer Congress
indeed outstanding and challenging. At this event, contributions with perspec-
tives from researchers, practitioners and policymakers were presented. Looking
at these three angles has led to new perspectives and a better understanding of
the challenges and opportunities that come with developing and implementing
e-government services and applications. With this new area of IT applications,
there is a great need to share good practices across different parts of the world
– the developed world and the emerging economies, the domains of government
and business, and also to promote academic and research work to build the
theoretical foundations for this field. This field has great potential to improve
delivery of services from governments to citizens and interaction between dif-
ferent parts of government and public administration, between government and
businesses, and of course between government and citizens. We hope this con-
ference will be seen a step towards addressing the digital divide and rural–urban
divide.

Twelve papers from seven countries, one invited speaker and a panel session
addressed a wide spectrum of interesting topics, divided into five themes: inter-
operability, participation, adoption and diffusion, back end transformation and
new applications. The number of papers was limited due to a strict reviewing
process which ensured high-quality contributions. The acceptance rate for EGES
2010 was 33%. We thank all contributors, the Program Committee members and
all reviewers for their efforts and commitment. Without them EGES would not
have happened.

We refrain from mentioning the details of the papers and from highlighting a
few of them. They are all worth reading and therefore we encourage the reader to
do just that. We would also like to mention the effort it takes to compile the pro-
ceedings, a valuable document that provides worthwhile reading and an archival
document of the event. Similar to compiling a high-quality program, producing
high-quality proceedings like the one you are reading now is a challenge. We
thank the colleagues that took up this challenge and succeeded.



4 EGES Preface

As mentioned above, EGES 2010 was a co-operation between different working
groups and specialist groups. E-government in all its aspects is a typical example
of an interdisciplinary issue that deserves such co-operation. Let us continue with
this.

September 2010 Marijn Janssen
Winfried Lamersdorf

Lalit Sawhney
Leon Strous
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Narrowing the Gap between Open Standards Policy  
and Practice: The Dutch E-Government Experience 

Rutger Lammers1,2, Erwin Folmer1, 2,3, and Michel Ehrenhard2 

1 The Netherlands Open in Connection, The Hague, The Netherlands 
2 University of Twente, Enschede, The Netherlands 

3 TNO Information and Communication Technology, Enschede, The Netherlands 
{rutger.lammers,erwin.folmer}@noiv.nl 

Abstract. Interoperability in the public sector can be improved by the use of 
open standards. Nonetheless, the openness of standards in government policies is 
debatable. This paper introduces the Dutch government policy on open stan-
dards, and will introduce a multi-dimensional view (and model) on openness 
rather than a one-dimensional strict definition. Applicability of the multi-
dimensional model is tested in a case study, which demonstrates that this model 
has value for standardization organizations active in the government domain. In 
future cases the model helps in understanding how government-related stan-
dardization organizations can influence openness in a situation-specific way and 
the model therefore narrows the gap between open standards policy and practice. 

Keywords: standards, standardization, open, e-government, policy, interoperability. 

1   Introduction 

High on the Dutch government’s agenda is the creation of an innovative, competitive 
and enterprising economy. To achieve this goal the government has developed a pol-
icy in which it states that the governments needs to be a service-oriented and a client-
friendly partner [1][2][11][15]. Important for the realization of this policy is that the 
IT infrastructure of the public sector is flexible [15]. To achieve flexibility, interop-
erability between governments and businesses, between governments and citizens and 
between government bodies themselves is an essential condition [2][15].  We define 
interoperability as the degree to which an information system is able to exchange 
information with other systems, in such a way that the meaning of information (se-
mantics) does not change [2][15]. Interoperability provides a environment in which 
various systems can communicate with each other, not only syntactical, but also 
shared semantics. Therefore interoperability implies a common language between 
systems, which results in governmental supplier-independence, digital sustainability 
and transparency [11][15]. 

1.1   Purpose of This Paper 

Within this paper open standards are seen as a mean to achieve the goal of interopera-
bility. We will explain why a more sophisticated approach is needed than just a strict 
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definition of what constitutes an open standard. Every situation is unique and a situa-
tion-specific process will results in a better fit of a standard. The purpose of this paper 
is to gain more insight in the openness of standards. Therefore, the central question of 
this paper is: “How can the openness of an open standard be influenced?” The unit of 
analysis in this report is a standard, but since the openness of a standards greatly de-
pends on the process surrounding the standard, the framework may be generalized to 
the degree of openness of the standard developing organization (SDO) as a whole. 

In this paper we answer this question by  

1) Introducing the Dutch policy on open standards (chapter 2); 
2) Defining a model on openness  (chapter 3);  
3) Operationalizing the model to make it useful for practice (chapter 4);  
4) Using the operationalized model to analyze the openness of the StUF standard.  
5) Discussing the results of this case study and drawing conclusions. 

However, first the concepts of interoperability and open standards will be discussed 
briefly.  

1.2   Interoperability 

Interoperability within the public sector can be achieved via various mechanisms. One 
way to achieve interoperability is by only using information systems from a single 
vendor [2]. These systems will most probably be able to perfectly exchange informa-
tion with each other, by means of a proprietary interface between the systems. But, as 
the current IT portfolio of the public sector is very heterogeneous, and the sector is 
characterized by a plethora of different systems, this is not a realistic solution 
[11][15]. Moreover, single-vendor interoperability will not contribute to supplier-
independence because the use of an proprietary interface by another vendor is usually 
a costly and complex process. Another mechanism to achieve interoperability is the 
use of open standards [11][18].  Standards are about collectively agreeing on the 
specifications for the interfaces between application, services, systems and networks 
that interact. Open standards differ from proprietary standards because participating in 
the process of developing, using and maintaining such a standard is in principle open 
to and freely accessible for everyone. The Dutch government has chosen to prefer 
open standards above proprietary standard, mainly to achieve interoperability within 
its IT architecture [1][2][11]. This paper focuses on standards for data exchange. 
These standards relate to technical and semantic interoperability and not so much to 
organizational interoperability [20]. 

1.3   Open Standards 

'Open standard' is a broad term and in literature many definitions of an open standard 
are given [5][3][10]. There is a need for a more sophisticated approach to describing 
and examining open standards than just a one-dimensional and rigid definition. For 
the Dutch government it is essential to understand which parameters play an essential 
role in the openness of a standard. Understanding the parameters of openness contrib-
utes to the founded and deliberate selection and/or development of an open standard. 
The requirements to the parameters of openness will depend on the situation, since 
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not every standard needs to be open on all aspects. For instance, the TCP/IP protocol 
does not need to have a very open change process, since most people are only inter-
ested in the open use of this standard. But there are also standards for which other 
aspects of openness are more important [5]. 

Standards are developed and maintained by a standard developing organization 
(SDO's). Many SDOs exist, ranging from formal standardization organizations such 
as ISO to fora such as W3C. The internal process of developing and maintaining a 
standard within these organizations varies. Naturally, the degree of openness of the 
process influences the degree of openness of a standard. 

2   Dutch Policy on Open Standards 

To stimulate the use of open standards and to guide the change process, the Dutch 
government has initiated the action plan “The Netherlands Open in Connection” 
(Dutch abbreviation: NOiV), which consists of several action lines resulting in three 
objectives [1][11]: 

1. Increase interoperability of information system in the Dutch public sector by 
accelerating the use of open standards 

2. Reduce dependence on suppliers in the use of ICT through faster introduction of 
open standards 

3. Promote a level playing field in the software market by using open standards 

The Dutch government intends to encourage the use of open standards within the 
public and semi-public sector. The key focus is: use open standards, unless there is a 
very good reason why this is not possible, and indicate when open standards will 
indeed be implemented. This is the principle of 'comply or explain, and commit'. 
Through this principle the use of open standards will be given a firm foundation. 

2.1   Actors Related to Dutch Policy 

Figure 1 gives more insight in the relations between organizations that are concerned 
with the execution of the Dutch policy on the use of open standards. 

BFS

Collects, assesses and 
publishes a list of open
Standards (comply-or-
explain) Government 

Organizations

Are are desired to use open
standards within their 
organizationsSDO

Develop and maintain
Standards

NOiV

Stimulates the use of open
Standards within public
sector organizations

open standards supply of comply-or-explain list

                                       alignment in activities

         stimulation / motivation
Support/

information
 

Fig. 1. Actors related to Dutch policy 
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2.1.1   The Bureau Forum Standardization (BFS) 
In order to be able to implement the government's policy, a process of selecting and 
applying open standards based on a clear framework for interoperability should be 
determined. This is done by the Bureau Forum Standardization (BFS) [2][12]: a pro-
gram office that selects the open standards that fall under the rule 'comply or explain, 
and commit'. BFS selects standards for the 'comply or explain, and commit' list. BFS 
maintains two separate lists of open standards: 

1. A list of 'comply-or-explain' standards. These standards are often not yet widely 
used within the Dutch public sector, but the use of these standards is mandatory. 
The standards on this list are usually semantic standards, like SETU 
(procurement), XBRL (finance) and StUF (administrative) and these standards 
are often a specific instance of a global standard (like SETU, which is a 
location-specific version of HR-XML). 

2. A list of “frequently applied standards”, standards which are widely used in the 
architecture of information systems. These 'defacto' standards are often 
technical, world-wide standards located at the lower layers in the OSI reference 
model, like the TCP/IP-protocol, SMTP et cetera. This list helps purchasers in 
the public sector in tendering among others. 

2.1.2   NOiV and Action Lines 
The Dutch policy on the use of open standards consists of several action lines organ-
ized in the program NOiV [11]. Together these action lines contribute to the three 
objectives of the government's policy on open standards. Relevant action lines1 are 
discussed shortly. 

Action line 1 – The Bureau Forum Standardization (BFS) publishes a basis list of 
open standards which is necessary for implementation of the 'comply or explain, and 
commit' principle  [12][2].  

Action line 2 – Institutions in the public and semi-public sector will introduce the 
'comply or explain, and commit' principle for ICT orders. Public sector bodies and 
institutions are themselves responsible for the application of 'comply or explain, and 
commit', using self self-policing measures. 

• Comply: apply established open standards to orders for new IT systems or 
rebuilds and IT contract extension. 

• Explain: exception criteria are: no open standard is available for the desired 
functionality; the open standard is not supported by multiple suppliers and on 
several platforms; conduct of business and/or service provision would be 
unacceptably jeopardized, including in terms of security or international 
agreements would be broken. 

• Commit: give preference to the application of open standards so that an 
exception criterion is no longer applicable. 

 

                                                           
1 The action plan also includes action lines on the adoption of open source software (action line 

7-13). But, as this paper only considers open standards, these action lines will not be 
discussed further. 
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Action line 3 – BFS prepares a Dutch interoperability framework. 
Action line 4 – IT orders can be voluntarily examined for advice. 
Action line 5 – Enforcement via monitoring and ranking. 
Action line 6 – Central governments support ODF. 
 
In summary, this Dutch policy makes the use open standards mandatory for all (semi) 
public organizations.  

3   Open Standards Definitions and Models 

Openness is not a black or white situation, and whatever definition is chosen, it is 
arbitrary. For example, take the criterion of the free or nominal fee for a standard, also 
discussed by Rada [17]. Imagine that we have to pay 20 euro for a standards specifi-
cation. Some will call this an open and free specification (nominal price), others will 
say this does not satisfy the definition of open and free specification. And how will 
this change if the amount will be changed to 200 or 20.000 euro’s? But all agree on 
that a standard for which 20 euro should be paid is less open than a standard that can 
be freely downloaded. Although open standards itself are without doubt, a lot of de-
bate is going on about the definition of an open standards. We will not go into that 
discussion, simply because it distracts attention on how to achieve more open stan-
dards. The discussion is also the other way around: it focuses on creating a definition 
to which many as open perceived standards comply. The definition is adapted to cur-
rent practice. In our opinion the definition of a standards should be more transparent 
and adaptable to a specific situation. However we argue that the definition is not that 
interesting when the government tries to improve the openness of standards. For that 
use a broad view on openness is needed instead of a strict and small definition of 
openness. 

3.1   Open Standard Definition Used by Dutch Governments 

The definition of open standards which is used by Dutch government complies  
with the definition which is used by the European Commission as set by the IDABC 
program2) [7][11]: 

• The standard is approved and will be maintained by a non-profit organization, 
and ongoing development will be on the basis of an open decision-making 
process that is accessible for all interested parties. 

• The standards is published and the specification document for the standard is 
freely available or can be obtained for a nominal contribution. It must be 
possible for everyone to copy it, make it available and use it, free or for a 
nominal price 

• The intellectual property – regarding any patents that may be present – of the 
standard or parts thereof is irrevocably made available on a royalty-free basis; 

• There are no restrictions on reuse of the standard. 

                                                           
2 IDABC stands for Interoperable Delivery of European eGovernment Services to public 

Administrations, Business and Citizens. 
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In addition to this definition, the government uses the following two specification in 
elaborating the action plan: 

• Open Specification: an open specification is one that is published and whose 
specification document is freely available. Alternatively, it may be available for 
a nominal contribution. It must be possible for everyone to copy it, make it 
available and use it, free or for a nominal price 

• Free Specification: a free specification is an open specification that is free of 
legal restrictions making its use and distribution difficult. The intellectual 
property – regarding any patents that may be present – of the standard or parts 
thereof is irrevocably made available on a royalty-free basis. 

3.2   Existing Research on Open Standards 

A scan of existing literature on open standards showed that in general there are very 
few models and definitions that exceed a rigid definition. There is a need for a more 
sophisticated in-depth model which describes the dimension on which a standards can 
be positioned. One very useful model on open standards comes from Krechmer [5]. 
Krechmer introduces ten requirements on open standards. These ten requirements 
function as dimensions in which a certain open standard can be positioned. This di-
mensioning helps in shifting the discussion on open standards from a dichotomous 
black or white situation to a more nuanced situation. This helps in achieving a better 
task technology fit as discussed in chapter one. However, it remains unclear how 
Krechmer derives these ten requirements, why there are ten and moreover, each re-
quirements leaves a lot of freedom of interpretation. Another useful model comes 
from Andersen [4]. This work is related to the ten requirements described by 
Krechmer. Andersen made an operationalization on the openness of open standards 
based on desk research. Other definitions and models are introduced in table 1. The 
dimensions which are used in this table are derived from Krechmer. The work of 
Krechmer forms the theoretical basis of this research. Since each definition can be 
mapped to one or more requirements, the requirements of Krechmer is the most com-
plete set of dimensions. 

Table 1. Models and definitions on open standards 

Dimension 
(Krechmer) [5] 

Andersen 
[4] 

Perens 
[13] 

NOiV 
[11] 

IDABC
[7] 

Dimension 
(Krechmer) [5] 

Andersen 
[4] 

Perens 
[13] 

NOiV 
[11] 

IDABC 
[7] 

Open Meeting x x x x Open Change x x   

Consensus x x x x Open Documents x x x x 

Due Process x x   Open Interface  x   

Open IPR x x x x Open Access x x x x 

One World x    On-going Support x    

 
As stated earlier, the current quantity of academic literature on dimensions of open 

standards is low. When we compare the available literature, the work of Krechmer is 
the most complete and most cited work. Therefore the ten requirements are already 
very useful in practice and they will therefore function as the basis of this paper. 
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4   Operationalization of the Model on Openness 

Although defined dimensions are needed, they will become even more valuable  
when they are operationalized to (measurable) consequences in practice. As shown in 
table 1, the dimensions which are used by Krechmer to analyze the openness of stan-
dards have a broader view than others. Therefore, the operationalization of openness 
will be based on these ten dimensions (requirements in terms of Krechmer). These ten 
dimensions can be interpreted as a must-have to be labeled as an open standard and 
are therefore very useful in determining at a first glance to which degree an open 
standard is really open. However, if we interpret the ten requirements as ten dimen-
sions on which a standard can be positioned, we need more than just the dimensions. 
For example, it could be discussed what exactly an open meeting is. Is everybody free 
to join meetings? How are invitations for these meetings arranged? So, to further 
improve the usability of the ten requirements on open standards we will make a first 
step in the operationalization of the requirements, which results in an model useful in 
practice. 

4.1   Method 

To identify variables for the ten dimensions on open standards a workshop was organ-
ized and also the work of Andersen [4] was used. The first part of the workshop had 
the character of a informal brainstorm session in which five experts on open standards 
were invited to come up with variables for the ten dimensions on open standards. 
These experts have a background in standardization, varying from developers, im-
plementers and users. 

The ten dimensions were discussed step-wise, following the format of “if you think 
of this requirement, what comes up to measure it?” The second part of the workshop 
consisted of a clustering of the results from the workshop, following the structure of 
the ten dimensions. During the brainstorm and clustering we followed Langley [19]. 
This resulted in three to five variables per requirement, which are considered valid by 
the experts. The results of the workshop were combined with existing literature on 
openness of standards, especially the work of Andersen. This synthesis resulted in the 
model on openness of standards.  

Model on openness
of standards

Literature  on 
openness  
of standards

Expert workshop

Andersen's 
operationalized
criteria

Synthesis

 

Fig. 2. Process used in this research paper 
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Table 2. Model derived in this research 

Criterion variables Score 

1. Open meeting 1 No entrance fee 0 / 1 / 2 

2 Suitable meeting location 0 / 1 / 2 

3 Open for all 0 / 1 / 2 

All may participate in the standards development 
process. 

4 Open calander 0 / 1 / 2 

2. Consensus 1 Open and stated decision process 0 / 1 / 2 

2 Procedure if no consensus reached 0 / 1 / 2 

3 Equal voting rights 0 / 1 / 2 

4 External review 0 / 1 / 2 

During a meeting all interests are discussed and 
agreement found, no domination. 

5 Open agenda 0 / 1 / 2 

3. Due process 1 Stated appeal process on technology 0 / 1 / 2 

2 Stated appeal process on process 0 / 1 / 2 

3 Independent chairman 0 / 1 / 2 

Balloting and  appeals  during process may be used to 
find resolution. 

4 Higher instance for appeals 0 / 1 / 2 

4. Open IPR 1 Right regime published 0 / 1 / 2 

2 Level of IPR (free vs. patents) 0 / 1 / 2 IPR related to the standard is available to 
implementers. 

3 Reciprocal licenses 0 / 1 / 2 

5. One world 1 Fit with other standards 0 / 1 / 2 

2 Location-independent 0 / 1 / 2 The standard is used for the same capability, world-
wide. 

  

6. Open documents 1 Open drafts 0 / 1 / 2 

2 Open specifications 0 / 1 / 2 

3 Open meeting notes 0 / 1 / 2 

4 Open procedural documents 0 / 1 / 2 

Standards committee drafts and completed standards 
documents are easily available for implementation and 
use. 

5 Open redistribution 0 / 1 / 2 

7. Open interface 1 Back- and forwards compatible 0 / 1 / 2 

2 Implementations compatible with specification 0 / 1 / 2 Standards supports migration and allows proprietary 
advantage but standardized interfaces are not hidden or 
controlled.   

8. Open access 1 Conformance testing 0 / 1 / 2 

2 Conformance validation 0 / 1 / 2 

3 Conformance certification 0 / 1 / 2 

Standards is equipped with objective conformance 
mechanisms for implementation testing and user 
evaluation. 

4 Disability support 0 / 1 / 2 

9. On-going support 1 Support throughout life cycle 0 / 1 / 2 

Standards are supported until user interest ceases.   

10. Open change 1 Coverage of other dimensions during change 0 / 1 / 2 

All changes in the standards are presented and agreed   
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4.2   Results 

The synthesis of both workshop results and literature resulted in concrete variables for 
the ten dimensions on open standards. The result is a method, which is presented in 
Table 2. The ten dimensions of Table 1 are operationalized in one or more variables 
(some dimensions could not be operationalized further into two or more variables). 

Each variable can be scored, using a three-point scale: 

• 0: in documentation related to the standard, nothing can be found regarding this 
variable or it is explicitly stated no action related to this  variable is present. 

• 1: documentation related to the standard touches upon this variable in a positive 
way, but not fully compliant to the line of reasoning behind the variable. 
Improvement is possible. 

• 2: documentation related to the standard explicitly touches upon the line of 
reasoning behind the variable. Improvement is not necessary. 

When using this model to score a standard, the most open source of information will 
be official documentation by the SDO on a website. So, if information regarding a 
variable cannot be found on-line at the SDO's website, a 0 is applied. Of course, 
information stated in official documentation can differ from the actual, real-life 
situation. This bias can be bypassed by doing observations during meetings et cetera, 
but this method comprises easily accessible information.  Background information on 
the workshop results and descriptions of the variables can be found on [16].  

5   Case Study 

To examine to usability and applicability of the operationalized model, it was tested 
in a case study. For this purpose the open standard STuF was used. STuF is an abbre-
viation of standard exchange format and it is an open standard which is used by the 
Dutch government, especially by municipalities, for the purpose of exchanging basic 
civilian information (like addresses) within and between information systems [14]. 
STuF is on the list 'comply-or-explain' standards as discussed in chapter two [12]. 
More information about STuF can be found in [19]. 

The results are based on information published in official documentation. The 
official documentation was found on the website of EGEM-ITEAMS, which is the 
SDO of STuF [14][8][9]. We chose to measure the openness of STuF based only on 
official on-line documentation since this contributes to the openness of a standards. 
Maybe the openness of STuF as mentioned in documentation differs from the actual 
 

Table 3. Scores of STuF using the model 

Criterion Average score Criterion Average score 

Open Meeting 1 Open Documents 1 

Consensus 1.8 Open Interface 0.5 

Due Process 0.4 Open Access 0.5 

Open IPR 2 On-going Support 2 

One World 1 Open Change 1.25 

Total average 1.1   
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openness in practice. This could be overcome by using other techniques like interviews 
or observations, but these techniques are very intensive and are therefore not appropri-
ate to use in our framework. Some variables are 0, simply because no explicit informa-
tion could be found in documentation. In practice it could be that a variable is actually 
implemented correctly, but since it is not documented it scores a 0. Explicit description 
in documentation contributes to the openness of a standard. The results show that the 
STuF standards scores well in Open IPR and On-going Support, these are effectively 
addressed in the STuF standard. Of concern is the Due Process, which scores a 0.4. 
This can be explained by the fact that in case of disputes no balloting procedures are 
described. As the adoption STuF is growing, the likelihood of disputes of any kind is 
rising. Other points of concern are Open Interface and Open Access, both scoring a 0.5. 
Issues with version management and compatibility are related to score on Open Inter-
face, while the absence of conformance services are related to Open Access. 

6   Conclusions 

This research shows that standards which – by their SDO – are claimed to be open, 
are not always fully open. These standards may actually be open on several, but not 
all, dimensions. For the Dutch government the model which is constructed in this 
research is useful, because standards that are claimed to be open can be analyzed  for 
their degree of openness. This avoids situations in which the policy (use of open stan-
dards) is not in line with practice (open standards that are in fact not that open). In this 
case, STuF scores a 1.1, whereas this is one of the most important semantic open 
standards used within the Dutch government. Usage of the model indicates which 
aspects of STuF can be made more open, and which aspects are really open. The 
study provides a useful 'checklist' for government bodies in determining whether to 
put a standard on the 'comply or explain, and commit' list. This narrows the gap be-
tween policy on open standards and actual practice. 

This research is also useful for SDO's who want to improve the openness of their 
standards or to have at least a certain idea which parameters are adaptable to influence 
the openness of their standards. As said earlier, open standards do not always have to 
be the open in all dimensions, since certain dimensions are not that important in a 
specific situation. But, apart from the outcomes, all dimensions related to openness 
should at the very least be discussed. 

Next to having a better view on the openness of a standard the model can be used 
to compare the openness of standards. For example, if an organization chooses to only 
use open standards for a specific situation, this model could be used to make a well-
based choice for an open standard when competing open standards might exist. But 
also the scoring of the StUF standard would be more valuable when compared to the 
scoring of other standards. 

Another useful application of this model is to rank SDO's organizations. Often, 
these organizations are concerned with setting standards for the use in public sector 
situations. For government organizations these standards are often mandatory by law. 
It might be interesting how `closed’ these standards actually are. In certain cases the 
policy on interoperability might collide with legal obligations. If a government wants 
to stimulate the use of open standards, this model could be useful by making visible 
how closed certain mandatory standards really are. This might add momentum to 
open standards and interoperability. 
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7   Further Research 

This research is a first attempt at operationalizing the dimensions of openness, focus-
ing on the applicability of such an operationalized model. Further improvements and 
underpinning of the model is needed, including improvement of the measurement 
scales. For example, more research can be conducted on the degree of mutual exclu-
siveness and collective exhaustion of the coverage of open standards by the ten di-
mensions. Also more case studies would be welcome to iteratively improve the model 
and to gather a database with results. 
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Appendix – In-depth Scoring of STuF 

Variable 0/1/2 Elaboration 

1.1 0 No information found in both [9] and [8] 

1.2 0 No information found in both [9] and [8] 

1.3 2 In principle open for everyone who's interested, [9] page 10, [8] page 7, [8] page 9 

1.4 2 Meeting dates can be found on line.[8] multiple pages in appendix A 

2.1 2 Decision process is thoroughly  described, [8] page 7 [8] multiple pages in appendix A 

2.2 2 Majority decides if no consensus, [8] multiple pages in appendix A 

2.3 1 Every stakeholder has voting rights, but equality is not explicitly stated, [8] page 16 

2.4 2 External reviewers are invited to comment, [8] page 8, [8] page 15 

2.5 2 Attendees can put topics on agenda, [8] page 11 

3.1 2 Appeals are possible in case of technology issues, [8] page 12 [8] page 16 

3.2 0 No information found in both [9] and [8] 

3.3 0 No information found in both [9] and [8] 

3.4 0 No information found in both [9] and [8] 

3.5 0 No information found in both [9] and [8] 

4.1 2 Rights regime is published, [8] page 9 

4.2 2 Royalty-free, [8] page 9 

4.3 2 Licenses on (subsets of) the standard are reciprocal, [8] page 9 

5.1 2 The fit with related standard is described, [9] page 11 [8] page 8 

5.2 0 No information found in both [9] and [8] 

6.1 1 Drafts are published, but it's unsure if this is publicly [8] page 8 

6.2 2 All specification can be found online, [8] page 9, [8] page 8 

6.3 0 No information found in both [9] and [8] 

6.4 2 Procedural documents can be found online, [8] page 9, [8] multiple pages in appendix A 

6.5 1 Reciprocal licenses (4.3) imply this, but not explicitely stated 

7.1 0 No information found in both [9] and [8] 

7.2 2 A conformance certificate is applied. [8] page 17 

8.1 0 No information found in both [9] and [8] 

8.2 0 No information found in both [9] and [8] 

8.3 2 Conformance certification is available, page 11 [8] 

8.4 0 Not found 

9.1 2 Standard is supported throughout standards life cycle [8] page 19 

10.1 0 For example not the dimensions that score low 
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Abstract. The proposed architecture of the Hungarian e-Government Frame-
work, mandating the functional co-operation of independent organizations, puts 
special emphasis on interoperability. WS-* standards have been created to reach 
uniformity and interoperability in the common middleware tasks for web ser-
vices such as security, reliable messaging and transactions. These standards, 
however, while existing for some time, have implementations slightly different 
in quality. In order to assess implementations, thorough tests should be per-
formed, and relevant test cases ought to be accepted. For selecting mature SOA 
products for e-Government application, a methodology of such an assessment is 
needed. We have defined a flexible and extensible test bed and a set of test 
cases for SOA products considering three aspects: compliance with standards, 
interoperability and development support. 

Keywords: Web services, testing; interoperability, WS-* standards, e-Government. 

1   Introduction 

Similarly to numerous other countries all over the world, Hungary has its own strat-
egy for e-government development [10]. Although Hungary has middle-ranked posi-
tion in the level of e-government services [11], strategic studies and assessments 
showed that one of the primary deficiencies is the lack of interoperable, multi- and 
cross-organizational back-office functionality. 

Several interoperability frameworks have been accepted by national, or union-level 
governments or organizations: e-Government Interoperability Framework (eGIF) in 
UK, [8], Federal Enterprise Architecture (FEA) in USA, [12], Standards and Architec-
tures for e-Government Applications (SAGA) in Germany [13], European Interopera-
bility Framework (EIF) in EU [7] etc. For interoperable cross-sector collaboration the 
concept of Seamless e-Government has been introduced to describe the ideal model of 
delivering public services [9]. 
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A similar effort has been started in Hungary by establishing the Hungarian  
e-Government Framework (HeGF) [14]. The Framework proposes a SOA-based  
e-Government Service Bus for the implementation of the integrated back-office ser-
vices. The architecture specifies three layers: process-level layer, service-level layer 
and message-level layer. The process-level layer orchestrates cross-organizational 
activities and services. The service-level layer defines interfaces, manages the  
basic operations, handles security, federated identity and management aspects. It is 
based on WS-* standards, and a wide variety of products promising conformity  
to them. The message layer is based on a message oriented middleware to provide 
reliability. 

Early laboratory pilots showed the difficulties of the integration of heterogeneous 
components on the basis of WS-* standards. In some cases products did not follow 
the standards, in others poor documentation caused difficulties. Two questions arose 
at this point: a) are the SOA products mature enough for e-government use; b) how to 
select the best product at a future tender. 

The rest of this paper describes a methodology developed to evaluate the interoper-
able behavior of SOA products and the quality of the WS-* standards implementa-
tions. Our goal was only the evaluation of the proposed methodology itself, not  
pre-selection of product, or making a ranking at this stage. The test cases copied from 
the architecture specification in the HeGF are listed in Table 1. 

After presenting related work in section II, several SOA products selected for  
test are introduced in section III. Section IV enlists the tested WS-* standards.  
Section V describes the test cases. Section VI specifies the test environment. Section 
VII presents the test results. Section VIII concludes the paper and describes future 
work. 

Table 1. Test cases from HeGF 

Requirement  Corresponding test case 

Message format M HTTP, SOAP 1.2 
Exception handling M HTTP, SOAP 1.2 faults 
Addressing M HTTP, SOAP 1.2, WS-A 1.0 
Asynchronous messages M HTTP, SOAP 1.2, WS-A 1.0, async 
Message level security M HTTP, SOAP 1.2, WS-A 1.0, WS-SC 
Transport level security M HTTPS, SOAP 1.2 
Binary transmission R HTTP, SOAP 1.2, MTOM 
Reliable messaging O HTTP, SOAP 1.2, WS-A 1.0, WS-RM 
Short-term transactions O HTTP, SOAP 1.2, WS-A 1.0, WS-AT 
Message format O HTTP, SOAP 1.1 
Addressing O HTTP, SOAP 1.1, WS-A 1.0 
Addressing O HTTP, SOAP 1.1, WS-A 2004/08 
Asynchronous messages O HTTP, SOAP 1.1, WS-A 1.0 
Binary transmission O HTTP, SOAP 1.1, MTOM 
Short-term transactions O HTTP, SOAP 1.1, WS-A 1.0, WS-AT 

M=Mandatory, R=Recommended, O=Optional, 
WS-A=WS-Addressing, WS-SC=WS-SecureConversation,  

WS-RM=WS-ReliableMessaging, WS-AT=WS-AtomicTransaction. 
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2   Related Work 

2.1   WS-I Basic Profile 

The various WS-* standards provide too many options from which the implementers 
can choose what to implement. This freedom makes interoperability much harder since 
different vendors may choose different options to implement. Therefore the Web Ser-
vices Interoperability (WS-I) Organization [1] was formed by a wide range of compa-
nies and standards development organizations to provide best practices called profiles 
for a selected set of standards. They also define test cases and create testing tools to 
verify the various implementations against these profiles. Software vendors participat-
ing in WS-I usually implement the test cases in their own products. 

WS-I defines profiles for the most important WS-* standards. Basic Profile covers 
SOAP, WSDL, WS-Addressing and MTOM. Basic Security Profile aims WS-Security 
with different Security Token Profiles including SAML. Reliable Security Profile deals 
with WS-ReliableMessaging and WS-SecureConversation. WS-Coordination and WS-
AtomicTransaction, however, are not yet included in any profiles. 

The advantage of WS-I is that it covers a lot of issues regarding WS-* standards, it 
resolves ambiguities, it defines a lot of test cases and it also implements them. The 
source codes are available for public access; they can be downloaded from the WS-I 
web site. All the major software vendors participate in the WS-I Organization, thus the 
profiles defined are a results of a consensus and are expected to be supported in their 
products as well. 

The disadvantage of WS-I is that its profiles are a result of a slow agreement proc-
ess, therefore it always lags behind the newest versions of the WS-* standards. The 
implementations of the test cases are not up-to-date; they cannot keep up with the 
acquisitions in the market and the rapid evolution of the products. The test cases focus 
mainly on verifying the conformance to the profiles and are not derived from real 
customer needs. 

2.2   Interop Events 

While Windows Communication Foundation (WCF, codename Indigo) was being 
developed, Microsoft organized a series of events called Interop Plug-Fests for SOA 
vendors to implement a set of test cases by every participant and then execute the tests 
between each other. In the previous years numerous Interop Plug-Fests have been 
held and the web services endpoints of WCF are still available [2]. The close coopera-
tion of Microsoft and Sun Microsystems has led to a very high level of interoperabil-
ity between WCF and Metro, the web services stack of Sun. 

The advantage of these Interop Plug-Fests is that there were very detailed pre-
defined test cases for the selected WS-* standards and the executed tests resulted in 
immediate feedbacks to the vendors. The test specifications are still available for 
download. Unfortunately, most of the web pages about these Plug-Fests are no longer 
available, the evolution of the products is no longer followed and also the source 
codes cannot be downloaded. 
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2.3   Web Services Test Forum 

Web Services Test Forum (WSTF) [3] is an open community founded by a couple of 
software vendors to provide test scenarios and a multi-vendor testing environment. 
Customers can also join the community to suggest test cases based on their needs. 
After accepting the test cases members of the community can implement them and 
provide web services endpoints to the public. 

The advantage of WSTF is that it is less formal than a standards body; therefore, it 
is more flexible. Members of WSTF do not have to wait for the standards develop-
ment organizations to complete the standards or the final version of SOA products to 
be released to start implementing the test cases. The source code is also accessible for 
the community. The current test clients provide a user interface only, no automated 
tests are defined. Although some test cases are already available for the various WS-* 
standards, not all of them are implemented yet, since the community was formed at 
the end of 2008. Unfortunately, Microsoft and Sun Microsystems (although acquired 
by the community member: Oracle) were not among the founders and Microsoft still 
has not joined the community yet. 

Another similar initiative to WSTF is the Apache Stonehenge project [4] formed 
earlier than WSTF mainly by open-source vendors (Apache, WSO2, Red Hat), but 
Microsoft is also a participant and they also welcome other software vendors. 

2.4   Other 

Senthil et al. [5] examined how WS-I Basic Profile (WS-I BP) 1.0 addresses interop-
erability issues with the core web services standards (SOAP 1.1 and WSDL 1.1). 
They found that the efforts point to the right direction, however, there are some limi-
tations, too. The main argument they brought up is that WS-I BP does not deal with 
such data types as float, decimal, date and time, and this can result in precision loss in 
interoperability scenarios. 

Kuppuraju et al. [6] identified various aspects on how to test interoperability of 
SOA products based on a case study. They raised the issues but did not provide any 
solution: testing tools and test report generation are mentioned only as a future work. 
The main issues are compliance tests against WS-I profiles, integration tests for busi-
ness processes, and performance tests. They also identified WS-* standards as a key 
to interoperability. 

3   SOA Landscape 

This section compares the set of products we selected for testing, but this set is far 
from complete since there are many more SOA products. The proposed test environ-
ment, however, is flexible and mature enough to extend the range of the current study 
to incorporate further products. 

Table II. compares the selected products based on the following aspects: name, 
vendor name, application server name, Integrated Development Environment (IDE), 
web service API, web service stack implementation, supported programming lan-
guages, configuring WS-* protocols. 
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Other well-known SOA products subject of further investigation include FUSE 
from Iona based on CXF, the WSO2 SOA Platform based on Axis2, ActiveVOS from 
Active Endpoints, Intalio BPM from Intalio and also TIBCO Service Bus and Sonic 
ESB. 

Table 2. Comparison of SOA products 

name vendor 
name 

applica-
tion 
server 

IDE WS 
API 

WS stack program 
language

configuration 

WCF Microsoft IIS Visual 
Studio 

WCF WCF any .NET custom XML 

GlassFishESB Sun GlassFish Netbeans JAX-
WS 

Metro Java WS-Policy 

RAD 7 IBM WAS 7 RAD 7 
(Eclipse 
based) 

JAX-
WS 

 Java WS-Policy 

WebLogic Suite Oracle WebLogi
c Server 

JDeveloper JAX-
WS 

 Java WS-Policy 

JBoss RedHat JBoss AS Eclipse JAX-
WS 

Native 
(RedHat); 
Metro 
(Sun); 
CXF 
(Iona) 

Java custom XML; 
WS-Policy 

Axis2 Apache Tomcat Eclipse JAX-
WS 

Axis2 
(WSO2) 

Java custom XML 

Abbreviations: WCF = Windows Communication Foundation, IIS = Internet Information Services, RAD = Rational Application Developer, 
WAS = WebSphere Application Server, AS = Application Server. 

4   WS-* Standards 

This section gives a short overview of WS-* standards specified in the requirements 
of the Hungarian e-Government Infrastructure. 

WS-Addressing (WS-A) raises addressing and routing specifications to message 
level thus makes them independent of the actual transport layer. The Message Trans-
mission Optimization Mechanism (MTOM) defines how large binary data can be 
efficiently transmitted as part of a SOAP message. WS-ReliableMessaging (WS-RM) 
can minimize the impact of network communication problems. It can guarantee ex-
actly-once message delivery and preserving the order of the messages. WS-
Coordination and WS-AtomicTransaction (WS-AT) make specifying and committing 
transactions possible. 

WS-Security is responsible for signing and encrypting parts of a SOAP message, 
and also for transmitting authorization tokens. WS-SecureConversation (WS-SC) is 
designed to support excessive encrypted message-exchange by maintaining a security 
context (similarly to SSL). WS-Trust defines means for issuing, renewing, exchang-
ing and revoking security tokens by a Security Token Service (STS) (similarly to 
Kerberos) and makes federated authorization across security domains also possible 
mostly through SAML (Security Assertion Markup Language) assertions. 
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5   Test Aspects and Test Cases 

In order to conduct testing three basic tasks were defined; each designed to be capable 
of assessing the existence or absence of functionalities selected for testing. For each 
task the functionalities checked and the relevant standards are listed. For compliance 
and interoperability testing both the input and the expected output parameters have 
been specified before actual testing was done. 

5.1   Test Cases for Compliance 

Calculator 
The aim of this task is to test compliance with basic protocols and simple fault han-
dling. A calculator application has to be created with the operations: addition, subtrac-
tion, multiplication and division. The tested standards are: 

• SOAP 1.1 and SOAP 1.2 over HTTP 
• SOAP 1.2 over HTTPS 
• Fault handling with SOAP 1.2: when dividing by zero, MathFault exception is to 

be thrown. 
• Ws-Addressing 1.0 and Ws-Addressing August 2004 
• Ws-ReliableMessaging with SOAP 1.2: order of messages preserved; session 

properly closed. 
• Ws-SecureConversation with SOAP 1.2: message level encryption and digital 

signature is to be applied, based on Basic256 (AES-256) algorithm. Authenticate 
both sides with X.509 certificates. 

• WS-Trust, SAML: the different operations require different access rights provided 
by SAML tokens issued by a STS. (test case not yet implemented) 

Asynchronous calculator 
The aim of this task is the asynchronous version of the Calculator. The tested stan-
dards are: 

• WS-Addressing 1.0 with SOAP 1.1 and SOAP 1.2: the server has to retrieve the 
addressing headers and use dynamic addressing when calling back the client. 

Upload 
This test is to check MTOM encoding compliance, by sending a 1MB file to the 
server. The tested standards are: 

• MTOM with SOAP 1.1 and SOAP 1.2 

Bank 
The aim of the test is to check compliance with transaction standards. The task is to 
access a database through a web service. The server is a bank which provides services 
for modifying the balance of an account and getting the account’s status. If the ac-
count number is non-existent, or during withdrawal the amount is greater than the 
balance, a specific BankFault exception is to be thrown. For repeatability automated 
SQL scripts have to be created for setting up the database. The tested standards are: 

• WS-AtomicTransaction and WS-Coordination over SOAP 1.1 and SOAP 1.2: 
checking commit, rollback and exceptions. At the end of each transaction the cor-
rect amounts have to be found in the database. 
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5.2   Interoperability 

To each service endpoint a corresponding client has to be created that tests this spe-
cific service. Clients are also web services and all have the same interface containing 
a single tester operation accepting the URL of the service to be called. This tester 
operation executes a functional test on the service observing the correct behavior, 
handling the expected faults and checking for unexpected exceptions resulting from 
protocol implementation mismatches. The return value of the operation indicates the 
success of the test. This method makes it possible to pair each client and each service 
from all the products corresponding to a given test case, and thus automatic tests can 
be run to check interoperability. 

5.3   Development Support 

This aspect refers to how products support development of web services. Different 
products provide different ways of WS-* protocol configuration. The task was to 
summarize and evaluate these possibilities. 

6   Testing Environment 

The testing environment was predefined and every product had to be installed and 
tested accordingly. This section summarizes the environment and the main problems 
which had to be solved. 

The testing environment was built on five high-performance computers each of 
them capable of hosting multiple virtual machines. Each SOA product had to be in-
stalled on a separate virtual machine to avoid collisions with the others. The primary 
cause of collisions is that the different application servers use the same HTTP port, 
although in most cases these ports are reconfigurable. 

For security tests X.509 certificates had to be issued for the services, clients and 
STSs. The certificates were generated as self-signing certificates using OpenSSL. 
Then they were installed in Windows with special access rights for IIS to access  
the private keys. The JDK had to be upgraded with the Unlimited Strength Jurisdic-
tion Policy Files to be able to use longer keys for security. The public certificates 
were imported into the trust-stores of the Java products using keytool from the JDK. 
To import private certificates into key-stores a separate tool named pkcs12import had 
to be downloaded. To configure a transaction coordinator for WCF some special 
packages had to be installed in Windows. Also the WS-AT coordinators required  
the public certificates of the coordinators to be installed into the other products’  
trust-stores. 

Predefined forms were specified for each task and each test. These forms had to be 
filled for every implementation. Additional forms were supplied for installation in-
structions and development problems. 

In order to automate tests the clients also had to be created as web services, all of them 
providing the same interface having a single operation accepting the URL of the service 
to call. A simple testing tool has been created to pair each client with each service for a 
given test-case, and the results have been summarized in a table for each test-case. 
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7   Results and Evaluation 

In order to validate the testing environment, including product-dependent compo-
nents, forms, the automated testing program and testing methodology a series of tests 
have been performed. The test-cases mentioned in section V were implemented in the 
selected products. Both the client and service of each test case were realized as web 
services. The results of the tests based on the testing method described in sub-section 
V.B. are grouped into the following categories: 

• Passed: the products participating in the test support the related standards and the 
result conforms to the expectations 

• Failed: the products participating in the test support the related standards, but the 
cooperation between the parties failed for some reason: the client and the service 
were unable to produce the expected result 

• Not supported: according to the documentation of the tested version of the prod-
uct the given function is not supported 

• Not tested: this feature was not supported or was undocumented in the tested ver-
sion of the product, but according to the documentation of a newer version, the 
functionality is now supported 

7.1   Compliance 

In the first test session both the client and the service came from the same SOA prod-
uct. This kind of configuration makes it possible to check compliance to the selected 
functionalities. There were 15 test cases for each of the 6 SOA products. From the 90 
 

 

Fig. 1. Number of tests passed, failed, unsupported and untested grouped by products (products 
tested with themselves) 
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test runs 63 have passed, and only 3 have failed. The number of unsupported test 
cases was also 3. The relatively high number (21) of the untested results demonstrates 
that the SOA products are evolving rapidly. 

It can be seen from Fig. 1. that WCF passed all the tests. GlassFish ESB and RAD7 
also perform very well. The reason for the many untested results of the other three 
products is that they lacked detailed documentation at the time of the testing. Since 
then new versions have been released of them and also their documentations have 
gone through improvements, therefore, the tests have to be implemented and executed 
again. 

 

Fig. 2. Number of tests passed, failed, unsupported and untested grouped by test cases (prod-
ucts tested with themselves) 

From Fig. 2. it can be inferred that the most supported standards are SOAP 1.1 and 
1.2, WS-Addressing 1.0, and MTOM. WS-SC and WS-AT do not perform very well; 
they had only 2 successful runs each. 

7.2   Interoperability 

In the second test session the test cases were executed for each client-service pair of 
the SOA products (including themselves). This configuration can be used to check 
interoperability between different products. Having 15 test cases for 36 client-service 
pairs the total sum of tests is 540. 

From Fig. 3. it can be seen that the results are very similar to the ones before, but 
more tests have failed. This means, that although the products perform well with 
themselves, there are still problems when communicating with the others. Another  
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Fig. 3. Number of tests passed, failed, unsupported and untested grouped by products as ser-
vices (products tested with each other) 

 

Fig. 4. Number of tests passed, failed, unsupported and untested grouped by test cases (prod-
ucts tested with each other) 
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interesting thing to note is that GlassFish ESB became the top one and WCF slid 
down to the third place. The reason for this is that GlassFish ESB is more permissive 
with the protocols, e.g. if a web service call having multiple MIME parts arrives, it 
will still be accepted even if MTOM is not enabled. WCF on the other hand is much 
stricter, and rejects every call that does not conform to the specified configuration. 

Fig. 4. shows the results grouped by the test cases. It can be noted that the most and 
least supported standards are the same as before. 

7.3   Development Support 

For maintainable and interoperable development it is essential to have support for 
generating client proxies and service implementations from a WSDL. WCF has a tool 
named SvcUtil.exe, which generates service contracts as well as application configu-
rations. JDK contains a similar tool named wsimport that does the same (less the 
configuration files) in the Java world. In the case of Metro the WSDL containing the 
bindings and policies serves directly as configuration file, too. Other JAX-WS API 
implementations usually rely also on wsimport, however, in most cases the configura-
tion has to be done manually due to lack of built-in tool support. 

WCF and JAX-WS implementations automatically generate WSDL-s for the de-
ployed service endpoints. Authors have found that WS-Policy support is essential for 
interoperability since more complicated standards like WS-SecureConversation re-
quire many parameters, and setting them manually in a custom configuration to match 
the required values is very difficult and often results in unexpected errors. Some older 
SOA products lacked WS-Policy support, but the current versions of the examined 
products all perform very well regarding this aspect. 

The different products provide different ways of WS-* standards configuration. 
These were mentioned during the introduction of the SOA products. The two main 
methods are either the direct usage of WS-Policy or using a custom XML configura-
tion file. In the former case it is useful to have pre-defined policies or graphical sup-
port for policy generation. In the latter case a tool is needed to convert between the 
custom configuration and WS-Policies. 

It is advisable to keep the program code independent of the applied protocols; 
therefore a separate configuration is useful. In most cases this can be achieved. Unfor-
tunately, JAX-WS raises some protocols to programming level: the SOAP version, 
MTOM and WS-Addressing features are all selected by Java annotations, however, in 
some cases these can be overridden in configuration files. 

JAX-WS provides a portable API for web services in the Java world, however, 
configuration of WS-* standards is out of scope resulting in vendor-dependent con-
figuration solutions. This also makes interoperability harder as it is difficult to find 
the exact match for a specific configuration in another product. 

7.4   Evaluation 

The applied testing methodology is very similar to the one used in WSTF, but our 
testing environment supports automated tests, too. The test cases are not intended to 
formally check conformance to specific standards. The focus is mainly on achieving 
interoperability based on typical application patterns. From the implementations and 
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documentations of these patterns new applications can be easily created. The test 
cases cover all the service level requirements of the Hungarian e-Government. 

When a new version of a product was released during the testing phase, we imme-
diately switched to that one so that we could always have the most current results. 
The tests ended at the end of 2008. Newer versions of the products released since then 
have to be retested, but it would take much less effort than the original tests. Some of 
the products were already mature enough in 2008 to pass most of the test cases. 

Implementing the test cases helped us to learn the peculiarities of the selected 
products, and now we have a broader view of the different development methods. We 
have the virtual machines running the products, the source codes of each test case and 
nearly 400 pages of documentation. Based on this documentation the test environment 
and all the test cases can be reproduced. 

8   Conclusions and Future Work 

When selecting mature SOA products for e-Government application, a methodology 
of assessment, including test-case specifications and a flexible, automated testing 
environment is needed. This paper has shown a test bed suitable to assess interopera-
bility of SOA products. The test cases are reproducible and the testing environment is 
flexible enough for adding a new product and having it tested with all the others. The 
automated tests make collecting the results easier. We also evaluated our results of 
tests on products of several major vendors. 

The test results published in this paper only demonstrate the suitability of the test-
ing framework for assessing interoperability based on WS-* standards. Our intention 
was not yet the ranking the tested SOA products, although, we have found that some 
SOA products are mature enough to fulfill the HeGF requirements. We would like to 
introduce further test aspects such as performance and stress tests. 

The tested SOA products use different configuration methods. Based on a product-
independent model, a code generator tool could be used to produce directly interoper-
able configurations. The construction of a meta-model and a tool has been started and 
some of its functions are already under test. This tool is also for generating common 
administration and management components, and also functional test cases for e-
Government services. The platform-independent models of these services and the 
code generators producing the required components could be part of a service registry 
to make development easier. 

As it was shown in section II, WSTF has a similar testing methodology. We have 
the most development experience in WCF and GlassFish ESB, which seem to be a 
shortage of their profile. Cooperation with them could be mutually beneficial. 
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Abstract. As users of government services, citizens spend much of their time  
in transit between government agencies acting in different roles with varying 
responsibilities. Government agencies are providers of services virtually con-
nected, but with limited actual integration in practice. We believe that by allow-
ing citizens more direct access to ongoing processes in which they are involved, 
it could improve service delivery from the perspective of citizen and the gov-
ernment organization alike. In this paper we discuss the concept of citizen-
centric process views, a conceptual architecture providing channel independent 
support for knowledge management and monitoring of cross-organizational 
service delivery in transformational government. We will set the stage for the 
discussion of requirements for the next generation government infrastructures 
and the surrounding organizations in order to support delivery of adaptive and 
evolving government services. 

Keywords: e-government, services, knowledge management, workflow,  
evolving IS. 

1   Introduction 

E-government is about the continuous improvement of public administration and 
service delivery. It is supported through the use of information technology, facilitating 
the reorganization and development of new services and with the potential of reorgan-
izing the service administration as well.  

Services to the citizens are normally provided from government agencies based on 
what could be understood as an optimal service delivery from point of view of the 
service provider, and based on historical organization and responsibilities. Individual 
government agencies deliver services of similar nature to citizens, and the citizens 
receive combined services from different agencies based on the complexity of  
the needs of the citizen. From the citizen point of view, orchestration of services ap-
pears to be weak, and there is a risk of being caught between uncoordinated service 
providers. 

By connecting services provided to single citizens, new services and service fea-
tures supporting the potential for increased value of service delivery can be added. 
Examples include updated information improving expectation management, allowing 
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proactive interference and better coordination of compound services, better control 
with customized services fitted to individual needs, and improved organization of 
services. 

The goal of this paper is twofold: First we discuss the motivation and opportunities 
of a citizen-centric configuration of service delivery, being aware of   that the techni-
cal and organizational barriers for citizen access to connected government services are 
extensive [7, 21]. We further know that providing citizen-centric organization of ser-
vices require changes in technology, changes that can significantly affect the direction 
and progress of applications development, by either enhancing or limiting choices or 
functionality [30]. Based on that we will discuss the possibilities of an adaptive infra-
structure and organization supporting delivery of evolving e-services. 

In section 2 we provide a background on the current status of e-government service 
delivery and the motivation of our work. This is followed by a description of the  
citizen-centric process views, the conceptual architecture, and the discussion of the 
associated knowledge management scenarios. In the related work section we present 
research relevant to the functional aspects of the implementation followed by discus-
sion and conclusion. 

2   Background 

Existing stage models for e-government maturity [13, 14, 24] describe the complexity 
of provided services and the cultural, technological and political prerequisites associ-
ated with service delivery on the different stages. The stages depict interactions be-
tween government agencies and citizens spanning from the simple availability of 
online information, to interaction and transaction services and to complex long-
running transactions with multiple actors involved. There is both a cultural and a 
technological gap between the government service provisioning we see today and that 
of the transformational government scenario described in literature.  

The need for further research on the next generation digital government infrastruc-
tures has previously been identified [16, 29]. Research areas include among  
other building a secure and flexible infrastructure, application areas for service provi-
sioning, establishing business models for the component industry as well as the organ-
izational aspects related to the responsibility of development and maintenance of 
components. The United Nations has identified three priority areas for future devel-
opment and the improvement of provided services [28]:   

 
• Making efficiency and effectiveness a reality through high user satisfaction with 

public services through using IT appropriately to reduce the administrative bur-
dens of citizens and businesses 

• Using common platforms to achieve efficiency gains  
• Improved interoperability between e-government through the use of e-signatures 

and electronic identification management. 
 

The 2009 Ministerial Declaration on eGovernment[6] promotes shared European 
objectives by 2015 including the development of user-centric services that provide 
flexible and personalized ways of interacting with the public administration. It further 
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actively seeks collaboration with third parties, for example businesses, civil society or 
individual citizens, in order to develop user-driven e-government services.   

The future strategy and directions for the development of e-government in Norway 
includes mapping of standard services and their use of central registries as well as 
planning access to centrally developed components as common platforms, and the use 
of e-signatures and electronic identification management.  

Altinn II, which is an important part of future information infrastructure in Norway, 
will among other things support service collaboration and several process owners for 
cross-organizational processes presented as one integrated process for the users. 

User centricity implies that the needs of the different users affect the contents and 
reach of the services provided. User centricity also involves facilitating for the needs 
of the individual user in terms of customizing the services offered to that particular 
user, and taking action to improve the service delivery to all users [8]. Examples of 
improved service delivery for common good involve extending opening hours and 
reducing the time spent waiting to be served. Through active collaboration between 
the central state and municipalities, shared service centers [15] are being developed. 
This promotes a one-stop government and free citizens from being tossed between 
governmental offices.   

There has been a critique of e-government initiatives taking on a techno-centric, ra-
tionalist focus, ignoring the value of organizational learning and knowledge manage-
ment (KM), and that KM is an important aspect of future government strategies [18]. 
It is further important that e-government strategies for transformation does not move 
back to organizational re-engineering and an attempt to ‘reinventing government’, but 
promote the development of an ICT strategy that underpins the implementation of 
organizational change [3]. 

The work presented in this paper is a part of a study on service provisioning based 
on the transformational government scenario. Constraining factors of the scenario 
includes the autonomy of actors, the changing government organizations and policies, 
the necessary support for process innovation and service reorganization, and the 
changing requirements of users and systems caused by the availability of new tech-
nology affordances. 

The ‘citizen-centric process views’ is a suggested artifact created within a scenario 
of the next generation government infrastructure. It is based on the idea of a (de-) 
centralized middleware connecting core components, legacy- and government front 
office systems for the organization of ongoing and completed instances of provided 
services to the citizen. It does not provide a user-interface and is in that sense channel 
independent and extendable through various interfaces. It is a ‘what if”-scenario, 
disregarding many cultural, political and technological gaps between the current situa-
tion and the envisioned transformational government. At the same time it provides a 
basis for discussion of the possible utility provided by the technical architecture and 
the discovery new directions of research. 

3   Citizen-Centric Process Views 

In this section we will present and discuss a potential development of services and 
service capabilities provided by what we refer to as citizen-centric process views. 
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First, we will introduce the main concepts. Then, we will discuss some of the func-
tional capabilities given that the cultural, political, and technological prerequisites for 
transformational government are met.  

3.1   From Organization- and Service-Centric to Citizen-Centric Service Delivery 

Using Fig. 1, (I) illustrates a traditional understanding of service delivery between a 
government agency (A) and the citizens (1-N). Each citizen is served directly and 
service production is centered on the service provider and the isolated service re-
quests. The scenario in the middle (II) provides a shift in focus and places the citizen 
(X) in the centre of service delivery, and we can see that the citizen interacts directly 
with several government agencies (A, B, C) although the coordination of the process 
and service delivery is still left to the citizen.  

 

Fig. 1. Service delivery to citizens 

The scenario to the right (III) illustrates the conceptual artifact we refer to as a 
citizen-centric process view: The citizen remains as the main subject, but instead of 
being the main responsible for coordinating the delivery of services provided, the 
citizen, government, and non-government agencies are all actors in the choreography 
of services. These actors are allowed access to review the whole citizen process rather 
than the individual service stubs in which the process is comprised.  

Van der Aalst [33] differentiate enablers of inter-organizational workflows as ca-
pacity sharing: Tasks are executed by external resources under the control of one 
workflow manager, chained execution: The process is divided into subsequent phases 
and each partner takes care of one phase, subcontracting: A sub-process is executed 
by another organization, case transfer: Each partner uses the same workflow process 
and cases are transferred from one partner to another, and loosely coupled: Each part-
ner takes care of a specified part of the process. Regardless of the internal organiza-
tion of the service provisioning, the current state of the process should be reported to 
some central artifact in order for the citizen and involved actors to monitor progress, 
and by doing that support quality assurance. 

3.2   Process Access through Roles 

Central to the citizen-centric process view is the citizen and the different roles the 
citizen has in its various interactions with the government. It is the roles that initiate 
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and require the services, and it is the coordination of the different roles that is impor-
tant to the citizen. With the roles of a single citizen (Fig. 1, Xi and Xj), come different 
responsibilities. Some roles might vary depending on the current situation of other 
citizens related to that particular citizen. The parent role gives access to different 
services depending on the age and needs of a child, the child role has a different na-
ture when caring for elderly parents and there is a need to take a more active role on 
behalf of relatives that might not be able to administrate their own rights and respon-
sibilities. Having a certain health condition or being out of work also qualifies for 
access to particular services. Similarly owning property in different regions might 
require access to information as well as responsibilities in those regions.  

The service providers themselves are not of much importance to the citizen, and 
the organization and location of government agencies are irrelevant until a service is 
required. From a citizen point of view, currently utilized services might be chained to 
connected services located at different providers necessary at a later stage of service 
provision. Take hospital-services, followed by home-care, borrowing of equipment to 
support a quick recovery and financial compensation in case of having to be out of 
work for a longer period. All these services are connected, but provided by different 
government agencies. The service provider is not important for the citizen, and by 
connecting the services the citizen will be informed of the required steps and proce-
dures and events. For the government agencies involved in the service provisioning to 
that particular citizen, the transparency and openness of a channel creates a virtual 
organization [9] better suited to provide the service efficiently. From the citizen point 
of view, partly “outsourcing” the coordination of services to a relative or trusted peer 
as a role in this scenario might serve all involved actors. Alternatively, assigning the 
support role to a civil servant familiar with the process as responsible for the citizen’s 
interests exclusively, providing online or offline support, will have the potential to 
compensate for any divide (digital, cultural, etc) the citizen is exposed to.   

3.3   Discovery, Customization and Service Interaction 

By looking at services commonly used in concert, one could use the service connec-
tions to discover eligible services based on the role of the citizen or through current 
service use. This might typically be related to new regulations opening for extra sup-
port for citizens in a given situation. Allowing citizens to discover eligible services 
using current service configuration could provide value to the citizen and increased 
efficiency in the service distribution from the government side. Connected services 
are typically found in collections commonly referred to as life-events [27]. Most life-
event approaches to service discovery are based on semantic models of services rather 
than information about actual use, involved actors or historical data. There can be 
situations where information about the services themselves might not be sufficient to 
provide the necessary information in order to discover complimentary or follow-up 
services. Using process goals for the citizen in addition to the current services it could 
be less cumbersome to locate replacement services or to validate whether the current 
service configuration is the best for the given citizen. This would however require that 
the involved actors should be granted access to information not necessarily limited to 
the virtual organization created to support the delivery of a single service.  
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Citizen-centricity can involve customizing single services to each citizen’s indi-
vidual needs. This means that the process view should show the actual planned proc-
ess of the service in which the particular citizen is receiving, including providers, 
events and other relevant information. This enables proactive behavior from the citi-
zen as well as providers. In the case of the citizen, by merging the workflow for all 
processes in which it is involved, it is possible to resolve any conflicts that might 
occur between different services and allow a timely coordination of services.  

For some services, it might also be possible for the citizen to interact with the 
process model and change the order of occurrence, poll status, spin out additional sub-
processes, postpone events or cancel ongoing requests. All in all, the interface of the 
involved actors should invite to a continuous open dialogue between the government 
and the citizens. The level of process transparency exposed could depend on the re-
quested or necessary involvement of the different actors as well as the nature of the 
service provided. In its simplest form, the process view provided to the citizen can be 
limited to a calendar with the planned occurrence of events with event descriptions, 
deliveries and locations. And for the citizen, some of the bureaucratic elements of a 
single process might be more confusing than helpful, and might be better left out of 
the process-view of the citizen. 

The implementation of the centralized component is conceptually similar to the 
functionality of that of a Public Service Broker found in earlier transaction based e-
government initiatives, allowing the citizen to see what government organizations are 
currently using information about the citizen. The individual user will further have 
authority over their personal data and can specify what organizations that can access 
different information [10].  

3.4   Simulation, Monitoring and Forecasting 

From an administrative perspective, the run-time integration of ongoing processes 
provides an extensive amount of information for monitoring, analysis and policy 
development. This includes simulating new regulations on actual data, forecasting 
service demand and discovering possibilities for new services or improved service 
delivery.  

In discovering new process innovations, the need to allow trial and error is one of 
the aspects of the innovation toolkits introduced by von Hippel [28]. This involves 
that the user will be allowed to test any changes done to measure the relative im-
provement of the changes to the artifact, which in our case in most situations will be a 
process on the instance-level or policy-level. One approach for trial and error on the 
policy-level has been to extract data from the execution environment, change the 
rules/regulations or process flow and re-run the process using actual data. This would 
provide important information to the modeler on how successful a new policy will be 
based on an isolated and limited dataset. This approach does however have some 
limitations: First, it is required and assumed that the only those who are eligible and 
have applied for a service based on the old policy will be within the window of the 
new policy. Further, any new policy addressing different properties and criteria from 
previous policies will not be open for simulation, since the properties required  
will most probably not be within the data available for simulation. There is further 
only a particular kind of services which are open for such simulation. Human driven 
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processes might leave traces of information in the system, and would allow some 
simulation with respect to breadth and reach of the provided services (i.e. who is 
eligible, and what outputs exists and the economy of each contact). On the instance-
level this trial and error might prove more fruitful, since one can assume that the user 
has knowledge of the instance and can supply data relevant to the trial and error simu-
lation. This would involve measuring the process outcomes in form of delay and cost 
by alternating process flow. 

As for government agencies responsible for later steps in the process chains, the 
forecasting element is based on current active use of services qualifying for entrance 
to the services provided by that particular provider. The information produced by this 
forecasting is primarily important to planning and resource management. 

4   Conceptual Architecture 

The conceptual architecture of the citizen-centric process views (Fig. 2 illustrates a 
part of this) is organized around the delivery of a service to a single citizen. The ser-
vice comprises of a single or multiple process instances, which contribute to the com-
pletion of the service. That is, the process can be the partial delivery of a compound 
service, a service delivery in a chain of subsequently provided services, or the deliv-
ery of a single service. The service defines and organizes the processes where all 
work is done. The service and processes share the same goals, or the processes partly 
fulfill the goals of the service.  

Each process has a set of actors, which have defined roles in the process. The 
citizen is the subject who is the receiver of the service produced by the process. There 
can be several contributors from government and non-government organizations as 
well as caretakers acting in the interest of the citizen. These actors together form a 
virtual organization for the service in which the processes are defined. In cases of 
hand-over of control between different contributors there is always defined a tempo-
rary owner of the process responsible for service delivery.  

The process is created based on a process template at the time of instantiation. Ac-
tors can alter the process either directly if authorized or through change requests 
(events) that are accepted or rejected by other actors responsible for the process steps 
that are requested to be changed or affected by the requested changes.  

The events contribute to synchronize the current state of the process between all 
involved actors in the virtual organization. This allows local information systems 
connected through the system interface to subscribe to events within processes or they 
can request information about the process. Capabilities defined in the process can be 
implemented through actors connected to the system interface. This can typically by 
core components in the national infrastructure or locally defined functionality in the 
given municipality. This means that the actors interact with the process through a 
defined system interface, which can be extended to local information systems at the 
contributors, or to various user devices for caretakers and subjects. The system inter-
face can allow access to custom defined modules running within devices connected 
through the interface. These can provide various views of the process separately or 
combined for the different actors. Examples of these are alerts on spending, deadlines, 
regulations; lookups in central registries for explanations or references; support for 
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running what-if scenarios on process changes; process documentation, central report-
ing, benchmarking or locating similar cases as the given process instance; translation 
services, or other utilities that prove useful for single actors or the virtual organization 
as a whole.  

 

Fig. 2. Conceptual architecture for citizen-centric process views 

As we can see from the described conceptual architecture, the citizen-centric proc-
ess view is a single point of access for the citizen where it can interact with the  
government on currently provided services. It provides an infrastructure for service 
collaboration, knowledge management and innovation of service delivery. It supports 
flexible organization of providers and the different government information systems 
and with that supports continuous transformation of government services.  

5   Adaptive and Evolving Capabilities 

In the previous section we discussed the conceptual infrastructure of the citizen-
centric process views. As mentioned, an important aspect is not only to provide  
services based on a fixed configuration, but also to support service delivery in a trans-
formational government scenario. This requires supporting both dynamic aspects in a 
static environment, and dynamic aspects in an environment that is dynamic itself. 
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This involves changing process instances at run-time, evolving through updating 
templates, replacing functional components, or redeploying the process as a whole. 

The ability to monitor and learn from how the services are provided is one of the 
utilities of the citizen-centric process views. It enables knowledge creation on the 
central, local, service and instance level. This further contributes both to making 
knowledge visible, and promotes knowledge in the organization; it promotes sharing 
and a knowledge-intensive culture; supports a knowledge infrastructure of technical 
systems and a web of connections among people given space, time and tools [1].  

Changes made to process templates for the running processes can be monitored 
centrally and locally. Trends can be identified, which can suggest the need for adjust-
ing the process templates. Actual use can further be observed and new policies can be 
formed for future process executions. At the service level, virtual organizations pro-
viding services using similar systems, configurations or acting on similar policies, or 
municipalities with similar core characteristics (policies, size, budgets, or key-figures) 
can share experiences and best-practice and in that way co-evolve and share innova-
tions (Fig. 3.). This means that government agencies providing similar services can 
collaborate on how their process should evolve. They can also share the expenses of 
improving the systems supporting the process. Having a shared understanding of how 
services are delivered and a (executable) process description further simplifies the 
replacement of system components. 

 

   

Fig. 3. Co-evolution in virtual organizations or process change coordinated centrally. M:  
Municipalities; GA: Government Agency; CGA: Central Government Agency. 

At the instance level, access to similar scenarios and experiences is functionality 
the involved actors can benefit from. However, the collaboration of actors and avail-
ability of information beyond the isolated task of the single actor is itself a resource 
that can promote sharing of tacit, individual knowledge of the participating actors and 
thus improve service delivery. 

Using process-mining techniques [33] can also assist the alignment of the formal 
and actual process, and questionnaire-based pre-process support [32] can help create 
the process templates and involve the required actors. 

6   Related Work 

There is a gap between currently available technology affordances, organizational 
culture and political ambitions required to take on the full implementation of the  
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scenario presented in the last section. Some of these are disregarded on purpose by 
our work and are not needed when establishing scenario descriptions or working pro-
totypes. Others are currently addressed and are assumed to receive the proper atten-
tion by related work. In this section we will look at current concepts and research that 
we believe is relevant to our scenario. The relevant work includes architecture princi-
ples, work within life-events, enterprise interoperability, commercially available ap-
plications and research on dynamically adaptable processes.  

6.1   Organization around Services 

Service Oriented architecture (SOA) is one of the cornerstones to the transformational 
government infrastructure. “Although SOAs might not be new, they address the fun-
damental challenges of open systems, which are to operate efficiently and achieve 
coherence in the face of component autonomy and heterogeneity” [12]. Equally im-
portant is the ability to renew, add and remove services dynamically as the require-
ments of the systems change. Building on the concept of the Enterprise Service Bus, 
the citizen connects to government agencies and service registries for discovery of 
services and service interactions. So far, this is similar to the concept of Active Life-
Event Portals [27], aiding service discovery based on the life events of the citizen. 
Further, Bercic and Vintar [2] suggest allowing agents act on behalf of the citizen as 
proxies in the interaction with the government. We see that the use of agents to dis-
cover eligible services and acting on behalf of the citizen is useful. In the case of 
citizen-centric process views, using agents as proxies in the virtual organization, re-
sponding to the occurrence or non-occurrence of events as one of the application 
areas. The Norwegian LivsIT project (later named Los) started out as a standardiza-
tion project for semantic interoperability of public services organized around life-
events. The life-event focus was later abandoned due to fact that the scope of services 
related to single life-events is hard to determine. This work is now focused on provid-
ing standardization information related to the delivery of single services [5].  

6.2   Inter-organizational Collaboration 

Due to the autonomy of government agencies, obstacles for inter-agency cooperation 
on the process level occur when the different agencies use different process descrip-
tion languages. Karagiannis and Hofferer [17] have performed a survey looking at the 
use of meta-models to integrate processed across organizations. Ziemann et al [30] 
propose a framework to model and transform cross-organizational business processes 
to technical process model based on web service protocols. The approach involves 
establishing process descriptions using Event Process Chains (EPC), which is further 
converted to BPEL syntax.  

Holm Larsen and Klischewski [11] discuss the challenges of process ownership in 
relation to inter-organizational collaboration. They conclude that there is no recipe or 
guidance available on how to proceed in situations where there is an absence of an 
overall process ownership or where the overall process ownership is not desired. Punia 
and Saxena [22] suggest three approaches involving establishing the super-ordinate 
role, a common shared workspace or interacting through a third party intermediary. 
Our suggested approach points towards establishing the third party intermediary in the 
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custody of the citizen-centric process view, but it is important that the overall process 
ownership is not left up to the citizen, and that a separate role independent from the 
agencies providing services take the overall process ownership and the promote the 
interest of the citizen. 

6.3   Process Modeling and BPM Oriented Tools 

When it comes to the BPM systems, there are several commercially available 
frameworks. The Itensil dynamic process platform [3] is a solution supporting ad-hoc 
collaborative process work is different from what found in traditional BPM systems, 
allowing process change on the fly and version control of individual process 
instances. Itensil uses a wiki-style framework and AJAX-based user interfaces, 
supporting effective workspace redistribution. While the Itensil framework is 
designed for ad-hoc knowledge work in smaller teams, the approach is interesting 
with respect to large-scale process distribution, innovation and flexibility in 
government organizations. More traditional BPM-approaches provided in the cloud 
can be found, e.g. Appian Anywhere1 and Cordys Process Factory2. Cordys also 
provides support for more informally defined case-processing systems, but this is so 
far not available “in the cloud”.  

Lillehagen and Krogstie [20] describe Active Knowledge Modeling and interactive 
Models. Models are interactive when they are available to the users at run-time and 
support automatic synchronization of the execution environment and behavior of the 
system based on changes to the model made by the user . Active knowledge model-
ling extends enterprise modeling and focus on the knowledge supporting work 
through models, methods and tools. Systems can evolve with corporate knowledge 
and users build and manage their own work environment through model-generated 
workplaces proving process support and access to relevant information [19]. So far 
these approaches have not been applied in a transformational government setting.  

7   Discussion and Conclusion 

This paper has introduced the concept of citizen-centric process views for e-government 
services. The concept is located within work on next generation government infrastruc-
ture and the application area for services in the transformational government scenario. It 
is a (de-)centralized approach connecting core components, legacy- and government 
front office systems for the organization of ongoing and completed instances of pro-
vided services to the citizen. The concept is similar to the one-stop government and 
active life-events portals where the citizen has online access to discover services. It 
extends those concepts by focusing on the monitoring, choreography and knowledge 
management aspects of the actual workflow of ongoing service delivery. The citizen-
centric process views create a virtual organization around the citizen and the service 
provided. In contrast to similar concepts, it suggests that there is knowledge about the 
optimal service delivery present in the virtual organization that is not formalized and 
therefore preventing the process from being subject to automated processing. This might 
                                                           
1 http://www.appian.com/bpm-saas.jsp 
2 http://www.theprocessfactory.com/ 
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also be due to the fact that the actual services provided are physical or emotional ser-
vices, and that the process view acts as a documentation and collaboration space for the 
involved actors. The models used in the process view can be interactive, and changing 
the workflow model will affect the actors’ involvement and actual workflow of the 
process in question, supporting the evolution of the overall information system. 

The citizen-centric process view is one step closer to the recognition of the e-
citizen as a separate entity. Traditional government systems identify individuals 
through references and variables in information system without any binding to the 
citizen itself. With the process views the citizen will govern information previously 
not available and which is not controlled by any government agency. Rech Filho [23] 
suggests that the development of the e-citizen concept might not be a priority interest 
of the government and that its function might rather be of commercial interest. We 
believe that the access to government or non-government actors should be open, or at 
least that it is a political choice rather than technological limitation whether the access 
should be open or not. In transformational government, government services might 
just as well be provided through private contractors. On the question of citizen-
centricity, Kolsaker and Lee-Kelley [18] stresses the fact that “if the needs of the 
citizens are not understood, provision will be designed around the needs of the state; 
if the needs of the state are prioritized, e-services will only be used where the needs of 
the citizens and state coincide”.  

We observe that a majority of the related work within life-events and one-stop 
government is relatively old. Some of the suggested life-events frameworks rely on 
semantic operability and interoperability support not yet mature for large-scale im-
plementation. We believe that our approach is similarly relying on cultural interop-
erability, but additionally take advantage of the knowledge of the people involved in 
service delivery, rather than that of formalized information stored prior to service 
execution. This approach is believed to be more agile and should be able to support a 
dynamic service configuration and changing systems as a result of changing prerequi-
sites caused by political, technological and regulatory change. 

The work so far does not involve a prototype nor does it critically evaluate the 
concept. We will continue our work on the conceptual model before we can take on 
the development of any prototype and evaluation within the citizen-centric process 
views. 
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Abstract. E-participation applications enable online participation of citizens 
and interested stakeholder groups in political debates and strategic decision-
making. The tools, channels and devices through which online participation 
takes place require proper design to support citizens, politicians and other  
actors. To incorporate the needs of these actors into the functionalities of an 
eParticipation platform, this contribution proposes a hands-on guideline for  
e-participation initiatives. It has been generated from the experiences of two 
European projects: VoicE and VoiceS. The paper describes the six-step iterative 
process to successfully plan and realize e-participation initiatives. 

Keywords: citizen participation, e-participation, project implementation  
guideline. 

1   Introduction 

Although e-participation has been introduced as a new discipline only some years 
ago, the use of Information and Communication Technologies (ICT) in political par-
ticipation has a longer tradition. The potential of using this medium to reach many 
people increased with the spread of the Internet [1]. This development has reached 
another push with the recent evolution and wide take-up of technologies summed up 
under the buzzword "Web 2.0". The "participatory web" promised new possibilities 
for political online participation [2].  

Nevertheless till 2010, civic participation has in many countries still not reached 
the expectations affiliated with the hype of e-participation and Web 2.0. One reason is 
that the possibilities of e-participation have not yet been sufficiently exploited. Too 
little interaction takes place between the different parties in the policy life-cycle1. 
While information offerings are often high level, active participation opportunities are 
hard to find or limited (e.g. in the German Parliament as a study from 2008 evidences 
[3]). Additionally, often a conceptual integration in the political process is missing: 
"Participants are unable to understand the purpose of the debate, to identify the ad-
dressee of the postings and to see in which form the results are further processed in 
the political process" ([3] p. 47).  

The success of e-participation solutions depends heavily on the organizational 
planning and the incorporation into the policy making or political processes. Current 
                                                           
1 The stages of the policy life-cycle and levels of participation are detailed in [36]. 



50 S. Scherer, M.A. Wimmer, and S. Ventzke 

solutions in the area of e-participation suffer from insufficiently responding to re-
quirements specific for e-participation. A successful introduction of e-participation 
does not only require an adaptation of given processes. Sometimes new participation 
procedures, which have not existed before, need to be introduced. The lack of a so-
phisticated guideline with a holistic approach is tackled in the contribution at hand. 
The paper introduces a hands-on guideline for projects and organisations that build up 
e-participation initiatives. The guideline is based on a well-defined iterative process. 
It results from findings of the projects VoicE2 and VoiceS3. 

The VoicE Internet platform promotes the dialogue between citizens from two 
European regions (Baden Württemberg, Germany4 and Valencia, Spain5) and policy 
makers from the European Parliament as well as from other institutions of the Euro-
pean Union (EU) and regional assemblies. In terms of contents, the project focuses on 
the policy field of consumer protection in the EU. Citizen participation in VoicE is 
targeted at the legislation proposal formation stage and the debate on draft legislation 
[4]. In the follow-up project VoiceS, the VoicE platform is improved and comple-
mented by adding a series of new features such as a serious games, semantic search, 
social networking tools and a toolkit for regional e-participation [5].  

To implement such a toolkit, this contribution gives instructions for effective trans-
fer of knowledge and good practice cases and describes a guideline for e-participation 
knowledge transfer. With it, this paper summarizes results and lessons learned from 
the VoicE and VoiceS projects. The next section introduces the methodology to  
construct the guideline for e-participation initiatives. Section 3 describes the guideline 
in detail. Concluding remarks and an outlook for further research are provided in 
section 4. 

2   Methodology 

According to Macintosh et al. [6], the evaluation of e-participation experiments is still 
in its infancy as the nature of e-participation is fragmented, unfocused and geographi-
cally dispersed. A number of researchers and networks started to develop evaluation 
frameworks (see e.g. [7, 8, 9]). Many approaches provide recommendations usable to 
establish e-participation or e-democracy policies (see e.g. [10, 11]). Some approaches 
provide general recommendations or requirements for e-participation, which are us-
able in practice when first time an e-participation application is to be set up [8, 9, 12].  

In this paper, we generalise lessons, experiences and results from VoicE and 
VoiceS, and we ground them with insights from literature studies. Subsequently, we 
structure them and make them usable for other e-participation projects in an easy-to-
understand step-by-step guideline.  

The hands-on guideline for e-participation initiatives gives step-by-step recom-
mendations for e-participation project implementation therewith answering the  
following questions: 

                                                           
2 VoicE: Giving European people a voice in EU legislation, www.give-your-voice.eu 
3 VoiceS: Integrating semantics, social software and serious games into e-.participation, 

www.eu-voices.eu 
4 www.bw-voice.eu 
5 www.voice.gva.es 
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• How can e-participation processes be planned and implemented in an effective 
way? 

• How can actors’ needs be incorporated in the design of e-participation features and 
platform structures, how to choose the appropriate tools, and how to develop the e-
participation platform to best fit the actors’ needs?  

• How to handle the preparation of the information related to topics to be discussed? 

Approach to develop the hands-on guideline 
Fig. 1 visualises the methodology applied to answer the three questions and ground 
the experiences of VoicE and VoiceS with literature study. The three lanes in the 
diagram separate the work performed in the projects from grounding results in litera-
ture studies. The boxes represent activities performed as part of the investigations. 
The shapes for documents represent results achieved and documented. The arrows 
show the flow of activities or the next usage of a result. Results achieved at a given 
step are further elaborated in the subsequent steps. The investigations in the projects 
have always been supported with findings from literature studies.  

In order to elaborate the hands-on guideline for e-participation initiatives, the fol-
lowing nine activities have been performed: 

1. The VoicE project started with a requirements analysis, which was based on two 
surveys, one with politicians and one with citizens. It was complemented by use 
case and goal analysis. The final requirements for the VoicE platform are formu-
lated in the “End users’ requirements report” [13].  

2. The design process of the VoicE portal was an iterative process, influenced by the 
heuristic analysis performed by project partners and the empirical testing with pilot 
users. The results and the applied usability engineering process are documented in 
[14]. The VoicE usability engineering process intends the involvement of users in 
different stages of e-participation platform design and implementation. The itera-
tive process consists of a requirements analysis phase, a design, testing and devel-
opment phase and a deployment phase. Each step is accompanied by an evaluation 
against usability goals defined in the requirement analysis stage. 

3. In a next iteration after the empirical testing phase, field observations with a more 
recent platform version resulted in a catalogue of critical points and weaknesses of 
the existing VoicE platform [15]. 

4. Results from the requirements analysis survey conducted in VoiceS (the follow-up 
project) have been taken into consideration to generalise and detail requirements 
and recommendations for e-participation. The interviews and questionnaires  
aimed to gather the VoiceS’ requirements from citizens’ point of view. The online 
questionnaire was filled out by 71 citizens from Spain, Germany and Austria. Ad-
ditionally 22 interviews were conducted in Germany and Spain to get more de-
tailed answers from the target group [15]. 

5. In order to fit participation in the VoiceS project to the European decision-making 
processes and thereof to have the best possible result of participation, a detailed 
analysis of processes and possible points of participation was conducted. The re-
sulting process and workflow models were used to optimize the VoiceS processes 
and platform features (for details see [15]). Usefulness of the process models was 
evaluated through a survey among the project partners [16]. 
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Fig. 1. Overview of methodological steps in elaborating the hands-on guideline 

6. A survey among visitors of the German VoicE platform was undertaken in 
July/August 2009 with the aim to analyse the usage of Web 2.0 features. The sur-
vey (filled out by 164 respondents) investigated how the contents and Web 2.0 fea-
tures were accepted by the users and if the use of such features resulted in an added 
value to achieve the aims of the project (e-participation) [17]. 

7. From afore mentioned results, a list of functional and non-functional requirements 
was extracted. The results were complemented by a desk research in order to  
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validate or discard the generality of the observed requirements and recommenda-
tions [18]. 

8. Analysis of the project implementation steps of VoicE and VoiceS was conducted 
in order to generalise a guideline for e-participation knowledge transfer [19]. 

9. The hands-on guideline for e-participation knowledge transfer was generalised and 
grounded on literature studies.  

Related work and relevant literature the hands-on guideline grounds in 
Kalampokis et al. present a model for the e-participation domain [20], which consists of 
the following layers: democratic processes, participation areas, participatory techniques, 
categories of tools and ICT technologies. The model is based on the e-participation 
framework put forward by Tambouris et al. [21]. The model for the e-participation 
domain summarizes the most important aspects and relations for e-participation in a 
conceptual model [20]. Thereby, the domain e-participation is divided into the three 
areas: actors, participation processes and information and communication tools (ICT 
tools). The areas are modeled separately and finally combined. The model put forward 
in [20] gives an overview of the complexity of the domain. It is not aimed at providing 
solutions how an e-participation initiative should proceed. This is where our approach 
digs into. The hands-on guideline conceptually builds on the aspects described in the 
domain model for e-participation and the underlying framework in its single steps.  

Phang and Kankanhalli examine the suitability of various ICT tools for the 
achievement of e-participation objectives [8]. This work is based on Glass, who ana-
lysed offline participation techniques regarding the achievement of different objec-
tives of citizen participation programs [22]. Phang and Kankanhalli transmit his  
results to ICT to technically support the participation techniques of Glass. A similar 
investigation was initiated in the DEMO-net project6, where different categories of 
tools (e.g. forum) were analyzed for their characteristics und usage for e-participation 
[23]. Based on the chosen participation processes7 according tools are selected. These 
results are considered in different steps of the hands-on guideline, too.  

Phang and Kankanhalli also present a process for implementing e-participation ini-
tiatives, which consists of three steps: 1. Identification of the objective, 2. choosing 
the best participation techniques, and 3. choosing the electronic tools which support 
the participation techniques and thereof the achievement of the objectives. The hands-
on guideline model bases on these steps, but focuses more on the design of participa-
tion techniques and tools. Beyond that, further steps are described in our hands-on 
guideline. Islam presents a process model with key phases of e-participation [24]. 
This model describes a meta-view of different phases of participation. Our approach 
focuses specifically on the design of such participation processes. 

The guideline presented in the next section aims at supporting both, bottom-up and 
top-down e-participation initiatives thereby focussing on 

• the e-participation processes and functionalities to be supported, 
• the actors’ needs regarding sustainable use of the application, and 
• key aspects related to content and the topics to be discussed on the platform. 

                                                           
6 Project title: Network of excellence for e-participation, see www.demo-net.org 
7 Phang and Kanhanhalli call them participation techniques [8]. 
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3   Hands-On Guideline for e-Participation Initiatives 

The hands-on guideline is structured along four phases for implementing an e-
participation project: designing the initiative, preparation of ICT used and information 
material, realisation and evaluation of the initiative. Each phase consists of different 
implementation steps. Fig. 2 shows the guideline in a six-step iterative process.  

 

Fig. 2. Hands-on guideline for e-participation initiatives: a six-step iterative process 

Step 1: Initiation of the e-participation project 
When an e-participation initiative is initiated, the first step is to agree upon the objec-
tives. This is also seen by Glass as an “important element of any participatory pro-
gram” ([22], p. 180) and supported by Phang and Kankanhalli [8]. Therefore it is 
essential to focus on the first two of the three critical design factors around every 
engagement process [25]: Why are you doing it and who should be involved?8 Conse-
quently, the first guideline step aims on deciding the project objectives and (based on 
this decision) the stakeholders of the initiative. This step also includes the definition 
of project goals (expectations). In the following, the objectives of VoicE are described 
to give an example: 

VoicE aims at enabling citizens to have a voice in EU legislation. In terms of con-
tent it focuses on the consumer protection policies. This fulfils the recommendation to 
choose an interesting and important topic [15], because consumer protection issues 

                                                           
8 The third proposed factor (How to do it?) is decided in the subsequent steps of the guideline.  
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have an imminent effect on each citizen. VoicE is further based on the principles of a 
regional focus, i.e. making or keeping information as simple as possible, ensuring 
credibility, fostering personal opinions and making sure that the citizens’ participation 
has a value [26]. 

Step 2: Design participation 
Many e-participation projects failed and are still failing because participation proc-
esses are barely integrated into political processes (see e.g. [3, 22],). Results of par-
ticipation should at least be forwarded to the political decision makers [27, 28].  
Everything else leads to disappointment and disinterest in political participation in the 
end. Therefore, the aim of step two is to plan the participation processes and not to 
design the technical features (as also proposed by Phang and Kankanhalli with “select 
best-matching participatory techniques” ([8], p.131)). It is crucial in this step to plan 
the participation processes and the involvement of elected representatives in detail. 
The participation processes need to be integrated in and adapted to political processes. 
In order to fit the participation processes to the legislative/political processes and 
thereof to have the best possible impact of participation, a detailed analysis of proc-
esses and possible points of participation needs to be conducted in advance. Fig. 3 
shows a model on how to integrate participation processes into political processes. 
The involvement of elected representatives needs to be organised from the beginning 
of the initiative. It is also an important objective of this step to formulate the expecta-
tions of the participation process. In this step, the use of multiple channels for partici-
pation – on and offline – needs to be investigated, too (cf. [10]).  

 

Fig. 3. Integration of participation processes into political processes (detailing step 2) 
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As a result from this step, the project team decides which of the e-participation ar-
eas9 will be supported to achieve the objectives of the initiative. Besides that, deci-
sions will be made on how these areas can be implemented, i.e. which activities are 
performed. The participation processes should only be decided with the involvement 
of (all/key) stakeholders. For this, requirements analysis focussing on the processes 
has to be conducted thoroughly. Finally, the goals of each activity have to be agreed 
with measurable values, e.g. the impact to be achieved.  

In the beginning of the VoiceS project, a detailed analysis of processes and partici-
pation possibilities was conducted. We modelled the participation processes with the 
Business Process Modelling Notation (BPMN)10. The information and process models 
were useful and facilitated the analysis and design of political and participative proc-
esses [16].  

Step 3: Design electronic participation  
Based on the participation processes and user needs analysed in steps 1 and 2, the 
most appropriate media and channels have to be selected. If applicable, this includes 
as well deciding the choices of tools that are to be integrated into the platform to sup-
port the participation processes (cf. also [8]). The use of particular tools for e-
participation cannot be recommended on a general level, because a) the usage should 
depend on the aims of the project and the processes established (see step 1, step 2 and 
[8]) and b) investigations did not unveil any preferred tools [14]. In terms of usability, 
the use of different participation features must be well-considered to not overload the 
users. Beyond that, participation features should only be provided in the case where 
the voice of participants is really heard by responsible authorities: An e-participation 
feature can only be used if the integration of the processes and results into the overall 
political process is ensured. It must be ensured that the users can see that their en-
gagement will be recognized. 

The design of the electronic participation means (i.e. ICT) should involve the real 
users in order to analyse requirements and design user-friendly services [14]. Respon-
dents of the survey conducted for the requirements analysis of the VoiceS project [15] 
stressed that “electronic tools usually cannot replace face-to-face discussions”. It is 
substantial for e-participation that communication by electronic means should not be 
more complicated than necessary. Hence, usability of e-participation platforms is of 
significant importance for the success of the project. E-participation features must 
base on easy-to-use tools in order to avoid usability flaws that could discourage peo-
ple from online participation. Widely established tools and user paradigms ease the 
participation for users. 

The usability of services is also of high relevance because usability evaluation 
plays a crucial role in e-participation evaluation methodologies [29, 30]. The usability 
and usefulness of the systems influence all e-participation evaluation perspectives, i.e. 
the socio-technical as well as the project and democratic perspectives. Small changes 
in the user interface of an e-participation application can result in completely different 
evaluation results. According to [31], bad usability in government web sites may even 
destroy the strategy of the whole website. This applies to e-participation platforms 

                                                           
9 E-participation areas proposed by the network of excellence for e-participation DEMO-net are 

introduced e.g. in [23]. 
10 The BPMN specification is available online at www.bpmn.org/ 
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alike. Therefore systematic usability engineering is necessary – at least to detect mi-
nor design flaws that influence usability [32]. In this regard, the VoicE usability engi-
neering lifecycle shaped up as usable to improve the system by iterative design of the 
systems’ features, the interaction design and the user interface. In consequence, be-
yond the design of the platform, this step has to ensure usability of the e-participation 
means. 

Step 4: Prepare information and implement the platform 
The preparation of information should be organised in parallel with the setup of the 
platform functionalities and structure (implementation).  

On the one hand, background information needs to be prepared. This task was 
based in VoicE on the selection of current European legislative proposals in the area 
of consumer protection and the review of content for the usage in the project [33]. 
The proposals should be easily accessible for consumers with little or no knowledge 
of European politics, so as to be a low-threshold starting point for participation. Fur-
thermore, the legislative proposals should have a direct impact on citizens’ everyday 
life. The careful preparation of information helped the project to be in time with the 
launch of the platform and to be able to easily update the contents for new develop-
ments. As a result from this experience, it is recommended to follow a well-structured 
process for information preparation in this step. This process should be related to the 
questions: What do you want to prepare, why and how do you want to prepare it? 
Another recommendation is to prepare questions for discussion in advance to stimu-
late discussions. This does not mean that all questions have to be posted at the outset, 
but can be thrown in at regular timeframes, e.g. one new question each week [33]. 
Such a preparation allows the fast reaction on developments as well as in case sparse 
discussions take place in the forum. 

Besides the preparation of background information, it is of particular importance to 
prepare information about the participation process and the expectations to the par-
ticipating parties. This information should answer the following questions: 

• How does the participation process proceed (time frame, steps)? 
• What can participants contribute to the process? 
• What are the expectations and the goals of the participation process and how is it 

achieved? 

This means that the users are informed about the results from step 1 and step 2 of the 
guideline in order to make the initiative transparent. When users are informed about 
how their contributions will be used, their willingness to participate may increase.  

Step 5: Extensive marketing (involving stakeholders) and maintenance 
Extensive marketing is an ongoing and important task. Yet, it needs to be seen in 
context with updating permanently the platform and publishing news (see mainte-
nance). The marketing should already be initiated in advance and at least be active at 
the launch of the platform.  

Maintaining the platform refers to activities necessary in order to keep the platform 
alive, to monitor the forum, to support the users, to publish news etc. The effort  
for doing so should not be underestimated and is an ongoing task through the whole 
project lifecycle. In order to support this step, the design phase of the electronic  
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participation tools has to reflect the maintenance needs and has to plan the respective 
processes.  

Maintenance should facilitate and support different instances with the same content 
in different languages in a multi-lingual context. Also the moderators and content 
administrators should be supported in summarising conclusions of discussions in 
simple and effective way.  

Step 6: Evaluation 
Millard recommends that e-participation initiatives should incorporate on-going 
evaluation [10]. Some evaluation frameworks are referenced in section 0. Evaluation 
of the e-participation platform, the processes and the actors’ participation shall give 
insight into whether the goals of the e-participation initiatives are met and impact is 
reached with the electronic participation. This includes the assessment of the different 
perspectives (project, socio-technical and democratic) as well as the evaluation 
against the project goals formulated in earlier steps (see steps 1, 2, and 3). The evalua-
tion results show whether the e-participation initiative is successful. Critical points, 
which need to be revised and improved in an iterative design cycle, are identified. 

As indicated in Fig. 2, the guideline introduced in this section describes an iterative 
process to successfully plan and implement e-participation initiatives. Hence, the 
insights gained in the evaluation (step 6) feed back to revisions in earlier steps of the 
hands-on guideline. 

4   Concluding Remarks 

The guideline presented in this contribution sums up lessons and experiences from 
two e-participation projects: VoicE and VoiceS. The lessons and experiences from the 
projects are grounded and counterbalanced with insights from studying existing scien-
tific works. The hands-on guideline helps projects and organisations to build up  
successful e-participation initiatives based on an iterative process. Case studies are 
necessary with projects in other e-participation areas in order to test the generality of 
the guideline.  

Even though the guideline covers the whole e-participation project life-cycle, it 
may require further effort to give more specific guidance in certain respects to support 
e-participation decision makers, for example: 

• Currently, no specific evaluation framework is recommended. Different evaluation 
strategies might be reviewed and updated in order to align them with the evaluation 
of goals as emphasized in steps 1-3 of the hands-on guideline. Subsequently, the 
guideline may require updates in order to streamline the goals definition (steps 1-3) 
with the evaluation (step 6).  

• E-participation processes have so far not been extensively modelled and standard-
ised. There is a lack of reference models for process patterns and process chains 
describing common processes in e-participation [34]. Further research is necessary 
to identify and model reference participation processes that support different e-
participation areas. Such reference processes would be usable in step 2, where pro-
jects could easily choose and adapt reference processes for their objectives and 
needs.  
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• A toolbox of technical building blocks to support e-participation, and a reference 
architecture to combine these blocks efficiently, are needed. Such a toolbox should 
support the use of standardised reference processes (step 3) and the implementation 
step (step 4a). Requirements such as interoperability of services [34] need to be 
considered. 

• Traditional project management is often used for software development, even 
though a variety of projects are suffering under this type of management. Imple-
mentation projects in e-participation often have to cope with constantly changing 
demands of citizens, governments and politicians, and they have to counterbalance 
technical and non-technical factors of electronic participation. Agile processes 
promise to integrate rapidly changing requirements and prioritizing better in the 
process (see e.g. [35]). The application of agile project management in e-
participation with public administrations should be investigated. If agile methods 
shape up as useful, the guideline needs to be adapted. 

Fine-tuning in the above aspects could improve the hands-on guideline and make it a 
key reference model for e-participation implementation. Subsequent research will 
focus on the development of the reference model.  

The hands-on guideline presented in this contribution is a useful framework to 
support the effective and efficient implementation of e-participation projects.  
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Abstract. Due to limited resources, organizations are constantly facing chal-
lenges. To take advantage of new opportunities and mitigate possible risks they 
look for new ways to collaborate with each other, sharing knowledge and com-
petencies. Hence, coordination among partners is critical to achieve success. 
The segmented South African public sector is no different. Driven by the desire 
to ensure proper service delivery in the sector, various government bodies and 
service providers play different roles towards common goals.  

As such, continuous coordination is required between the role players. This 
paper investigates Virtual Communities as a possible coordination artifact for 
supporting sustainable coordination within the South African public sector. The 
paper commences with a brief introduction. Thereafter, the paper carefully de-
fines the notion of sustainable coordination. It continues then to show that Vir-
tual Communities indeed support the requirements for sustainable coordination. 
Having argued this at a theoretical level, the paper moves to show how this may 
be applicable to the South African situation. The paper concludes by emphasiz-
ing on the value of virtual communities as separate entities to attain sustainable 
coordination service provision in the South African public sector.  

Keywords: Sustainable coordination; Coordination mechanisms; Virtual 
Communities; South African public sector. 

1   Introduction 

Various types of Virtual Communities exist. These can be defined in terms of the 
subjects and tasks they deal with. However, they share similar characteristics. Virtual 
Communities can form, disband, and re-form to meet spontaneous and emerging 
situations. In addition, they transcend geographic location and time constraints ena-
bling anywhere, anytime access.  

Organizations are constantly faced with a dynamic and unstable environment that 
requires flexible and fast responses to changing and emerging business needs [1]. 
These requirements for agility and geographic independence are met by the properties 
of Virtual Communities. In addition to knowledge exchange between members, Vir-
tual Communities may aid in coordinating work [2]. Well coordinated work processes 
are critical for organizational performance as they improve efficiency and produce 
high quality outcomes [3].  
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Coordination among stakeholders is critical to ensure sustainable development and 
service delivery. The South African public service is no different than other organiza-
tions in that proper coordination between the various organizations (governmental or 
non-governmental) charged with delivering public policy/services will prevent both 
redundancy and gaps in service delivery.  

However, this is easier said than done. South Africa has a complex governmental 
structure that involves a variety of provinces, local governments and municipalities 
with different authority and responsibility. The three spheres of government are dis-
tinct. However, they are also interdependent as they work together towards a common 
governmental goal. Therefore, all the spheres of government are required to observe 
the principles of cooperative government set out in chapter three of the Constitution. 
In summary, those principles call for a clear division of roles and responsibilities, a 
collective approach to policy, coordination of activities to avoid duplication and 
waste, effective use of resources, and constructive settlement of disputes. Hence, the 
need for a proper and sustainable coordination service provision.  

Coordination according to Malone and Crowston [4] and Gittel [3] mostly depends 
on underlying processes of decision-making, communication, and sharing of objects. 
For instance most of the coordination mechanisms require that some decision be made 
and accepted by a group (for example, what goal will be selected or which actors will 
perform which activities).  In turn, group decisions require members of the group to 
communicate in some form about the goals to be achieved, the alternatives being 
considered, the evaluations of these alternatives, and the choices that are made. This 
communication requires that some form of "messages" be transported from senders to 
receivers in a language that is understandable to both. Hence, communication can be 
seen as a coordination device for mutual understanding.  

Virtual Communities promise new possibilities for people to create, communicate 
and share knowledge among each other, thus forming a network. In essence, it prom-
ises support for knowledge sharing in situations requiring mutual adjustment by  
individuals, groups or organizations. It can capture and diffuse through the network 
information relevant to sustainability outcomes.  

The paper sets out to identify the prospects that Virtual Communities can offer for 
sustainable coordination. Specifically the paper argues for its appropriateness in the 
South African public service that requires such coordination form to enhance and 
ensure proper and continuous service delivery. 

In order to argue the case, it is necessary to understand the goal, being sustainable 
coordination, better. The next section therefore looks to characterize the concept of 
sustainable coordination. 

2   Characterizing Sustainable Coordination 

In order to unpack the challenges of coordination this section firstly investigates what 
sustainable coordination entails.  Thereafter, it delves into coordination mechanisms 
and their associated complexities. This section therefore sets off to identify from the 
literature on sustainability the properties that will characterize sustainable coordina-
tion. The characteristics identified will help in mapping and analyzing the advantages 
virtual communities can provide (section 3).  
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2.1   Sustainable Coordination 

Underlying sustainability is the principle that we must meet the needs of the present 
without compromising the ability of future generations to meet their needs. Reflecting 
on the notion of sustainability, Fuch [5] and Rogers, Jalal and Boyd [6], based on a 
report by Brundtland “Our common future” [7], described sustainable development as 
a dynamic process of change consistent with future as well as present needs. In es-
sence, sustainability is characterized by a continuous change process ensuring that 
current and future needs are met.  

Attaining levels of sustainability requires the accumulation of core competences 
provided by individuals or organizations necessary to achieve a common purpose. 
Resource Dependence Theory stipulates that a single organization usually does not 
have all the necessary resources at its disposal [8]. Interdependency between organi-
zations can lead to a network of organizations that collaborate, reorganizing them-
selves to adapt to situations quickly. According to Griffiths [9], networks are relevant 
to sustainability because they leverage the economies of scale and scope – they grow 
whilst keeping the constituent units small, flexible, responsive and innovative.  

Having a common purpose is important for identifying/employing the right compe-
tencies to achieve desired outcomes. In addition, it serves as a reference point for 
monitoring progress and resource usage. Also characterizing sustainability is ensuring 
autonomy in decision making while linking relevant individualized work to meet a 
common purpose [8]. Hence, greater organizational commitment and employee satis-
faction can be generated.  

However, members forming alliances or partnerships must be willing to communi-
cate to coordinate activities to achieve outcomes. Since a partnership means depend-
ing on each other to make decisions that will benefit all participating members a high 
degree of trust is required [10]. This usually entails sharing critical information be-
tween partners to achieve desired outcomes.  

Furthermore, sustainability requires that limited resources are well utilized, hence 
the need to ensure that units of work are performed in line with a common goal.  
According to Jayatilaka [11] a meaningful and sustained development requires the 
concentrated efforts of a number of organizations managed effectively by skilled 
personnel. Hence, in line with Fuch, [5] projecting the need for governance. Any 
process in an organization needs an owner [12]; the coordination process should not 
be different.   

While having autonomy allows freedom to act in accordance to specialized exper-
tise, a governance framework ensuring alignment of work done to actual goal is criti-
cal. Hence, a balance between administrative control and autonomic decision making 
needs to be established to ensure success of an overall work process. 

Drawing on the preceding discussion, Table 1 provides a summary of the proper-
ties described as characterizing sustainable coordination. We refer to the term  
“dynamic” in the table to represent adaptability, flexibility, agility, innovation and 
continuity properties mentioned in the discussion. 

In order to understand the complexities associated with coordination, the next sec-
tion discusses the coordination mechanisms that can be used to manage interdepend-
encies between activities/actors.  
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Table 1. Properties of sustainable coordination 

Properties  Authors 
Dynamic Fuch [5]; Pamkowska [8]; Rogers, et al. [6]; Griffith 

[9]; Gettel [3] 
Control/steering Fuch [5]; Jayatilaka [11] 
Autonomy (decision making) Griffith [9]; Ke & Wei [10] 

Members/Partners Griffith [9]; Pamkowska [8] 
Trust Pamkowska [8];  Gettel [3] 
Communication Griffith [9]; Malone and Crowston [4];    

      Brunland [7] 
Common Purpose Gettel [3]; Fuch [5]; Brunland, [7]  

2.2   Coordination Mechanisms 

Working together implies managing interdependencies among participants toward 
some common end [4]. Different types of interdependences and mechanisms to man-
age the dependencies have been identified in literature [13, 14]. Figure 1 shows  
coordination mechanisms to comprise two aspects: structure and process. The coordi-
nation structure provides the necessary connection to execute the process. The  
coordination process in a way builds the structure by facilitating communication and 
configuring decision making patterns. In addition, it complements modular-based 
structures by, for example optimally prioritizing or rearranging modules. Hence, the 
relationship between the mechanisms is reciprocal as they usually co-exist in an  
organizational setting. 

Decision making, communication pattern [15] and modularization [16] constitute 
the three elements of coordination mechanism’s structure. Modularization separates 
and groups system components in a variety of ways allowing much greater flexibility 
in end configurations [17]. Resources and capabilities need to be coordinated in adap-
tive ways to lead to a desired outcome, hence fostering a sustainable action of coordi-
nation. For example, a project can be divided to small manageable teams willing to 
collaborate to achieve a common outcome. There are a variety of coordination process 
mechanisms; however, they are classified in three major groups: mechanistic coordi-
nation, organic coordination and cognitive coordination.  Yet, dependencies are very 
domain-specific, and the mechanisms to manage them must therefore be considered in 
a specific context as well. 

In essence, there is no single blueprint or model for achieving coordination that 
will be adequate for all problem contexts. More likely, the coordination mechanisms 
or combination thereof will have to fit the type of the problem, work within the con-
straints and opportunities offered by the existing organizational landscape/capacity, 
take local political and social, economic and cultural context into consideration and 
adapt and innovate within space. 

As shown in figure 1, new dependencies emerge through modularization, and a 
“shopping list” of coordination mechanisms can be selected from the catalog of con-
trols (structure and process) to fit work context. At this level interdependent tasks are 
expanded, and then corresponding coordination mechanisms are inserted. 
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Fig. 1. Catalogue of coordination mechanisms 

In order to help us attain a position of sustainable coordination the next section  
investigates the possible promise that the properties of virtual communities may  
provide.  

3   Virtual Communities 

Sustainable coordination does not happen by itself, so was the argument of this paper 
thus far. The previous section unpacked “sustainable coordination” and characterized 
it through enumerating specific requirements. This section sets out to argue that the 
properties exhibited by Virtual Communities promise to meet those requirements.  

Virtual Communities can be described as self-organizing socio-technical systems 
as they exhibit both technological and social aspects [18].  They are strategic in that 
individuals through cooperative behaviour can be organized and focused towards 
actions to accomplish goals. In essence, they exhibit dynamic properties such as 
flexibility, adaptability, scalability and robustness. Fuch [18] describes Virtual Com-
munities as dynamic systems based on ICT enabling communication that are regular-
ized and structured by general rules of interaction, shared interest and general topics 
of interaction. Through continuous ICT-mediated communication feelings of togeth-
erness and belonging, shared identity and common values can emerge. As such, Vir-
tual Communities are dialectical systems in which the technological networks and 
social networks are interconnected and complement each other in a self-referential 
loop; they are self-organizing. As such, when establishing a Virtual Community, both 
the technological and social aspects (people and relationships) must be examined as 
they shape each other.  
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For example, while a virtual environment can provide interaction capability (e.g. 
email) the sophistication level of the interaction need (e.g. real time interaction via 
video conferencing) may arise with time, which can be supported by technology.  

3.1   Virtual Communities for Sustainable Coordination 

Virtual communities promise sustainability as they exhibit dynamic properties. They 
recognize that organizations will come together (form virtual teams), disband, and 
reform to solve or address important issues. Hence, they can form adaptive structures 
to suite any given context as need arises. For example, the Open Source Network 
community depends on volunteers across the globe for software creation and devel-
opment. Virtual teams can transcend time and space boundaries and reduce costs by 
effectively using ICT [19]. In addition, they gather information, diffuse knowledge 
that provides the potential for innovation and enable rapid and effective response (e.g. 
Dell computers’ reliance on business partners to fulfill major parts of their supply 
chains).  

Furthermore, sustainable coordination as mentioned requires a “common purpose”. 
By definition the formation of Virtual Communities depends on the members having 
a common purpose. For example, International Open Source Network (IOSN) is fo-
cused on promoting the strategic use of free/open source software solutions for sus-
tainable human development.  

The question “how do these members know about each other” begs.  The motiva-
tion to participate in a community can be intrinsic or extrinsic [20]. These motivators 
are the drivers capable of evoking specific outcome behaviour.  Common interests can 
lead to relationship building in both face-to-face and virtual communities. As such, 
having a common purpose provides a reason to participate and interact comfortably in 
a virtual community. Virtual communities can be formed around an infinite number of 
shared interests. Participants can be drawn together when they share projects (re-
search or work) or through referrals or contracts for a common purpose. However, 
communication is needed to coordinate actions.  

Communication is at the centre of a community to achieve a common purpose [21]. 
As noted in section 2.2, communication is important to attain sustainable coordina-
tion. Virtual communities provide interactive meeting places where people can add 
value to work-related practices thus, communication is attained. Communication is 
defined by the interactions among participants supported through ICT. Virtual com-
munities enable concurrent conversation streams and can allow other electronic in-
formation to be integrated into an interaction.  

Another essential for sustainable coordination is trust. Communication is an impor-
tant trust building mechanism. Virtual Communities provide an interactive environ-
ment that facilitates trust building. Increased trust and commitment among partners 
can facilitate the processes of knowledge sharing, participative decision making and 
conflict resolution, which will further enhance trust and commitment of the partici-
pants and ultimately yields better joint performance [22]. According to De Moor and 
Weigand [21] trustworthiness grows out of iterative processes of interaction, observa-
tion, analysis and judgement.  

Virtual communities consist of a network of competencies pulled together to 
achieve an outcome, hence, participants remain autonomous and independent [2]. 
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Virtual communities promise autonomy as they allow people to work together inde-
pendently and communicate via the internet. Members maintain the responsibility for 
decision making and control of information concerning their competencies in a virtual 
community. 

Based on the characteristics exhibited by Virtual communities we argue that they 
can support sustainable coordination. However, they must be governed properly. 
Virtual communities as socio-technical entities need control and steering to maintain 
the common interest of the community [23]. Although virtual communities support 
decentralized and autonomic decision making, there is a need to monitor structures, 
control communication and information flow among members in accordance to the 
communities operation principles. To define rules and coordinate actions of a com-
munity different governance models exist. This is discussed in more detail in the next 
section.  

3.2   Virtual Communities for Facilitating Coordination Processes 

Virtual communities can facilitate the coordination of work processes. According to 
the theory of relational coordination, coordination that occurs through frequent, high 
quality communication supported by relationships of shared goals, shared knowledge 
and mutual respect enables organizations to better achieve their desired outcomes. As 
shown by Fuch [18], the self-organizing nature of Virtual Communities promises to 
support relationship building. With advancement in technology, there exist applica-
tions that can supplement the face to face interaction (e.g. Skype) to further strengthen 
relationships.  

The underlying ICT infrastructure which hosts the community supports frequent 
and quality interactions for mutual adjustment especially in situation of uncertainty.   

Also, structure-based mechanisms can be enabled as communication and decision 
making pattern can be reconfigured immediately to suite context (e.g multi-user vir-
tual games). Therefore, Virtual Communities facilitate information exchange, thus 
communication takes place and quality decisions can be made. With support from a 
coordination process repository, coordination process mechanisms can be dynami-
cally assigned to any given business process or workflow.  

Virtual teams can be assigned to coordinate activities based on a business process 
or workflow that possibly spans across geographical boundaries. Coordination roles 
or referrals in Virtual Communities can serve as structural components to positively 
influence trust formation in the community [23]. According to Davidow and Malone 
[24] coordination and control of information are critical success factors for virtual 
communities. 

However, since the traditional mechanisms of control, management, and steering 
are hardly applicable in Virtual Communities, different modes of governance in the 
virtual environment have emerged. The appropriateness or choice of governance 
structure or a combination thereof will depend on the context of a community’s exis-
tence. According to Ahuja and  Carley [25], although virtual communities may be 
non-hierarchical and decentralized from an authority standpoint they may still be 
hierarchical and somewhat centralized from a communication standpoint.  

In a continuum of two extreme modes of centralized and decentralized governance 
structures as shown in figure 2 four basic modes of governance can be identified [26].  
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Fig. 2. The modes of governance. Adapted from Lattemann et al. [26]. 

 

Fig. 3. A typology of virtual communities. Adapted from Porter [29]. 

Although Virtual communities promote autonomous decision making and encour-
ages independent actions through modularization excessive decentralization has a 
strong potential to create inefficiencies, such as duplication of effort and resource 
wastage. To help avoid this, the management trend has shifted towards a governance 
structure that enables the best attributes of centralization and decentralization to be 
applied based on the needs of context [27]. Hence, it should not be assumed that non-
hierarchical/decentralized communication structures are necessarily more effective 
than hierarchical/centralized structures. Rather, communication structure should be 
based on context characteristics.  
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Furthermore, the choice of a virtual community type can influence the governance 
structure. Figure 3 depicts a typology of virtual communities utilizing two main cate-
gories: Member-initiated and Organization-sponsored.  

In order to enable optimal organization and management of functions and contents 
of virtual communities, the community type must be identified and defined [28, 29]. 
Also, a hybrid model can be adopted. However, to select a suitable model that will 
cater for the need of the community it is critical to characterize the domain or need 
context. In effort to identify a suitable model, the next section looks at the South Afri-
can public sector to define the context of existence. 

4   The South African Situation Analysis 

The South African spheres of government are distinct, but interdependent as they 
collectively work toward common governmental goals. However, the size of the pub-
lic sector, the number of role players, not to mention shortage of skilled personnel, 
affects the coordination of developmental activities. Hence, greater organization and 
coordination efforts are required. Each entity in the public sector contributes in its 
unique way to the success of the government. As such, each entity has specific needs. 
However, these entities also have several commonalities. Thus, well-coordinated 
programmes need to recognize the uniqueness of each entity, while exploring econo-
mies of scale for the commonalities. In order to understand the coordination chal-
lenges and requirements this section looks to provide an analysis of the South public 
sector situation with specifics in terms of the capacity building initiatives. It begins by 
looking at the South African public sector as-is in the next section. 

4.1   The Case Status Quo 

In effort to meet the challenge of cooperative government in the South African public 
sector, intergovernmental forums at national and provincial level dealing with issues of 
alignment, integration and coherence were developed. For instance, the Integrated 
Developing Planning (IDP), an intergovernmental planning instrument for the whole of 
government calls for dialogue between spheres. Thus, national priorities are influenced 
and shaped by the articulation by communities of their needs through the IDP process 
[30]. For instance, the need for training is guided by the integrated development plan 
(IDP). Hence, the need for cooperation as stipulated in the constitution across spheres. 

As mentioned in section 2.1, no one single actor has all the resources (knowl-
edge/information and competence) required to solve all problems. Thus, there is wide 
acceptance that a decentralized set of formal and informal agreements among diverse 
groups and organizations in the form of networks/partnerships hold the most promis-
ing institutional prospects to achieve sustainable development [31]. This form of 
interdependence is prominent in the South African public service as evident in the 
creation of agencies to carry out specific governmental tasks. For example there are 
numerous role players (internal/ external) involved in a variety of capacity building 
efforts in terms of training in the public service [30]. The development of interde-
pendent relationships based on trust, loyalty and reciprocity enables collaborative 
activity to be developed and maintained.   
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However, as mentioned by Peter [32] one of the major problems facing contempo-
rary governments is a lack of coordination and coherence across government depart-
ments or programs. This results in increased costs and reduced efficiency in the  
delivery of services to citizens. For instance, several training interventions in the 
South African public service are being made in all three spheres of government: na-
tional, provincial and local by numerous role players. However, these intervention 
programmes frequently illustrated misalignment with competency requirements and 
inappropriate content, duplication and fragmentation of efforts. In addition, there are 
conflicting schedules and an over-extension of staff who require the intervention. To 
help overcome these problems we discuss in the next section how the separation of 
coordination processes from work processes with Virtual Communities as the mediat-
ing artifact, can assist in meeting the coordination needs of the South African public 
sector. 

4.2   The Separation of Coordination Processes from Work Processes 

Considering the size and dynamic nature of the South African public service, the 
number of role players and communication pathways, we propose the separation of 
the coordination processes from the actual work processes to focus on the manage-
ment of dependencies. This approach releases individuals who form nodes in the 
workflow from the task and worries of coordination to focus on core capabilities to 
provide the specialized services required in the workflow or business process. For 
instance, the task of consolidating and aligning training needs, scheduling, notifying 
and synchronizing appropriate stakeholders and monitoring should be handled as a 
primary task, not be imposed on employees as an extra background task. 

Looking at the complexities involved in the coordination of the numerous pro-
grams/stakeholders in the South African public sector there is a need for a dedicated 
body to handle coordination activities hence, improve efficiency and performance. 
The institution should not necessarily be physical but virtual. Since work processes 
can span across organizational boundaries and may require high levels of flexibility 
we propose using virtual communities as the coordination artifact.  

Virtual Communities, as mentioned in section 3.1, can serve as mechanism for sus-
tainable coordination because the organizational model is fluid and flexible. They can 
provide access to skills/competencies and connect geographically dispersed members 
and resources. 

Our proposed Virtual Community is aimed at providing a support service of coor-
dinating work processes among stakeholders responsible for service delivery in the 
South African public service. The community is intended to coordinate a group of 
stakeholders with varying competencies, both internal (government bodies) and ex-
ternal partners (required competencies) pulled together to deliver value.  

The Virtual Community will serve as an intermediate between partners without any 
self-interest.  Its only objective is to improve the effectiveness of that particular com-
munity by quickly identifying the opportunities. For instance, from a holistic view of 
training activities, duplication and conflicts can be detected and resolved. Further-
more, groupings of training activities can help achieve economies of scale and scope.  

Virtual Communities as self-organizing can maintain relationship with stake-
holders, thus allowing the quick assignment of tasks to physical organizations based 
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on the available information of stakeholder capabilities. All entities with potential to 
complete any component process can be identified. Therefore, the combination of 
processes to be performed, geographic location and potential prior experiences with 
different providers can be matched based on a given workflow. For instance, per-
formance of training providers can be tracked and recorded for future decision mak-
ing on subsequent training required.  

Virtual Communities can provide tracking and aid assessment capability, hence in-
crease service provision satisfaction. However, there must be appropriate feedback 
from cooperating agencies to the Coordinating Virtual community indicating process 
status to effectively manage an entire process. Thus, notification to relevant members 
can be established and if necessary allocate work to another when problems occur. 

However, the type of services to be provided or the needs will determine the nature 
or type of community to be formed (e.g. for mentorship programmes or share experi-
ences on training provided). As such questions about community types and appropri-
ateness arise. The next section looks to answer the question on the type of community 
we deem appropriate for our case context. 

4.3   The Virtual Community Formation 

In forming a Virtual Community to attain sustainable coordination, considering the 
different types of existing communities as illustrated in section 3.2, we lean towards 
organization-sponsored communities. As primary stakeholders in the public service, 
the government should drive the process. As mandated by the constitution they have 
the primary objective of delivering service to the public through well coordinated 
collaborative means. The motivation here should be intrinsic since a higher commit-
ment should be expected.  

While commercial entities’ participation in a community will probably be short 
lived (level of commitment), most often based on the duration of a project, govern-
ment agencies as core members will be charged with the continual service provision.  
We recognise that in this case, the concern is not about sustaining the organization in 
terms of longevity, but rather recognising that in the search for sustainability there 
will be need for limited term or temporary projects. Hence, organizations will come 
together to solve the issues and disband once they have been addressed. Government 
agencies are required to look for opportunities to collaborate leveraging the economy 
of scale and scope. As such, government based agencies are in a position to serve as 
the member organization that can define the rules of the community and coordinate 
the actions of members respectively. For example, the Department of Provincial and 
Local Government (DPLG) a key role player with the responsibility of strengthening 
capacity to coordinate capacity building and service delivery can take the lead. How-
ever, the question on how to control or govern the behavior of members arises. The 
next section attempts to address the question. 

4.4   The Virtual Community Governance 

Overall, the complexity and nature of the public service can give rise to, conceptually, 
one large community consisting of all participants and composed of many smaller 
communities or sub-communities for different kinds of needs or context. Due to trust 
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and control issues that might arise the role of “community coordinator” can be ful-
filled by a group of individuals selected from different participating governmental 
agencies anchored by the process owner to form a central broker. For instance, when 
a certain business process is in action, a team to oversee the process can be generated 
dynamically. For example, dynamically generating teams based on classification of 
training types (e.g. training area, mentorship) or duration (short-term or long-term). 
As such representatives of contracted external bodies can be members until the pro-
ject is completed. By establishing groups within the community that represent all the 
participants’ interest, cooperative behaviours are likely to be induced and prevail.  A 
neutral broker institution (possesses knowledge of the business process) can support 
the partners with coordination, without establishing any hierarchy.  

A hybrid governance model that maintains both centralized and decentralized 
modes of coordination is desirable. While peer-to-peer communications might be very 
efficient in a situation where a project affects few individuals only; in a large commu-
nity inefficiencies and duplications can be introduced. Hence, it is essential to form 
strategic partnerships, organize network activities and identify new collaboration 
opportunities to improve overall effectiveness. By increasing community coordination 
efficiency in an overall work process can be improved.  

5   Conclusion 

It has been established that there is a need for a mechanism that can aid in the 
achievement of a sustainable coordination of developmental activities within the 
South African public service. We propose that one strategic approach to attaining 
such a goal is through the separation of coordination processes from work processes 
supported by Virtual Community as the mediating artifact. Virtual Communities can 
unify the intent of organization(s) and focus members towards processes designed to 
accomplish a desired outcome. We maintain that because Virtual Communities pro-
vide an interactive environment that transcends location and time, provide flexibility 
and innovation, they can support suitable coordination. Rapid decision-making per-
taining to tasks in a geographically distributed environment is possible.  Separating 
coordination from actual physical work processes helps in avoiding duplication of 
effort and allows for reuse of knowledge gained by the coordinating team. The com-
munity can evolve through learning, and relationships strengthened through sharing, 
hence it is self-organizing.  

Inspired by ICT, a virtual community provides a lot of advantages. However, un-
derstanding the technology is not enough, social aspects (people and relationships) 
need to be examined to achieve success. We suggest the use of a community coordi-
nator (teams) to enhance relationships and trust in the community. Furthermore, es-
tablished teams should be anchored by a coordination process owner, due to their 
knowledge and understanding of the domain. The selection of a governance structure 
depends on the context of the activity performed and can evolve as the context 
change. Thus Virtual Communities are capable of solving problems through varied 
adaptive partnership or structure reorganization. Hence, we believe Virtual Communi-
ties can serve as ideal mechanisms for coordinating work processes.  
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However, Communities typically make unstructured decisions under condition of 
uncertainty. Therefore an integrated knowledge management system that spans geo-
graphical boundaries is desirable. Such an infrastructure will enable and facilitate 
knowledge flows among participating organizations. Needed knowledge can then get 
to the relevant participants on a timely basis in a suitable and affordable manner to 
accomplish their common goal.  
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Abstract. This paper describes research in progress to explore the role of cul-
ture in adoption of e-government at local government levels.  The majority of 
research in electronic government highlighted cultural issues but they do not 
identify specific cultural traits influencing e-government adoption and use. 
From our literature review we identified four major cultural traits; adaptability, 
involvement, mission, and bureaucratic, that is explored in this research. Based 
on these cultural traits and other cultural issues surrounding the adoption of e-
government, we develop a framework to explore the role of culture in adopting 
and using e-government systems at local government organizations. Evidences 
suggest that the adoption of e-government at local levels is either mandatory or 
voluntary which is followed by supportive policies from central governments. 
Our conclusion is that during the adoption process, the cultural traits contribute 
to the adoption and use of e-government systems.   

Keywords: Organizational culture, e-government, adoption, local  
government. 

1   Introduction 

Research into the adoption of technology at organizational level has mainly focused 
on technological issues [1, 2], with fewer studies conducted on non-technical factors 
such as organizational culture and individuals within organizations [3]. The absence 
of considering cultural consequences in the adoption of technology at organizational 
level may lead to the failure of the adoption process as there are direct impacting in-
fluences between culture and information technology (IT) and between an organiza-
tion’s culture and its IT users [4]. Therefore adoption of technology by organizations 
should also focus on the organizational and cultural issues because culture plays a role 
as a significant success factor [5], and as a barrier to adoption [6].  

The adoption of electronic government initiatives is no different from commercial 
information systems. Although some researchers have found that the success of e-
government adoption is determined by technological factors [7], others have identified 
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cultural elements that contribute to electronic government adoption and use [8, 9]. 
Transferring technology from developed countries to developing countries or from 
private to public organizations has also caused cultural gaps that need to be addressed 
[10]. We thus recognize that culture exists in the context of e-government adoption and 
use, although few researchers or practitioners devote attention to the cultural issues 
during new technology adoption in government organizations at either central or local 
levels.  

This research explores the role of cultural dimensions in adopting e-government at 
local government level. We examine how specific cultural dimensions have a role in 
local government technology adoption through a complex interweaving between tech-
nology and government. This leads us to form the research question as follows -  
what cultural and sub-cultural dimensions play a role in local government technology 
initiatives, and how do they contribute to the adoption and use of local-e-government 
systems? The contribution of this paper is the development of a deeper understanding 
of the role of cultural dimensions in the adoption and use of local electronic  
government. 

The paper is organised as follows. First we define and discuss organizational cul-
ture before addressing the concept of e-government technology adoption at local 
level. We then examine four cultural dimensions and other sub cultural dimensions 
derived from organizational culture theories, which are operationalized in the context 
of e-government adoption. This is followed by a discussion of the cultural dimen-
sions, which focus on external orientation and internal integration, as well as change 
and flexibility, and stability and direction. Finally the identified constructs are brought 
together to build a framework that will inform the next stage of the research into the 
role of culture in the adoption of local e-government initiatives. 

2   Understanding Organizational Culture 

The term culture has been widely used at national and organizational level. However, 
there is no single universal definition for culture.  Hofstede [11] defines culture as 
“programming of the mind which distinguishes the members of one human group 
from another”. Sathe [12] said culture is “the set of important understanding (often 
unstated) that members of a community share in common”. Meanwhile, organiza-
tional culture is defined by Denison [13] as “the underlying values, belief, and princi-
ples that serve as a foundation for an organization’s management system as well as 
the set of management practices and behaviour that both exemplify and reinforce 
those basic principles”.  

An organization’s culture forms the personality of the organization [14] through 
the socialization process of people in the workplace of the organization [15]. It be-
comes a beneficial asset for an organization if it supports the organization’s mission, 
goals and strategies [16] and plays an important role in many aspects of the organiza-
tion [17]; for example culture plays a role in the statement of mission and goals of  
the organization, and indirectly shapes behaviour [18]. Through organizational cul-
ture, individuals inside the organization obtain a common understanding of the core  
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mission of their organization and that leads to consensus development on how to 
achieve organizational goals.  

Organizational culture which is derived from individuals’ experience and history is 
unique [19]. Certain organizations might have a strong culture while others might not, 
depending on how the culture is derived and established within the firm. A strong 
organizational culture, which is useful for organizations’ development, is embedded 
in the long term interaction of its members in coping with external adaptation and 
internal integration [20]. This strong culture, then, can be used to counter internal  
and external problems [21] in maintaining the organization’s survival in turbulent 
situations.  

3   Electronic Local Government Adoption and Use 

The adoption of technology in e-government has many similarities to that of an or-
ganization where decisions are made at a senior level and then assimilated into the 
organization [22]. The process of adoption may be mandated or voluntary [23, 24]. In 
certain contexts, voluntary adoption is more successful [23, 25, 26], while in another 
situation mandatory policy is the only way to induce technology usage because it can 
encourage the initial behaviour to adopt technology [27] . For example, a senior man-
ager may drive primary adoption of innovation after identifying objectives to change 
some aspects of the business and then mandate the organization to adopt the technol-
ogy [28].  In other words, both mandatory and voluntary adoption strategies offer the 
promise of successful technology adoption in the relevant context and situation. 

This concept is no different from the adoption of technology in local government 
organizations where the use of technology is sometimes initiated by central govern-
ments through setting of certain goals or it is initiated at grassroots levels. A mandatory 
approach may exist in e-government adoption due to political nature and law-abiding 
citizens [29]. For example, the UK government launched a modernization agenda in 
1997 to transform local authorities’ performance across the UK. This new agenda has 
resulted in the implementation of electronic government at local level across the UK 
[30]. In a further step, the UK central government set “e-government targets” which 
mandated all government agencies to provide on-line interactions between government 
agencies and the public by 2005 [31]. Failure to conform to these policies and regula-
tions can result in imposing of sanctions by central governments such as withdrawing 
funding that has been allocated to local governments [32]. Similarly, a mandatory ap-
proach was considered to have a significant impact on the success of the Smart Cards 
adoption in the medical sectors in Canada [33]. These examples show that a central 
government has the power to impose the adoption of e-government on local govern-
ment bodies by delivering policies and regulations to improve governments’ services.  

A mandating policy to adopt e-government includes imposing processes, values, 
competencies and systems [34]. Heeks [34] argues that implementing e-government 
requires or imposes the formality of process and management, involves the role and 
skills of people, and is subjected to the rationality of organizational culture. In other 
words, central governments should contribute to e-government adoption at local level 
by supporting the change of management, empowering people to increase involve-
ment, and adjustment of organizational culture to new technology.  
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However, in the US context, the adoption of e-government at local levels was initi-
ated at grassroots levels in 2000 due to the demand of the citizens [35, 36] while  the 
E-Government Act, which includes the planning of an e-government strategy and 
initiative implementation, was launched in 2002 [37]. This means the initiatives were 
developed on the basis of local government initiatives while in the next step the  
central government provided guidelines to support better implementation of the initia-
tives. For rapid adoption of e-government, the US government also provides incen-
tives to encourage citizens to use the systems such as giving cost reductions for  
making online tax transactions through the federal portal [38].  

In the developing countries context, the adoption of e-government can also be 
mandatory or voluntary. For example, the successful adoption of an e-government 
portal by government departments in Hong Kong was determined by voluntary deci-
sion and support from higher level of the government [39]. Similarly, in the case of 
electronic tax managed by Central Excise in India, the citizens are encouraged, rather 
than required, to adopt the system [40]. In both cases, the e-government initiatives are 
voluntarily adopted at lower levels but the initiatives are started at central level not at 
grassroots such as in the US.  However, in contrast, in the case of Tanzanian’s Inte-
grated Tax Administration (ITAX) as a part of e-government implementation [41], 
adoption of the project was mandatory for all tax regions of the country by 2007. The 
initiative was under the control of and supported by a task force authority at central 
level.  

E-government infrastructure, such as computer networks, communication systems 
and shared services are typically belong to various of entities at local and central lev-
els which need a cohesiveness and dynamicity  in its implementation [42]. This means 
both central and local government entities are involved in electronic local government 
development regardless whether the initiatives are mandatory or voluntary. Central 
government might provide ongoing supports because successful e-government pro-
jects may be abandoned or not sustained after years of adoption if supportive infra-
structure, such as financial, political, technical, are terminated [32, 34, 43].  

4   Culture Dimensions in E-Government Adoption  

Researchers have identified many cultural value dimensions or traits; for example 
Leidner and Kayworth’s [44] review of the literature on culture found 46 value di-
mensions of culture at national, organizational and sub-unit level.   Out of those 46 
cultural dimensions, four key traits, identified at the level of organizational culture, 
are indicated in major e-government research [10, 34, 45-48] and are therefore 
adopted as relevant to our study.  These traits are those of adaptability, involvement 
and mission as identified by Denison and Mishra [17] and the trait of bureaucracy 
identified by Wallach [16]. 

Denison and Mishra’s framework has been applied to empirical studies to examine 
cultural issues in a range of environments. Gateo and Wausi [49] applied the frame-
work to understand organizational culture and the adaptation of technology in the 
Kenyan University system while Dasgupta and Gupta [8] used the framework to-
gether with Davis’s TAM theory to explore the role of culture in internet adoption in 
India.  Schaper and Pervan’s [50] study examined some aspects of the framework in 
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the context of e-government in Australia. However, these latter studies are broader in 
their examination of adoption beyond purely cultural influences, and the cultural traits 
from Denison and Mishra’s framework have not been used in the specific understand-
ing of cultural influences on local e-government adoption.  

In examining the four organizational level cultural traits, the bureaucratic element 
from Wallach’s [16] perspective is used to replace the cultural trait of consistency as 
proposed by Denison and Mishra [17]. Bureaucratic culture is concerned with explicit 
rules, regulations, and hierarchies in an organization, which is typical of government 
organizations where such explicit rules are implemented rather than implicit ones as 
proposed by Denison and Mishra [17] in the consistency cultural traits. The four or-
ganizational culture dimensions are discussed in the next sections. 

4.1   Involvement 

Involvement is a subjective psychological state of users which is practiced in forms of 
participation through behaviour and activities [51]. This cultural trait supports the 
members of an organization to gain a sense of responsibility, and commitment in the 
organization because they are highly involved in the organization’s activities [17]. 
Denison and Mishra [17] add that when people in the organization have high in-
volvement, the organization is more productive because they are more committed and 
responsible towards the organization’s interest, but when the organization has low 
involvement, it experiences difficulties in responding to critical environmental 
change. However, in our study the concept of people involvement is defined not only 
by people inside the organization but also people outside the organization, such as 
citizens, that support the success of e-government adoption. 

Low involvement of users influences user participation during the information sys-
tem development because users’ beliefs and attitude are not clearly formed [52]. This 
can affect the success of a system development adoption in a private or public organi-
zation. For example, the wide range of users’ participation in e-stamping adoption in 
Hong Kong has contributed to its successful implementation [53].  This indicates that 
high participation of users in an organization’s activities can determine the achieve-
ment of an organization’s goals. Their participation is shown in the form of a high 
commitment to involvement in and support of the organization’s projects.  

A sense of commitment plays a role in many aspects of the involvement dimension 
such as in organizational change. This is identified in Rowlinson’s [54] study of a 
public organization in Hong Kong, which experienced difficulties in changing its 
management when departments had a low level of commitment [54]. Government 
organizations that adopt new technologies often practice change that requires organ-
izational integration and consolidation between their individuals and organization’s 
interest. During the internal integration, government organizations need highly com-
mitted people because they will work hard to achieve organizational goals [55].  

Building partnerships between stakeholders such as public, private and citizens [56] 
can support the success of collaboration in performing organizations’ projects. The 
value of partnership is concerned with the relationship of individuals and organizations 
in fulfilling participants’ shared goals [57]. Jae-Nam and Youne-Gul [57] argue that 
this partnership value positively affects people’s willingness to participate, communi-
cate, to share information, and support the management of organizations. Partners 
work together and take responsibility to achieve common goals of an organization.  
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A sense of responsibility can arise among individuals when they get benefit from 
the assigned tasks.  For example, people get benefit from carrying out the tasks 
through the job learning that can empower their skill to improve productivity [58].  
When individuals gain responsibility values from organizations, they tend to cooper-
ate with each other in accomplishment of organizational tasks. Such cooperation in-
creases the feeling of interdependence among them which results in a heightened 
sense of responsibilities towards helping others in achieving their goals [59].  

In the context of e-government adoption and use, good participation of people 
through partnership building can enhance adoption as the high level of collaboration 
by multiple stakeholders will increase the level of acceptance and increase the quality 
as well as preventing conflict [60].  High levels of collaboration in the adoption of e-
government results in establishing a high sense of responsibility and commitment to 
support the success of e-government projects, as seen in a study of e-government 
adoption in Singapore [61].  Stakeholders may include highly committed leaders with 
strong leadership who want to take real responsibility in facilitating a successful e-
government adoption [53]. They show their commitment through their involvement 
by viewing information technology as a critical success factor for their organizations 
[62]. 

4.2   Adaptability 

Adaptability is a value of an organization that focuses on external situation demand 
by developing norms and beliefs that support its capacity to respond to the need for 
change [17].  In other words, an organization’s adaptability is driven by communities 
from outside of the organization [63]. Community expectations and demands often 
become a basis for governments in implementing new innovation in their organiza-
tions such as the demand of citizens for technology based services that enable them to 
access government services 24/7.  

The development of technology has increased the demand for organizations’ envi-
ronments to be transparent. The transparency, which is driven by the technology, is 
practiced by organizations not only to their surroundings but also to themselves [64] 
and is their endeavour to adapt their environment through openness to all stakeholders. 
In government organizations, openness includes communicating details of systems and 
decision making to external observers [65]. The willingness of organizations to be 
transparent can enhance trust building between people inside an organization and ex-
ternal stakeholders and, as a result, contributes to organization responsiveness to their 
environment. 

Trust can create and enhance positive conditions, such as positive interpretation of 
another’s behaviour, which enhances cooperation at group level and raises an organi-
zation’s performance [66]. Another positive impact is that the cohesion and collabora-
tion between people is facilitated by the presence of the trust value  [67]. As a result, 
collective action of people can be generated and maintained in performing organiza-
tional tasks. In addition, when the value of trust is perceived among stakeholders, the 
organizational risk toward innovative implementation is diminished as people are 
likely not to perceive the innovation as a risk to them.  

Transparency and trust in organizations are driven by external factors. According 
to Markus external factors influence  organizations and people to behave in certain 
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ways [68]. This means organizations practice change in responding to external de-
mand by behaving in the way of external factors expectations. Organizational change 
in certain areas such as in structure, job design, and rewards system are accompanied 
by cultural changes to avoid resistance from people [20]. The changes help organiza-
tions to adapt to new influences from the external environment in order to survive. In 
certain circumstances, organizational change might be problematic due to the lack of 
organizational learning or difficulty mobilizing internal support [69].  

The lack of organizational learning can be addressed through the building of a 
learning culture. Organizations learn through individuals developing the capacity to 
identify and correct errors [70]. Government organizations can also learn from other 
failure [10, 34] to improve their adaptability toward environmental expectations. Lo-
cal government can learn from the failures they make during the adoption and use of 
e-government initiative and improve their system through improvisation. Failure can 
be conceived as a value that provides opportunities to learn what is applicable and 
what is not applicable in a new system inside their organization. Looking at other lo-
cal government organizations can also help a local government identify the best ac-
tions to be taken in delivering high performance of e-government. During the learning 
process, local governments can obtain positive values from other successful electronic 
local government adoptions and then implement them in their own environment. 

4.3   Mission 

Mission is a cultural trait that provides purpose and meaning to an organization and 
also gives direction and identifies goals that enable an organization to act in an ac-
ceptable way [17, 71]. The organization establishes the mission as an instrument of 
culture based in the managerial ethos and ideology of the organization and it therefore 
influences the development of the organization [72].  From the mission statement the 
organization acquires purpose and meaning as it defines social roles in the organiza-
tion and designates the roles of employees as related to the organization’s role [17]. 
Clarity in the mission of an organization may stimulate an organization’s members to 
engage in organizational tasks which positively relate with the level of mission moti-
vation and result in higher organizational performance. Clear mission statements also 
help organizations’ members to understand why their organizations exist, what they 
do, for whom they do it, and what the benefits are. 

Achieving the mission of an organization should be supported by stating a clear vi-
sion which depicts how their future organizations will look if they achieve their  
mission. In other words, “vision refers to some idealized goal that the leader wants 
the organization to achieve in the future” [73]. The vision will guide and determine 
the success of future organizational achievement and its employees by motivating 
stakeholders to accomplish their goals. This motivation arises as the consequence of a 
positive atmosphere created by the vision such as an increase in trust, and a good rela-
tionship between leaders and subordinates. Organizational vision positively affects 
the attribution of followers, trust in organizational leaders, and positive congruence 
between leader’s and followers’ beliefs and attitudes [74]. 

Mission and vision are transferred in the form of goal statements that enable or-
ganizations to operate them. The presence of operative goals in an organization is 
crucial because such goals depict the state of affairs which the organization tries to 
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realize, the source of legitimation and existence, the source of standards for accessing 
the success of the organization, and an instrument to measure an organization’s per-
formance [75], although the goals must be measurable and achievable to enable or-
ganizations to accomplish them. The goals are not only stated in official terms but 
also embedded in a major organization’s operating policies and in the daily decisions 
of employees that are reflected in the organization and employees’ behaviour [76].  

In e-government, the existence of clear mission, vision, and goals during the adop-
tion and use process is important to maintain an organization’s future directions. The 
mission and vision can be exhibited by top leaders who inspire a mindset change 
through government agencies to raise understanding of the importance of the trans-
formation of government into e-government [77].  There is strong evidence that or-
ganizational visions can solve organizational cultural inertia during e-government 
adoption in government organizations such as the case of local government of Sragen 
[78]. Similarly, in the UK, local governments have a clear vision for “modernized” 
local government over a five year period where council and other services will be 
accessible through telephone or internet for 24 hours a day by their customers [46]. A 
further example is Singapore, which is held to have experienced success in e-
government adoption through having a clear vision from the early implementation 
stage [79]. Success can also be achieved when the government organizations establish 
shared values through the setting of clear goals and priority agreements with commu-
nities when adopting e-government initiatives [46].   

4.4   Bureaucratic 

Bureaucratic culture refers to an organization’s culture that has clear lines of responsi-
bility and authority based on control and power [16]. Wallach argues that organizations 
are managed with strong explicit rules, are hierarchical, cautious, solid and procedural, 
and their people work in a systematic and an organized way in an environment where 
responsibility and authority are in clear lines. This appears to accord with organizations 
within a government environment and where those with a bureaucratic culture can 
achieve stability [80]. Since these organizations are well integrated through rules and 
hierarchies and are stable, their environment enhances the adoption of technology.  

In bureaucratic organizational culture, explicit regulations are formalized which 
means rules, procedures, norms, standard of behaviour, and communication are writ-
ten [81]. This provides an organization and its people with clarity in the regulations 
that enable them to perform their task and influence their behaviour according to or-
ganizational regulations. The behaviour of an organization and its members is prac-
ticed due to its conformity to the explicit regulations and the resulting formalization 
offers internal efficiencies. In addition, the explicit formal regulations can be an effec-
tive means for achieving coordination and integration inside organizations because 
the organizations and its members are bound to the regulations. 

Furthermore, clear hierarchies are present in organizations in a bureaucratic culture 
that link people through vertical and horizontal line within the organization. In hierar-
chical organizations, people at higher levels set or ratify policies and objectives, and 
then communicate to lower level or subordinates who are charged with responsibility 
to take necessary actions [82]. In this way, the hierarchy provides legitimacy to senior 
people to direct subordinates to follow desired orders in performing organizational 
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tasks. Coordination between people in horizontal levels is also well performed through 
the clear hierarchical relationship in organizations. In organizational social relation-
ships, the hierarchical relationships are understood as an instrument to coordinate and 
determine the power and status among people [83]. As the result, organizations are 
solid and well structured because people have clear authorities, responsibilities, and job 
in the organizations. 

Clear regulations and hierarchies help an organization and its members gain better 
coordination in accomplishing their tasks. Coordination integrates and links together 
different people at all levels and parts of the organizations to achieve a set of collec-
tive tasks [84]. Through the coordination people can work harmoniously to complete 
the subdivided tasks according their role. In the context of coordination, people are 
interdependent and work together in achieving organizational tasks which involves 
identifying goals, transferring goals to activities, assigning activities to people, and 
managing the relationships [85].  

In the context of e-government, the presence of bureaucratic culture will benefit 
the process of the adoption because clear and explicit regulations and hierarchies sup-
port supervision to reduce the chance of errors, disobedience, and negligent behaviour 
among people. The equitable treatment of government clients is also guaranteed [47]. 
A bureaucratic culture underpins the effort a government organization and its people 
to achieve their goals to adopt e-government through a structure of conformity to  
the regulations. The solidity of government organizations, based on clear regulations 
and hierarchies, create a sense of responsibility to succeed in the adopting of  
e-government.  

5   External and Internal Influences on Culture and Government 
Organization 

The culture dimensions of an organization are related to both external adaptation and 
internal integration [14]. In studying the four cultural dimensions and identifying  
their sub-dimensions, we found that adaptability and mission appear to relate to the 
dynamics of external adaptation [17]. These external orientation cultural dimensions 
encourage organizations to develop their capacity to change in response to external 
conditions and expectations.  External demands, such as global pressure on the pre-
vention of corruption and public management reform [86], requires government or-
ganizations to change and adapt by implementing new technology. Another example, 
in the UK citizens’ demands to interact with government agencies through electronic 
devices has led to local government implementing e-government initiatives [31].   

On the other hand, the involvement and bureaucratic culture dimensions are influ-
enced by internal integration. High levels of involvement by internal stakeholders in 
an organization will result in positive integration between the people and the organi-
zation’s interest [17]. In addition, a bureaucratic culture creates a solid, well ordered, 
regulated, structured, and cautious organization [16]. This means government organi-
zations are well governed and achieve better internal integration through implement-
ing clear rules, regulations, hierarchies and structures.  

A government organization’s capacity to practice change and flexibility are deter-
mined by its culture of adaptability and involvement [17]. Meanwhile, the stability 
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and direction of government organizations are determined by their mission and bu-
reaucratic cultural dimensions because government organizations are more solid and 
governed by clear rules, regulations, hierarchies, structures and clear organizational 
directions which are guided by clear mission statements [16, 17].  

6   Theoretical Framework 

The framework developed from the literature is depicted in Figure 1. The framework 
shows the role of the four cultural traits and identified sub-cultural issues in e-
government adoption at local government levels. Cultural traits of adaptability and 
mission have external orientation because they are driven by outside factors such as 
citizens, while cultural traits of involvement and bureaucratic relate to internal inte-
gration because the need of government organizations to maintain their stability and 
direction. All cultural dimensions influence the adoption and use of e-government 
local government organizations, which is the focus of this study. Our framework de-
picts the adoption of e-governments as derived from either mandatory or voluntary 
policy as found in the cases described in Section 3 and followed by supportive poli-
cies from both entities. This suggests that when e-government initiatives are adopted 
at local levels across a country, both central and local governments are involved in a 
dynamic and cohesive coordination to succeed the initiatives.  

 

Fig. 1. The framework for exploring the role of culture in e-government adoption 
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7   Conclusions and Future Research 

The framework in Figure 1 is derived from an extensive literature review into organ-
izational culture, public administration, information systems and technology, and e-
government literature. We have combined and modified cultural dimensions from 
Denison and Mishra [17], and Wallach [16] that are potentially relevant to govern-
ment organizations. Further sub-cultural dimensions that support the organizational 
cultural dimensions have been drawn from the literature on public administration and 
management, IS and IT, and e-government to further inform the framework that  
will support exploration into local e-government adoption and use. The literature also 
supports the notion that adoption of e-government at local level can be mandated or 
voluntary both of which may be followed by supportive policies from central gov-
ernment through the provision of financial, political, and technical infrastructure. 

Our framework represents a starting point for critical thinking in analysing cultural 
influences in local governments’ adoption and use of electronic government. The 
framework is developed based on organizational culture theories that have evolved 
from the study of commercial organizations and may therefore have limitations in its 
applicability to an e-government environment. We intend to empirically test the 
framework to explore its validity for governmental environments and to examine for 
further cultural influences and interdependencies that have not yet been identified. A 
case study design is considered to be the appropriate method for conducting “how and 
why” enquiries into real world phenomena [87].  This methodology will allow for 
further, in-depth examination of the culture dimensions that influence and impact on 
local e-government adoption and use. 
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Abstract. Information Systems (IS) researchers are increasingly calling for 
contextual approaches to Information and Communication Technologies (ICT) 
innovations [1]. The call proceeds from the realization that ICT and e-
government policies are often adopted and developed with a blind focus on the 
ICT artifact, and with little reflection on the contribution of ICT to the context 
[2]. This paper emanates from an ethnographic study that investigated how ICT 
can facilitate government policy implementation in a development context. The 
study found it necessary to understand the role of tradition and its potential in-
fluence on ICT implementations in South Africa. The paper reviews the context 
of the South African government and its conspicuous inclination to the way of 
life, Ubuntu. Ubuntu is growing in popularity and is increasingly being applied 
as an African solution to African problems such as poverty, political strife and 
trade. Using Grounded Theory analysis, the findings revealed the critical impor-
tance of ICT not threatening tradition but rather complementing it, the role that 
ICT could play in enabling or enhancing community assemblies, and the mar-
ginalized role of women citing how ICT might be used as a means to empower 
rather than marginalize women even further. We conclude that e-government 
needs to be re-conceptualized in South Africa for a more culturally acceptable 
and relevant approach to the use of ICT innovations for development.  

Keywords: Keywords: Policy Implementation, e-Government, ICT for  
Development. 

1   Introduction 

South Africa has one of the highest socio-economic income inequalities in the world 
having more than 43% living below the poverty line [3] and 23.6% unemployed [4]. 
Human development consequently underlies most of the government initiatives. 
Among the principal avenues identified towards achieving the development is through 
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e-government [5]. South Africa’s e-government policy identifies its four critical fea-
tures as: interoperability (cross-functionality across different departments); ICT secu-
rity (dealing with the security of government electronic systems and information); 
economies of scale (achieving this includes investments in research and development 
to developing local skills with the ability to produce internally), and: elimination of 
duplication (abolish unnecessary duplication of similar IT functions, projects and 
resources) [5]. South Africa has however been bold enough to admit that despite the 
open and active sponsorship and support for e-government, the expected benefits and 
development outcomes are yet to be fully realised [6]. 

IS researchers argue that such outcome challenges are often because the ICT initia-
tives fail to take into account the important contextual aspects of the implementation 
environment, and in many instances adopt overly deterministic business models [1]. 
The same conflict is seen in South Africa. The focus of the e-government policy, 
illustrated through the success factors, reflects this critique.  The criteria indicate a 
technical and deterministic approach to e-government with an inadequate emphasis on 
the social and contextual nature of ICT.  

This paper reports on findings from a project centred on creating an awareness of the 
Promotion of Administration Justice Act 3 of 2000 (PAJA) through the use of Group 
Support Systems (GSS). A GSS is a specialised type of ICT system designed to facili-
tate people working together towards a goal [7]. The PAJA seeks to overcome the his-
torical apartheid injustices by empowering the public to expect from government a 
reasonable opportunity to make representations before receiving a negative decision (an 
administrative action), and to ask for written reasons and/or challenge the government. 

1.1   South African Government: Batho Pele 

With the fall of apartheid, South Africa enacted a new Constitution as the supreme 
law in 1996. The founding provisions of the new constitution are grounded in the 
values of “dignity, the achievement of equality and the advancement of human rights 
and freedoms, non-racialism and non-sexism, supremacy of the constitution and the 
rule of law and in universal adult suffrage” [8]. The new constitution called for a 
radical transformation in government from the previous apartheid style where gov-
ernment administrators made decisions without consultation to a more democratic 
style where decisions must be made in a more consultative manner. The government 
through the new constitution of 1996 has since brought into effect a number of policy 
reforms in an effort to “heal the divisions of the past and establish a society based on 
democratic values, social justice and fundamental human rights” [8]. 

Transformation formally began in 1995 with the White Paper on the Transforma-
tion of Public Service [9] hereafter abbreviated to WPTPS. The WPTPS established 
the institutional framework that would guide the introduction of new policies and the 
implementation of the new constitutional mandates. It was shortly followed in 1997 
by the White Paper on Transforming Public Service Delivery, labeled as the Batho 
Pele White Paper [10]. The Batho Pele White Paper specifically aimed at creating a 
participative model of governance. The Batho Pele White Paper was adopted into 
policy in 2002 and branded Batho Pele. Batho Pele literally means “People First” and 
the resultant adage ‘We belong, we care, we serve’ became the belief set to guide the 
government. Batho Pele formally redefined the outlook of government to correspond 
more to the harmonious South African way of life, Ubuntu. 
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1.2   South African Way of Life: Ubuntu 

Ubuntu is an indigenous South African philosophy that comprehends individual exis-
tence as being inseparable from the collective through warm and filial relationships. 
Ubuntu is short for the Nguni proverb ‘Umuntu ngumuntu ngabantu’ which literally 
translated means “a person is a person through their relationship to others” [11]. The 
notion of Ubuntu subsumes an individual’s personality, place and provision as having 
everything to do with the collective – we are who we are because we come from and 
belong to a certain collective. Any attempt to define Ubuntu in an English sentence 
reduces its deep indigenous meaning [12]. Ubuntu is an African awareness of being. 
The Ubuntu way of life is clearly an African collectivist philosophy which lies in 
sharp contrast to the more individualistic and self-centered Western way of life. The 
core values of Ubuntu are communalism, interdependence, humanness, sharing and 
compassion. Ubuntu does not imply that individual choice is lost and resigned to 
traditional leaders but means that traditional leaders carry the burden to express the 
choice of the individuals as a collective interest. 

Batho Pele is an embodiment of the values of Ubuntu. The adage Batho Pele  
itself expresses the Ubuntu way of life in prioritizing the interests of the citizen  
according to the quality of life rather than on the neo-liberal basis of traditional  
economics. 

1.3   Linking ICT and Ubuntu 

During the PAJA project the social and contextual nature of ICT emerged as fundamen-
tal to understanding how e-government could support the emancipation of people from 
different forms of deprivation such as poverty, disease and oppression. The principle 
finding which facilitated this understanding was that citizens could easily understand the 
philosophical underpinnings of the government’s over-arching policy of Batho Pele as it 
strongly correlates to the South African way of life, Ubuntu. However, the difficulty 
arose with linking the provision of multi-purpose centres or any other technologically 
enabled initiative to this policy.  Once these ICT innovations were linked or an associa-
tion was made with local traditions and culture the communities recognised the potential 
of ICT to their development and enthusiastically embraced these opportunities. Conse-
quently this paper reflects on the question: Can e-government in South Africa support 
human-development by connecting ICT innovations to the South African philosophy of 
life, Ubuntu? 

To provide the context to these findings this paper is structured accordingly. Sec-
tion 2 reviews the literature on e-government and the diverse discourse about what 
human development means. Section 3 presents the research approach used to conduct 
the research, Grounded Theory. Section 4 presents the findings and the analysis. As 
required in Grounded Theory, we compare the findings with contemporary theory 
used in ICT for Development (ICT4D) discourse, Amartya Sen’s Capabilities Ap-
proach, which argues for creating opportunities for development based on what peo-
ple are able to do and to be. Section 5 presents the conclusions from the paper and the 
contributions to knowledge. 
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2   Literature Review 

2.1   E-Government 

E-government is a popular field of research within IS without a commonly agreed 
upon definition but broadly understood as “the use of information technology to en-
able and improve the efficiency with which government services are provided to citi-
zens, employees, businesses and agencies” [13]. In striving for the perceived benefits 
of e-government almost all governments around the world are enthusiastically em-
bracing, or having e-government pressed upon them. High on the list of these per-
ceived benefits are the promises of better governance, cost reduction and improved 
efficiency of government services [14]. E-government literature suggests that the 
transition from government to e-government exposes governments to opportunities to 
improve government practices through process redesigns [15]. The literature gener-
ally posits five stages of e-government evolution;  

• One way communication where information flows from government in a single 
direction – out. An example would be the static information provided by a gov-
ernment website  

• Two-way communication where information also flows back to government but no 
immediate response should be expected. An example is the typical contact us form 
on government websites 

• Exchange where government has an active presence on the internet and is able to 
actively communicate back and forth with its clients as well as carry out online 
transactions. An example is filing tax returns and making the payments online. 

• Portal is where the government establishes a single point of contact for all govern-
ment offerings regardless of the services that may be required by its constituents. 
An example may be a citizens paying taxes and traffic bills from a single portal 
without realizing that the two payments are for two different government entities  

• Political participation is where citizens may be able to vote online using the e-
government portal. 

Many governments in adopting the utopian view have overlooked the fact that the 
strategies used in the private sector for customer satisfaction, retention and adoption 
cannot be directly applied to citizens. They quickly fall into the trap of treating citi-
zens as business clients. There is a fundamental difference in that citizens have rights 
from government and duties to government while business clients have a choice [16]. 
Governments have a legal and moral responsibility to serve all the citizens and the 
different constituents within the country [15]. 

2.2   Development and ICT4D 

One of the driving forces in government is ‘development’. The nature of development 
is a subject of continuing theoretical debate [1] ranging from something that happens 
in the third world [17] to a structured and linearly staged process of enabling develop-
ing countries to catch up with developed countries [18]. There is, however, one under-
lying theme in the discourse on development; there is an urgent need to lift people 
(especially women and children) out of deprivation. Deprivation is more prominent in 



98 H. Twinomurinzi, J. Phahlamohlaka, and E. Byrne 

 

developing countries where many are dying of preventable illnesses, hunger and the 
like, not only because of any lack of knowledge but also because of the lack of means 
to deal with these problems [18]. 

A range of reasons have been offered as to why certain countries experience devel-
opment and why others remain mired in poverty, unable to raise the standards of liv-
ing, despite following the same prescripts: colonialism, globalisation, unequal trade 
agreements, the lack of democracy and religion [19]. 

Strategies on how to achieve development became a subject area of interest soon 
after the end of the Second World War and the subsequent creation of independent 
states. The discourse on development since that time gradually transformed in three 
significant periods: the 1950s, the 1960s, and the 1980s.  The 1950’s called for aggre-
gative analytical frameworks proposing investment in modern activities and an em-
phasis on good planning, e.g. the big push [20] and the take-off sustained growth [21]. 
Those approaches did not yield much success. The 1960’s saw the flawed argument 
that developing countries needed to emulate the key characteristics and stages of 
growth that developed countries had passed through to get to where they are [18]. 
From the 1980s to date the development discourse has gradually expanded to include 
individual information from household surveys such as the impact and role of health 
and education on development. Considering that South Africa was in a state of apart-
heid before 1994, all its development efforts have been based on the current ap-
proaches to development since the 1980’s wave.  

The discourse on ICT4D has followed closely behind development in a supporting 
and enabling role and is traced back to the 1950s where ICT was viewed as something 
that could automate government administrative functions. The main concern in 
ICT4D today, similar to development, is how to innovate ICT towards socioeconomic 
development amongst the billions of underprivileged people in the world. Avgerou 
[1] summarised the current discourse on ICT4D as falling along two continuums;  
how development occurs, and how ICT is innovated to contribute to the process of 
development.  

 

Fig. 1. Discourse on ICT4D [1] 
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On one continuum, development ranges from occurring progressively at one end 
and disruptively at the other.  Progressive development happens when development is 
accepted uncritically.  Disruptive development happens when the development is 
accompanied by fundamentally different norms from existing ones and may require 
substantial changes in social and individual behaviour. On the second continuum, on 
the one hand ICT is innovated to contribute to the process of development where it is 
transferred and diffused from developed to developing countries. On the other hand, 
ICT is adapted from within the social context of the developing country. Avgerou 
(2009) combined the two influences to result in four quadrants (Fig. 1). 

In quadrant 1, ICT is innovated with a view to improve life conditions from within 
the local context, taking into account the embedded historical, cultural and social 
meaning.  Quadrant 2 adherents suggest that it is possible to create an ICT tool which 
is modeled using best-practices. It is argued that such a model is then able to work 
across all situations and bring about development as seen in the ‘best-practice’ litera-
ture.  In quadrant 3, ICT is at times implemented but only benefits a select few.  The 
discourse here questions the power relations that exist in society and how these pow-
ers may be carried over when new ICT is implemented. Quadrant 4 demonstrates how 
ICT is accepted as a force of socio-economic change, but one that brings with it 
power relations. ICT in this sense in fact leads to greater levels of domination and 
inequality hence extending the socio-economic and digital divide. 

South Africa’s approach to e-government fits in quadrant 2 in its prescriptive ap-
proach that assumes an ICT model derived from technical business best-practice can 
quickly be diffused across the diverse segments of government. That model does not 
take into account the context of South African government with its very strong incli-
nation to Ubuntu. Based on the Ubuntu inclination, South Africa’s e-government 
approach should position itself in quadrant 1. This paper argues that for a fit with 
quadrant 1 a fundamentally different approach to ICT is needed in e-Government in 
South Africa. 

3   Research Approach 

This paper emanates from one of the author’s ethnographic immersion in a research 
project entitled ‘Enabling access to human rights through thought processes and web-
based Group Support Systems (GSS) tools’. As the author progressed through the 
PAJA project and reviewed literature on Development, ICT4D and e-government, 
four issues stood out: 

• Development is dependent upon the perspective which is adopted e.g. traditional 
economists consider development as an indicator of Gross Domestic Product while 
others consider it as the freedom to make choices [1, 22] 

• There is a rapidly growing demand for ICT4D theory and inquiry, as evidenced by 
the rise in academic and practitioner conferences and/or journals with either a spe-
cial track or entire publication dedicated to ICT4D [23] 

• Consistent with ICT4D, there are dangers and problems that have resulted from 
developing countries blindly adopting IS approaches which have worked in devel-
oped countries [24, 25]. 
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• African developing contexts are characterized by the collectivist nature of society 
[12]. The collectivist culture is largely ignored when researching African environ-
ments yet is critical to understanding the contextual process of ICT implementa-
tions towards human development [26].  The collectivist nature, called Ubuntu, 
surfaces strongly in South Africa’s approach to government Batho Pele. 

The thoughts culminated into seeking to develop an explanatory theory or framework 
that could account for how e-government could be harnessed contextually in the spirit of 
Ubuntu to lead to improvements in human development.  Ethnographers refer to such 
thoughts as the ‘grand’ research question because it is deliberately wide and not hedged 
in with firm hypotheses, research designs, sub-questions and instruments [27]. As the 
PAJA project progressed the researcher clarified the grand research question delimiting 
its scope and internal structure into the finer primary research question: How could ICT 
be used to facilitate policy implementation in a human development context? 

Three field locations were enrolled as research sites for the PAJA project in 2005 
and over three years generally maintained the same 46 research participants. Lebot-
loane is in the North West Province and the research was hosted by Lerethlabetse 
Multi Purpose Community Centre (now called the Lerethlabetse Thusong Service 
Centre); Siyabuswa is in the Mpumalanga Province and the research was hosted by 
the Siyabuswa Education Improvement and Development Trust (SEIDET); and the 
University of Pretoria is in the Gauteng Province and the research was hosted by the 
Department of Informatics. The common denominator in selecting the research sites 
was a solid institutional base and the availability of computers. Since the PAJA pro-
ject was a longitudinal research project, cross-institutional linkages could provide 
better grounds for long term sustainability and such institutions are usually already 
established within their communities. Since the limited research funding did not in-
clude for the provision of computers it meant that the host institutions needed to have 
an existing computer infrastructure. 

The research at each site was carried out in a workshop setting. The purpose of the 
workshops was to raise awareness about the process involved in the implementation 
of the PAJA. The workshops were designed to demonstrate the possibilities for the 
use of ICT (particularly GSS) to support the PAJA process simulated using case sce-
narios. Over the period 2005 to 2008, one workshop was held at each site every year, 
making a total of nine workshops over the three years. The workshops each year were 
always planned so that we completed the three sites within a month. Data was col-
lected at every workshop activity using different data collection instruments. 

The rich ethnographic data from the observations, electronic logs, videos, ques-
tionnaires, interviews and field visits during the project were analysed using 
Grounded Theory to develop a substantive theory that could explain how ICT could 
be used to facilitate policy implementation in the spirit of Ubuntu. Additional infor-
mation on the influence of Ubuntu on daily life was obtained from structured inter-
views conducted with six research participants from three different regions of South 
Africa, four of who were from rural areas and two from urban areas. Two of the peo-
ple from the rural areas are community leaders while one of those from the urban area 
is from a royal family. The interview questions were derived from Whitacre’s [28] 
literature on customs and tradition which seeks to understand the role of tradition as a 
set of customs, beliefs and practices, and the influences that tradition wields. 
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Grounded Theory (GT) techniques have been shown to be helpful when attempting 
to create theory from data, rather than data emerging from theory [29]. Kelle [30] 
refers to the divergent approaches on how to conduct Grounded Theory as a conflict 
between whether categories emerge or are forced out from empirical data. The paper 
adopts Strauss and Corbin’s approach [31] since we were already guided by the con-
text. Their approach starts with open coding where concepts that fit the data are pro-
duced.  It is followed by axial coding where the derived concepts are investigated for 
causal relationships. Analytical memos are created during axial coding which form 
the basis of selective coding. The memos are the researcher’s record of analysis and 
perceptions for further data collection. It ends with selective coding where an as-
sumed core category is selected and related to the other categories systematically into 
a substantive theory. The obligation of Grounded Theory to engage the substantive 
theory that emerges from the findings with formal theory [31] is done in Section 4 
using Amartya Sen’s Capabilities Approach. 

Grounded Theory emerges from the symbolic interactionist view of human behav-
iour [32] which posits that people assign meaning based on social interactions, which 
meaning is handed down and modified from generation to generation. Generalization 
in qualitative studies such as this is made against theory and not against populations 
making qualitative generalizations more analytical than statistical as may be the case 
in quantitative studies [33]. Hence data obtained from structured interviews from six 
research participants who are positioned to comment on their customs and traditions 
is sufficient for analysis if the bias of the researcher can be made explicit. 

4   Analysis and Findings 

The findings from the PAJA project that were significant in terms of the need to dif-
fuse the Ubuntu philosophy as part of an e-government approach in South Africa 
were: 

• The importance of entry into research sites through local leadership in terms of 
acceptability and sustainability of ICT projects. If local leaders (traditional and/or 
community leaders) introduce a group favourably, it almost guarantees acceptance 
and support by the community members 

• The use of mediators on the computers in the communities is acceptable and ap-
preciated. For example, one person used the computer for others who did not have 
the computer skills and that this was replicated outside the workshop as well 

• Women were very active and felt comfortable in sharing opinions and views. Due 
to anonymity (and maybe the context) there did not seem to be any discrimination 
between comments from men or women. Though this could be because these were 
simulated scenarios, it still shows potential 

• There was fairly good rapport between government administrators who were pre-
sent and others. This showed that most service delivery problems are probably not 
due to any personal animosity but rather communication and understanding proc-
esses and procedures. 
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4.1   Traditional Practices 

Tradition plays a very important role in all South African cultures in relation to Ub-
untu. The research participants all expressed great respect and reverence for their 
traditions and cultures. The comments below typify the sentiment: 

─ “They highly respect their traditional leaders as they remind and help them to 
practice and respect their tradition.” 

─ “They highly honour their culture, for example boys and girls still go to initia-
tion school where they are taught about their culture in both communities (Sotho 
& Ndebele).” 

Children grow up hearing about their traditional cultures and beliefs and how they are 
played out in daily life.  An upbringing in cultural values applies both to the people 
who live in the urban areas and those who live in rural areas.  The strong respect peo-
ple have for culture and tradition is reflected in the popularity of initiation schools and 
shows the tensions that exist between modernization and development. For example, 
attendance at initiation schools, though optional, is considered of such great impor-
tance that if a person, male or female, has not gone to initiation school, the person will 
be despised within the community and be seen as a social misfit.   

─ “We grow up seeing these beliefs done and talked about that when we grow up 
we make it a point that we do the same that was done and then pass them on to 
other people.   Initiation school for example is a strong belief in the Siyabuswa 
community that when a person has not gone to the school he/she would be dis-
criminated on until he/she goes to the school.” 

At initiation school, the youth are ushered into their traditional customs and are taught 
some of the ‘secrets’ of their culture.  Initiation school creates a very strong rite of 
passage into adulthood.  Many youths choose to attend initiation schools even when a 
number of young adults lose their lives each year due to harsh conditions, such as 
spending days in cold weather, or through unsanitary practices, such as sharing knives 
for circumcision.  However, many of the older traditions have been modernised, such 
as circumcision increasingly being conducted in hospital, whilst maintaining the ini-
tiation schools in terms of the cultural importance of such a rite of passage and the 
ceremonies around it. During the initiation school’s rite of passage one of the most 
important cultures that is handed down is the spirit of oneness among people - the 
spirit of Ubuntu. 

4.2   Tensions between Modernization and Tradition 

As described in the popular African literature Things Fall Apart [34] and Heart of 
Redness [35] modernization raises tensions between traditions handed down over 
many generations and new modernized culture driven by ICT or different forms of 
authority.  For example, some of the research participants noted that they hold dear 
their allegiance to the traditional leaders and their authority but are more cognizant of 
the greater government authority. 

─ “…there are also those who do not have respect.” 
─ “They have a little respect to traditional leadership as most of them respect 

modern or local council.” 
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Traditionally, decisions that affect the community at large are taken collectively.  
Community meetings (Imbizos) are called and the case for and against the issue are 
made. Through traditional structures, community members can air their opinions and 
concerns. This is in keeping with the spirit of Ubuntu or collective personhood and 
collective morality [12] which is a fundamental concept in most African societies. 
Principles of continuous consultation and consensus, the use of ceremonies to express 
meaning and the need for spiritual and individual reflection are all principles on 
which the concept of Ubuntu is based. There are also other  reasons why people 
choose to come together within communities, such as social reasons, such as funerals 
and marriages; religious reasons, mainly church; community meetings, e.g. concern-
ing rising cases of thefts, unemployment; and political reasons, the African National 
Congress (ANC) as the biggest party in South Africa holds regular meetings and 
draws big crowds.  The choice to attend meetings is usually optional or may be on 
invitation only, such as political or traditional meetings. 

Community meetings are usually dominated by a few people, such as the elders or 
leaders, at times leaving the ordinary people feeling that the decisions that are adopted 
do not reflect their individual and collective preferences.  At other times, the ordinary 
people feel that their leaders to whom they have given the responsibility for carrying 
out the groups decisions either distort them or are corrupted along the way.  Minority 
groups such as women and youths very rarely have a direct voice in these meetings and 
if they desire to express themselves usually must resort to using the medium of men 
they know.  In the traditional meetings, women generally only play an advisory role. 

─ “They feel that information is being distorted from them and the service is not 
delivered.” 

─ “We the sisters will always play an advisory role at the back.” 

Regardless of the nature of meeting, the means of communicating at such an assembly 
is through loud speakers booming from a car driving through the streets of the com-
munity, word of mouth, the use of flyers and posters in streets, community radio sta-
tions, phones and through school outlets. More recently mobile phones are increas-
ingly becoming a preferred method of communication. 

4.3   Discussion 

Traditional practices are strong and any ICT innovation needs to embrace the role of 
leaders and their inclusion in a communal approach. E-government in South Africa 
needs to adopt a more embracive approach that addresses the technical aspects of ICT 
innovations as evidenced in the e-government policy, but in a contextualised socio-
technical manner.  Collaborative ICT has the potential to address previous inequities 
and enable all voices to be heard, as well as provide a means for leaders and govern-
ment administrators to hear these voices. The approach to e-government needs to 
consider a holistic approach where all the people, including the women, are able to 
express themselves through their own traditional means in a spirit of Ubuntu, rather 
than through means imposed by external agents [18]. 

ICT needs to be viewed as tools than enhance the collective spirit and not  
simply for use by individuals with skills. Those with skills can acceptably act as me-
diators. Such an approach to e-government is similar to Amartya Sen’s [36] views on 
development which centres on choice and the freedoms for people to make the 
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choices they desire. Sen’s [36] views on development have significantly influenced 
the United Nations approach to development and echo many of the features of Ubuntu 
and this is reflected in his Capabilities Approach to development. Sen [36], contends 
that the assessment of well-being should be concerned with an individual’s capability 
to function, which he regards as “what a person can do or can be”, and the real oppor-
tunities that the person has especially compared with others. The Capabilities Ap-
proach (CA) assesses individual well-being and social arrangements based on what 
individuals are able to do and to be. The basic premise is that by enlarging the choices 
available to individuals they can live the life they choose. In CA it is not enough to 
only remove obstacles that inhibit individuals from living the life they value; indi-
viduals should be provided with the means to achieve such a life.   

In relation to e-government, CA illustrates that for development the existence of 
opportunities does not necessarily mean they can be drawn upon and utilised.  For 
example, the South African government is in the process of rolling out ICT facilities 
in what are known as Thusong Service Centres (TSC) (formerly called multi-purpose 
community centres) where individuals have the opportunity to collaboratively interact 
with the government through channels such as the Internet and e-mail.  In reality, 
these opportunities cannot be drawn upon because both the government administra-
tors and the citizens do not know how to use the Internet or e-mail.  As such, the real 
value of the ICT facilities as a development commodity within the TSCs does not 
exist.  Sen [36] further advocates that commodities are desired for their characteristics 
rather than for their intrinsic value. Using the example of the Internet facilities within 
the TSCs, the Internet facilities can be used for different purposes such as interacting 
with government, self-help improvement programmes, for business or even as a social 
communicator.  Owning or having a commodity does not necessarily mean that the 
owner will use all the features or abilities of the commodity or use them for a certain 
purpose.  For example, as shown above, the internet facilities in the TSCs are not used 
to interact with government and yet are designed to be “one-stop centres providing 
integrated services and information from government, to communities close to where 
they live as part of a comprehensive strategy to better their lives” [37].  The success 
criteria outlined in the e-government policy assumes that ICT is desired for its intrin-
sic value.  Government should reflect and be explicit about how ICTs can be used to 
achieve its development outcomes. It would mean changing the e-government policy 
to reflect the same development inclinations as government or making explicit how 
the suggested technical criteria will lead to development. 

Additionally, the well being of a person is determined by what the individual suc-
ceeds in doing with the commodities and the characteristics of the commodities - a 
notion Sen [36] terms as functionings.  A functioning is defined as “an achievement 
of a person: what he or she manages to do or be”.  A functioning must be distin-
guished from owning the good and the characteristics of the good as well or having 
utility in the form of happiness from that functioning.  Functionings can hence be seen 
as features of a commodity and not the commodity. Consequently, for e-government 
to meaningfully contribute to development, government must assist people to use the 
facilities which are available. Collaborative ICT in its ability to facilitate groups of 
people to work together is able to play such a role between groups of people on one 
end and government administrators on the other end. In areas and instances where 
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computer skills are limited, it is possible for the groups to use one mediator acting on 
behalf of the group. 

Examining e-government as the development of people’s capabilities, through pro-
viding the means to achieve (ICT innovations), but also the freedom to achieve (the 
skills, resources and environment), entails re-conceptualising e-government.  Freedom 
to achieve is contextual and in South Africa involves a communal, rather than an 
individualistic, view of development. Collaborative ICT has the potential of address-
ing some of the cultural inequities through facilitating a more inclusive spirit in com-
munity assemblies and in enabling all voices to be heard. 

5   Conclusions 

E-government can be re-conceptualized to provide a more contextualized approach 
which will be more culturally relevant.  The implications of this re-conceptualization 
are: 

• A focus more on what can be done with the ICT, rather than the intrinsic value of 
ICT 

• The use of mediators and collaborative ICT to expand capabilities of the collective 
• Ability to address inequities persistent in traditional practices in a culturally sensi-

tive way 
• Revising the ‘success factors’ of e-government to alternatively use ‘the means to 

achieve’, ‘the freedom to achieve’ and ‘achievement’  

Batho Pele is an embodiment of the values of Ubuntu. The evident misalignment 
between the deterministic South African approach to e-government and the living 
reality of a government inclined towards development can be overcome by adopting 
an approach which is consistent with the spirit of Ubuntu.  
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Abstract. It is imperative that e-Gov platform for the next generation achieves 
integrative administrative services via citizen’s one-stop portal and back-office 
linkages among ministries and external organizations. This objective aims to 
make further advancement in system integration and coordination by employing 
cloud computing and service-oriented architecture (SOA). To achieve these 
goals, expertise knowledge must be provided as well-organized citizen services, 
for which e-Gov platform should be built upon loose-coupling of databases. Ja-
pan’s e-Gov policy has addressed these needs and designed its national service 
platform using master registry for standardized metadata, which is the first at-
tempt in the world. This paper discusses the objectives of Japan’s e-Gov policy, 
the architecture of one-stop service platform, and its evolutionary process of 
back-office linkages using common registry. It is proposed to manage metadata 
in labor saving manners according to a matrix of operation and disclosure classes 
via pre/post-process filters assigned.  

Keywords: e-Gov, one-stop service, loose coupling, public innovation, XML. 

1   Next-Generation e-Gov Platform for Japan 

One of critical tasks in establishing e-Gov platform for the next generation is to achieve 
integrative administrative services via citizen’s one-stop portal and back-office link-
ages among ministries, agencies and external organizations. This objective is pursued 
by further advancement in inter-governmental and inter-organizational coordination by 
employing cloud computing and service-oriented architecture (SOA), for strategic 
challenges i.e. the support of private enterprises including smaller firms [1], the fa-
cilitation of labor market to face employment issues of today [2], the reform of policies 
for the aging society [3] and the promotion and utilization of environmental protection 
technologies [4]. To achieve these goals, expertise knowledge must be provided as 
well-organized services to citizens with advanced information technologies (IT). For 
these purposes, e-Gov platform should be built upon loose-coupling of data, which are 
currently owned by individual institutions. Japanese government has addressed the 
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need of database linkages in e-Gov and designed its national service platform using 
service hub regulating registry, directory and operation processes. 

Strategic Headquarters for the Promotion of an Advanced Information and 
Telecommunications Network Society, established in Japan’s Cabinet Office, 
presented a report entitled ‘i-Japan Strategy 2015 ’ in July 2009 [4]. The report 
elaborated on priority areas for Japan’s e-Gov initiative such as further utilization of IT 
in healthcare, revitalization of industry and local communities and nurturing of new 
industries, and improvement of digital infrastructure. These efforts are imperative so 
that Japanese industries continue to innovate e-Commerce and management system, 
implement Business Process Reengineering (BPR), for all sizes of enterprises, and gain 
competitiveness in global markets, strengthening safety measures, and integrating 
digital technologies in production and delivery of services for enhanced value-added 
products. According to these directions, the government supports the digitization of 
public and administrative information as well as the reform and optimization of ad-
ministrative processes and systems by designing e-Gov and e-Municipality platform 
based on cloud computing system to integrate servers and databases owned by ad-
ministrative agencies. National and local governments are also encouraged to imple-
ment BPR, and as a part of their optimization efforts, the use of National e-Post Office 
(P.O.) Box, a type of repository for citizens, is emphasized to reduce administrative 
costs substantially1. They will allow for the facilitation of social security reform and the 
provision of a wide range of services.  

In October 2007, Project Team for the Next Generation e-Gov and Public Services, 
chaired by Osamu Sudoh (the author), was launched in Japan’s Cabinet Office to dis-
cuss technical directions to implement full-fledged one-stop service for citizens. In 
October 2009, a report on the next generation e-Gov system and one-stop service 
published was summarized [5]. This report specified design, methodology, and tech-
nical specifications for back-office linkages with several attempts leading to the 
first-ever common registry and directory across organizations. In line with this report, 
this paper discusses the objectives of Japan’s e-Gov policy for the next generation, the 
architecture of one-stop service platform, and the process of back-office linkages. As 
for the incorporation of the registry, also to be prepared for virtualization technology of 
future enhanced networks and security, it is proposed to manage information in cost 
and labor saving manners according to a matrix of operation and disclosure class via 
pre- and post-process filters and XML schemes. 

2   Needs for Integration and Linkages of Back Offices in e-Gov 

Sudoh, Inoue, and Nakashima [6] articulate the issue of aging society, and is devel-
oping preventive healthcare system utilizing IT as a part of Japan’s e-Gov initiative. 
Various research projects for preventive medicine utilizing IT are currently underway 
in the world. Pfizer and Grameen Health (GH) announced a partnership for healthcare 

                                                           
1 The report expects for a reduction of costs by 30% by the introduction of e-PO Box. 
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delivery and financing for the exchange of expertise knowledge, and the provision of 
micro-health insurance, telemedicine and mobile healthcare2. These developments can 
be called service innovation as they represent a new combination [7] of technologies, 
new services, means of delivery, and social infrastructure. 

In line with urgent social and economic needs for the next generation, European 
Union, for instance, released a report on e-Gov strategy [2]3 focusing on ‘a single 
information market enabling cohesion and growth.’ An important aspect of this direc-
tion is that enterprises and institutions, when they are capable of accumulating 
high-level expertise and produce enhanced value added, may maintain a closed envi-
ronment to generate expertise knowledge while they can choose to open themselves for 
partnership and outsourcing to access external sources for information services. Is the 
next generation e-Gov platform designed to standardize knowledge, or to generate 
capacity to allow for the diversification of knowledge through the implementation of 
cloud computing and SOA in and through public domains?  

An immediate challenge for the e-Gov initiatives is cost sharing with business sectors 
and external organizations, which have grown substantially through the implementation 
of IT and investment into human capital. Furthermore, it is important to provide educa-
tion and secure skilled human resources in service sectors, which share a large part of 
employment in today’s economy. The idea of using knowledge-intensive services for 
providing high-quality public services is being presented for the development of skilled 
human capital and acquisition of external knowledge. Inter-overnmental e-Gov initiative 
is also promoted to share information on employment for higher mobility of workers [8].  

To provide citizens with high-quality services to achieve service innovation in society 
and economy, administrative agencies may face challenges in building cooperation and 
partnerships with private firms because of knowledge and technological intensity inher-
ited in such services. Therefore, it is important to incorporate loose-oupling of databases 
owned by multiple organizations based on advanced service technologies. Furthermore, 
cloud computing is currently recognized as ‘information utility,’ and the balance of 
public cloud and private cloud must be considered carefully in terms of Hard-
ware-as-a-Service (HaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service 
(SaaS) so that differentiation and competitiveness of services are achieved in data speci-
fications and database linkages. (Please refer to Rimal, Choi, and Lumb [9] and Zhang 
and Zhou [10] for a good survey and description of cloud computing system). 

Information utility means that customer interacts directly with a central computer 
and information files from a remote terminal [11]. Therefore, network-based services 
are offered to both small and large companies. For instance, Google’s Bigtable is de-

                                                           
2 Micro-health is a low cost health insurance for i.e. one dollar per person a year. Bellinghen, 

D.V.: Grameen Health and Pfizer Announce Novel Partnership To Explore Sustainable 
Healthcare Delivery Models for The Developing World, Corporate news (September 24, 2008), 
http://www.pfizer.be/Media/Press+bulletins/Philantropy/Grameen+Health+and+ 
Pfizer+Partnership.htm 

3 The report mentions that ‘key issues are addressed as the realization by Member States of the 
value of a single market in information and communication technologies (ICT).’  
http://ec.europa.eu/information_society/eeurope/i2010/greenknowledgesociety.pdf  
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signed to handle a mixture of structured data and unstructured data [12] for the use of 
home networking and a variety of terminals [11]. Therefore, Bigtable currently allows 
clients to set up ‘lazy replication between their tables (cross-data-center replication)’ 
[12]. In the future, it is likely and possible to name information by itself, achieving 
object-to-object connectivity, object storage and retrieval through name resolution and 
routing by bringing a new abstraction technique [13]. Such a large scale database is 
adopting expressive queries to describe server-side filtering of data [12]. On the other 
hand, specifications of data are an important area for us to elaborate when cloud 
computing is introduced in private and public domains while some of current cloud 
systems may not employ SOA yet. In this case, cloud computing should deploy novel 
data management approaches, such as analytical data management tasks, multi-tenant 
databases for SaaS, and hybrid designs among database management systems 
(DBMSs) [14].  

To achieve one-stop services for citizens, SOA-based system and other types of 
systems must be coordinated, and deployed over new architectures. Denmark summa-
rized a report in 2004, in which 2500 examples of e-Gov projects in EU were surveyed 
to find what constitutes better e-Service in public administrations. Good public service 
requires database linkages by establishing a system for coordinating multiple and si-
multaneous service requests 4 , one-stop portals, proactive and self services, and 
agent-based services [15]. To do so, it says that workflows of administrative operations 
and processes must be aligned well, and common service modules must be increased. It 
is also important to help users to cope with complex legislation and procedures re-
quiring expertise rarely possessed by the average citizens. e-Gov strategy for the next 
generation must meet these technological, socio-economic, and democratic challenges 
in the delivery of one-stop services [4, 5]. The following sections deal with e-Gov 
initiative in Japan to discuss its objectives, challenges, approaches, and advantages. 

3   Providing Full-Fledged One-Stop Portal 

Project Team for the Next Generation e-Gov and Public Services in Japan’s Cabinet 
Office presented technological approaches for one-stop portal in October, 2009 [5]. 
One-stop portal is a front-end of all public services for citizens, and is an integrative part 
of administrative service platform. Administrative services and applications will be 
coordinated in this one-stop portal. As Fig. 1 shows, Japan’s one-stop portal provides 
easy to understand information for citizens, and agent-based services. The one-stop 
portal also responds to user’s request for information through proactive service on 
website, provides customizing functions of webpage5, and helps intelligent search so 
that citizens can find information on administrative procedures and documents easily.  

To link databases among multiple organizations, it is important to visualize current 
operation, process, and data. It is technically possible to achieve back-office linkages  
as long as databases are structured, metadata schemas are standardized, and the  
                                                           
4 Back-office clearing house corresponds to ‘service hub’ in Japan’s e-Gov system, which is 

explained in detail in later sections. 
5 The customization of webpage is the function to create so called ‘My Page.’ 
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specifications of interface and conversion rules of codes and XML schemas are fixed. 
Then, cross reference of administrative information, location, access protocols, and 
data format is achieved for existing systems employing different technological speci-
fications. To do so, however, it is not necessary to consolidate all administrative in-
formation in one location, but only metadata schemas should be processed at the central 
service hub in registry, directory, and process control. Therefore, back offices are to be 
loosely-coupled, which provides extensibility to designs.  
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Fig. 1. Next-generation One-stop Portal for Japan’s e-Gov [5] 

Japan’s e-Gov systems are categorized into legacy system6, local information plat-
form7, and SOA-based system. The public service platform must respond to distinct 
technologies employed for these different types of systems in e-Gov infrastructure. 
Therefore, as Fig. 2 shows, each external system must be filtered through a type of 
adopter (filter) for back-office linkages to minimize reconstruction efforts of existing 
systems and maximize the potential of service integration. Currently, the service hub 
has directory, registry, and operation process control functions. The directory desig-
nates a list of services and representative agencies, location IDs, and citizen’s log-in 
IDs. The registry controls specifications of metadata and services. Operation process 
control function navigates citizen’s request for services. 

Administrative agencies and external organizations access to a collection of  
metadata, which is to be controlled in public service platform. For example, a local  
 
                                                           
6  Legacy system refers to all systems that are difficult to get connected or coordinated with 

external systems. A large part of Japan’s e-Gov systems are legacy enterprise system. 
7 Local information platform refers to operational and technical standard for municipalities’ 

system. It governs specifications for multi-agency systems to facilitate inter-linkages of sys-
tems operated by national government, local governments, and private sectors. 
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Fig. 2. Public Service Platform with Service Hub [5] 

municipality’s system is granted an access to a central server to reference metadata 
schemas in directory and registry, so that multiple applications from citizens are han-
dled by operation and process control functions in coordination with several public and 
private systems, and authentication is granted in one process. Data format and access 
protocols are managed in the public service platform via the service hub. The server 
reduces information passed into a service to key data stored by national and local 
governments’ enterprise systems. This mechanism of database linkages is gathering 
attention, not only from government agencies, but also as a collaboration platform for 
public, private and academic institutions.  

When a citizen accesses the one-stop portal, the operation process control finds a list 
of services to be processed. The directory provides addresses of representative agencies 
while the registry defines service specifications. Other citizen’s information is obtained 
from the log. All procedures go through the filter to get to the external systems. Cor-
responding external systems return services to be stored temporarily in cash, and the 
operation process control function notifies the citizen of the result of his or her requests 
at one time. Therefore the process control function handles a story space i.e. story, 
actor, scenario, and context in this web information system. 

4   Achieving Back-Office Linkages 

4.1   Goals and Challenges 

To achieve the consolidated one-stop service and back-office linkages, metadata char-
acterization should be defined in the registry and directory to retrieve data from multiple 
locations. Then, public information must be digitized and disclosed according to 
pre-specified protocols and mechanisms to make them available for citizens. Data are 
currently controlled by each administrative agency and external organization, but in 
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principle they should be accessible for citizens according to a unified standard procedure. 
In Switzerland, Document Management System (DMS) started in 2007 in an organiza-
tional unit called Competence Center (CC) to manage all government documents on 
web-based collaboration platform, and avoid distributing documents in print or email 
[16]. Chinese e-Gov, for example, designed data storage utilizing ETL (extraction, 
transformation and loading) technique by using dimensional data in a star structure [17]. 
It is also proposed to create metadata table and subscribe information of users [18].  

The standardization of all metadata schemas in XML may give huge burdens on public 
agencies and private organizations to restructure databases particularly when several 
distinct systems are being employed. In addition, the configurations of XML schemas to 
link existing relational and object-based databases would require constant updates of 
themselves as new services are added to the central service hub8. Besides, the disclosure 
of personal information and the standardization of all service processes and operations 
are currently not realized. In such a situation, standardized term tables and data defini-
tions need to be revised and updated constantly by each agency and organization as their 
meaning and usage are under unintermittent pressure for change so that the quality of 
public services is maintained and improved. In addition, to provide customization func-
tionality for the portal i.e. mash-up and access to external contents, information extraction 
techniques9 are necessary, for example, the use of hidden tables in web pages to induce 
entity relationships [12], statistical entity extraction [19], entity disambiguation using 
Markov Logic Networks, and semantic web with cloud computing [20]. 

It should be noted that the server will be capable of extracting XML schemas and 
entity relationships, or interpret entities from unstructured data. It is also supposed that 
the public service platform becomes open to the adoption of third-party applications for 
the promotion of BPR. Virtualized networks would access public information directly 
through the filter10. With these challenges behind, the service platform is designed to 
have conversion libraries11 for Japanese letters and characters as well as pivot tables for  
 

                                                           
 8 According to Ma et al. [21] who surveyed more than 8,500 database schemata, even developers 

would feel hard to work with 20 or more relationships. SAP/R3’s relational schema contains 
more than 21,000 tables. 

 9 Information extraction techniques are used at entity-level, sentence-level, and page or cor-
pus-level. Statistical method can be embedded into the filter after the linkage of back offices 
would reach a certain level of coordination; however, existing technologies for information ex-
traction normally require machine learning or human annotation to achieve a good analysis of 
dependencies. It is possible that the current public websites, user’s request history, and help files 
are used to extract important entity or object metadata, and use them as metadata characterization.  

10 The filter handles constraints for the registry such as component construction (based on 
existence and inclusion of components), identification (the constructor of a set), equality 
generation (for a set of objects from one class or from several classes), object generation, and 
representation of constraints through structures [21]. 

11 Legacy systems need extra systems for database linkages such as datastore, a conversion filter, 
and directory for ID conversion. Systems based on local information platform do not neces-
sarily need these systems. SOA-based advanced systems are capable of achieving 
semi-automatic linkages. Therefore, it is supposed that SOA-based systems are suitable for 
operation and process optimization. 
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Fig. 3. Prerequisite Set-up for Back-office Clearing [5] 

XML schemas to a certain degree (see Fig. 3). These conversion libraries are prepared 
as a set of standardized templates for all public services for the one-stop portal. 

4.2   Public Service Platform 

Common Registry and Directory 

As previously mentioned, the loose-coupling of databases is proposed so that only the 
metadata is defined by datatype, attribute and character associated with public infor-
mation, service processes, in which services of representative agencies are extracted 
into the public server and controlled by the public service platform. To enable these 
procedures, the registry and directory are designed as follows.  

First of all, ministries and external organizations go through the filter to create a list of 
core terms in a table (See Fig. 4). Terms can be extracted from existing public websites, 
help files, and menu bars so that most commonly used terms and key terms are registered 
in the initial term table. The interface has a matching and pop-up function. A designated 
personnel in administrative agencies and external organizations uses the filter to feed 
information to the public service platform. The functionalities of the filter are to analyze 
documents and data provided against the term table and information that has already been 
supplied by the other agencies and organizations, prompt the personnel to apply neces-
sary changes and modifications to data definitions according to a preset style guide (a set 
of rules on the use of character codes and letter sets, and grammatical guidelines at sen-
tence and term levels), and assign ministry ID, department ID, personnel ID, original 
term ID, timestamp, multi-lingual ID, and other discretionary IDs. It also returns infor-
mation quality analysis12 to the personnel for later changes and updates. 

In this pre-process procedure, agencies and organizations specify operational and 
disclosure classes13 so that information and data are controlled according to a matrix of 
operation and disclosure protocols. The operation class refers to a stage of processes in 

                                                           
12 The quality of feeding information can be scored by accessibility, security, representational 

quality i.e. ease of understanding, contextual quality, and concrete representation [21].  
13 Class-wise representation based on Entity-Relationship models uses classes, and object-wise 

representation do not use classes [22]; however, the registry and directory need these classes to 
direct multiple processes to multiple locations securely. 
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a service i.e. life stages and workflow, lifespan of objects, loop and networked data, 
phases in the life cycle, recording of the development, enhancement, and ageing of 
objects [21]. Disclosure class is defined in standardized protocols regarding the level of 
disclosure of information for each service request. Each agency and organization does 
not reconstruct XML schemas for their databases, but the filter attaches XML, auto-
matically or semi-automatically, with some inputs from the personnel which are 
prompted by the filter, and update history is logged so that the log can be used later to 
direct multiple service requests to multiple locations.   
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Fig. 4. Schematics of Registry and Directory 

Term tables and XML 

As previously described, the term table is the initial step to construct the registry and 
directory. The table works as a reference for agencies and organizations to feed data as 
a prerequisite step to launch the one-stop portal. The table should be a collection of 
common terms and key terms are registered without relational or object attributes i.e. 
utilization recording meta-structures, and quality meta-structures. Index, external keys, 
and object names and instances can be added to the term table when they are supplied 
from existing structured databases. The character conversion table is utilized in this 
process.   

Once the list of core terms is created, the designated personnel access to the list and 
supply data from own databases. The interface requests automatically for necessary 
information, and the provided data is associated with a term or multiple terms to be 
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stored at a sentence level14. Sentences are stored in matched pairs15. These data, then, 
represent meta-characterization in terms of insertion, update, deletion time, keyword 
characterization, utilization pattern, format descriptions, utilization restrictions, rights 
i.e. disclosure, obligations and costs, and technical restrictions. These data, when XML 
are inserted, represent temporal, spatial, ownership, representation, and context data 
[21]. The filter return an analysis report to the personnel according to these criteria so 
that the agency or organization can improve the information for later updates and 
changes16. 

The data of matched sentences supplements the representation of associations of 
objects and entities, which are lack of in the information and data stored in the central 
registry and directory. (Please refer to Franceschet, Gubiani, Montanari, and Piazza 
[22] for more information on entity relationship and XML schema.) It is suggestive that 
the sentences should not be nested or linked in a star structure to avoid inconsistencies 
of meta structures. The directory references multiple sentence units for requesting 
multiple agencies and organizations to process a service request17. In such a case, the 
log obtained during the pre process procedure is also utilized. As the matched pairs are 
used more in the provision of one-stop services, meta-properties i.e. category, source, 
and quality information can be used to update the filter functionality so that the filter is 
able to give an analysis on usage, meta characterization, log dimension, etc. Simulta-
neously, the analyzed information should be used to update the term table so that terms, 
which are no longer used or not frequently used, are eliminated. It is also preferred that 
third-party applications are allowed to reference both the initial term table and matched 
pair histories according to a discretionary disclosure class assigned.  

Pre- and Post-process Filters 

When the citizen requests for a service, the operation process control references XML 
in the registry and calls for services from multiple locations according to the directory. 
In this process, the disclosure class ID and operation class ID are used to give multiple 
service requests to different systems. These processes go through the filter to get to 

                                                           
14 The filter searches for a term to be associated with the supplied data at a sentence level. In this 

process, the sentence should contain an exact matched term, and in a 60-80% matching range 
(or another discretionary matching percentage) at a sentence level. The minimum unit of 
association is 100% matched character sets. It gives easiness for the personnel, even when the 
personnel is not a technician, to review the information and add necessary updates. The 
maintenance of the matched pairs is extremely easy when there is a chance only in document 
version number, numerical expressions in a sentence, proper nouns, etc.  

15 XML, sentence pairs, and their update histories should be open to the other agencies and 
organizations for consistency and quality improvement across all agencies and organizations.  

16 It is possible to add steps later such as aims, purposes, and subjects i.e. actors involved, method 
and heuristics (i.e. specification language, and simplification approach), developed documents 
results (i.e. results, deliverables), enabling condition for step (i.e. gathering, dependencies, 
participation, etc), and termination condition for step (i.e. completeness, correctness, sign-off, 
contracts, quality, and obligation for the step fulfilled) [21].  

17 Circulation meta-structures for documents, for instance to display objects in different phases 
for legal documents, should be stored in databases controlled by agencies and organizations.  
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individual registry or external systems (See Fig. 5). The filter applies post process 
according to the terms and style guide so that the log of pre process procedure is used to 
make a backward induction and feedback to external systems. This post process pro-
cedure maintains consistency in data quality and process control.   

The designation of IDs in the registry enables secured information management and 
access control according to the disclosure class. Agencies and organizations can save 
time and costs for restructuring each database, and have more flexibility in its design. 
These functions allow for the coexistence of open protocols and closed schemata de-
signed by each ministry, agency and organization. The frequency of reference to the 
initial term table should be reduced gradually as new sentences are associated and 
sentence pairs are accumulated. The standardization efforts and constant maintenance 
of libraries will be saved. An inquiry made by the citizen will be responded in a con-
sistent manner across agencies due to the existence of style guide and pre- and 
post-process functions in the filter, and the quality of the presentation of services via 
the one-stop portal will be improved.  
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Fig. 5. Pre- and Post-process Filters 

5   Organizational Aspects for the One-Stop Portal 

Japanese government has focused on the optimization of public organizations and the 
improvement of public services in the e-Gov initiatives. Known and anticipated bot-
tlenecks, as described in [23], exist particularly in the assignment of control and pro-
gress monitoring roles in the achievement of loose-coupling of databases. For example, 
the government has been facing a serious issue with matching personal information for 
the provision of public pension due to the lack of coordinated databases. To provide 
citizens with appropriate public pension services, the government should coordinate 
multiple kinds of personal information such as individuals’ past occupational history, 
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income, and insurance record. The contribution of this paper is to have proposed a 
technical solution to break down the organizational silos and introduce the concept of 
loose-coupling of databases via the registry and directory. Another known issue is 
related to personal information disclosure. The government is currently discussing 
institutional issues and possible organizational solutions. One solution will be the 
establishment of third-party organizations to monitor the use of personal information, 
and to handle claims so that confidentiality is protected appropriately. In many ways 
Japan has learned from the case of EU. 

Meanwhile, Japanese government has presented a roadmap to implement the 
one-stop portal starting from central ministries, and then local governments. The portal 
is going to be implemented into quasi-public sectors, such as utility companies, in 
which e-Gov system must be able to handle transactions for financial settlements, and 
tax return. To overcome the known and potential organizational issues, real-life in-
stances should be incorporated thoroughly. In this regard, this paper emphasizes on 
using standardized XML and enhancing ‘reasoning’ capability to structure meta-data 
sets and relationships of service scenarios, in which ‘data integrity’ is more focused in 
each business operation system owned by ministries and agencies. It is important to 
note that, whether or not a pre-defined ontology is prepared i.e. an event-driven ser-
vice-oriented architecture (EDSOA) [24], which affects the entire government systems, 
its implementation timing and the balance of XML-based schema sets should be 
carefully decided when we deal with diversified services. At this point, some features 
based on ontology and natural language processing functionality, which are to call from 
relational databases or XML-based databases, are conceptualized in the process filter to 
supplement the standardized XML schema and handle complex real-life scenarios. As 
use cases will be collected and studied, then, the varying meaning of data elements and 
their ambiguity should be assessed to reorganize the meta-data sets based on probabil-
ity and statistics features to be built in the filters.  

6   Conclusion 

This paper discusses the objectives of Japan’s e-Gov policy for the next generation, the 
architecture of one-stop service platform, and the process of back-office linkages as an 
evolutionary model. The establishment of networks is an imperative component of 
e-Gov strategy, and represents the importance of the transition to innovative and 
transformative e-Gov. To provide citizens with expertise knowledge through e-Gov 
infrastructure to achieve service innovation, administrative agencies may face chal-
lenges in building cooperation and partnerships with private firms because of knowl-
edge and technological intensity inherited in such services. Therefore, it is important to 
loosely couple databases based on cloud computing, SOA, and virtualization tech-
nologies. To do so, cross reference of administrative information, location, access 
protocols, and data format should be achieved for existing systems employing different 
technological specifications. Back offices must be connected with the public service 
platform consisted of the operation process control, the registry, and the directory. As 
for the incorporation of the registry, it is proposed to manage information in cost and 
labor saving manners according to a matrix of operation and disclosure class via the 
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pre/post-process filters, which is going to be the world first scenario for the one-stop 
portal system. These developments can be called service innovation in that they rep-
resent a new combination of distinct technological fields, new services, means of de-
livery, and new social infrastructure. Meanwhile, the proposed architecture has not 
been fully deployed yet, and we should anticipate organizational issues to arise in the 
future implementation stage. It is essential to build up use cases in real world situations 
and device appropriate countermeasures.  
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Abstract. The potential of inter-organisational alliances is well recognised but 
not always realised. An appropriate governance structure has been identified as 
an important contributor to success. However governance research has typically 
not examined influences on the coverage of an alliance and how they are re-
flected in the governance structure put in place. Based on resource dependency 
theory it is suggested that organisations have a resource dependency tolerance 
level and that this will manifest itself in the scope and depth of an alliance. 
Given the extent of any dependency is determined by a combination of the im-
portance of a resource, the degree of control by another and the availability of 
alternatives these factors are key considerations when organisations are con-
structing an alliance governance structure. An exploratory case study of a local 
government alliance in Australia is presented to illustrate the proposed connec-
tion between resource dependency tolerance and alliance governance structure. 
The case also highlights that not all participants in an alliance will necessarily 
have the same resource dependency tolerance level and that this can make it dif-
ficult to agree upon the coverage of an alliance and its associated governance 
structure.  

Keywords: Governance, resource dependency theory, shared services  
partnership, local government, alliance. 

1   Introduction 

The benefits of inter-organisational alliances and the contribution of information sys-
tems to those alliances have long been promoted in the literature [30], [11], [1]. Such 
alliances are seen as leading to increased efficiency and improved service delivery 
[20] and are increasingly prevalent in the public as well as the private sector [18] [29]. 
Many inter-organisational alliances though fall short of meeting their expectations [2]. 
In particular alliances are seen as difficult to manage [9], [38] with partners often be-
ing heterogeneous and with a diversity of interests and priorities [33]. Provan and 
Kenis [34] emphasised the importance of governance to the effective operation of 
interorganisational alliances yet also suggested that there is a paucity of academic 
research in the area. With the governance aspect of particular interest here being  
the coverage of an alliance – its scope and depth – it is proposed here that adopting a 
resource dependency perspective will provide improved understanding of why  
particular choices are made.  
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Resource dependency theory typically focuses on how organisations manage exist-
ing dependencies within their operating environment through the development of rela-
tionships with other organisations [31]. Where organisations are creating alliances to 
perform activities that were previously performed internally the emphasis shifts to the 
creation of new dependencies [6]. At the point of formation organisations have an 
opportunity to determine the degree of dependency they are prepared to accept. It is 
argued here that organisations will have a specific dependency tolerance which will 
be reflected in the governance structure put in place – in particular as it relates to the 
coverage of the alliance. 

Shared Services Partnerships (SSPs) are the inter-organisational alliance form of 
specific interest here. At a broad level the concept of shared services is the aggregated 
provision of back-office services [35], [42], [26] typically underpinned by ICTs [16]. 
Shared services have been promoted as an area offering enormous potential with au-
thors such as Schulman et al [36], Kagelmann [22] and Ulbrich [42] suggesting they 
provide an effective mechanism to deliver improvements in support processes. In the 
public sector, they are seen as a core element of reform efforts [3] and a key plank of 
eGovernment initiatives [37]. The potential to extend the benefits of shared services 
by aggregating activities across small government agencies and departments has led 
to the formation of multiple SSPs [3], [21], [42]. As with other forms of inter-
organsiational alliances such initiatives have often failed to realise their potential [41] 
with the SSP’s governance structure being seen as an important influence on success 
[21]. As such it would appear to be of value to improve understanding of SSP govern-
ance structures and why specific choices are made.  

The remainder of the paper comprises two sections. The first provides a brief in-
troduction to governance and highlights the need to extend research beyond examin-
ing the mechanics of governance within an organisation to consider the governance of 
alliances between organisations – and in particular governance choices related to the 
coverage of a relationship. Resource dependency theory is proposed as a potential 
way of explaining why the coverage of inter-organisational relationships differ. It is 
suggested that the resource dependency tolerance level of the parties to an alliance 
will be a key influence on governance choices related to the scope and depth of that 
alliance. The second section presents the results of an exploratory case study designed 
to show how the proposed approach can be used to understand the choices made by 
one SSP.   

2   Governance, Resource Dependency Theory and the Relationship 
between the two  

2.1   Governance 

A useful overarching view of corporate governance is provided by Keasey and Wright 
[23] who consider it to be a framework for the effective regulation, monitoring and 
control of companies which allows for alternative internal and external mechanisms 
for achieving the underlying objectives.  The Cadbury Committtee [8] similarly con-
siders corporate governance to be “the system by which companies are directed and 
controlled” (p15). 
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Organisations such as the IT Governance Institute [ITGI] [19] though have increas-
ingly recognised that governance matters are not necessarily constrained to the bounda-
ries of a single organisation while also suggesting that governance becomes more 
complex and challenging when one moves beyond those boundaries – “In the extended 
enterprise environment there is no standard pre-existing governance structure” (ITGI, 
2005, p67).  Where research has investigated inter-organisational governance it has 
typically focused on the construction and operation of rules i.e. direction and control 
[5], [24]. Yet, and in contrast to traditional company level governance the entity being 
defined is not a well accepted, pre-defined given. As such issues surrounding the 
choice of activities to be provided by an alliance i.e. its coverage should also be exam-
ined. Authors such as Heide [17] and Frazier [14], for example, suggest that the initial 
choices regarding an alliance and associated governance structure – in particular those 
concerning the extent of the relationship – have profound implications for subsequent 
performance.   Provan and Kenis [34] have identified a number of influences on the 
emergence and effectiveness of inter-organisational governance structures – specifi-
cally trust, number of participants, goal consensus and the nature of the task. They note 
however that while their selection explains some of the variance in the choice of one 
structure over another it is neither comprehensive nor systematic. Resource depend-
ency theory offers the potential to provide the basis for a more comprehensive analysis. 

2.2   Resource Dependency Theory 

Building upon work in social exchange theory [12], [40] the central proposition of 
resource dependency theory is that an organisation’s survival is influenced by its sur-
rounding social, political and task environment and hinges on its ability to procure 
critical resources from that environment. Such resources can be tangible or intangible 
and include capital resources, information, leadership, guidance and institutional le-
gitimacy [28].  To secure the flow of needed resources, organisations try to restructure 
their dependencies and exchange relationships by establishing links with other organi-
sations [43] that seek to deliberately increase the extent of coordination [17], [10].  

Pfeffer and Salancik [31] argue that for any specific resource the degree of de-
pendency of an organisation is a function of the importance of it to the organisation 
and the available sourcing options. Specifically it is determined by:  

• The importance of the resource to the survival of the organisation 
• The extent to which the resource is controlled by another  
• The extent to which there are alternative sources of supply 

While the bulk of research focused on resource dependency has examined the man-
agement of existing dependencies it has been recognised that it is important to also 
consider the establishment of new dependencies where internal activities are moved 
outside the boundaries of an organisation with the formation of outsourcing arrange-
ments or the creation of collaborative alliances. Provan [32] suggested that a cost of 
developing collaborative activities is the loss of operating autonomy and Gray and 
Wood [15] argued that it was therefore necessary to maintain a balance between col-
laborative dependency and organisational autonomy.  Kumar and van Dissel [25] ar-
gue that a combination of the activities shared and the coordination mechanism put in 
place determines the degree of dependency.  
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2.3   Resource Dependency Tolerance and Governance  

Blending a consideration of governance and research dependency it is suggested that 
when organisations enter into a collaborative alliance they need, at the outset, to spec-
ify a governance structure that not only considers how the venture will be directed 
and controlled but also, and more fundamentally, what resources will be included and 
the depth of collaboration sought. It is felt that the determinants of dependency identi-
fied by Pfeffer and Salancik [31] – importance, control and alternatives – effectively 
capture the essential aspects of both the scope and depth of the relationship. Consider-
ing them within a context of establishing an alliance should assist organisations in 
identifying appropriate points of focus when deciding upon the coverage of that alli-
ance and constructing the governance structure that will regulate that coverage – see 
Figure 1. Specifically given a particular tolerance an organisation will seek to con-
struct an alliance that creates the matching resource dependency. 

Resource
dependency tolerance level 

for the alliance Alliance 
scope & depth

• Resource importance
• Resource control
• Resource alternatives

Alliance governance 
structureResource

dependency tolerance level 
for the alliance Alliance 

scope & depth

• Resource importance
• Resource control
• Resource alternatives

Alliance governance 
structure

 

Fig. 1. Resource dependency tolerance and governance structure  

A brief outline of each dependency determinant is given below:  

• Resource importance 

Pfeffer and Salancik [31] suggest that there are two aspects to the importance of a 
resource, the proportion of an organisation’s inputs it represents and its criticality – or 
the ability of an organisation to function without it.  With regard to the latter, a nar-
rower focus is provided by Wernerfelt [44] who differentiates between non-core and 
core resources – the latter being the source of an organisations competitive advantage.  

• Resource control 

Pfeffer and Salancik [31] suggest control relates to the ability to impose restraints on the 
possession, allocation and use of a resource. Brennan and Buchanan (1985) argue  
the importance of carefully constructing the rules that relate to a relationship – and hence 
the control of resources – while Willcocks et al [45] have examined and classified differ-
ent types of relationship contract on the basis of how comprehensive and rigid they are. 

• Resource alternatives 

Pfeffer and Salancik [31] suggest dependency is influenced by the availability of  
alternative sources of a resource – and whether an organisation has the ability to 
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transfer its business to them. A key concept from transaction cost theory – asset 
specificity – assists in understanding the determination of transferability. Asset  
specificity is where an asset is highly specialised and of value only in relation to a 
particular transaction or relationship [46]. Its existence thus limits the ability of an 
organisation to move between business partners. 

3   Methodology 

Having outlined the proposed relationship between dependency and governance1  
empirical research was conducted to determine whether it helped to enhance under-
standing of why and how inter-organisational alliances – in particular SSPs – are  
constituted the way they are. 

Given the exploratory nature of the research a case study based approach was de-
termined to be appropriate [4], [39].  Australia was chosen as the location for the case 
since it has been recognised as an early adopter of shared services in the public sector 
[26].While the specific locus of study was the New England Strategic Alliance of 
Councils (NESAC) the perspective from which dependency was assessed was that of 
each of the four councils participating in the alliance. As such interviews were con-
ducted with the General Manager of each council, each being between one and two 
hours in duration. Between one and three follow up interviews were subsequently 
conducted with each interviewee. A semi-structured interview protocol was followed 
to introduce a degree of commonality while minimising the potential for overlooking 
any unique aspects [13]. Interviews were also supplemented by a review of publicly 
available, and interviewee provided, documentation to enhance the ability to triangu-
late data and corroborate the perspectives provided [47].  With regard to analysis, data 
was coded in terms of its relationship to the governance and resource dependency 
related concepts identified2 – an approach in accord with the  recommendations of 
Miles and Huberman [27] and Yin [48] who suggest organising data “around the sub-
stantial topics of the case study” (Yin, 1981, p60). 

4   Results 

4.1   History 

In 2004 the Department of Local Government (DLG) moved to amalgamate the coun-
cils of Armidale-Dumaresq, Uralla, Guyra and Walcha in the Australian State of New 
South Wales. In response the councils proposed a strategic alliance – NESAC – to 
develop and provide shared services as an alternative.  Based on the principles of effi-
ciency, performance and autonomy it was proposed that NESAC would: 

• Identify one-off savings of $1.3m and subsequent annual savings and bene-
fits of at least $1.7m across fourteen identified functional areas of focus. 

                                                           
1 As it relates to establishing the scope and depth of an inter-organisational relationship. 
2 Specifically resource dependency tolerance, resource importance, resource control and  

resource alternatives. 
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Those areas were: community services, customer service, finance and budg-
ets, human resources, information technology, land information and GIS, 
loans and investments, internal audit and risk management, plant and fleet 
operations, records, regulatory and planning functions, review, supply and 
procurement, works operations. 

• Implement a performance management system to measure increased service 
levels, new services provision and implement a sustainable approach to asset 
management. 

• Protect local employment and economic activity. 
• Retain local autonomy and representation. 

After strong lobbying by the councils and the local parliamentary representative the 
DLG agreed to defer amalgamation with the condition that NESAC was implemented 
successfully3.  

NESAC was established under an initial four year period and structured such that 
the General Manager of each council had a portfolio responsibility for the delivery of 
specific shared services. Those services were to be supplied by the host council and 
sold to the other councils. In addition each General Manager would retain responsibil-
ity for the delivery of services outside the remit of NESAC to their local council. At 
the outset shared service provision was proposed for fourteen functional areas and a 
business case was prepared for each one. After realising benefits from the initial  
reorganization, recurrent benefits were expected to be realised principally through 
reduced duplication, increased productivity and streamlined council functions. An 
advisory committee comprised of the Mayor and Deputy Mayor of each council was 
also established with each member having equal voting rights.  Resolutions passed by 
the advisory committee also need to be ratified by the individual councils.  

Combined the four councils serve a population of over 40,000 across an area of 
18,140 sq km with a budget of $75 million. Out of a total of 649 staff approximately 
90 work in shared service teams. From the outset it was specified that there would be 
no forced redundancies and no forced relocations of staff. 

In February 2009 Walcha council withdrew from NESAC. Subsequently two of the 
remaining councils determined not to extend their involvement beyond the renewal 
date of October 2009. 

4.2   Resource Dependency Tolerance 

The resource dependency tolerance level of each council was subjectively assessed at 
a holistic level following discussion with interviewees regarding their attitudes to-
wards collaborating with one another. Table 1 illustrates the levels and differences. In 
particular there was an overarching desire in some instances to preserve autonomy.  

“I think mainly because they could see an erosion of their power and influ-
ence to go any further than that and certainly wasn’t supported at a political 
level because they wanted to keep autonomy.” Council A 

“They wanted to actually create business units within the individual councils 
to deliver shared services and we didn’t want a bar of that because obviously 
we didn’t want services centralised any way, shape or form” Council D 

                                                           
3 The New England Weeds Authority was also included as a member of NESAC. 
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Table 1. Resource dependency tolerance levels with respect to NESAC  

Council 
Resource dependency  

tolerance level 
Council A  Very High 
Council B  Low 
Council C  High 
Council D Very Low 

 
 
The construction of NESAC’s governance structure along the dimensions of re-

source importance, resource control and resource alternatives, as outlined below, can 
therefore perhaps best be understood as an attempt to accommodate the differences 
rather than a reflection of a particular, consistent level of resource dependency toler-
ance. Indeed the positions of the individual councils with regard to their preferred 
position along each dimension varied significantly.   

4.3   Resource Importance 

While NESAC supplies a number of services there was considerable disagreement 
regarding what its focus should be.  

 
“they wished everything to be shared services right across the board.  They 
wanted everything and we said we didn’t want everything.  Some services we 
wanted to be delivered locally” Council D 

 
“Each service has a different footprint” Council B 

 
Some interviewees suggested NESAC should only provide back office services 

 
“I think there’s some services that don’t add value to the ratepayer. They  
don’t care where they get their rate notices from.  I think a lot of those types  
of things lend themselves to shared services ..  those back office type  
functions. I have a little bit of a different opinion when it comes to the  
engineering services, all those types of things.  I think the ratepayer would  
notice a difference if he couldn’t come in here and talk to an engineer I think  
it makes a difference to the ratepayer then if he loses that local part of those  
services.” Council B 

 
While others disagreed 

 
“if we can get together and do a road in 2 weeks not nine months they are 
going to be happy” Council C 

Interviewees also highlighted that for a particular activity there can be variations with 
regard to the extent to which it is included – it is not an all or nothing prospect. The 
consensus however was that NESAC did not really contribute to the main activities of 
the councils. 
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“In engineering we came together to develop policies and share ideas but 
everyone wanted to keep control of their assets” Council A 

 
“While IT and admin are costly they are nothing compared to engineering 
which NESAC scarcely touched. I mean engineering is phenomenal. We 
spend 70% of our money on engineering” Council C 

4.4   Resource Control 

NESAC’s control of resources was universally seen to be weak. Decisions could not 
be imposed. Councils could retain services and even maintained a degree of “influ-
ence” over those that were transferred to NESAC.  

The formal NESAC charter sought to accommodate the varying perspectives of the 
four councils and was seen as being ineffective and open to interpretation. 

 
“Every time somebody said I don’t like that their, I don’t know, desires were  
accommodated…which makes everything weaker because you try and do  
everything for everyone and you do nothing for no-one.” Council A 

 
Any decision taken by NESAC’s advisory board required approval by all the individ-
ual councils. 

 
“we had decisions .. that had been sitting on the table for some 12 months,  
14 months, Two years because the general managers couldn’t come to an  
agreement because their councils couldn’t come to an agreement” Council C 
 

There was also no requirement to take up many of the services with the level of in-
volvement left with each council.   

 
“effectively for many things  something of an opt in basis; there’s no kind of 
compulsion that we’re in this together and we’ll do everything together, 
more that initiatives get raised and then councils if they’re interested can opt 
into it” Council A 

 
The reluctance to cede control by the councils was further reflected in the operating  
structure put in place. 

 
“we had a very unique management arrangement around these functions –  
see we might have IT but we had the IT reporting to four general managers  
all of which had a bearing on how the IT system operated and all had  
different ideas about what IT meant or what it should have achieved.. what  
happened is everybody then retained control of everything.” Council A 

4.5   Resource Alternatives 

Alternatives to NESAC existed for the supply of a service and in some cases appear to 
have been actively maintained or nurtured.  
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“[Council D] always kept things in reserve. They were never going to stay. 
They were always going to go. They kept their business as it was running.” 
Council B 

“I still had all the staff that I had before I went in.  So I just had to retrain 
them slightly and just go back the way we were before wasn’t too difficult” 
Council B 

“members of other resource sharing initiatives .. not a problem” Council D 

There were also not perceived to be significant issues in moving activities from NE-
SAC to another supplier even with IT which might a priori be considered difficult to 
disentangle. 

“It’s a fully managed service.  We just hook in through an Internet  
connection. So it’s basically exactly what we were getting before and rather 
than all the service, etcetera, housed in Armidale, they’re actually housed in 
Mascot” Council B 

The charter of the alliance itself had no clauses hindering the ability to withdraw. 

“we just passed a council resolution and we were out basically” Council D 

Given the varied resource dependency tolerance levels of the councils with regard to 
NESAC, and based upon the governance structure dimensions identified, it appears 
possible to identify distinctive coverage related governance preferences associated 
with low and high dependency tolerance levels – see Figure 2. 
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Fig. 2. Alliance governance – dependency and dimensions 
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Figure 2 suggests that councils with a low tolerance sought a very different alliance 
compared to those with a high tolerance. For example from a resource importance 
perspective they wanted the activities included to be restricted in number and low 
impact. High tolerance councils by contrast wanted a much broader range of activities 
included including their front office – which they considered core to their operations. 
Interviewees suggested that NESAC never managed to reconcile the differences.  

5   Conclusion 

The NESAC case suggests that it is useful to examine the construction of an alliance’s 
governance structure – and in particular its coverage aspects – from the perspective of 
the participants’ resource dependency tolerance levels. Furthermore when considering 
a governance structure the dimensions of resource importance, resource control and 
resource alternatives appear to capture key levers through which dependency can be 
managed. The case also however makes it clear that there will not always be a com-
mon resource dependency tolerance level across participants to an alliance and that 
where this is the case there may be significant difficulties in constructing an accept-
able governance structure that will subsequently function to meet the varied expecta-
tions. It would therefore appear important to surface the dependency tolerance levels 
of all potential partners prior to entering into an alliance to ensure that there is con-
gruency. This could be done quite simply through discussions centred on their desires 
regarding the three resource dependency dimensions. 

The research contributes to the literature primarily through extending governance 
and resource dependency research into new areas and combining the two. In particular 
it highlights the need for governance research to look beyond the boundaries of an 
individual organisation. Furthermore once in the realm of inter-organisational alli-
ances such research needs to consider the coverage of the alliance as well as its  
direction and control.  From a resource dependency perspective the need to study the 
creation and management of new dependencies as organisations enter into alliances is 
highlighted, extending the historical research focus beyond the moderation of pre-
existing dependencies. Combining the two perspectives, the research suggest that  
the governance structure of an alliance will be constructed such that it reflects the 
resource dependency tolerance limits of its participants. 

In terms of future research a major limitation of the current paper is that it exam-
ined only a single case. Further case studies are required. Do alliance governance 
structures typically reflect the resource dependency tolerance limits of their partici-
pants? Are the dimensions identified here the key ones? Why do organisations have 
differing tolerance levels? More fundamentally, a shortcoming of the current case is 
that there was not a consensus view of the coverage of NESAC and the alliance ulti-
mately collapsed. As such it is not possible to provide any insight regarding how to 
ensure that the desired coverage is effectively captured by an alliances governance 
structure. Case studies of successful alliances are required for this.  

It might also be interesting to look beyond a single alliance to consider the com-
plete portfolio of alliances an organization maintains to see if there is any interplay 
between them – for example the tolerance level of an organization toward a specific 
alliance might be influenced by the other alliances it has in place. Finally it would be 
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valuable to examine the relationship between the benefits of an alliance and the de-
pendency level – is it the case that the greater the dependency the greater the benefits? 
Are there disadvantages associated with high dependency alliances? 
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Abstract. Sharing services has gained the interest of governments to reduce 
costs. The basic idea is that services provided by one department can be 
provided to others with relatively few efforts. A new emerging trend is the 
implementation of content management (CM) shared services. As a new 
phenomenon, there is little understanding of this concept. This paper addresses 
this knowledge gap by investigating a public sector case study and analyzing 
the decision process concerning the introduction of a CM for Shared Service 
Centers (SSCs). The case is analyzed using a decision framework based on a 
multi-theory approach found in outsourcing literature. The differences with 
other types of SSCs are highlighted. The complexity of this arrangement 
originates from the need to manage content in the many parts of the 
organization and the involvement of many different roles. A CM SSC requires a 
holistic decision-making approach by balancing the management, technology 
and content dimensions carefully, as these dimensions influence the resulting 
arrangement and potential benefits. 

Keywords: Content Management, Public Sector, Shared Services, Sourcing. 

1   Introduction 

There has been an explosion of information created and used by governments 
internally, but also provided by governments via the Internet to inform or facilitate 
citizens. As such, governments are looking for ways to manage the myriad of content 
in an efficient and effective manner. In a report, Doculabs identifies the use of shared 
services for content management as a new frontier for governments to reduce costs, 
and improve quality, alignment, compliance and control [1]. Shared services have 
been hailed as a solution to reduce costs and improve services, although the promises 
might be relatively difficult to realize [e.g. 2]. By unbundling services and then 
concentrating them within a shared services center, the basic premise for shared 
services is that services provided by one department or organization can be provided 
to others with relatively few efforts [e.g. 2, 3, 4]. This should result in both cost 
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savings and service quality improvements. The choice for sharing services is a major 
decision that has a long-term and strategic impact [2]. Governments are under 
increasing pressure to be transparent by sharing and making their information publicly 
available [5, 6]. New technological advances allow organizations with data-intensive 
processes and ever increasing amounts of content like reports, forms, e-mails, 
spreadsheets, images and other digital content that is used for internal or external 
purposes, to deliver content management functionality as a shared service. This 
approach should result in economies of scale and scope by centralizing and 
standardizing the content on the one hand, and in the effective creation and use of 
decentralized content by its users on the other hand [7, 8]. 

In this paper, we use a decision framework to explore a content management (CM) 
SSC. The aim of this paper is to identify and understand the decision choices that 
need to be made when introducing and implementing such a novel shared services 
arrangement. The research described in the paper has an explorative-descriptive 
nature and a retrospective view of the decision process of the introduction of a SSC 
was created. The structure of the paper is as follows. In the following section, we 
discuss the theoretical background and the decision framework for analyzing the CM 
SSC case study. This is followed by a section with an outline of the research approach 
used to gather and analyze the data. The following section then describes the case 
study of a shared service arrangement in the Commonwealth of Virginia in detail, 
while in the next section the empirical findings are further analyzed and discussed. In 
the final section, the key research findings are highlighted and conclusions are drawn. 

2   Background 

2.1   Content Management 

Content management is the set of processes and technologies that support the 
collection, managing, and publishing of information in any form or medium. Much of 
the content is stored in information silos and not serving the user base of the whole 
organization [1]. Goodwin and Vidgen [9] view content management as a process 
instead of a product and define it as “an organizational process, aided by software 
tools, for the management of heterogeneous content on the web, encompassing a life 
cycle that runs from creation to destruction”. Content management is a collaborative 
process. Different roles are involved in this process, e.g. the creator of the content, the 
editor and quality manager, the administrator and the user who wants to read or use 
the content [10-12]. Goodwin and Vidgen [9] describe the content life-cycle by the 
main processes of create, review, store, publish/exchange, archive and destroy. They 
found that despite all efforts CM is a difficult endeavor and challenges include 
content revision, consistency, navigation, data duplication, content audit and control, 
track, authorize and reconstruct changes.  

2.2   Shared Services 

SSCs are a particular type of sourcing arrangement, where resources and services are 
retained in-house. There are many definitions of SSCs in literature [13]. Generally, a SSC 
is a separate and accountable semi-autonomous unit within an (inter) organizational 
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entity, used to bundle activities and provide specific pre-defined services to the 
operational units within that (inter)organizational entity, on the basis of agreed conditions 
[3]. SSCs seem to be especially suitable for public administrations, as in current practice 
each agency often develops and maintains its own systems and services [14, 15]. By 
bundling the development, maintenance and use of services, the costs can be shared 
among the agencies, innovations out of reach might become feasible, and the money 
freed can be used to improve service levels without any of the agencies having to give up 
their autonomy. 

2.3   Decision Framework 

There are many theories underpinning sourcing theory and its decision-making 
process. Lee et al. [16] and Jayatilaka, Schwarz, and Hirschheim [17] provide an 
overview of sourcing theories and the strategic determinants influencing these 
decisions. We adopt a process-driven, multi-theory decision approach and use four 
major decision categories for implementing shared services: (a) make-or-buy 
decision, (b) scope and type of shared-service arrangement, (c) cost benefits and risks 
assessment, and (d) implementation choice and change management strategy. This 
framework was used in previous research to analyze SSCs in other areas [18]. The 
categories are shown in the left column of Table 1. In general, the process starts when 
politicians and/or public managers make the sourcing decision. Next, the scope and 
type of the shared-service arrangement should be decided on, which will result in the 
identification of various options available to share services. Thereafter, the cost 
benefits and risks of the identified options should be assessed and the decision to 
implement one arrangement should be taken. Finally, the shared-service arrangement 
should be implemented using a change management strategy.  

Table 1. Decision categories when introducing SSCs and their driving theories and motto 
(based on [16]) 

Decision 
categories 

Driving theories Driving motto 

1. Make-or-buy 
decision 

- Core competencies theory 
- Resource-based theory 

Performing activities either in-
house or by external suppliers. 

2. Scope and type 
of shared services 
arrangement 

- Coordination theory 
- Resource dependency theory 
- Transaction cost theory 

Determining the potential scope 
and options for sharing services, 
including the objectives that should 
be met. 

3. Cost benefits 
and risks 
assessment 

- Power-political theory 
- Principal-agent theory 
- Transaction cost theory 

Assessing the financial feasibility 
of the shared services options, also 
taking into account the risks 
involved. 

4. Implementation 
choice and change 
management 
strategy 

- Power-political theory 
- Organizational theories 

Defining the optimal way to 
implement the shared services 
concept within the organization. 
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The make-or-buy decision for sourcing is largely explained by resource-based 
theory and core competency theory, which state that organizations should retain core 
capabilities in-house and that non-core capabilities do not have to be owned. Choices 
about the scope of services and the type of shared-service arrangement are driven by 
coordination, transaction costs, and resource dependency theory. Coordination theory 
looks at the management of interdependencies between organizational business 
processes [19]. The basic idea behind resource dependency theory is that 
organizations are dependent on external resources to function [20]. The problem that 
resource dependency theory emphasizes is that the environment changes and 
resources become more or less scarce, resulting in power differences between 
organizations and providing an explanation of how independent organizations come 
to depend on and dominate each other. Cost benefits and risks assessment of the 
selected sourcing options are often based on the power-political, principal-agent, and 
transaction cost theories. The basic idea of outsourcing is based on the transaction 
cost theory [21]. Transaction costs result from the transfer of property rights between 
parties and exist because of friction in economic systems. The idea is that an 
organization will tend to expand until the cost of organizing an extra transaction 
internally becomes equal to or higher than the costs of carrying out the same 
transaction on the open market. The use of a communication network and integration 
technology will decrease the transaction costs, enabling organizations to source 
functions and to focus on their core competencies. Finally, principal-agent theory 
deals with the relationship between the principal and agent based on the division of 
labor, information asymmetry and environment, and partner behavior [22]. Both the 
transaction cost and principal-agent theories are based on rationality, an efficiency 
criterion used for explaining outsourcing structures. Political organizational theories 
are used for explaining organizational arrangements and include social, coordination, 
risk, and strategic management theories. These view actors as political entities having 
different degrees of power. The way shared services will be implemented and how 
changes are managed depend on power political and organizational theories, which 
are interdisciplinary and based on knowledge from the fields of psychology, political 
science, economics, anthropology, and sociology. They seek to explain behavior and 
dynamics in both individual and group contexts. 

3   Research Methodology 

The objective of this study is to analyze and improve our understanding of a content 
management SSC in practice by identifying the issues involved during the decision-
making phase. This analysis should increase our knowledge of a CM SSC and can be 
used by practitioners to support the change process. Theory concerning a Content 
Management SSC is scarce and owing to the complex nature of shared service 
arrangements, a qualitative approach based on a case study research was adopted for 
this research [23]. In the shared services both technology and organizational issues 
play a role. Case study research is one of the most common qualitative method used 
in information systems (IS) [24]. The case study research methodology is particularly 
well-suited to IS research, since the object of the discipline is the study of IS in 
organizations, and the “interest is shifted to organizational rather than technical 
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issues” [25]. This research was based primarily on secondary data collection and 
evaluation in a qualitative setting. Documents, presentations, internal reports relating 
to the set up of a SSC were gathered and examined in order to acquire a good 
understanding of the decision-making processes and aspects. The analysis of 
documents allowed creating a retrospective view of the decision processes that 
contribute to the understanding of content management shared service arrangements. 

4   Case Study 

The Commonwealth of Virginia is a U.S. state on the Atlantic Coast of the Southern 
United States which is well known for its innovative capacity. The capital of the 
Commonwealth is Richmond and the state population is nearly eight million [26]. The 
modern government is ranked by the Pew Center on the States with an A− in terms of 
its efficiency, effectiveness, and infrastructure. This is the second time Virginia 
received the highest grade in the nation, which it shares with two others [27]. The 
Content Management (CM) initiative is focused on promoting the adoption of CM 
throughout the Commonwealth. Prior to a Commonwealth-wide focus on CM, several 
agencies had implemented their own agency-specific CM systems based on a variety 
of platform solutions. In 2008, a feasibility study was done to create a shared service 
offering and based on the results of this study, it was determined that demand did 
exist for a CM shared service [28]. To allow agencies and localities to benefit from 
content management in a cost effective manner, a working group comprising 
representatives from 12 agencies and localities collaboratively designed a content 
management shared services offering that would have to be operational at the end of 
2009. The CM Shared Service is realized by a single solution platform that is utilized 
by multiple agencies and localities. Agency content is stored in a consolidated CM 
repository with appropriate security to control retrieval access. Each participating 
agency or locality shares in the use and corresponding costs of the hardware, 
software, and support resources that comprise the offering and agencies pay on a per 
user basis for use of the service.  

While agencies will still be responsible for their mission-specific applications, an 
increasingly greater number of application functions can be provided and maintained 
centrally [29]. Shared services can improve service delivery and potentially free 
agency resources. This goes beyond the area of CM and touches other areas. In 
combination with other areas improved economies of scope and scale might be 
accomplished [29]. 

4.1   Make-or-Buy Decision 

Content management is primarily an internal core function, where internal, 
confidential documents are shared between employees and external documents are 
shared with citizens. The question whether to outsource this function or to keep it in-
house was not an issue as CM was viewed as a core function because of its direct 
impact on daily operations and risk regulation requirements. This follows the 
suggestion by resource-based and core competency theory. An important issue at this 
stage is to determine which CM activities such as the implementation and testing, can 
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be outsourced and if the organization is already using certain third parties that deliver 
the technology and software to support content management, in order to be sure that 
the future solution is consistent and compatible with the already existing technology.  

4.2   Scope and Type of Shared-Service Arrangement 

The goals for introducing the CM shared services offering are [30]: 

• Cost reduction and operational efficiencies by more customer-oriented business 
processes, reduce manual inputting, faster and easier information finding, more 
efficient use of resources, eliminate having redundant copies of documents and 
reduce the volume of paper resulting in less physical storage requirements and 
costs related to space, printing, copying, filing and distribution. 

• Resolve retention issues by having a searchable document repository, and 
appropriate destruction of documents reduces the cost and time required to 
respond to the Freedom of Information Act (FOIA), eDiscovery and audit 
requests, automated linkage to records management retention policies allows 
appropriate retention and destruction of documents, automated approval routings 
and document holds prevent improper destruction of documents. 

• Increased security and risk reduction by having a secure repository ensuring 
confidentiality of information, facilitating disaster recovery options, supporting 
accountability and agile decision-making, increasing compliance with legislation, 
regulation and potential litigation. 

• Customer improvement by providing customer-centric services to citizens, 
businesses, and government entities making the services easier to use, more 
accessible, more cost efficient and by managing enterprise information by 
making all appropriate state-managed data available to all levels of government, 
citizens and businesses. 

The above shows that the goal was to realize a variety of objectives in different areas. 
The CM Shared Service was intended to provide the following core functions: 

• “Scan Interface: The ability to accept scanned documents and metadata from 
industry standard scanning and document capture software to index and provide 
long-term storage in the content repository. 

• Store: The ability to accept, index, and provide long-term storage of content. 
• Search: The ability to perform content searches based on a set of stored 

metadata and full-text search. 
• Retrieve: The ability to view selected content, typically as a result of a performed 

search. 
• Records Management: The application of Library of Virginia-approved retention 

and disposition schedules to facilitate appropriate retention and timely 
destruction of records protected by the Code of Virginia. 

• Basic Security: The use of security provisions to require appropriate 
authentication and authorization to search, retrieve, view, add, and modify 
content. 

• Email Management (Manual): The ability to manually capture, index, and store 
emails (e.g. drag & drop to folder in Outlook) into the content repository. 
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• Simple Workflows: The use of simple workflow capabilities including acceptance 
of scanned image content and simple linear step processes (e.g., three-step 
approval workflow).” [31] 

 
Following Malone [32], coordination is defined as “the additional information 
processing performed when multiple, connected actors pursue goals that a single 
actor pursuing the same goals would not perform”. This both affects which services 
can be shared as well as the way these services need to be shared in terms of its 
governance. There are 4 organizational entities and roles involved in the 
Commonwealth’s CM SSC governance [28]: 

• The CM SSC is responsible for the provision of CM services. There is a core 
staff with ECM architect, system administrator, business analyst, and project 
manager roles who have to ensure a good performance of the CM system, and 
also are involved in program management for those agencies that also want to use 
the CM platform. Internal users can get support or training regarding the CM 
system via the CM SSC. 

• The Chief Applications Officer (CAO) and the office of the CAO, responsible for 
demand governance in terms of setting business strategy and application 
standards. 

• The Chief Information Officer (CIO) and the office of the CIO, responsible for 
supply governance in terms of setting the IT strategy, policy and delivering the 
technology underlying the business services. 

• The internal and external users using the CM SSC by creating content as input for 
the CM system and using its documents. 
 

The CAO is ultimately responsible for the CM SSC and the program management 
required to extending the scope of the CM shared service to other agencies, but 
strategic and tactical decisions that have to be made regarding the CM SSC will be 
discussed in a board with representatives from the offices of the CAO, CIO and the 
internal user organization. 

4.3   Cost Benefits and Risks Assessment 

Before Commonwealth started to introduce the CM SSC offering, they assessed the 
potential cost savings. Commonwealth had to sort through and determine in which 
activities sharing was possible (see 4.2), where their mission-specific and data privacy 
boundaries lay, and what they hold in common. This data was used to calculate the 
cost savings that could be achieved by sharing services. Also the costs for software, 
hardware, storage, licenses and supporting staff had to be determined. In this analysis 
the alternative without SSC was also calculated by determining the total recoveries. In 
table 2, the business case is presented that was created for implementing the CM SSC. 

Table 3 shows what investments need to be made for implementing the CM SSC 
over the coming 5 years, where the number of users is assumed to increase each year. 
The total investment costs can be compared with the costs that can be saved. The 
breakeven point occurs between month 42 and 45 [33]. It should be noted that 
realizing cost reduction is often more complicated than initially thought [2]. Central 
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procurement is possible for licenses, software, hardware, etc, and therefore an 
appropriate procurement process needs to be put in place. This refers to the principles 
of the transaction cost theory [21]. A governmental agency will tend to organize its 
own transactions until the cost of organizing an extra transaction internally becomes 
equal to or higher than the costs of carrying out the same transaction by or with other 
governmental agencies. In case an agency would implement a content management 
operation themselves they would need to have minimally 4 servers. Suppose that 7 
agencies would do this, 28 servers would be required for each individual agency. By 
sharing services for these 7 agencies, and bundling the activities, 12 servers are 
necessary for production and 4 for delivery and testing, which adds up to only 16 
servers. The content management shared services would require 5 core staff members, 
while each agency would need to have on average 1.5 core staff members, which 
would be 10.5 in total, twice as much as the content management SSC [34]. 
Participating agencies pay for use of the service through a flat monthly per user fee. 
This price is estimated to be $55 per user per month, but the price can be subject to 
change as the overall cost of the offering and number of participants is refined. 

Table 2. Business case for the CM Shared Service Center [33] 

  Year 1 Year 2 Year 3 Year 4 Year 5 TOTAL 

Software 916K 668K 
221K - 
632K 

632K - 
1.11M 

700K - 
1.25K 

3.14M - 
4.58M 

Hardware 565K 569K 
622K - 
726K 

726K - 
934K 

830K - 
1.14M 

3.21M - 
3.83M 

Support 
Resources 302K 556K 605K 605K 

605K - 
970K 

2.67M - 
3.04M 

Implementation 
250K - 
500K 0 0 0 0 

250K - 
500K 

Total Costs 
1.93M – 
2.18M 1.79M 

1.45M - 
1.96M 

1.96M - 
2.65M 

2.14M - 
3.36M 

9.27M - 
11.95M 

Total Recoveries 
884K - 
922K 

1.77M - 
1.84M 

2.12M - 
2.95M 

2.83M - 
4.42M 

3.54M - 
5.9M 

11.14M - 
16.03M 

Number of Users 
1.000 – 
1.500 

2.000 - 
3.000 

3.000 - 
4.000 

4.000 - 
6.000 

5.000 - 
8.000   

4.4   Implementation Choice and Change Management Strategy 

A change readiness assessment was designed to determine the organization’s 
capability of, and receptivity toward, a planned change [35]. Such an assessment was 
conducted and the results of the assessments formed a baseline and may be re-
administered to measure change over time. Moreover, the results were used to inform 
the change management strategy and plan and to help reduce project risks. The 
introduction of a CM SSC was perceived by the respondents as positive [35]. They 
came up with various suggestions including: 

• Use the data to shape change management and PMO activities 
• Continue involvement of agencies in system design 
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• Engage agencies in developing implementation strategies 
• Provide post-implementation training for management on “how” to use the 

system information to manage better 
• Actively pursue funding and leadership engagement 
 
Another outcome was that the more personal the impact of the implementation, the 
more personal the communication method desired [35]. Organizational theories pay 
attention to how a change strategy needs to be implemented. Three main strategies 
exist, the big-bang strategy, an incremental strategy, or a combination of these two 
strategies [36]. Commonwealth used the incremental strategy by first doing a pilot 
and then gradually trying to connect as many agencies as possible to use the shared 
service. However, the technology and platform to support all potential agencies was 
already anticipated for and implemented. 

5   Discussion 

A sound and unified decision structure will give everyone a voice in the functionality 
and services provided by the CM SSC. Bramscher & Butler [37] identify three 
different roles that are critical to the success of a content management system as a 
technology that enables an organization to meet the needs of its users. They identify 
the content role, responsible for pushing out digital material or objects by non-
technical staff, the management role responsible for facilitating decisions regarding 
the architecture and distribution of authorship and editorial roles, and the technology 
role responsible for providing the technological platform and mechanisms to carry 
this out enables an organization to meet the needs of its users [37]. We have used  
their framework to map these roles on the different stakeholders involved in the 
Commonwealth’s decision process in order to show where the different 
responsibilities are located, as shown in figure 1. 

The management role is associated with coordination theory as it’s mainly 
concerned with the management of interdependencies between organizational 
business processes, while the technology role is mainly associated with transaction 
cost theory because of its responsibility for communication network and integration 
technology that will decrease the transaction costs and its potential to outsource 
certain technological activities in case a third party can provide these more cost-
efficiently. The content role is mainly linked to resource-based theory and core 
competency theory because the users provide the specific knowledge that is core to 
the organization. The relationship between these three roles can be analyzed from the 
principal-agent theory perspective. 

The case study suggests that there needs to be a good balance between the above 
roles during the decision process to align the business requirements with the available 
technology in such a way that users are able to make use of the content management 
system in the most efficient and effective way. This requires a holistic decision 
making approach. 
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Content (Information)
• Content creation and maintenance
• Metadata review and creation
• Usage of the CM system and its content
• Feedback provision on the CM system
• Usage of the Center of Excellence 
when in need of support

Management (Organization)
• Data Policy & Standards
• Business Governance and Policy
• Business Strategy
• Business and Information Architecture
• Business Application Portfolio
• IT Budget Detail

Technology (Infrastructure)
• IT Investment Management
• IT Portfolio and Project Management
• IT Strategic Planning
• IT Security and Risk Management
• Enterprise Architecture
• IT Policy, Standards and Functionality

Content 
Management 

Services 
(Program 

Management)

Internal & External Users

Office of the CAO Office of the CIO

CM SSC

 

Fig. 1. Virginia’s decision structure, roles and responsibilities [based on 37] 

5.1   Differences between a CM SSC and SSCs in Other Areas 

The case study shows that the implementation of a content management shared 
service center differs from shared services implementations in other areas [see for 
example 2, 3, 38] in several ways. These differences are related to the nature of the 
respective arrangements. 

First, in other SSCs, activities and systems are bundled that are generally only 
relevant for and apply to one or more specific parts of the organization. In case of a 
CM SSC, activities and systems are bundled that are relevant for and apply to the 
whole organization. This will influence the way the applications, data and technical 
architecture of the underlying CM platform will have to be structured and this 
organization and technology dimension.  

Second, SSCs in other field provide services to the internal organization and in 
some instances also to external customers. In general only the SSC employees do 
have access to the systems they are working with. In a CM SSC, this is different. 
Everyone within the organization is able to use the system and provide input and 
feedback. A content management solution therefore requires identity, access and 
security management, to deal with so many users. Moreover digital forms and 
signatures need to be introduced to ensure that external customers can securely use 
the documents and forms. This all involves the technology and content dimension. 
Finally, training, education and support will become more important, as all of the 
employees will potentially use the content management system (CMS).  

Third, SSCs in other areas are often not as technically oriented as the content 
management SSC. Usually SSC start with the unbundling and concentration of business 
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processes which are supported by technology. Whilst in CM-CSS the concentration of 
technology is the driver and only the supporting (helpdesk) processes are shared. 
Information technology pervades, affects and even shapes most organizational processes 
in some way [39], and this could have potential consequences for the business 
processes. This affects the organization, technology and content dimension. This also 
shows that the way governance is defined becomes more relevant as it involves 
coordination on all of the above mentioned dimensions.  

Internal & 
External Users 

Content Mngmt
Services (Program

Management)

Content
(Information)

Management
(Organization)

Technology
(Infrastructure)

CM Shared    
Service Center

Office of 
the CAO

Office 
of the CIO

Supply Governance Demand Governance

Internal & 
External Users 

Content Mngmt
Services (Program

Management)

Content
(Information)

Management
(Organization)

Technology
(Infrastructure)

CM Shared    
Service Center

Office of 
the CAO

Office 
of the CIO

Supply Governance Demand Governance  

Fig. 2. Main responsibilities of the organizational entities in the CM SSC decision process 

Figure 2 is an extension of figure 1, showing which organizational entities are 
responsible for which specific content management dimension and how the SSC 
relates to these entities. The CM SSC and the Office of the CIO are involved with 
supply governance, implying that they are providing content management and its 
related IT services to the internal and external users. The office of the CAO is 
responsible for demand governance in terms of defining the policies, standards and 
functionality of the CM system. Besides using the content management system and 
creating content that is used as input for the system, users are also supposed to 
provide feedback on its functionality in order to further improve the system.  

6   Conclusions 

For most governments the management of content is its core business. The 
availability of consistent and correct content is necessary for ensuring trust in 
governments. The choice for a SSC requires considerable organizational changes and 
should be based on a long term strategy. In this paper we explored an emerging new 
form of shared services, a Content Management SSC (CM SSC). CM SSCs have 
some peculiar aspects which makes them different from SSCs in other areas. Whereas 
in other areas activities and systems are bundled in a SSC that are generally only 
relevant for and apply to a specific part of the organization, in case of a CM SSC, 
activities and systems are bundled that are relevant for and apply to the whole 
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organization. Most persons in the organization are involved in content management. 
Moreover, in other SSC arrangement generally only the SSC employees do have 
access to the systems they are working with, while in a CM SSC everyone within the 
organization is able to use the system and provide input and feedback. Another 
difference is that a SSC normally includes business processes and is not as technically 
oriented as the CM SSC. In the investigated case study no business processes are 
included in the SSC and the CM system itself is the central service that is shared. 

To better understand the typical decision choices when implementing a CM SSC, a 
case study was analyzed. The peculiar characteristics of CM influence the way the 
CM SSC has to be implemented and highlight the decision-making issues that need to 
be resolved before implementation. These include decisions about the applications, 
data and technical architecture of the underlying CM platform, the way the 
governance needs to be defined, access and security management, digital forms and 
signatures that need to be introduced, training and support that needs to be given, and 
a procurement function that needs to be skilled to procure licenses, software, 
hardware. In this view, content management is often linked to other areas like 
procurement, Human Resources (HR), ePayment, Business Intelligence, and Portals. 
In this light, greater economies of scope and scale might be created by taking these 
areas also in account. 

The CM SSC was introduced based on expectations about cost reduction and 
service improvement, but these depend on the economies of scope that can be 
achieved and the adoption rate, which are again dependent on factors as training, 
functionality, data security and governance mechanisms and infrastructure systems 
like digital signature. The factors relevant for the implementation affect the decision-
making factors to introduce a CM SSC and vice versa. The design of a CM SSC 
business model seems to be a compromise balancing the management, technology, 
content and governance dimensions and as such it is of key importance that the 
decision making process of a CM SSC follows a structured, systematic and holistic 
approach, constantly using the potential feedback that is received on the various 
dimensions form the different stakeholders involved. 

To our knowledge this is the first research analyzing the decision process 
concerning the introduction of a Content Management SSC and therefore we opted 
for investigating a case study. The case study has limited generalizability, however, 
the implementation strategy and issues presented in this paper can help decision-
makers to understand the various dimensions associated with the introduction of a 
CM SSC. For further research we suggest to investigate the factors, dimensions, 
benefits, disadvantages, risks, types of organizational arrangements and decision-
making processes in more detail to get better grip on these types of arrangements.  
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Abstract. Process management is becoming more complex especially when 
business units work together to create new systems constructed from many 
components. The complexity arises both from the growing number of compo-
nents and relationships as well as continual changes in product requirements 
and business arrangements. The complexity impacts on process management as 
support systems are needed to provide the communications and coordination to 
support the complex relationships and their continuing change. This paper pro-
poses a systematic way to model such processes by developing the semantics to 
describe complex processes in meaningful ways. The semantics include per-
spectives other than those found in process flows to provide a more meaningful 
way to describe and model complex processes. The paper then outlines ways to 
convert the models to lightweight platforms that directly support the modeling 
concepts. The paper shows the application to complex tendering processes, 
which many of which now require greater flexibility and collaboration. 

Keywords: Complexity, Modeling, Business Processes. 

1   Introduction 

Increasing complexity within the current business environment is introducing new 
approaches to system design. Such approaches must pay more attention to system 
complexity now found in the increasingly dynamic business environment. This com-
plexity arises from an increasing trend to business networking and responding to 
changing service demands. One common example of such environments is supply 
chains based on business networking and usually supported by ERP systems. They 
appear in many industries as for example telecom [1] and automotive [2] industries. 
Complex tendering processes found in many government projects also include the 
coordination of different suppliers in large projects followed by the integration and 
testing of supplied components. Each supplier is often one component of the work-
flow and is required to provide a service that is coordinated by a project manager. 
Whereas ERP systems focus on optimizing information flows, the increasing com-
plexity and greater emphasis on collaborative supply chains, requires other perspec-
tives to be considered, in particular social networks and knowledge to continuously 
develop new knowledge to optimize and rearrange supply chain processes. Rye [3] for 
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example calls for knowledge hubs to be established at all supply chain transitions. 
Pralahad and Krishnan [4] also argue that social networking will play an increasingly 
important role in such coordination. In many cases coordination is through the ex-
change of knowledge, much of it of a tacit nature, created by process participants. 

These trends have a number of implications for the design of engineering systems 
and the management of processes. Such systems require support for collaboration 
between the different units to work towards common goals. These support systems 
must maintain awareness across the different processes, coordination within and be-
tween teams in the environment, and facilitate the knowledge sharing. 

 
• The emergence of process ecosystems [5], where links between the different 

processes are continually changing and awareness must be maintained between 
process participants to keep track of outcomes in distant units that may impact on 
their own work,  

• The trend to a more service oriented environment where systems must continu-
ally respond to changing customer needs requiring the continuous sharing of 
knowledge across units through the business processes, and 

• Greater client involvement in the design [6] where solutions are created through 
collaboration between supplier network and the customer network.  

 
The paper provides systematic ways to describe processes in such complex environ-
ments emphasizing the increasing role of social relationships [4] in knowledge crea-
tion.  It particularly addresses the question as to whether new modelling concepts are 
needed to design such systems. The paper proposes that such new concepts can be 
derived from complexity theory. The paper identifies some such concepts and sug-
gests that they become criteria in system design. It then defines how the criteria can 
be met using a number of perspectives to allow complexity to be managed in a sys-
tematic manner. It then describes modelling methods to describe systems from the 
different perspectives and the kinds of design processes needed to create systems to 
support complex processes.  

2   Design Guidelines from Complexity Theory 

To some people complexity is seen as arising from the interconnection on many ob-
jects. This is often referred to as combinatorial complexity. This can be the design of 
a complex communication systems or circuits as those found in modern day computer 
systems. Many of these can be solved by tools that deal with such complexity. Com-
plex systems are seen to be different as they need to deal with unanticipated events 
that cannot be addressed using existing rules. Hence there is much more emphasis on 
social structures to address such problems and resolve them. 

McElroy [7] identifies a number of fundamental ideas arising from complexity 
theory. These are illustrated in Figure 1, which identifies three main dimensions for 
design. These see the growing importance of knowledge management as the driver of 
innovation. Such knowledge must be developed as part of an increasingly complex 
environment that calls for increased emphasis on organizational learning. It stresses  
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Fig. 1. Important Dimensions in Complexity Theory 

 
that knowledge needs to be created during processes and not just information that may 
be consolidated to support a task. At the same time, Figure 1 also builds on the impor-
tance of social networks within complex systems by suggesting the appropriate  
networks e “injected” into systems to facilitate productive evolution. 

In summary, the following design criteria are identified as important in system de-
sign. These are: 

Learning both as organizations and individuals,  
Knowledge capture and sharing, 
Perception of the environment and responding to changes in the environment, 
Communication and relationship building, and 
Technology to provide system support. 

These criteria are related as social structures must be chosen in ways that people col-
laborate to create new knowledge. At the same time they learn ways to do to things 
better and retain this knowledge for subsequent use and to support change. A number 
of papers such as that of Merali [9, 10] define the nature of change based on concepts 
of evolution found in complexity theory. These are derived from complexity theory 
and summarized [8] and in terms meaningful to system designers. These include: 

• Ability to self-organize at local levels in response to wide variety of external 
changes 

• Quick establishment of self-contained units that address well-defined parts of the 
environment 

• Loose connections between system elements and a way to reorganize the struc-
ture to respond to external change 

• Ability to organize connections into larger components with consequent changes 
to connections and interactivity 

• Aggregation of smaller units into larger components 
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All of these become check points in a design. Not each of these is relevant to each 
level of design. 

2.1   The Impact on Systems Modeling 

Writers such as Merali [9, 10] or Kovacs [11] suggest that IS system design no longer 
focus on the design of deterministic systems that attempt to reduce complexity through 
structure but on systems that support evolution and change.  

DESIGN “CHECK-LIST”
FROM COMPLEXITY 
THEORY

Knowledge

Learning

Perception

Self-organizing and 
reorganizing

Responding to change

Changing work activity

Process coordination

PERSPECTIVES AS 
COGNITIVE 
SUPPORT

Knowledge

Social structure

Organization

Business Activity

Process

 

Fig. 2. Design Checklist 

The complex business environment requires process management that goes  
beyond managing simple workflows but require systematic ways to manage complex-
ity. These require systems to support the design criteria described in the previous 
section. The paper proposes that such design criteria can be met from the following 
perspectives: 

 
• The business activities and their actions and what they create, 
• The process workflow or sequence of activities and the interdependence between 

activities, 
• The social structure that describes roles and their responsibilities and the 

assignment of roles to individuals to describe the increasing importance of social 
interactions in any design.  

• The knowledge created and used during the activities, and 
• The technology and how it can be used to assist process management. 
 
Figure 2 shows the relationship between the criteria and perspectives. For example 
learning is related to the knowledge and social perspectives as learning requires the 
sharing and creation of knowledge within social environments. 
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3   Choosing Modeling Methods 

The options for designers of systems that satisfy complex criteria are: 
 

• Using the traditional methodologies to model other perspectives, 
• Extending existing methodologies with new perspectives either by providing new 

modelling techniques or extending current modelling structures, or 
• Creating new modelling methods. 

 

Traditional methods include various project management tools, or modelling methods 
such as E-R or workflow modelling, which have been successful in developing struc-
tured systems in the past. Their purpose is to define the terms needed to describe 
systems in terms natural to users and then a way to convert models in these terms to 
computer systems. There are now a number of such models in practice mainly used  
to develop structured deterministic systems. These do not contain specific constructs 
to address the new criteria introduced through complexity. The alternative described 
here is to develop models for each of the perspectives and to integrate the models into 
a holistic system. 

3.1   Choosing the Semantics 

The paper describes the kinds of concepts used to model the different perspectives 
and ways to integrate them [12]. It focuses on using the knowledge perspective as 
central driver in the more emergent knowledge based processes. 

Figure 3 illustrates a modeling method called the business activity model (BAM) 
that shows the combination at a high level. It includes concepts both from the busi-
ness, social and knowledge perspectives. It is principally a high level diagram that 
shows the main entities in the system. It uses concepts of a conceptual model for 
collaborative systems [13]. These focus on collaborative business systems and have 
been verified in earlier research [14, 15]. As shown in Figure 3, the main modelling 
concepts are the activity (shown as ellipses), role (shown as black dots), and artefact  
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(shown as disk shapes). It is also possible to add participants or people who tale on 
the roles by attaching their names to the roles. Figure 3 illustrates one instance of such 
model showing the main activities in a tendering process to create a new engineering 
system. The Figure also illustrates the links to both social structures through roles and 
to explicit knowledge through artifacts. Later knowledge creation through interactions 
is described using the enterprise social network (ESN). 

Figure 3 shows the following activities: 
 

• System planning where client requirements are developed. These specify the 
various components needed to construct the system, 

• Tender construction for the components and evaluation of response, 
• System assembly of delivered products, and 
• Testing and Acceptance of the constructed system. 

 
The activities in Figure 3 are on-going. The ability to self organize is through the 
governance structure within the activity. Learning and knowledge are specified as 
responsibilities with the social structure, which is modelled by the ESN illustrated in 
Figure 4. 

The ESN diagram is introduced in this paper as an extension of social networks. 
The roles here define responsibilities of people assigned to the roles. It includes the 
following concepts: 

 

• Roles that define responsibilities. These responsibilities are shown by the at-
tached text; for example, the project manager organizes the project. One impor-
tant responsibility defined at this level focuses on knowledge and learning. Thus 
for example the project manager needs to develop knowledge on improving pro-
ject management techniques in their environment, 
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Fig. 4. ESN Diagram 
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• Participants who take on these roles can be shown by faces;  
• Interactions shown by lines between the roles showing the kind of interactions 

between people assigned to these roles; for example the major interaction be-
tween client and integration manager is to organize acceptance tests. 

 
As is normal in most design processes the high level business activities are described 
at lower levels. Figure 5 for example illustrates the expansion of system planning into 
more detailed business activities 
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Fig. 5. System planning activities 

The activities are now shown in more detail that includes: 
 

• The definition of requirements 
• The decomposition of the requirements into components and identifying the 

component specifications to tendering teams, 
• Specifying acquisitions planning to ensure components are delivered as needed, 
• Development of integration plans to put the components together, and 
• Specifying the test procedures 

 
These specifications are used in later stages. 

Knowledge is gathered during the system planning stage to be used later in the ten-
dering and system construction activities as well as in integration and testing. 

3.2   Integrating the Knowledge and Social Perspectives in the Business Context 

The enterprise social network (ESN) is also constructed for lower level business ac-
tivities. It shows the responsibilities of the project manager in more detail and  
introduces any additional roles found at lower level activities. In this case these  
procurement managers who will be later responsible for developing tenders and  
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accepting supplied components. Their main responsibility during planning is to de-
velop the component specifications that are later used to construct the tender. The 
ESN contains an additional construct to indicate interactions between three or more 
roles. Thus for example the procurement managers and planning manger together 
interact to develop the acquisitions schedule and tender requirements. 
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Fig. 6. Enterprise Social Network for System Planning 

Figure 5 describes the social network in the system. Here each role is represented 
by a black circle.  
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Fig. 7. A Rich Picture Model of the Knowledge Perspective 
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3.3   Modeling the Knowledge Perspective 

Knowledge is a less structured and visible perspective and it can be shown using rich 
pictures that illustrate the knowledge needs of the different roles. The goal here is to 
capture the knowledge needed to improve activities. 

The paper now shows the integration of the knowledge and social perspectives. 

3.4   Specifying Change in Terms of Perspective Semantics 

Change can now be specified in different perspectives and easily converted to imple-
mentation. The changes specified in Table 1 can be described in terms of the semantic 
concepts. For example: 

Change to the organization can be implemented by creating new business activi-
ties, then adding roles and interactions as needed, 

Changes to the activity can be described by changing its roles or artifacts, 
Changes to the role can be expressed by changes to role responsibilities and  

interactions. 
Assign a person to a role is expressed by linking a participant to a role. 
The next requirement is for such models and their creation and change to be  

directly implemented using software. 

4   Defining the Supporting Technology Infrastructure 

The two steps to be satisfied in an implementation are to identify the services needed 
to support the interactions within the system and ways to integrate the services into 
platforms that present a holistic environment to system participants.  
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Fig. 8. Collaborative Infrastructure 
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4.1   Identifying the Required Services 

Services must be chosen to support the interactions between the roles in the system. 
The main aspect of collaboration is to support the interactions between the different 
roles. The choice is illustrated in Figure 8. The interactions in the ESN are now 
mapped to social software. For example a blog is provided for client discussions, 
whereas alliance discussions are supported by a WIKI. 

4.2   Software Infrastructure Requirements 

Most current systems are supported by workflow technologies that follow a prede-
fined set of steps. Any required social networking is carried out outside such systems 
using a limited set of collaborative technologies. Knowledge sharing between the two 
is often minimal. Complex dynamic systems that align the collaborative interactions 
to formal processes are better supported by: 

 
• Middleware - this provides a solution where workspaces can be customized  

to roles with links to corporate databases. They can be used to develop special  
interfaces for roles or activities. However middleware change is more difficult 
than change using lightweight technologies, and the expectation is that change 
would not happen frequently. In most cases it would require information technol-
ogy specialists to construct an interface for each individual and change it as 
needed. 

• Lightweight technologies - these provide better abilities for change but in many 
cases cannot easily connect to corporate wide databases or other lightweight sys-
tems. They can be used to develop the one-fits-one option or for mass personal-
ization, which is ideal for knowledge workers. Many allow users themselves can 
create and manage their workspace.  

 
Software must be chosen to support change specified in terms of natural semantics. 
Thus software must include commands that actually create a workspace, add a new 
role, setup a new interaction and place it in the context of the activity. Lightweight 
platforms are an important option. However to support user driven change they must 
provide users with commands based on the modeling concepts as a guideline. They 
should include the concepts defined for the collaborative model while providing 
commands to easily create and change the structures of workspaces. Our experimental 
system, LiveNet, demonstrates the kind of support needed by workspace systems. 
Figure 9 shows the LiveNet interface and its typical commands. 

It provides a menu that can be used to create new collaborative objects, including 
activities, roles, and artifacts. It also enables people to be assigned to the roles. Apart 
from these elementary operations the system includes ways to implement governance 
features as for example allowing roles limited abilities to documents. The system 
includes support for sharing artifacts across workspaces and a permissions structure to 
control such sharing. Social software such as blogs or discussion systems is supported 
and can be shared across workspaces. 
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Commercial systems in this area focus on middleware software that provides the 
commands that allows users to use the middleware functionality to create workspaces. 
Furthermore, it should allow users to change the workspaces as work practices 
change. Many manufacturers are now providing ways to integrate the kind of software 
with enterprise applications. A typical example here is Websphere provided by IBM. 
The challenge in many such systems is to provide ways to share knowledge across 
activities. They provide access to corporate databases but often do not support the 
sharing of knowledge collected in the course of knowledge work in identifying and 
solving problems, and making decisions. 

Add any new artifactsAssign new people Create new tasksCreate new activities

 

Fig. 9. A Demonstration Workspace 

5   Summary 

The paper began by describing the increasing complexity of business processes and a 
systematic way to describe it. It described how complexity adds new criteria to  
design processes and discussed the implication for system modelling. It suggested 
that such criteria can be met by seeing systems from a number of perspectives  
and using the perspectives to specify ways to meet the criteria. It developed  
models to represent the perspectives and illustrated them in the context of tendering 
processes. 
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Abstract. This paper presents a role-involved conditional purpose-based

access control (RCPBAC) model, where a purpose is defined as the inten-

sion of data accesses or usages. RCPBAC allows users using some data

for certain purpose with conditions. The structure of RCPBAC model

is defined and investigated. An algorithm is developed to achieve the

compliance computation between access purposes (related to data ac-

cess) and intended purposes (related to data objects) and is illustrated

with role-based access control (RBAC) to support RCPBAC. According

to this model, more information from data providers can be extracted

while at the same time assuring privacy that maximizes the usability of

consumers’ data. It extends traditional access control models to a fur-

ther coverage of privacy preserving in data mining environment as RBAC

is one of the most popular approach towards access control to achieve

database security and available in database management systems. The

structure helps enterprises to circulate clear privacy promise, to collect

and manage user preferences and consent.

Keywords: Access control, Conditional Purpose, Privacy.

1 Introduction

Nowadays privacy becomes a major concern for both consumers and enterprises
and thus privacy preservation is a challenging problem. Enterprises collect cus-
tomer’s private information along with other attributes during any kind of mar-
keting activities. It is a natural expectation that the enterprise will use this
information for various purposes, this leading to concerns that the personal data
may be misused. As individuals are more concerned about their privacy, they are
becoming more reluctant to carry out their businesses and transactions online,
and many organizations are losing a considerable amount of potential profits [9].
Therefore without a clear compromising between individuals and enterprises,
data quality and data privacy cannot be achieved and so many organizations are
seriously thinking about privacy issues of consumers. By demonstrating good
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privacy practices, many businesses are now trying to build up solid trust to
customers, thereby attracting more customers [4]. Considering the privacy of
customers, enterprise has to develop a secure privacy policy to remove the fear
of customers. Thus in an internal management system, a reliable, efficient, ef-
fective and secure privacy policy should be established depending on customer’s
requirements.

One of the most popular approach for protecting private information is the ac-
cess control model. Access control is the process of limiting access to the resources
of a system only to authorized users, programs, processes, or other systems [23].
The traditional access control model focus on which user is performing which
action on which data objects and completely ignores which purpose data will be
used. It also overlook to take consent from customers of using their private data.
Thus it can be said that personal information can be collected, stored and used
without any consent of customers that make them fear of breaching privacy. So
the access control model should be developed in such a way that satisfy customer
requirement as well as specify which purpose data will be used for. Observing the
lack of adequate privacy protecting systems, Byun et al. [7] proposed a privacy
preserving access control model for relational databases based on the notion of
purpose following an idea of Agrawal [1].They argue that the notion of purpose
must play a major role in access control models and that an appropriate meta-
data model must be developed to support such privacy centric access control
models in order to protect data privacy. An approach is developed that is based
on intended purposes and access purposes corresponding to the data object and
the data access respectively which makes access control clearer. Usually, during
the data collection procedure customers are informed about the purposes of en-
terprises. Customers then decide whether their information could be used or not
for a certain purpose. That means data providers are given an option of using
their data with certain purposes. If an individual mentions that his/her data
could not be used for a certain purpose, then his/her information is not acces-
sible for the purpose. Generally data providers are reluctant to use any part of
their information for any purposes and so there is a possibility of losing informa-
tion. But more information can be extracted from data providers by providing
more options of using their information. An intended purpose is divided (IP)
into two parts: Allowed Intended Purposes (AIP) (explicitly allows to access the
data for the particular purpose) and Prohibited Intended Purpose (PIP) (data
access for particular purposes are never allowed). In our previous work [11], we
included another term conditional intended purpose (CIP) (Conditionally allows
to access the data for the particular purpose) to extract information from PIP,
which referred to conditional purpose-based access control (CPBAC) model.
The key characteristics of CPBAC model was that it allows users using some
data with certain conditions and multiple purposes can be associated with each
data element. Our previous work exploited query modification techniques to sup-
port data access control based on the conditional purpose information. However,
RBAC is one of the most popular approach towards access control to achieve
database security and available in many database management system, need to
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address it in CPBAC. To implement this, we need to expand CPBAC model
with the conventional well-known RBAC. Such an extension of CPBAC with
roles which we refer to role-involved conditional purpose-based access control
(RCPBAC) model is presented in this paper. Both access purposes and intended
purposes are specified with respect to a hierarchical structure that organizes a
set of purposes for a given enterprise.

Role based access control (RBAC) proposed by Sandhu et al. [18] has been
widely used in database system management and operating system products
because of its significant impact on access control systems. RBAC is described
in terms of individual users being associated with roles as well as roles being
associated with permissions (each permission is a pair of objects and operations).
As such, a role is associated with users and permissions. A user in this model is
a human being and a role is a job function or job title within the organization
associated with its authority and responsibility. RBAC model also includes a role
hierarchy, a partial order defining a relationship between roles, to facilitate the
administration tasks. In this paper we utilize RBAC which supports conditional
purpose into our model. Thus RCPBAC model has the following features:

– It satisfies data providers requirements and allows users using data with con-
ditions. The data provider express his/her own privacy preferences through
setting intended purpose with three levels (AIP, CIP and PIP), while the
data owner is responsible for working out the policies for authorization of
access purpose.

– Its algorithm utilizes RBAC to achieve the compliance computation between
access purpose and intended purpose.

– It extracts more information from data providers by providing more possible
options of using their information assuring privacy of private information
that maximizes the usability of data.

– It determines the compliance computation between access purpose and in-
tended purpose. Intended purposes are associated with the requested data
objects during the access decision to the well-designed hierarchy of private
metadata.

The reminder of this paper is organized as follows. We present a brief overview
of privacy related technologies in Section 2. Since purpose is used as the basis
of access control, a brief description of the notion of purpose is described in
Section 3. In Section 4 we present comprehensive descriptions of our proposed
access control model with roles. Access decision of the proposed RCPBAC model
is illustrated in Section 5. Concluding remarks are included in Section 6.

2 Related Work

This work is related to several topics in the area of privacy preservation in data
mining atmosphere. The most notable technique to protect privacy is the W3C’s
Platform for Privacy Preferences (P3P) that formally specify privacy policy by
service providers [13]. Byun et al. [7] indicate that P3P does not provide any
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functionality to keep promises in the internal privacy practice of enterprise. Thus
it can be said that a striking privacy policy with inadequate enforcement mech-
anism may place the organizations at risk of reputation damage. The concept
of Hippocratic database introduced by Agrawal et al. [1] that amalgamates pri-
vacy protection in relational database system. A Hippocratic database includes
privacy policies and authorizations that associate with each attribute and each
user the usage purpose(s) [3]. Agrawal et al. [1] presented a privacy preserv-
ing database architecture called Strawman which was based the access control
on the notion of purposes, and opened up database-level researchers of privacy
protection technologies. After that, purpose based access control introduced by
Byun et al. [6,7] and Yang et al. [21], fine grained access control introduced by
Agrawal et al. [2] and Rizvi et al. [15] are widely used access control models
for privacy protection. In IT system the proposed Enterprise Privacy Authoriza-
tion Language (EPAL) of IBM [10] is a language for writing enterprise privacy
policies to run data handling practices.

A lot of works [5,8,16,17,19] provide many valuable insights for designing a
fine-grained secure data model. In a multilevel relational database system, every
piece of information is classified into a security level, and every user is assigned
a security clearance [7]. LeFevre et al. [12] proposed an approach to enforcing
privacy policy in database setting. This work focus on ensuring limited data
disclosure, based on the premise that data providers have control over who is
allowed to see their personal data and for what purpose. Peng et al. [22] proposed
an approach for privacy protection based on RBAC. The key feature of their
approach is dynamic and they proposed Dynamic purpose-based access control.
This method however works based on subject attribute and system attribute
but does not guarantee to extract more information. Byun et al. [7] present a
comprehensive approach for privacy preserving access control model. In their
access control model multiple purposes to be associated with each data elements
and also support explicit prohibitions. Massacci et al. [14] also mention that
most privacy-aware technologies use purpose as a central concept around which
privacy protection is built.

All of these works proposed different approaches to protect the privacy of
individuals through different models without being considering to extract more
information. Our aim is to preserve privacy of individuals as well as extracting
more information. With this aim, this paper investigated RBAC to extend our
previous work on CPBAC [11]. It has improved in four different ways. First, we
introduce conditional purpose in the intended purpose in addition to explicit
prohibitions that make data providers more flexible to give information. Second,
the enterprise can publish an ideal privacy policy to manage data in a sensitive,
effective and trustworthy way. Third, it reduces the information loss as it shows
that we can extract more information from data providers and fourth it can
easily be implemented in RBAC, where a RBAC model has made a significant
impact on many access control systems.
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3 Purpose, Access Purpose and Intended Purpose

Data is collected for certain purpose. Each data access also serves a certain
purpose. Thus a privacy policy should concern which data object is used for
which purposes.

Purpose
Purpose is the most important thing to researchers as it directly shows how ac-
cess to data elements has to be controlled. P3P defines purpose as “the reason(s)
for data collection and use” and specifies a set of purposes [20]. In commercial
surroundings purposes normally have a hierarchical associations among them;
i.e., generalization and specialization relationships. We borrow the purpose def-
inition from [7].

General-Purpose

Admin Purchage Shipping Marketing

Profiling Analysis Direct Third-Party

D-Email D-Phone T-Email T-Postal

Special-Offers Service-Updates

Fig. 1. Purpose Tree

Definition 1 (Purpose and Purpose Tree): A purpose describes the intentions for
data collection and data access. A set of purposes, denoted as ω, is organized in
a tree structure, referred to as Purpose Tree and denoted as Ω, where each node
represents a purpose in ω and each edge represents a hierarchical relation between
two purposes. Figure 1 is an example of purpose tree. Purposes, depending on
their association with objects and subjects, may be called intended purposes or
access purposes respectively.

Definition 2 (Access Purpose): An access purpose is intensions for accessing data
objects, and it must be determined by system when data access is requested. So
access purpose specifies the purpose for which a given data element is accessed.

Definition 3 (Intended Purpose): An intended purpose is the specified usages
for which data objects are collected. That is, purpose associated with data and
thus regulating data accesses as intended purpose. According to our approach
an intended purpose consists of the following three components.

Allowable Intended Purpose (AIP): This means that data providers explicitly al-
low accessing the data for a particular purpose. For example data providers may
consider that his/her information can be used for marketing purpose without
any further restrictions.

Conditional Intended Purpose (CIP): This means that data providers allow ac-
cessing the data for a particular purpose with some conditions. For example
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data providers may consider that his/her income information can be used for
marketing purpose through generalization.

Prohibited Intended Purpose (PIP): This means that data providers strictly dis-
allow accessing the data for a particular purpose. For example data providers
may consider that his/her income information cannot be used for marketing pur-
pose. In that case data provider’s income attribute is strictly prohibited to use
for marketing purpose. Notice that each data element is stored in three different
purposes each of which corresponds to a particular intended purposes.

So an intended purpose IP is a tuple 〈AIP, CIP, PIP 〉, where AIP ⊆ ω,
CIP⊆ ω and PIP⊆ ω are three sets of purposes. The set of purposes implied
by IP, denoted by IP� and the set of conditional purposes, denoted by IP�

c are
defined to be AIP↓-CIP�-PIP� and CIP↓ -PIP� respectively, where

R↓, is the set of all nodes that are descendants of nodes in R, including nodes
in R themselves,

R↑, is the set of all nodes that are ancestors of nodes in R, including nodes in
R themselves, and

R�, is the set of all nodes that are either ancestors or descendants of nodes in
R, that is, R�=R↑ ∪ R↓.

Definition 4 (Full Access Purpose Compliance): Let Ω be a purpose tree. Let
IP= 〈AIP, CIP, PIP 〉 and AP be an intended purpose and an access purpose
defined over Ω, respectively. AP is said to be compliant with IP according to Ω,
denoted as AP⇐ΩIP, if and only if AP∈ IP�.

Definition 5 (Conditional Access Purpose Compliance): Let Ω be a purpose
tree. Let IP= 〈AIP, CIP, PIP 〉 and AP be an intended purpose and an access
purpose defined over Ω, respectively. AP is said to be conditionally compliant
with IP according to Ω, denoted as APc⇐ΩIP, if and only if AP∈ IP�

c .

Example 1 : Suppose IP= 〈{Admin, Direct}, {Third-party}, {D-mail}〉, then IP�

= {Admin, Profiling, Analysis, D-Phone} and IP�
c = {Third-party, T-Email, T-

Postal}, where subscript c indicates that customers information can be used for
the purpose with some conditions.

4 Conditional Purpose-Based Access Control (CPBAC)

In the CPBAC model data providers are asked three possible options for usage of
each data item. Permissible usage means data providers allow to use of their data,
prohibited means data providers don’t allow to use their data and conditional
permissible usages means data providers conditionally allow to use of their data
item. Consider Table 1 that describes the intended purpose, types of data and
possible data usages. For example, a data provider may select his/her name is
permissible for Admin purpose, address is not permissible for Shipping purpose
but income information is conditionally permissible for Marketing purpose.
That is, data provider does not have any privacy concern over the name when
it is used for the purpose of administration, great concern about privacy of
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Table 1. Intended purpose, data type and data usage type

Term Description Example

Intended Purpose Intended usage of data specified by data provider AIP, CIP, PIP

Data item Types of data being collected (i.e. attributes) Name, Age, Income

Data usage Type Types of potential data usage (i.e. purpose) Marketing, Admin

Table 2. Conditional records and intended purposes

name age address income

AIP Alice 35 21, West St., TBA, QLD 4350 35000

CIP A 30-40 West St., TBA, QLD 4350 30000-40000

PIP � � � �
� means data providers are reluctant of any usage of their

data items.

the address information (and so does not want to disclose address) when it is
used for the purpose of shipping, but his/her income information can be used for
marketing purpose with some conditions. Here the term “conditions” means that
data providers ready to release his/her certain information for certain purpose
by removing his/her name or id or through generalization. This information
is then stored in the database along with the collected data, and access to the
data is tightly governed according to the data provider’s requirements. For using
the term condition data providers feel more comfortable to release their data.
Table 2 shows conditional records and intended purposes of a data provider Alice.
The design of intended purposes supports permissive, conditions and prohibitive
privacy policies. This construction allows more squash and flexible policies in
our model. Moreover, by using CIP and PIP, we can assure that data access
for particular purposes are allowed with some conditions or never allowed. Note
that an access decision is made based on the relationship between the access
purpose and the intended purpose of the data. Access is allowed only if the
access purpose is included in the implementation of the intended purpose; in
that case the access purpose is compliant with the intended purpose. The access
is accepted with conditions if the implementation of intended purpose includes
the access purpose with conditions; in this case we say that access purpose
is conditionally complaint with intended purpose. The access is denied if the
implementation of the intended purpose does not include the access purpose, in
this case access purpose is not complaint with the intended purpose.

4.1 Role-Involved CPBAC (RCPBAC)

RBAC model is a landmark in the field of access control models and become a
NIST standard [18]. The key concept of RBAC model is role which represents
certain job function or job title within the organization. The permission of per-
forming certain operations on certain data is assigned to roles instead of to single
users. Users are thus simply authorized to play the appropriate roles, thereby
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acquiring the roles authorizations. When the user makes a request, the system
activates specific roles predefined for him/her. Thus he/she gains the permis-
sion of operating directly or indirectly from roles, which considerably simplifies
the authorization management. Because roles represent organizational functions,
an RBAC model can directly support security policies of the organization. In
the recent development of privacy preserving data mining environment many
researchers have been confessed the importance of purpose, but in the RBAC
model purpose is not yet fully investigated. Based on RBAC, CPBAC model
extends mainly in the following aspects.

– The access permission is no longer a 2-tuple 〈Object, Operation〉, but a 3-
tuple 〈Object, Operation, AccessPurpose〉 which is called the access purpose
permission.

– The access purpose permission is assigned to roles and after the purpose
compliance process, only the objects which are purpose compliant or condi-
tionally compliant can be returned to the users.

Role

R
Purpose

Object IP
IPL

APPA

Operation

User
UA

Fig. 2. RCPBAC Model

In RCPBAC model, the entity User is defined as a human being, a machine, a
process, or an intelligent autonomous agent, etc. The entity Role represents the
working function or working title assigned within the organization according to
different authorities and obligations. Roles are created for the various job func-
tions in an organization and users are assigned roles based on their authority
and qualifications. Users can be easily reassigned from one role to another. Roles
can be granted new permissions as new applications and systems are incorpo-
rated and permission can be revoked from roles as needed. The entity Object
stands for the data which the user requests and can be abstracted as data set.
The entity operation signifies certain action that the user wants to perform on
the object. The entity Purpose represents all the possible access purposes in
the system and IP signifies the intended purposes with three levels (AIP, CIP,
PIP) attached with each data object. Permission is an approval of a particular
operation to be performed on one or more objects. The RCPBAC model is il-
lustrated in Figure 2. The formalized definition of RCPBAC model is shown as
follows:
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Definition 6 (RCPBAC model):

– User, Role, Operation, Object, Purpose represent the set of users, roles, op-
erations, objects and purposes.

– IP={〈aip, cip, pip〉|aip ⊆ ω, cip ⊆ ω, pip ⊆ ω} is the set of object’s intended
purposes, where aip signifies the object’s permitted intended purpose, cip is
the conditionally permitted intended purpose and pip represents the object’s
forbidden intended purposes [11].

– R={r|r ∈ Role} is the set of roles.
– APP={〈o, opt, ap〉|o ∈ Object, opt ∈ Operation, ap ∈ Purpose} is the set of

access purpose permissions.
– IPL={〈o, ip〉|o ∈ Object, ip ∈ IP} represents the set of data objects and

their predefined intended purpose.
– RH ⊆ Role×Role is a partial order on roles, called the inheritance relation-

ship among roles. We also define a partial order ≥ which is the transitive
closure of RH. For example, r1 ≤ r2 means r1 inherits all permissions of
r2. Figure 3 is an example of role hierarchies of Marketing department for a
hypothetical company.

– PT ⊆ Purpose × Purpose is a partial order on purposes (generalization/
specialization) shown in the purpose tree. Figure 1 is an example of purpose
tree.

– User Assignment UA ⊆ User × Role is a many-to-many mapping relation
between users and their assigned roles.

– Access Purpose Permission Assignment APPA ⊆ Role × APP is a many-
to-many mapping relation between roles and access purpose permissions. It
signifies the action that certain role performs on certain object on certain
access purpose.

– Purpose Compliance PC ⊆ APP �� IPL ia a one-to-one relation between
each access purpose permission and data object as well as its predefined
intended purposes.

Director

E-Marketing Tele-Marketing

E-Analysts Writers T-Analysts Operators

Fig. 3. Example of Role Hierarchies

Now we are at the stage to provide function definitions to facilitate the discussion
of RCPBAC model.

– assigned−role : User → 2Role, the mapping of a user u onto a set of roles.
Formally,
assigned−role(u) = {r ∈ Role|〈u, r〉 ∈ UA}
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– assigned−access−purpose−permission : Role → 2APP , the mapping of a
role r onto access purpose permissions. Formally,
assigned−access−purpose−permission(r)={app∈APP |〈app, r〉 ∈ APPA}

– Purpose−binding : Object → IP , the mapping of a data object o onto
intended purposes ip with three levels, which means finding the bound in-
tended purposes of the object.

– Purpose−compliance : AP × IP → {True, Conditionally T rue, False},
is used to determine the compliance between the access purpose and the
object’s intended purposes [11]. Formally,
Purpose−compliance(ap, ip)=True iff ap ∈ IP �,
Purpose−compliance(ap, ip)=Conditionally True iff ap ∈ IP �

c .

In RCPBAC model, the users are required to explicitly state their access pur-
pose(s) when they try to access data. That is, the users present an access pur-
pose for each query they issue. During the access decision process, the system
combines the requested data with its intended purposes according to privacy
metadata and sends the data whose intended purposes are fully compliant or
conditionally compliant with the access purpose to the requester. As the model
respects customers requirement regarding their data usages and also support
RBAC, it prevents private information from disclosure.

4.2 Authorization and Authentication

Access purpose is the reason for accessing a data item and it must be determined
by the system when a data access is requested. There are different possible
methods for determining the access purpose [7]. Among the various possible
techniques to determine access purpose, in this paper we utilize the method
where the users are required to explicitly state their access purposes when they
try to access data. In the RCPBAC model, access purposes are authorized to
users through roles. Users are required to state their access purposes along with
their queries and the system confirms the stated access purposes by ensuring
that the users are indeed allowed to access data for the particular purposes.
Now we formally define access purpose authorization and its authentication.

Definition 7 (Access Purpose Authorization): Let Ω be a purpose tree and ω be
the set of purposes in Ω. Also let R be the set of roles defined in a system. An
access purpose is authorized to a specific set of users by a pair 〈ap, r〉, where ap
is a access purpose in ω and r is a role defined over R.

Usually in the typical situation, roles and access purpose are organized in a
hierarchical structure. All users authorized for a role ri are also authorized for
any role rj where ri ≥ rj . Thus, activating a role ri automatically activates all
roles rj , such that ri ≥ rj . Similarly, authorizing an access purpose ap for a role
ri implies that the users belonging to ri (or the users belonging to rj , where
ri ≥ rj) are authorized to access data with ap as well as all the descendants
of ap in the purpose tree. The access purpose authentication definition below
confines the implications of access purpose authorizations.
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Definition 8 (Access Purpose Authentication): Let Ω be a purpose tree, ω be
the set of purposes in Ω and R be the set of roles defined in a system. Suppose
that an access purpose ap and a role ri activated by a user u. We say that ap is
legitimate for u under ri if there exists an access purpose authorization 〈apl, ri〉,
where apl in ω and ri is a role defined over R such that ap ∈ Descendants (apl)
and the users belongs to role ri (or any descendants role of ri.)

Consider the purpose tree in Figure 1 and the role hierarchies of Marketing
department for a hypothetical company in Figure 3. Suppose that access purpose
“Service-Updates” are assigned to the “E-Marketing” role. Then the users who
activate the role “E-Marketing” (or the two descendants role) can access data
for the purpose of “Service-Updates”.

Table 3. Intended purposes table

Sl−No. Table−ID Table−Name Cus−ID Attr−Name Intended−Purpose

1 1 Customer−info 22 Customer−Name 〈{General}, {Admin},
{Shipping}〉

2 1 Customer−info 25 Income 〈{Marketing}, {Admin},
{Shipping}〉

3 1 Customer−info 52 Address 〈{Shipping}, {Admin},
{Marketing}〉

By access purpose authorization and authentication, users get access purpose
permission from access control engine. Now it is necessary to check whether
users access purpose is fully or conditionally compliant with data’s intended
purpose for access decision. In the following Section we discuss the compliance
computation for access decision.

5 Access Decision

In our model customers are given three more possible options of using their data.
These make them comfortable to release their data fully or conditionally and the
private information will be protected. After data are collected, intended purposes
with three different levels will be associated with data. As intended purpose is
assigned to every data element, an intended purposes table (IPT) is formed. Con-
sider a typical IPT table in Table 3 which consists of six columns, where Sl−No is
the serial number, Table−ID is the identification of the original table, Cus−ID is
the hidden attribute which is added when tables are created, Table−Name is the
name of the table in the database and Attr−Name is the attribute name in the ta-
ble. Thus the storage of intended purposes and data are separated. Data providers
(customers) are able to control the release of their data by adding privacy levels
into the IPT which will not affect data in the database. After authorizing access
purpose, users get access purpose permission from access control engine. The ac-
cess control engine needs a match process to finish the compliance computation
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Table 4. Compliance computation and access decision algorithm

Comp−Check1 (ap, 〈AIP,PIP 〉)
/� This function is required for access decision �/

1. if ap ∈ PIP � then

2. return False;

3. else if ap ∈ AIP ↓ then

4. return True;

5. end if

Comp−Check2 (ap, 〈CIP, PIP 〉)
1. if ap ∈ PIP � then

2. return False;

3. else if ap ∈ CIP ↓ then

4. return True;

5. end if

Access Decision (ap, Object O)

/� IPT means intended purpose table �/
1. For each tuple of IPT where Sl−No.= i(i = 1 to n)

2. c−id=
∏

Cus−ID (σSl−No.=i(IPT))

3. attr=
∏

Attr−Name (σSl−No.=i(IPT))

4. if O=
∏

Table−Name(σSl−No.=i (IPT)),

attr ∈ {A|A is one of O’s attributes}
and c−id∈∏

O.Cus−ID (O)

5. ip=
∏

Intended−Purpose(σSl−No.=i(IPT))

6. if (Comp−Check1 (ap, 〈AIP,PIP 〉)= False)

7. O← ∏
attr1,attr2,...,attrn=null

(σO.Cus−ID=c−id(O))

8. else if Comp−Check2 (ap, 〈CIP, PIP 〉)= False

9. O← ∏
attr1,attr2,...,attrn=null

(σO.Cus−ID=c−id(O))

10. return O

fully or conditionally between access purposes and intended purposes. If the re-
quester’s access purpose is fully compliant with the intended purposes of requested
data, the engine will release full data to the requester. On the other hand, if the ac-
cess purpose is conditionally compliant, the engine will release conditional data to
the requester, otherwise returned data will be null. Thus in this model the search
engine needs to evaluate two compliance checks, the first one is for fully compliance
and the second one is for conditionally compliance. The compliance computation
and the access decision algorithm of the model is illustrated in Table 4. Method
Comp−Check returns the result of the purpose compliance check (fully or condi-
tionally) for the given intended purpose with three levels as described in Section 4.
Method Access Decision is based on the Comp−Check and the Intended−Purpose
of a particular attribute in the IPT table.
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6 Conclusion

Purposes play a significant role in the field of database management system
privacy preserving techniques. In this paper we presented a CPBAC and injected
it with RBAC which we referred to RCPBAC model that enables enterprise
to operate as a reliable keeper of their customers data. The basic concepts of
the proposed model is discussed and it has shown the possibility to extract
more information from customers by providing a secure privacy policy. We also
analyzed an algorithm to achieve the compliance check between access purpose
and intended purposes. The effect of the proposed access control can be useful
for internal access control within an organization as well as information sharing
between organizations as many systems are already using RBAC mechanisms for
the management of access permission. This technique can be used by enterprises
to enforce the privacy promises they make and to enable their customers to
maintain control over their data.
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GISP Preface

The process-based view is now an established paradigm for the design of orga-
nizations and their supportive systems. Business process management (BPM) is
the discipline that comprises the set of methodologies, tools and techniques which
facilitate the enterprise-wide establishment of process capabilities and project-
specific process lifecycle management support. Over the last decade, the field of
BPM has matured substantially in terms of its practical uptake and impact as
well as in terms of the corresponding academic body of knowledge. The Infor-
mation Systems discipline has become a main intellectual home for BPM-related
research and BPM as a topic has inspired fruitful new research directions.

However, an increasingly globalized world leads to new demands, and the
domain of BPM is no exception. The design of processes needs to be tailored to
the regional circumstances, while headquarters of multi-national organizations
are aiming towards global process standards.

The First Conference on Global Information Systems Processes was dedicated
to the development of a better understanding of the differences in which orga-
nizations adopt the process-centered approach. This covers both the detailed
analysis of the adoption in a specific region with an individual cultural and
legislative setting as well as the rollout of business processes in multinational
corporations.

Jointly organized with the E-Government and E-Services Conference, GISP
2010 attracted 13 submissions that were all reviewed by 2-3 carefully selected
expert reviewers. As part of a competitive process, we selected six papers (46%
acceptance rate) for inclusion in the inaugural GISP program. These papers
cover both of the facets of global process design. First, we have four papers
covering global case studies on process design issues. These cases cover the con-
textual settings of Singapore, Kuwait, Finland and South Africa. Second, two
papers deal with the challenge of globalized process design, i.e., the demands
of large-scale process models as they emerge in global projects and an inves-
tigation of a process design project covering two continents. A panel discus-
sion on “Process Design in an Increasingly Globalized Society” completed the
program.

We are grateful to all authors of submitted papers. The quality of the sub-
missions in such a young field was high, making the paper selection a difficult
task. We are grateful to the careful revisions that were conducted by the authors
of successful papers. In particular, we would like to thank all of our reviewers.
Their critical feedback and constructive inspirations were a key success factor
for this conference.
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The challenges of process design in a globalized world will remain of high
significance in the coming years. We hope that the contents presented and dis-
cussed at this conference will provide guidance for practitioners and academics
involved in this field.

September 2010 Jan Pries-Heje
Michael Rosemann
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Abstract. Information Technology (IT) enabled transformation in an organiza-
tion enhances the business value by improving its performance. Though a lot 
has been documented on this topic, a review of information systems literature 
reveal that the research on how e-government enabled transformation affects 
firm performance remains under-examined. With this motivation, this piece of 
research aims to focus on the mechanisms through which e-government enabled 
service transformation improves the performance of an organization. Analyzing 
the case study of e-government implementation experience of Ministry of De-
fense (MINDEF), Singapore in the light of Resource Based View (RBV) and 
Dynamic Capabilities perspective, we build a process model of customer-
centric e-government enabled service transformation showing how MINDEF 
enhanced its performance. With its findings, this study contributes to the theo-
retical discourse on firm performance and provides implications to the practice 
for enhancing firm performance. 

Keywords: E-government, Resources, Capabilities, Core competencies, Firm 
Performance, Case study. 

1   Introduction 

Rapid advances in IT and advent of Internet have not only changed the way the pri-
vate sectors work but also the public sectors. This is due to increased exposure to the 
offerings of Internet which has redefined the expectations of citizens on their gov-
ernment and its services by demanding faster and more efficient services [33]. Think-
ing customer-centric and attracted by potential benefits such as cost savings and better 
governance, bureaucratic government organizations are now transforming to anticipa-
tive and responsive government organizations [36]. This is brought about by adopting 
IT and making the best use of new and emerging technologies which in turn is termed 
as ‘Electronic Government’ or ‘E-Government’.  

Although governments have been actively engaging in efforts to digitalize the pub-
lic sector [17], they face great challenges in reinventing such vast enterprises and 
resources [33]. Difficulties involved in digitalizing the public sector are reflected by 
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the contrast between the number of e-government projects being initiated and the 
number of e-government projects that have progressed beyond creating a web pres-
ence [33]. Despite these initiatives and emerging programs on e-government through-
out the world in all levels of government, there has been a lack of academic literature 
on understanding the process of e-government enabled service transformation and the 
mechanisms through which it affects firm performance. 

With this knowledge gap, our work is aimed at studying the process of customer-
centric e-government enabled service transformation. In specific, the research ques-
tion we strive to address is, ‘How does customer-centric e-government development 
enhance the firm performance?’ We answer this question by analyzing a case study of 
e-government implementation experience of MINDEF in the light of RBV and Dy-
namic Capabilities perspective.  

In the remainder of the paper, we first review the existing perspectives of e-
government, then present the arguments on RBV and Dynamic Capabilities, report the 
methodology adopted for studying the above research question, describe and analyze 
the MINDEF case, and discuss our findings. We conclude by highlighting the short-
comings of our research and the implications of our study for theory and practice. 

2   Theoretical Background 

The term ‘E-Government’ has wide ranging interpretations. Organisation for Eco-
nomic Co-operation and Development (OECD) defines E-Government as, “the use of 
information and communication technologies and particularly Internet as a tool to 
achieve better government”. E-government discipline has received attention among 
researchers for more than a decade and is significantly increasing [36]. Though re-
searchers have focussed on various dimensions of e-government like maturity [34], 
transformation management [36], evolution and success [17], stakeholders’ interest 
[37] and customer relationship management [26], there are several dimensions that 
remains uncovered [30]. One such dimension is the relationship between ‘IT-enabled 
transformation’ and ‘firm performance’. Though this term is overused in e-commerce 
and private sector research [30], it has received less attention in public-sector re-
search. One key reason is because of the general misconception that the public sectors 
are rigid and risk-averse establishments [37].   

Like e-government, the term ‘Firm Performance’ also has different interpreta-
tions. Literature on organizational effectiveness indicates that the definition of firm 
performance varies depending on how firms are viewed [4]. It has been argued that 
there are at least three main perspectives on firm performance [35]. First, if firms are 
viewed as rational and goal-seeking entities, successful goal accomplishment would 
be an appropriate measure of performance. Second, if firms are viewed as coalitions 
of power constituencies, degree of satisfaction of employees and/or customers would 
be an appropriate measure of performance. And third, if firms are viewed as entities 
involved in a bargaining relationship with their surroundings, firm’s ability to garner 
scarce resources and productivity would be the appropriate measures of effective 
performance. Though MINDEF as an organization could be viewed from all three 
perspectives, our interest, however is to look at the service transformation from the 
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view point of customer. Accordingly, we choose two measures of firm performance: 
‘Customer Satisfaction’ and ‘Service Delivery’.  

To study the relationship between IT-enabled transformation and firm perform-
ance, we use two complementary perspectives as our theoretical lens: (1) RBV and 
(2) Dynamic Capabilities. ‘RBV of a firm’ is an influential framework within the 
field of strategic management describing how sustainable competitive advantage can 
be developed [2, 40]. RBV positions a firm as a bundle of heterogeneous and imper-
fectly mobile resources which are valuable, rare, inimitable, durable, transparent, 
transferable and replicable and delivers value to the company [2, 14, 27]. Penrose [27] 
indicates that it is not the resources themselves that deliver value, but it is the core 
competencies (i.e., services rendered by resources) which organizes the resources to 
generate or deliver value. Core competencies are collective learning in an organiza-
tion that coordinate diverse production skills and integrate multiple streams of tech-
nologies [29]. Though RBV is comprehensive [2], it has been criticized to be vague 
and tautological [12], observed to be lacking of empirical grounding and being more 
suited for only relatively stable environments [20]. This implies that it cannot be used 
to explain sustained competitive advantage in situations of rapid and unpredictable 
changes [12, 38].  

To overcome the shortcoming of RBV in addressing why firms have competitive 
advantage in situations of rapid and unpredictable market change or dynamic markets, 
‘Dynamic Capabilities’ perspective was developed and characterized as an organiza-
tion’s processes that integrate, reconfigure, gain and release resources to match and 
even create market change [12]. That is, dynamic capability is a company’s ability to 
integrate, build and reconfigure internal and external competencies to address rapidly 
changing environments [38]. These capabilities act as an innovative basis for com-
petitive advantage in terms of path dependencies and market positions and act as 
mediators determining a firm’s market position and overall performance [20].  

In summary, we use both these complementary perspectives as our theoretical lens 
to study the mechanisms underlying e-government enabled system transformation and 
firm performance enhancement.  

3   Research Methodology 

Case research methodology was adopted for this study as our research question is a 
“how” question [39] that delves into the process of customer-centric e-government 
service transformation and the underlying mechanisms through which it enhances 
firm performance. Based on our research question, we selected MINDEF to study the 
phenomenon, as it has effectively implemented e-government system for performance 
gains. Research access was negotiated and granted in July 2008 and a total of 17 in-
terviews were conducted. All the interviews were transcribed for data analysis and 
lasted an hour on the average. Secondary data from newspaper articles, company 
brochures, internal publications, the corporate website and notes from direct observa-
tion were also used to corroborate the data obtained. We followed a three-step proce-
dure for analyzing our case data [22]. First, we did ‘data reduction’ which helped us 
to sharpen, sort, focus, discard and organize the data in a way that allowed for ‘final’ 
conclusions to be drawn and verified. We used several means such as selection,  
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summary and paraphrasing. After the data reduction step, we ‘displayed the data’ by 
organizing the reduced data in a compressed way so that the conclusions could be 
easily drawn. Finally, we ‘drew conclusions and verified them’ by noting regularities, 
patterns (differences/ similarities), explanations, possible configurations, causal flows 
and propositions. 

4   Case Description 

MINDEF, established in 1966 is responsible for the recruitment, training and adminis-
trative needs of the National Servicemen (NSmen) of Singapore. The ministry is 
tasked with overseeing the defense, manpower and technological capabilities of the 
Singapore. More than 40 years on, there are currently more than 300,000 NSmen in 
active service, forming the backbone of the national defense. As a serviceman transi-
tions through his NS lifecycle, taking on several roles, he will require the administra-
tive services provided by various agencies of MINDEF. Yet, with hundreds of  
different transactions provided by over 60 different agencies available, coordinating 
the administrative processes that underlie the needs of the servicemen was complex, 
paperwork-intensive and tedious. MINDEF slowly realized the needs for implement-
ing e-government and started taking initiatives to move from an ordinary government 
to a ‘Customer-centric E-Government’. Following paragraphs summarizes phase wise 
case details.   

Phase 1: Service Delivery via Traditional Counter and Queue System (Before 
1999). MINDEF’s transactions were characterized by repetitive, manual work proc-
esses and each agency is responsible for their own administrative procedures. The 
operations were tedious, error-prone, labour-intensive and manual because of minimal 
integration and data sharing between the different entities. These resulted in a deep-
seated inefficiency within the organization which was overcome by ample resources 
of MINDEF. 

Phase 2: Defense Town I and II (April 1999-April 2001). First corporate website 
was launched in June 1996 and consisted only of static informational pages organized 
along departmental lines. Within a year, electronic transactions (inadequate, uncoor-
dinated and decentralized) were made available. 18 different online transactions 
housed in different websites and more than 13 telephone hotlines were available 
which was difficult for servicemen to obtain the services they require. By the end of 
the Defence Town phase I, detailed information about the services and all 18 elec-
tronic transactions were made available on Defense Town. Backend processing of the 
submitted electronic forms remained a laborious, manual process and integration and 
data sharing problems remained unresolved. To look into the problem, a study team 
(comprising several members from different departments of MINDEF) was estab-
lished to review the existing business processes. An extensive Business Process Im-
provement (BPI) Study was sought to streamline the operations and business process 
of MINDEF.  

Phase II of the Defense Town project was launched in September 1999 with an aim to 
fully integrate online service center. Electronic transactions were integrated with 
relevant backend databases of MINDEF. Through this integration, manual, backend 
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processing is no longer required after an electronic form has been submitted. In addi-
tion, benefits include: (1) Marked improvements in service cycle time, (2) reduction 
in the generation and mailing of paperwork, (3) diversion of labour resources to more 
meaningful job functions, (4) error reduction through the incorporation of computa-
tion and business rule checks into the system, and (5) marked increase in convenience 
for users. 

Phase 3: MIW Portal Implementation (April 2001-April 2006). Defense Town pro-
ject lacked strategic coherence and was curtailed by a low rate of adoption. A com-
mittee was established for the purpose of examining the organizational implications of 
the technology-induced upheaval in the external environment. Top management real-
ized that Internet was a promising solution to the chronic inefficiency and bureau-
cratic mindset and MINDEF.com initiative was eventually launched. A closed tender 
was called and management of MINDEF eventually decided to award the contract to 
Green Dot Internet Services (GDIS). 

Phase 3a: Ensuring Information and Basic Services Availability (Apr 2001-Oct 
2001). MIW portal was eventually built from scratch within eight months and focus 
was to make all related information and existing e-services available. Initial phase 
was characterized by a tentative, trial-and-error approach to systems development due 
to the relative inexperience. Communication and coordination problems also existed. 
In addition to the technical challenges, there was also a sense of apprehension among 
internal MINDEF departments and agencies. A steering committe was formed to 
overcome the resistance of internal stakeholders. The initial MIW portal was not well 
received due to poor navigability, lack of aesthetic appeal and poor content organiza-
tion of the website. A decision was made to revamp the portal just 6 months after its 
initial launch. 

Phase 3b: Improving the Quality of Services (Nov 2001-Apr 2004). A series of us-
ability studies were conducted and user interface was revamped to improve the usabil-
ity, utility and attractiveness. Contents of the portal were reorganized and accessibility 
of the services was enhanced. Usage of new platforms like WAP, SMS, etc resulted in 
a greater flexibility and continuous stream of new applications and e-services were 
introduced. Internal stakeholders at MINDEF were often apprehensive about experi-
menting new technologies. To overcome this, the management of MINDEF was 
highly supportive, encouraging and tolerant of failure. As a result, the portal was well 
received by the customers with approximately 300,000 transactions per month. 

Phase 3c: Providing a Positive National Service Experience (May 2004-Apr 2006). 
The “stickiness” of MIW portal was increased through a comprehensive rebranding 
initiative. A comprehensive change management exercise was conducted to overcome 
the data sharing, coordination and collaboration challenges. Toward the attainment of 
this strategic objective, a number of new features (e.g., My MIW, MIW Shopzone and 
MIW Game Center) were implemented on the MIW portal. In addition, MINDEF 
sought to foster the creation and maintenance of social relationships between ser-
vicemen through the cultivation of virtual communities hosted on the MIW portal. As 
a result, volume of transactions handled by the MIW portal doubled to an average of 
more than 600,000 a month. 
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Phase 4: NS Portal Implementation (May 2006-Present). MINDEF needed to col-
laborate with Ministry of Home Affairs (MHA) to ensure the security and the defense 
of the country. A joint decision was made to collaborate on the development of an 
integrated portal. Decision was made to not pursue the contractual option of continu-
ing with GDIS for the next five years and call for an open tender. MINDEF used 
‘Analytic Hierarchy Process’ to form an objective judgment. The contract was even-
tually awarded to the vendor (NCS) with the highest cost benefit ratio.  

Phase 4a: The Challenges of Migration (May 2006-Apr2007). The first stage of 
migration involved the migration of static and non-transactional websites and the 
second stage involved the migration of the main Internet portal. Issue of brand confu-
sion and inexperience of NCS in running a full-fledged e-government portal were two 
main challenges. A third related challenge concerned the inevitable, “starting over” of 
the cultivation of virtual communities. MINDEF invested extensive resources and 
efforts in trying to overcome these challenges. The URL for the new portal 
(http://www.ns.sg) was carefully formulated to be easier to remember and more rele-
vant to NS as compared to the old URL. Customer satisfaction with the new NS portal 
tumbled to 88.12%. Yet, within a year, NCS was able to restore operational excel-
lence by reinstating and improving on most of the features of the previous portal. 

Phase 4b: Promoting NS Commitment (Apr 2007-Present).With the teething issues of 
portal migration resolved, NCS was ready to bring the quality of the public services of 
both MINDEF and MHA to the next level. Accordingly, the focus of e-government 
development had shifted beyond providing a positive NS experience to the overarching 
strategic vision of promoting NS commitment among Singapore’s NS community. To 
this end, NCS designed and deployed a number of new features on the NS portal in 
accordance with a two-pronged strategy. First, NCS is seeking to enhance the relation-
ship and community building capabilities of the NS portal further by developing  
website features that facilitate the creation of social bonds and a sense of belonging. 
Second, NCS is looking to enhance the variety and richness of the applications on the 
mobile channel through the launch of the Mobile eServices Hub (MeSH); a sophisti-
cated bundle of mobile applications consisting of a comprehensive suite of mobile  
e-services, a messaging system, lifestyle content and location-based services. 

5   Case Analysis and Discussion 

As e-government success is necessarily defined by the end-user satisfaction [36], our 
knowledge on how e-government implementation success can be achieved is contin-
gent on understanding the inherent process through which e-government development 
enhances the services of a public organization. Toward this end, a model of this un-
derlying process; which we term ‘Customer-centric E-government Enabled Service 
Transformation’, is constructed based on empirical evidences from the MINDEF case 
study (see Figure 1). Through this process model we gain insights into: (1) the re-
sources necessary for successful e-government implementation, (2) the organizational 
capabilities and the organizational core competencies that are developed or enhanced 
through the e-government implementation, and (3) how these resources, capabilities, 
and core competencies enhance the organizational performance.  
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Fig. 1. Process Model of Customer-centric E-government Enabled Service Transformation 

5.1   Customer Satisfaction for Continuous Innovation and Service Excellence 

Before we proceed to know the importance of resources-capabilities-core competencies 
in the process of customer-centric e-government enabled service transformation, it is 
necessary to know what a customer-centric e-government is and how it is different from 
an organization-centric e-government. An organization-centric e-government is devel-
oped giving less or no importance to the customer’s needs and feedbacks. This is called 
as treating the ‘customers as outsiders’ and ‘customers as clients’ during the service 
transformation [36]. As a result, his satisfaction level with the services provided by the 
e-government is either negligible or low and no value or only an internally-focused 
operational value is created [36]. On the other hand, a customer-centric e-government is 
developed by involving the customers in each and every phase of e-government devel-
opment. This is called as treating the ‘customers as valued customers’, ‘customers as 
strategic partners’, and ‘customers as strategic value networks’ during the service 
transformation [36]. As a result, the satisfaction level with the services provided by the 
e-government is high or sustained or complete (total) respectively and the value created 
is either operational or strategic or multi-directional strategic [36].  

MINDEF initially treated its ‘customer as outsiders’. Proceeding through the proc-
ess of service transformation, MINDEF realized the importance of engaging the end-
user in the e-government development and gradually started treating its customers as 
clients, valued customers, strategic partners, and finally as strategic value networks. 
During the phase 1 and phase 2 of service transformation, MINDEF treated its cus-
tomer as ‘outsiders’. As a result, the customer satisfaction was low. During the first, 
second and third phase of MIW portal implementation (phase 3a, 3b and 3c), MIN-
DEF treated its customers as ‘clients’, ‘valued customers’, and ‘strategic partners’ 
respectively. Accordingly, the customer satisfaction was increased, high and sus-
tained. During the final phase of service transformation (phase 4a and phase 4b), 
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MINDEF treated its customers as ‘strategic partners’ and ‘strategic value networks’ 
respectively. Accordingly, the customer satisfaction was sustained and complete (to-
tal). This facilitated continuous innovation and service excellence which in turn led to 
total customer satisfaction and multi-directional strategic value creation. Accordingly, 
we propose: 

 

Proposition P1: Involving customers during the process of service transformation 
and satisfying their needs and expectations are the necessary conditions for  
developing a successful customer-centric e-government. 

5.2   Resources Required for Customer-Centric E-Government Development 

A customer-centric e-government cannot happen accidently. Large number of re-
sources is required for developing it successfully. To achieve competitive advantage 
[2], the resources of the firm must be valuable (the resource can enable a firm to con-
ceive or implement strategies that improve its efficiency or effectiveness), rare (the 
resources should not be possessed by a large number of competing firms), imperfectly 
imitable (the resources should not be easily imitated due to unique historical condi-
tions, causally ambiguous, or social complex) and non-substitutable (the resource 
should not be easily replaced by other substitutes).  

In MINDEF’s case, six categories of resources were identified as valuable, rare, 
imperfectly imitable and non-substitutable for the developing a customer-centric e-
government successfully and improving the performance of the organization: (1) 
Human Resources, (2) Organizational Resources, (3) Informational Resources, (4) 
Financial Resources, (5) Legal Resources, and (6) Relational Resources. We catego-
rize personal networks, individuals’ experience and education/skill level of the indi-
viduals in MINDEF and other personal attributes as ‘Human Resources’. Culture, 
structure, routines, processes, and brand/reputation of MINDEF are classified as ‘Or-
ganizational Resources’. Information related to the customer, vendor (partner), and 
services are categorized as ‘Informational Resources’. The funds and financial in-
struments in developing the e-government are classified as ‘Financial Resources’. 
The assets like agreements, licenses and government regulations are categorized as 
‘Legal Resources’. Relationships inside the firm, relationships with the partner or-
ganization and agencies and relationships with the customer are categorized as the 
‘Relational Resources’.  

These six categories of resources facilitated the development of customer-centric e-
government thereby improving the firm performance [31]. These resources acted as 
triggers or drivers for developing a customer-centric e-government. With this, we 
posit that the above resources are necessary (1) to successfully build a customer-
centric or customer-focused e-government and (2) to enhance the performance of the 
organization. Accordingly, we propose:  

 

Proposition P2: Existence of human, organizational, informational, financial, 
legal and relational resources in an organization determines the development of 
successful customer-centric e-government and the enhancement of firm  
performance. 
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5.3   Capability Development/Enhancement 

Though resources can have direct effect on firm performance, several researchers 
argue that the effect of valuable resource may need other factors. While researchers 
on one hand argue that integration of different complementary resources can generate 
synergy that can lead to better performance [21, 41] others propose that the factors 
such as strategic fitness can enhance firm performance [6, 7, 25]. Among those possi-
ble factors, organizational capabilities are the most liked mediators in existing litera-
ture [1, 5, 6, 16, 30, 32]. The rationale is that valuable resources can provide or  
enhance capabilities to deal with customers’ needs and expectations.  

In MINDEF, the above six categories of resources facilitated the development and 
enhancement of capabilities which paved the way for firm’s performance enhance-
ment. Top management and project team developed these capabilities based on several 
initiatives. We use Montealegre’s process model of capability development [23] to 
explain the key initiatives taken by MINDEF to develop and enhance the capabilities.  

Global Benchmarking and Training. Benchmarking was used to evaluate the effec-
tiveness and relevance of MINDEF’s operations. Extensive BPI study was conducted 
and change management exercises were initialized to overcome several challenges 
like streamlining the operations and the business process of MINDEF. The execu-
tives’ awareness and heightened sensitivity to the service environment enabled the 
organization to identify and adapt best practices in its management and operations 
[18], which also helped MINDEF in identifying the customer needs and expectations. 

Learning from Past Experiences and History. Learning from unique organizational 
history implies path dependency, which contributes to the inimitable nature of an 
organization’s resources or capabilities [2]. In our case, MINDEF had in-depth 
knowledge on the mechanisms of e-government service delivery as it was delivering 
services for several years. It also enjoyed close coordination with many of its opera-
tional departments and agencies. 

Absorbing Knowledge as a Unified Group at the Top of the Organization. Exchanging 
ideas through shared narratives of individual experiences contributes to the development 
of corporate vision [24]. MINDEF’s top management was committed to supporting an 
open learning environment, in which the experiences of its employees were highly val-
ued. Top management of MINDEF was highly supportive, encouraging and tolerant of 
failures. MINDEF made the resources in terms of funding and manpower readily avail-
able. Constant encouragement was provided to develop new ideas.   

Integrating Resources into Core Activities. In order to build the capabilities, re-
sources must be sufficiently integrated with key activities and organizational routines 
[38]. At MINDEF, valuable resources were allocated appropriately to ensure that the 
organization would not lose focus on essential operations while executing its new 
strategies. To minimize disruptions in the daily operations, several committees were 
established by the top management of MINDEF which met frequently. These commit-
tees (1) examined the organizational implications of the technology-induced upheaval 
in the external environment and (2) periodically conducted comprehensive studies of 
servicemen population to understand their needs and expectations and on the quality 
of the services delivered. 
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Experimenting. Experimentation is a mechanism for capability building through 
performing incremental improvements to operational routines [11]. Continuous ex-
perimentation is a key characteristic of successful firms [9]. At MINDEF, experimen-
tation with new technologies and testing them were mechanisms used iteratively to 
improve service delivery continually. Experience gained from experimentation re-
sulted in an optimal service model. Employees’ feedback coupled with the customer 
needs and expectations and regulatory requirements paved the way for developing 
optimal and user-friendly applications and services. 

Investing in, Leveraging, and Co-opting Resources. MINDEF aimed to surpass 
customer expectation by developing and improving its capability to provide more 
value-added services. This aim was achieved by improving its business processes and 
leveraging the existing manpower. Leveraging technology as a resource to improve 
processes within and across business functions developed capabilities [15].  

Gaining Internal Commitment. MINDEF adopted the selective use of high-
involvement work practices, which helped to increase job satisfaction and positive 
attitudes, thereby leading to increased profitability [3]. For example, during the meet-
ings that spanned various functional divisions, steering committee were involved in 
fostering greater commitment with the team members to implement the changes. 
Furthermore, by empowering service representatives with greater autonomy to make 
decisions increased their ability to solve customer problems and helped to foster an 
open and innovative culture in MINDEF [10, 18]. 

Investments in complementary Infrastructure. Infrastructure frameworks are neces-
sary to facilitate successful transfer of processes and activities. MINDEF invested in 
technology infrastructure to optimize its daily operations, which then formed the 
strong foundation of resources that were leveraged to develop capabilities. For in-
stance, MINDEF developed iMIS for computerization and process automation. 

Strengthening External Relationships. Effective management of collaborative rela-
tionships through close communication between vendors and customers can allow a 
high level of internal coordination and process integration [9]. Establishing and main-
taining strategic partnerships with various stakeholders were essential to MINDEF in 
maintaining its ability to deliver customized services [26]. MINDEF built a long-term 
strategic partnership with its vendors and other government agencies (e.g., MFA) 
through close communications and interactions.  

Based on the above explanations and chain of evidences we posit that resources 
available with the organization facilitate development and enhancement of capabili-
ties of an organization. These newly developed capabilities and enhanced existing 
capabilities mediate the resources that can enhance the performance of a firm. Ac-
cordingly, we propose:  

 

Proposition P3: Existence of human, organizational, informational, financial, 
legal and relational resources determines the development of new capabilities and 
the enhancement of existing capabilities. These newly developed capabilities and 
enhanced existing capabilities are necessary for improving firm performance.  
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5.4   Core Competencies Development/Enhancement 

Core competences are those that make a disproportionate contribution to ultimate 
customer value, or to the efficiency with which that value is delivered and provide a 
basis for entering new markets [29]. Core competencies which can be developed or 
enhanced by developing or enhancing the organizational capabilities can be catego-
rized into three types [30]: market-access competencies, integrity-related competen-
cies and functionality-related competencies.  

‘Market-access Competencies’ include all those that allow an organization to be in 
close proximity to its customers, identify their needs effectively and respond in a 
timely manner to shifts in customer needs and tastes [30]. MINDEF devel-
oped/enhanced the market-access competencies through comprehensive branding/ 
rebranding initiatives and by tailoring the offerings to match the demands of the  
customer. ‘Integrity-related Competencies’ include those that allow a firm to offer 
reliable products and services at competitive prices and deliver them with minimal 
inconvenience [30]. MINDEF developed/enhanced the integrity-related competencies 
by investing in new technologies. ‘Functionality-related Competencies’ are those 
that enable a firm to offer unique products and services with distinctive customer 
benefits [30]. MINDEF developed/enhanced the functionality-related competencies 
by doing innovations in the new services.  

All these three core competencies enhanced the performance of MINDEF by en-
hancing the service delivery and increasing the customer satisfaction thereby making 
a significant contribution to customer perceived value and customer perceived bene-
fits. Accordingly, we propose:  
 

Propositions P4 and P5: Developing new capabilities and enhancing existing 
capabilities are necessary for successful development and enhancement of core 
competencies. These newly developed core competencies and enhanced existing 
core competencies are necessary for improving firm performance. 

6   Conclusion 

By addressing the research question set forth at the beginning of the paper, this study 
makes two important contributions to the theory. First, while significant research  
has focused on IT-enabled system transformation and firm performance relationship 
in e-commerce and private sector research [30], the mechanisms through which how 
e-government enabled system transformation affects firm performance remain under-
examined. This study, based on RBV and dynamic capabilities perspective, has at-
tempted to bridge this gap. Previous studies on the related topics have focused on (1) 
how IT system could be used to exploit the unique structural characteristics of a firm 
[8], and (2) how the value of IS resources could be enhanced in the presence of other 
business resources such as an innovative culture [28]. Our study extends this line of 
research by examining the mechanisms through which e-government service trans-
formation affects firm performance. Second, the process model of e-government en-
abled service transformation developed here can serve as a basis for firm performance 
evaluation using two measures: customer satisfaction and service delivery. Our study 
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adds to the performance research and provides a basis for the development of  
performance assessment tools for managerial use from the view point of customer 
[13, 31].  

From a practical standpoint, this study makes two main contributions. By provid-
ing evidences that core competencies can affect firm performance, this study  
highlights that managers have to do more than investing in the latest technologies or 
developing a strong IS department. To do so, the managers have to clearly understand 
the strategic thrust of the organization and institute mechanisms to ensure that the 
capabilities are channeled toward areas of importance to the organization [30].  
Second, our study provides evidences for the types of resources that are necessary  
to build a customer-centric e-government through which organizational capabilities 
and core competencies can be enhanced/developed thereby enhancing the firm’s  
performance. 

Findings of this study should be viewed within the context of its limitations. In par-
ticular, although the single case research methodology adopted in this study is a 
“typical and legitimate endeavor” in qualitative research [19], a common criticism of 
the methodology is the problem of generalizability or external validity [39]. However, 
while it must be readily acknowledged that the single case research methodology 
makes statistical generalization impossible, we nevertheless assert that our study is 
valid and generalizable beyond its singular context as the developed process model is 
not only grounded in the empirical reality of a real world organization, but also cor-
roborated by the propositions of some of the most established works in management 
and IS literature. As such, this study invokes the principles of “analytic generaliza-
tion” [42] or what some researchers refer to as “generalizing from description to 
theory” [19]. Nevertheless, future research can be directed at statistically validating 
the propositions of our process model, so that the boundary conditions of our study 
can be better defined. 

In summary, based on the evidences from MINDEF’s portal implementation ex-
perience, we would like to reiterate that the existence of resources and involving the 
customers during the transformation process would trigger successful development of 
customer-centric e-government. The newly developed customer-centric e-government 
system along with the resources would facilitate development of new organizational 
capabilities and enhancement of existing organizational capabilities which in turn 
would lead to development and enhancement of core competencies. In short, re-
sources, capabilities and core competencies would facilitate the enhancement of firm 
performance by improving the customers’ satisfaction and enhancing the service 
delivery mechanisms.  
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Abstract. Assessing the success of an information system might help in locat-
ing weak and strong points of the system leading to the improvement of system 
under assessment. A popular system evaluation construct is user’s satisfaction. 
Different measuring instruments were developed to assess this construct at the 
organization environment. In addition to the traditional instruments that were 
develop to assess information system success, new instruments need to be 
adapted that can cope with the internet context. This paper presents a measuring 
instrument that was developed to evaluate Kuwait e-government user’s satisfac-
tion while seeking information via Kuwait e-government portal. The instrument 
was based on several satisfaction factors. The application of this instrument  
indicated that the suggested factors predict the overall user satisfaction. 

Keywords: User’s satisfaction, e-government portals, evaluation of information 
systems, satisfaction factors. 

1   Introduction 

Consulting e-government portals to fulfill information needs was considered as an 
information seeking process [21]. In order to fulfil information needs related to gov-
ernment facilities and services, citizens might consult e-government portals instead of 
visiting the government institutions. The e-government portal’s ability to satisfy citi-
zens’ information needs will affect how users perceive, revisit and use the portal and 
determine their degree of satisfaction. Thereby, measuring citizens’ satisfaction will 
help in determining the success or failure of the portal from a user perspective and 
lead to the improvement of the portal, increase usage and loyalty [10]. 

Citizens’ satisfaction as information seekers in an e-government context was not the 
focus of the literature in the field. Most of the studies were focusing on either the tech-
nical design of e-government portals [14]; [3], service quality [16];[18] or proposed 
evaluation methods [21]. Thereby, a need was identified to explore the success of an e-
government portal from a user’s perspective. The Kuwait e-government portal was 
chosen for this purpose. Knowing that it is a newly lunched portal and never been 
evaluated for success based on user’s satisfaction. To measure users’ satisfaction while 
using Kuwait e-government portal, a measuring instrument was developed based  
on Bailey and Pearson’s users’ information satisfaction instrument. The developed 
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instrument was designed based on several satisfaction factors that were introduced in 
previous literature. In addition to the subjects’ overall satisfaction the measuring in-
strument is expected to assess a particular dimension of users’ satisfaction which is the 
organization of information. Another aim of this study was to measure the ability of the 
suggested satisfaction factors to predict the overall satisfaction. 

The measuring instrument was applied surveying 229 Kuwaitis. In this paper user’s 
satisfaction as an evaluation measure was discussed, followed by related studies. 
After that, the design of the measuring instrument was introduced along with the data 
collection and methodology. Finally, a discussion of the findings was provided, fol-
lowed by the conclusion.  

2   Can User’s Satisfaction Work as an Evaluation Measure? 

[2] Defined user satisfaction in a certain situation as “the sum of one’s feelings or 
attitudes toward a variety of factors affecting that situation”. Measuring user’s satis-
faction of information systems would facilitate detecting weaknesses and strength of a 
system from a users’ point of view [12]. In addition, users’ satisfaction “measures 
how users view their information system rather than the technical quality of the sys-
tem”[15]. [17] Assumed the lack of theoretical assessment of user satisfaction as a 
measure of information system effectiveness, concentrating only on user’s satisfaction 
rather than exploring attitude in its broad meaning. [17]Questioned the relation be-
tween user satisfaction and information system effectiveness in the organization envi-
ronment where the system use is mandatory. In organization context -where most of 
the user’s satisfaction studies were conducted- users’ satisfaction was perceived as “a 
reflection of the context to which the information needs of manager have been met” 
[13]. Different measuring instruments were developed to measure UIS. The most 
common used measures are: “Bailey and Pearson, 1983; Baroudi and Orlikowski, 
1988; Doll and Torkzadeh, 1988; Goodhue, 1988; Ives, et al., 1983; Jenkins and 
Ricketts, 1979, Doll et al., 1994).  

[2] Developed a measuring instrument consisting of 39 factors to measure satisfac-
tion. [8] Developed an instrument to measure the end user satisfaction with a specific 
application. The instrument consisted of five factors; content, accuracy, format, ease 
of use, time line. The factors measured via 12 items. The instrument was tested for 
validity and reliability. Asking 618 end users distributed at 44 different firms to fill 
out the questionnaire supported the generalizeability of the instrument. The instru-
ment was found to be able to measure end user satisfaction of specific application, 
compare between applications and general satisfaction. [19] Believed that Jenkins  
and Ricketts 1979 instrument was “one of the few (if not the only) approaches that 
develops an instrument to measure user satisfaction that is well grounded in a widely 
accepted theoretical model” 

[17] emphasized the need for an argument to relate user satisfaction and system use 
and system effectiveness. In addition, [17] called for studying the reverse direction of 
influence relation between attitude and behavior (the effect of behavior on attitude). 
[17] Believed that “user satisfaction instruments are currently employed to assess 
(relative) user dissatisfaction, to diagnose possible causes for dissatisfaction, and to 
suggest corrective action” 
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[15] Investigated a number of users’ satisfaction instruments to test their reliability 
as information system measures. [15] Investigation was based on four criterion; em-
pirically derived measure, with adequate empirical support, which covers both the 
information system product and general system services, and provides multiple indi-
cators. In this study it was found that Pearson’s measure (1983) as having more poten-
tial as a UIS measure, which leads [15] to further investigate Pearson’s measure 
(1983) to test its reliability and validity. Testing the measure on 800 managers with 
25% response rate, [15] concluded that the measure is valid and can be considered as 
a step towards the establishment of standard measures of UIS, and suggesting further 
testing to validate the measure. [15] Modified the measure to make it shorter to meet 
general evaluation process. 

[12] investigated the test and retest reliability of the detailed UIS measure – Bailey 
and Pearson’s instrument (1983) that was refined and abbreviated by [1]. The sum-
mary part of the instrument was modified to represent each factor individually instead 
of having one global summary question owing to the heterogeneity of the instrument 
factors. Three groups of MBA students were recruited to answer the questionnaire. 
One group was exposed to system failure materials; the second group was exposed to 
system success materials, where the third group answered the questionnaire without 
prior preparation. The findings indicated that the instrument “lack test and retest reli-
ability”. Also, it was noticed that the summary questions were more reliable than the 
detailed questions. The researcher recommended further testing and retesting of the 
user’s satisfaction detailed measure. 

Using the confirmatory factor analysis, [9] tested the validity and reliability of Doll 
and Torkzadeh’s end user computer satisfaction measuring instrument [8]. Applying 
the instrument on 409 computer end users affiliated with 18 organizations two of 
them government agencies – which support the generalizability of the results –, the 
researchers confirmed the validity and reliability of the instrument. Also, the findings 
of the study indicated that the instrument “explains and measures the users satisfac-
tion construct”, hence, can work as a standardized instrument to measure user’s satis-
faction with specific computer applications. 

User satisfaction has been tested for reliability as a measure to evaluate informa-
tion systems’ success or failure. [13] Conducted a study to validate the use of user 
satisfaction and system usage as two measures of information systems success. A 
modified questionnaire (based on Doll and Torkzaddah) was deployed to investigate 
the relation between both measures and performance. The questionnaire addresses 5 
dimensions of user’s satisfaction: satisfaction with the content, accuracy, format, time 
line, ease of use. The findings of this study indicated that user’s satisfaction is a reli-
able measure of information system success. Also, the study showed that satisfied 
users are more likely to use the system frequently. Regardless of researchers’ different 
attitudes towards deploying user’s satisfaction as a measure of information system 
success, [7] stated that “user information satisfaction continues to be the most com-
monly used and developed success measure”.  

3   Related Studies 

In system management literature, several models had been developed to measure 
information system success in an organizational context (e.g. [7]; [11]). It was noticed 
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that a common aspect to information system success models was the inclusions of 
user’s satisfaction as a success construct whether to measure overall success or par-
ticular aspect of success. 

User’s satisfaction interacting with an electronic medical record system was evalu-
ated by [20]. The evaluation instrument was especially designed for this study cover-
ing four satisfaction dimensions; overall user reactions, screen design and layout, 
terms and system information, learning and system capabilities. Seventy five physi-
cians participated in the survey. The findings indicated that satisfaction was higher 
with screen design and layout more than system capabilities. The researcher recom-
mended the use of terms preferred by physicians rather than terms chosen by the sys-
tem developers. 

Just like other research fields, research focussing on information system success 
was influenced by the existence of the internet. The impact of the internet on user 
satisfaction research can be understood from the call to redesign user satisfaction 
measuring instruments to meet the internet environment. Hence, new users’ informa-
tion satisfaction instruments were developed especially to measure users’ information 
satisfaction in the internet context based on the assumption that internet environment 
differ from the organization environment in terms of usage and type of users [6]. In 
the internet environment, [4] evaluated Australian academics’ satisfaction of the in-
formation seeking experience on the internet, and the relation between information 
seeking satisfaction and previous training, success expectation, and frequency of 
internet usage. Using the magnitude estimate method as well as questionnaire and 
structured interviews, 37 randomly selected Australian academics were recruited as 
subjects to report their satisfaction regarding information seeking experiences. [4] 
Didn’t find any significant effect between information search previous training, fre-
quency of internet usage and users’ level of satisfaction. A moderate positive relation 
between information seeking satisfaction and success expectations was noticed, al-
though this finding needed further investigation owing to the fact that subjects were 
asked to report success expectation after the completion of the information seeking 
process. Hence, the success expectation could be affected by the information seeking 
experience results. Finally, [4] research indicated that Australian academics have high 
expectation of information seeking in the internet and they were highly satisfied. 

[6] Modified Goodhue’s model to meet the requirements of the web environment 
to evaluate user’s information satisfaction outside an organizational context. The 
model consisted of six concepts in addition to the Goodhue concepts that were seen as 
appropriate for the web environment. [6] Emphasized the importance of considering 
web users in developing web information system at the success of the system. The 
focus of the model wasn’t only users’ satisfaction instead two other dimensions were 
addressed; web usage and individual performance. The reliability of the instrument 
was low indicating the need for further improvement of the instrument. 

4   Methodology 

A user centric study was conducted to assess how citizens’ are satisfied with their 
information seeking experience at the Kuwait e-government portal. The study was 
expected to explore the difficulties related to information classification and descrip-
tive terms citizens encounter while retrieving government information. Our study was 
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not concerned with information seeking behaviour. Instead our study focused on Ku-
wait e-government portal’s ability to organize information in a way that adhered to 
citizens’ information needs and information seeking preferences. In addition, the 
study did not focus on the well known measure of information retrieval systems (re-
call and precision), instead it focused on the users’ perception of the success of the 
information retrieval system based on predefined satisfaction factors. A quantitative 
method was deployed to collect data for the purpose of this study. This study evolved 
based on investigating the following aims; 

1. To assess how satisfied users are with their information seeking experience 
at the Kuwait e-government portal. 

2. To investigate the effect of the methods used to organize information on the 
users’ decision to revisit Kuwait e-government portal. 

3. To develop a theoretically justifiable and empirically tested user satisfaction 
measuring instrument. 

4. To explore the ability of the suggested satisfaction factors to predict user’s 
overall satisfaction. 

In order to meet the previous mentioned aims the following questions will be  
answered: 

• What is the degree of citizen’s information satisfaction regarding finding 
needed information in Kuwait e-government portal? 

• To what extent can the suggested satisfaction factor reflect user’s overall  
satisfaction? 

Using [2] abbreviated user’s satisfaction instrument as a starting point, a question-
naire was designed to collect data. Believing that user satisfaction is “a bi-
dimensional attitude affected by a variety of factors” [2], the developed instrument 
consisted of seven factors with more than 3 indicators each. A summery section was 
included summarizing users’ overall satisfaction. The questionnaire was detailed to 
assess particular dimension of satisfaction which was the organization of information. 
According to [12] “User satisfaction is a state at a given point in time (rather than a 
lasting trait) and more easily influenced by experience”. Hence, the questionnaire was 
intended to address user’s satisfaction of information seeking for information related 
to multiple real life events. This decision was made to eliminate the expected bias that 
may occur from a single failure incident. Seven factors of [2]  were the base for our 
questionnaire; currency, understanding of the system, expectation as well as repeated 
visit [7] and recommendation (we believe that a user will recommend a system to his 
network if he is satisfied with this system), organization of information and ease of 
use [8]. Whenever applicable, relevant questions were adapted from previously tested 
and validated user’s satisfaction measuring instruments and added to our instrument. 
In addition to addressing the satisfaction factors the questionnaire included several 
questions addressing users’ computer skills, access to internet and hearing of the por-
tal. The inclusion of these questions was to eliminate the effect of these factors on 
users’ satisfaction. Hence, assure the assessment of the intended factors only. The 
questionnaire was piloted prior to the actual application to test reliability, design and 
language suitability to the participants. Changes and modifications were applied 
whenever needed based on the pilot test.  
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Six hundred questionnaires were distributed at the main public libraries in Kuwait. 
The response rate was 55.1% representing 331 responses. Around 104 questionnaires 
were labeled as invalid and were not used. The excluded questionnaires suffer from 
missing information, contradicted answers that shows the participants answers were 
haphazard and not based on reading the questionnaire. The valid responses were 229 
entered and manipulated using SPSS.  

5   Findings and Discussion 

The purpose of this evaluation was to investigate how satisfied users are of the infor-
mation seeking experience at Kuwait e-government portal. The majority of subjects 
indicated that they can access computer with internet connection easily. Also, the 
majority of subjects believed that they have computer and internet skills that allowed 
them to search the internet and bookmark and describe documents they find. There-
fore, Computer skills and computer and internet access were excluded as factors that 
affect usage and satisfaction. Also, Knowledge of the portal was excluded as a factor 
that might affect the portal usage and satisfaction. This decision was made based on 
the subjects responses indicating that they have heard about the portal. 

Although technical issues such as pages slow downloads and dead links were not 
the focus of this study, it was noticed that technical issues do affect the usage of the 
portal. Around 68.2% of the respondents believed that technical issues they faced 
when using the portal prevented them from wanting to revisit the portal. Thereby, all 
conclusions derived from this study took into considerations the effect of the technical 
issues on user’s satisfaction. 

1- Understanding of the System 
To explore subjects’ understanding of Kuwait e-government portal, subjects were 
asked if they knew the goal of the portal as well as the type of information and ser-
vices available at the portal. In addition, subjects were asked if they knew how to use 
the portal in their everyday life. The majority of subjects expressed a good under-
standing of the system. Around 97.6 % understood the goal of the portal, and 87.1 % 
knew the type of information and services available at the portal. Also, 92.9% knew 
how to make use of the portal in their everyday life. Furthermore, it was noticed that 
79.6% of the subjects that expressed a good understanding of the portal indicated a 
high level of overall satisfaction with the information seeking experience using the 
system. The indication of this observation supported the assumption that understand-
ing the system might be used to predict the overall satisfaction. 

2- Ease of Use 
Knowing that “the basic premise behind ease of use is designing a website that builds 
on the user’s perspective” [5]. Subjects were asked if they found the portal easy to use 
when performing an information seeking process. More than 80% of subjects believed 
that the portal was easy to use. Around 90.6% consulted the portal when they didn’t 
know where to search. Also, 83.5 % found information in the portal more than other 
information resources. Finally, subjects who believed that using the portal helped 
them avoid going to the government institution building were around 80%. As for the 
possibility of ease of use to act as a satisfaction factor, 80.5% of subjects who be-
lieved in the ease of use of the portal expressed a high level of overall satisfaction. 
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Hence, supporting the assumption that ease of use can be used to predict the overall 
satisfaction. 

3- Currency of Information 
Subjects were asked to show their opinion about the currency of information available 
at the portal. Around 87% believed information available at the portal were current 
meeting their information needs. Also, 85% of subjects who believed information 
available at the portal was current also showed a high level of satisfaction. Hence, 
subjects’ opinion about the currency of information can be used to anticipate the 
overall satisfaction. 

4- Repeated Visit  
To investigate the interval of visiting, the portal subjects were asked to state their 
frequency of visits on a five point scale. Subjects visiting the portal daily or once a 
week were considered as frequent users. Subjects that visited the portal less than that 
were considered less frequent users. A small number of subjects 20.0% considered 
themselves as more frequent users visiting the portal from daily to once a week. Al-
though, 88% of subjects who considered themselves as frequent users expressed a 
high level of satisfaction, it was noticed that the majority of satisfied subjects 72.05% 
considered themselves as less frequent users. Therefore, repeated visit don’t necessar-
ily reflect the level of overall satisfaction. This finding goes in line with previous 
literature in both obligatory system usage and optional system usage. [4] No signifi-
cant relationship between subject level of satisfaction and frequency of internet usage 
was found. 

5- Recommendation 
Believing that users recommend information channels that satisfy their information 
needs conveniently, and attempting to measure recommendation as a satisfaction 
factor, subjects were asked to recommend an information channel to other people 
based on two incidents; traffic violations and fines related to car insurance. The Ku-
wait e-gov portal came as the second preferable information channel for the incidents 
discussed. However, the number of subjects recommending the portal was low. Most 
subjects (50%) recommended a relevant ministry web site. Also, from the findings it 
was noticed that recommendation might reflect the overall satisfaction, around 84.9% 
of subjects that recommended the portal for both incidents investigated also, ex-
pressed a high level of satisfaction. The recommendation section of the questionnaire 
revealed a different preference pattern. The highest recommended information chan-
nel was the government institution web site followed by the e-government portal. This 
finding questions the appropriateness of considering recommendation as a user’s 
satisfaction factor.  

6- Expectation  
The number of subjects that recommended the portal was low. However, Most of sub-
jects (96.9%) that recommended the portal had good expectation about the information 
seeking experience using the portal. The number of subjects with high expectations of 
the portal being of use to others for traffic violation and car insurance incidents were 
highly satisfied at the same time, respectively 82.8% and 60%. This indicates that user 
expectation predicts overall satisfaction. [4] Findings indicated a moderate significant 
positive relationship between subject’s expectation and the level of satisfaction. 
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8- Organization of Information 
Amongst the difficulties that [5] identified with users searching the internet for health 
information are; information overload and disorganization of information in addition to 
the need to know jargon and technical terms. Assessing how subjects perceived the way 
information was organized at the portal was another factor of satisfaction explored in 
this study. Subjects were asked about the effect of the way information was organized at 
the portal on their decision to revisit the portal. Also, subjects were asked whether they 
found the descriptive terms available at the portal easy to understand or ambiguous. 76.5 
% of subjects believed information organization on the portal didn’t affect their decision 
to revisit the portal. Most of subjects (78.4%) believed that terms were clear. As for the 
relation between user’s opinion about the way information was organized and the over-
all satisfaction, it was noticed that subjects with positive opinions expressed a high level 
of overall satisfaction. This finding suggested the possibility to consider organization of 
information as factor that might predict the overall satisfaction. 

6   Conclusion 

Although the number of subjects that actually used the portal in comparison to the 
subjects who heard of the portal was low (37.1%), the majority of those subjects ex-
pressed a high level of overall satisfaction with the portal. The findings raised a need 
to locate effective methods to motivate users to consult the Kuwait e-government 
portal. In addition to assessing user’s satisfaction with the information seeking ex-
perience using the Kuwait e-government portal, the data were analyzed to investigate 
the possibility of the suggested satisfaction factors to predict the overall satisfaction. 
The findings revealed the possibility of six factors to predict the overall satisfaction. 
These factors were; understanding of the system, ease of use, currency of information, 
recommendation and expectation and organization of information. The only factor 
that failed to reflect the overall satisfaction was repeated visit. This finding indicates 
the ability of the developed measuring instrument to measure user’s satisfaction. 
Some modifications need to be applied to the instrument though. These modifications 
related to the factors that failed to predict the overall satisfaction.  

Being part of an ongoing research, this study will be followed by a user’s centric 
study.  An exploratory lab controlled study will be conducted. Cross users compara-
tive system success assessment will be performed. In this study, the focus will be on 
the method used to organize information at the portal in particular. Users will be in-
troduced to two system interfaces. One interface with a previously generated folkso-
nomy by end users and the other interface will be the original portal interface without 
folksonomy. The success of the portal will be based on comparing user’s satisfaction 
utilizing the developed and modified measuring instrument  
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Abstract. The research by Maliranta and Rouvinen based on the Finnish indus-
trial statistics confirms that the productivity improvements in ICT services in 
firms correlate to organizational and process changes. These results implied a 
further question: Which types of process changes create the most beneficial 
productivity improvements in different environments? In this paper we apply 
the Three Viewpoint Method (3VPM) approach, originally developed for the 
productivity analysis of process changes, to analyze the improvement of the 
construction procurement process of a large Scandinavian construction com-
pany when an IT system for procurement was taken into use in the Finnish  
offices. The analysis revealed that implementing the procurement IT system de-
creased worker utilization rates and improved the procurement process 
throughput. 

Keywords: Business process analysis, procurement process, IT-system, process 
improvement, Three Viewpoint Method. 

1   Introduction 

The productivity increase results from ICT (Information and Communication Tech-
nologies) in the industry and in the society are of rather recent origin [1, 2]. Further-
more, the benefits derived from ICT have been experienced arduous to calculate [3]. 
The history of ICT implementations is still lacking a positive signal as a mark of suc-
cessful accomplishment in business improvements [4, 5]. 

According to the prior research it seems that the excess productivity effect of ICT-
equipped labor typically ranges from eight to eighteen per cent. The effect tends to be 
larger in services than in manufacturing. The effect is often manifold in younger and 
can even be negative in older firms. Since organizational changes are easier to im-
plement in younger firms and recently established firms have by definition a new 
structure, this can be interpreted as evidence for the need for complementary organ-
izational changes. Manufacturing firms seem to benefit from ICT-induced efficiency 
in internal whereas service firms benefit from efficiency in external communication. 
These results, however, fail to explain, what really happens in the organization, when 
large productivity improvements are observed. 
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The literature has contributed to IT benefit measurement and management in four 
major areas: Performance improvements, the issue of information systems reach tan-
gible and intangible benefits and benefit evolution [6]. The benefits from process 
changes when workflow systems have been introduced are measured in [7].  In their 
extensive literature review Melville et al. [8] introduced a model of a resource-based 
view of a firm (RBV) that builds on intellectual foundations (theory of imperfect 
competition, theory of monopolistic competition, theory of firm growth) and theory 
development (resource-based view of the firm, resource heterogeneity and above 
normal firm performance, identification of resources that confer a sustained competi-
tive advantage, bundling of resources). Melville et al. [8] confirm that IT is valuable 
and offers potential benefits ranging from flexibility and quality improvements to cost 
reduction and productivity enhancement. They also propose that the high degree of 
complexity leads to a context-contingent set of synergistic combinations of IT and 
other organizational resources such as workplace practices, change initiatives, organ-
izational structure and financial condition. Therefore they suggest further case and 
field studies of specific organizational contexts. Our work continues this research by 
presenting a formal process modeling and analysis framework, the Three Viewpoint 
Method (3VPM), for the calculation of the benefits created by the process changes 
enabled by the new ICT services. The approach is appropriate in any business process 
analysis that fulfills the required steps [9]. 

Prior literature has only little knowledge so far of what the best practices in organiz-
ing ICT-assisted work will be. Nevertheless, it is obvious that in the future when the 
ICT benefits are optimally applied in new process forms, the job descriptions will ulti-
mately differ considerably from the current ones. Likewise, prior research sets forth 
experiences from computational approaches to business  process design and positive 
sign concerning the possibility of analytical support for business process design is visi-
ble [10, 11]. The productivity improvements created by ICT services are a result of 
customer process changes enabled by the IT service.  Depending on customer process 
types different improvements are possible. The benefits from customer process changes 
should be larger than the cost of the IT service in order the IT service to be feasible.  

2   Business Process Modeling 

Business process was defined by Davenport [12] as a specific ordering of work activities 
across time and place, with a beginning and end, and with clearly defined inputs and 
outputs. First approaches of business process development were published in the early 
1990’s [13, 14, 15]. The term business process re-engineering (BPR) was also introduced 
at that time [15]. The management and improvement of business processes has after that 
generated a large amount of literature, including topics Re-engineering the Corporation 
[16], Process Innovation [12], Improving Performance [17], Business Process Manage-
ment [18] and Business Process Change [19]. All approaches have the same notion of 
improving the performance of the organization by developing the business processes. 

The first task in business process development is the process modeling, where  
the necessary features of the process are documented. There are several modeling 
approaches for this purpose based on Business Process Diagrams such as Business 
Process Modelling Notation (BPMN) by Object Management Group (OMG) [20], 
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Ericsson Penker extension of Unified Modelling Language (UML) [21] and Work-
flow Nets  [22, 23]. Here we apply the UML Activity Diagram notation [21]. 

When a service is provided for customer’s business process or personal process the 
interaction with the service process changes the customer process in a way that cre-
ates the productivity improvements. Usually the utility of the productivity improve-
ments should be larger than the cost of the service. However, in public services the 
utility is not only the performance improvement in the customer’s process but also the 
utilities created through externalities in the society (Fig. 1). 
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Fig. 1. The benefits created by a service process 

In addition to the process diagrams, both performance and cost modeling of the 
process are needed when productivity improvements are analyzed. We call the model-
ing approach that uses these three viewpoints: 1) diagrams, 2) performance and 3) 
cost, as Three Viewpoint Modelling (3VPM). For performance we use queuing net-
work models to calculate the throughput and waiting times of events or tasks in the 
process and the utilizations of the resources related to the activities of the process 
[24]. In cost analysis the fixed costs in the process are related to the costs per time 
unit of the fixed resources involved as well as to the fixed quality costs and fixed risk 
costs. The variable costs of the process are related to the product of the utilization and 
the cost per time unit of the variable resources involved as well as to the waiting 
costs, quality costs and risk costs that depend on the load of the system. 

3   Business Process Analysis 

The micro level analysis of a system of processes is based on the following four steps: 
Drawing the logical process diagrams of the original and transformed processes, calcu-
lating the process performance analysis of the obtained models, calculating the activity 
based costs of the models and comparing the results of original and transformed models. 

3.1   Create the Logical Process Diagrams 

The first task, with the employees, is to create a cognitive description (a swim line 
model) of the work process. There are several descriptive models and corresponding 
graphical editors that can be used. In our analysis we apply the activity diagram nota-
tion based on the OMG Unified Modelling Language (UML) with Eriksson  
Penker business process extensions (see [20, 25]). Both the service processes and the 
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corresponding customer processes and their proposed changes should be modeled. 
The process diagrams specify the logical process model denoted by M. 

3.2   Analyze the Process Performance 

For performance analysis we use the queuing network solution G for the model M to 
calculate the throughput and waiting times of events or tasks in the process and  
the utilizations of the resources related to the activities of the processes [24]. When 
the processes are analyzed using the queuing network model, the modeling results can 
be calibrated with the real system. The calibration often reveals problems or unknown 
features in the system, and discussion with the process personnel is needed to solve 
possible inconsistencies. Only after successful calibration the possible process 
changes can be modeled and their effects analyzed. 

3.3   Calculate the Activity Based Costs 

In the cost analysis the fixed costs in the processes are related to the costs of the fixed 
resources as well as to the fixed quality costs and fixed risk costs. The variable costs 
of the processes are related to the product of the utilization and the cost per time unit 
of the variable resources involved as well as to the waiting costs, quality costs and 
risk costs that depend on the load of the system. The cost function F divided by the 
number of service transactions and calculated as a function of load represents the 
average variable cost curve generated by the production function of the system. 

3.4   Combine the Three Models 

In the Three Viewpoint Model (3VPM) approach the three viewpoints: 1) diagrams, 
2) performance and 3) cost are related to each other with common variables (Fig. 2). 

Performance
Analysis

Cost
Analysis

Logical
Process
Diagrams

Change Options

λi, Nj, Rki  

ρi , ρki , Wi

CRk, CAi

Cost centers,
CF(Nj), CV(Nj), C(F/V) (Nj),
optimal area in λ and C

Bottlenecks in
resources and time

Ai, Ti, pij, Rk, Ep, CRk, CAi

Quality and risks as costs

Performance
Analysis

Cost
Analysis

Logical
Process
Diagrams

Change Options

λi, Nj, Rki  

ρi , ρki , Wi

CRk, CAi

Cost centers,
CF(Nj), CV(Nj), C(F/V) (Nj),
optimal area in λ and C

Bottlenecks in
resources and time

Ai, Ti, pij, Rk, Ep, CRk, CAi

Quality and risks as costs  
Fig. 2. The 3VPM approach 



214 O. Martikainen, R. Halonen, and V. Naumov 

 

In the process diagram the activities (Ai), related resources (Rk), tasks or customers 
(E) served and the corresponding task arrival intensities (λi), routing probabilities 
(ρij), service times in activities (Ti), population sizes (Ni) and costs of resources (CRk) 
are given for the model M.  The results are calculated in the 3VPM analysis using the 
queuing network solution denoted by G and the cost analysis solution denoted by F. 
The variables used as input and results obtained as output are displayed in Table 1 and 
they are related as shown in formulas 1, 2 and 3. 

Table 1. Input and output parameters in the 3VPM analysis 

Inputs  Outputs  
Activities Ai Customer time in activity … Wi 
Task classes Ep Customers p in activity i Npi 
Routing probability ρij Utilization of activity ρi 
Service time in activity Ti Utilization of resource k in activity i ρki, 
Arrival intensity λi Fixed costs CF 
Customers p in system Np Variable costs CV 
Resource Rk   
Resource time in activity Rki,   
Resource k cost in time CRk   
Activity I other costs CAj   

 
M = (Ai, Ti, rij, Ep, CRk, Caj) (1)

(ρi, ρki, Wi) = G(λij, Ni, Rki, M) (2)

(CF, CV) = F(ρi, ρki, Wi, M) (3)

The model M includes the process components and the graphical description. The 
function G is the solution of the open or closed queuing network representing the 
process. Usually G is an algorithm that cannot be given in a closed form. The function 
F simply calculates the costs based on the resource utilizations and customer delays 
that are obtained from G. 

4   Construction Procurement Process 

In what follows we analyze the construction procurement process of a large Scandi-
navian construction company before and after an IT system for procurement was 
taken into use.  The study focuses in the Finnish offices of the company. In order to 
analyze the original procurement process, the process was described with the help of a 
graph (Fig. 3). Several key persons from the company were interviewed to find out 
information about the procurement process at the time. The actual procurement proc-
ess started with searching the suppliers after the project needs had been specified. As 
can be seen in Figure 3, the process was partly iterative. The procurement process 
under inspection is located at the lower half of the chart. 
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Fig. 3. Procurement Process 

As shown in Figure 3, the sample process was loaded with changes that required a 
lot of resources (6 hrs) parallel to the actual building phase despite the design phase 
(20 hrs) and requirement analysis (“needs” 40 hrs) that lead to the plan phase (20 hrs). 

In the case company, cross-trained employees were qualified and authorized to per-
form more than one task type. The company had identified six employee categories: 
1) architects, 2) engineers, 3) project managers, 4) site managers, 5) area managers, 
and 6) procurement managers.  

The employees were classified according to their skill patterns, which were de-
scribed by a skill matrix (Table 2). Besides employee categories, the skill matrix in-
cluded the tasks that were described to be included in the construction procurement 
process (see Fig. 3). The skill matrix revealed that in the company there were both 
tasks managed by several professionals and professionals who managed several skills. 
The skill matrix also revealed the total quantity of each group of professionals per 
profession and per task type. Furthermore, the skill matrix enabled the estimation of 
potential changes in the process when the employee-related parameters were changed 
in the analysis framework 3VPM. 

Table 2. Skill matrix 
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Architect 10 X X              
Engineer 15  X X             
Project  
manager 

15  X X X            

Site manager 100     X X X      X X X 
Area manager 6     X X X         
Procurement 
manager 

25       X X X X X X    
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5   Process Transformations 

Next, we present the new process, based on the elaborated skill matrix, cost analysis 
and original process description influenced by the new procurement IT system Pursys 
that was recently implemented to manage the procurement process. As the implemen-
tation still was in process, Pursys was not in use in every task in the process. The 
process graph of the sample project (Fig. 4) reveals that the modified procurement 
process (located at the lower half of the graph) produces significant improvements in 
two distinct tasks, namely “search” and “changes”.  
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Fig. 4. Improved Procurement Process 

The influence of Pursys was theoretically analyzed in relation to the procurement 
process. While the 3VPM made it possible to estimate and evaluate the process out-
comes, the response time was evaluated in three hypothesized cases (Fig. 5).  

 

Fig. 5. Improvements in response time (no construction time, arrival rate = 1.6) 

As described in Figure 5, the improvement of the procurement response time, when 
one replaces the manual procurement process with the Pursys managed one seems to 
be almost independent on the number of annual construction projects.  

The use of Pursys was further compared with manual process management as the 
employee utilization (Fig. 6) was evaluated with the 3VPM. 
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Fig. 6. Improvements in employee utilization (no construction time, arrival rate = 1.6) 

The use of Pursys did not improve the workload of architects or engineers compared 
to the legacy system as described in Figure 6. However, even project managers bene-
fited from Pursys even if the change is only modest. The workload of procurement 
managers was decreased more visibly. The same tendency was seen in the process 
chart as tasks managed by architects and engineers were not affected by implementing 
Pursys. On the other hand, procurement managers were in charge when searching 
suppliers that definitely was improved when Pursys was implemented (see Fig. 4). 

All in all, the calculated savings based on the changes in employee utilizations 
made it possible to assess the Pursys system payback time and to justify the Pursys 
system investment.  

6   Conclusions 

Prior research has revealed that it is complicated and challenging to investigate  
the role of ICT when seeking for improvements in productivity in the industry sector 
[1, 8]. The problem is not rare in several other sectors [4]. Also, research on produc-
tivity increase resulting from ICT in the industry and in the society is of rather recent 
origin even if it shows that the productivity improvements in ICT services in firms 
correlate to organizational and process changes [1, 2]. While Melville et al. [8] pro-
pose that ICT infrastructure is a complementary asset that shapes the extent to which 
firms can apply ICT to improve organizational performance; our study highlights the 
need to evaluate the business processes from three different angles simultaneously. 

In our approach we were able to evaluate the existing processes that covered three 
distinct viewpoints that were related to each other with specified parameters (see  
Fig. 2). Not only did the model notice the business process that was defined by key 
professionals in the company but it also paid attention to the costs and performance 
that were varied according to the presupposed circumstances in the company. 

Since there were several improvements but also some drawbacks in the Pursys 
supported procurement process, compared to the manual one, it was not possible at 
the beginning to make an expert opinion on the productivity improvement enabled by 
the Pursys system.  After the system was modeled and analyzed with the 3VPM 
method, the overall productivity improvement and the resource utilizations could be 
calculated.  Also different improvement options could be compared.  The drawbacks 
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of the 3VPM method were the need of interviews and modeling work. Methods and 
tools which could at least partially automate the data collection are under study. 

In practice, the study showed that in a large enterprise it is important to recognize 
the several viewpoints that influence the business process. Even small changes in the 
separate input parameters may lead to great changes in the output. Therefore our 
study suggests additional research to find out the dependent factors that one by one 
influence business processes. After that, to further combine those to be used when 
suggesting future improvements in business processes.  

A near future improvement of the 3VPM method will be the automated process 
data measurement by the aid of a wireless data logging system.  A long time goal for 
the research could be the classification of the best process improvement practices 
depending on the process type and the ICT application.  
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Abstract. Information Security (IS) practitioners face increasingly unanticipated 
challenges in IS risk management, often pushing them to act extemporaneously. 
Few studies have been dedicated to examining the role these extemporaneous ac-
tions play in mitigating IS risk. Studies have focused on clear guidelines and 
policies as sound approaches to ISRM (functionalist approaches). When IS risk 
incidents occur in context and differ one from another, incrementalist approaches 
to ISRM apply. This paper qualitatively draws viewpoints from IS management 
on the functionalist and incrementalist viewpoint of managing IS risk. We exam-
ine improvisation as an expression of extemporaneous action using a selected 
case study and argue that improvisation is a fusion of functionalist and incremen-
talist approaches. Discussions with information security practitioners selected 
from the case study suggest the presence of improvisation as a positive value-add 
phenomenon in ISRM. This paper presents a case for improvisation in ISRM. 

Keywords: Improvisation, Information Security, Risk Management Functional-
ism, Incrementalism. 

1   Introduction 

Business reliance on integrated computing globally has brought about many informa-
tion security concerns. There has been a need to ensure confidentiality, integrity and 
availability of information in global integrated computing systems. This need has 
driven business and particularly information security practitioners to rely on various 
normative theories as frameworks that can help create stable environments (Siponen 
and Iivari 2006).  Information Security Risk Management (ISRM), applies these nor-
mative theories within business contexts to ensure that technical and soft solutions 
exist for securing organizations’ systems (Dhillon and Backhouse 2001; Siponen and 
Iivari 2006). Normative theories within ISRM usually have two main practical func-
tions, namely a) to evaluate human/practitioners’ action and b) to guide peo-
ple’s/practitioners’ behaviour (Siponen and Iivari 2006). These two are based on 
normative logic that suggests action as either good or bad. In the present world of 
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unpredictability in information systems security, judging action as good or bad based 
on kernel normative theories has proved difficult.  

Anecdotes from information security practitioners suggest that during times of 
heightened uncertainty and exceptional situations, normative logic, (stemming from 
normative theories focused on imposing control and order) is usually followed. There 
has not yet been conclusive research which suggests that these control and order 
measures are sufficient. Emphasis of discussion on this paper is the ‘exceptional situa-
tions’ (Siponen and Iivari 2006) that give rise to the inconsistent application of nor-
mative theories in information security by practitioners in the course of their work. 
Exceptional situations have been recognized in Information Systems (IS) security 
literature (Baskerville1995; Dhillon and Backhouse 2001). While current research 
does not explicitly address or illustrate how these exceptional situations are handled 
in ISRM (Siponen and Iivari 2006), this paper recognises and promotes improvisation 
as a distinct way of handling exceptional situations.  

The following sections discuss approaches in ISRM by practitioners:  Section 2 
discusses general issues in ISRM in brief. Section 3 discusses improvisation and the 
philosophy underlying these approaches. Section 4 contextualises research undertaken 
to examine these alternative approaches. This section also explains the research meth-
odology. Section 5 discusses the research findings while section 6 gives a conclusion. 

2   Information Security Risk Management 

Historically, ISRM activities have been conducted in order to establish controls and 
security over information systems (Choobineh, et al. 2007). ISRM has therefore been a 
consistent way of strengthening security controls and practices at the organization level 
through risk analysis and continual improvement. The ISRM process has mechanisms 
in place designed to facilitate information security risk mitigation (Wiander and 
Holappa 2006) and is driven by organizational objectives. Baskerville (2005) has de-
scribed two problems faced by information security practitioners, which limit the ef-
fectiveness of risk analysis practices. These include the lack of reliable empirical data 
concerning the frequency and amount of losses attributable to information security 
compromises, and the relative rarity of many kinds of information security compro-
mises. Researchers have tried to examine information security risk in terms of the 
common challenges faced by information security practitioners in approaching and 
executing the ISRM process (Baskerville and Portougal 2003).  Conventional methods 
of examining information security risk proposed by these studies include checklists, 
risk analysis and evaluation (Baskerville 1993; Birch and McEvoy 1992; Dhillon and 
Backhouse, 2001). The limitations of these techniques have been exacerbated by not 
including the socio-organisational aspects of information security, which researchers 
have found to be an important element in the development of an information security 
strategy (Backhouse and Dhillon 1996; Dhillon and Backhouse 2001). 

3   The Improvisation Effect in Information Security  

Researchers such as Bjo¨rck (2004) realized the need to look at ISRM in organiza-
tions afresh by postulating a neo-institutional theory in studying IT security issues in 
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organizations. Bjo¨rck (2004) argues that the revolutionized modern organization 
requires new ways of explaining why formal security structures (functionalism) and 
actual security behavior (incrementalism) differ and why organizations often create 
formal security structures without implementing them fully. Such observations have 
lead us to have a closer look at organizational improvisation as a potentially relevant 
phenomenon for ISRM in current competitive environments (Crossan & Sorrenti 
1997; Moorman & Miner 1998).  Improvisation occurs in  various forms as either 
individual improvisation or collective improvisation. Individual Improvisation is 
where planned or deliberate individual behaviour creates improvisation (Moorman 
and Miner 1998). As an illustration, an individual’s deliberate behaviour may play an 
important role in speeding the development of highly iterative and experiential new 
products (Moorman and Miner 1998; Eisenhardt and Tabrizi 1995). Collective Im-
provisation is the combined effort of several individuals/organizations (Cunha 2004). 
Research suggests that interactions among people who are improvising frequently 
produce collective improvisation (Cunha 2004; Crossan and Sorrenti 1997). There are 
suggestions that collective improvisation often builds on and incorporates individual 
improvisation (Moorman and Miner 1998). 

Ciborra et al. (2000) considered improvised activities as simultaneously struc-
tured (functionalist) and unpredictable; planned but emergent; discernible after the 
fact but spontaneous (incrementalism) in manifestation. Improvisation in organisa-
tions has been a phenomenon researched by social scientists due to its perceived im-
portance in contextually relating content and sequence of previous processes and 
routines in novel ways that affect outcomes (Cunha 2004).  The perspective illustrated 
in Figure 1 below shows improvisation as a fusion between functionalism and incre-
mental approaches to ISRM (Njenga 2007). 

 

Fig. 1. The holistic view of Improvisation in ISRM (Adopted from Njenga 2007) 

Figure 1 provides a framework for conceptual thinking regarding IS security related 
improvisation that is guided by suggested kernel theories (i.e. both functionalist and 
incrementalist). IS security related improvisation manifests in two ways; First improvi-
sation can result from short-comings or “functional gaps” in existing information  
systems. This primarily occurs in unanticipated (exceptional) situations and is often 
referred to as “workarounds” (McGann and Lyytinen 2008). Secondly, improvisations 
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can result from an actor seizing new opportunities to configure existing IS capabilities 
into new functionality - referred to as “configurable IT improvisations” (McGann and 
Lyytinen 2008). Improvisation occurs in a continuum from normal to extreme situa-
tions and can arise from events for which no applicable rule (functionalist) exists 
(Saastamoinen 1995).  Weick (1998) views the attributes of improvisation as a contin-
uum ranging from taking minor liberties and adding “accents” to systems known as 
“interpretation”; through anticipating, rephrasing, regrouping, and adding clusters not 
originally included - known as “embellishment”. This latter aspect results in full-scale 
“improvisation” meaning that there is transformation that results in the revised system 
having little resemblance to the original system (Weick 1998).  

The framework discussed in Figure 1 offers a baseline for a comprehensive analy-
sis of improvisation in ISRM. It integrates functionalist kernel normative theories and 
incrementalist perspectives (planned, reflexive). Such phenomena are also referred to 
as being rational adaptive (Segars & Grover, 1999).. Having this framework in mind, 
the next section illustrates its application in an organisational setting through an  
in-depth case study.  In this case study, we explored how information security  
practitioners handled exceptional situations within contexts of information security. 
The analysis illustrates improvisation in ISRM. Empirical data is deployed to illus-
trate interplay and fusion between kernel normative functionalist and incrementalist 
approaches to ISRM. 

4   Research Methodology 

4.1   Research Approach 

The research combined theory building (Glaser and Strauss 1967) and a single case 
study (Yin 1994). The single case study research was exploratory, interpretivist and 
contextual.  The case study approach was used because the study involved the exami-
nation of a complex social phenomenon. The selected case was also uniquely posi-
tioned to generate a full variety of evidence including documents, artefacts, inter-
views and observations. The benefit of interpretivism was that the researcher could 
retain “holistic and meaningful characteristics of real-life events” occurring within the 
context of information security in this organisation. The research method models 
Eisenhardt’s (1989) approach and involved both theory generating and validating of 
conceptual elements.  

Units of Analysis; the following units of analysis from the case were examined. 1. 
Information Assets Access and Data Control; 2. Information Security Architecture; 3. 
Information Security Policies; 4. Information Security Event Monitoring; 5. IT Gov-
ernance and Regulatory Compliance; 6. Disaster Recovery and Business Continuity.  
The case organisation followed set procedures as directed by the CobiT, ITIL, ISO 
IEC 17799 frameworks and methodologies. It was therefore easy to map out the 
abovementioned units of analysis as activities defined by kernel theories.  

4.2   Data Collection 

The primary data consisted of a series of 11 in-depth interviews. All interviews  
were tape recorded. After each interview, the information was transcribed verbatim in 
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writing. In addition, notes were taken as the interviews progressed. It is from the tran-
scribed responses from the interviewees that the research formed the contextual case 
for the phenomenon of improvisation being investigated.  The interviews were con-
ducted for 60 to 90 minutes per session. This generated close to 700 transcript min-
utes for data analysis.  

4.3   The Use of Grounded Theory Techniques 

The researcher used the grounded theory technique of open coding to inductively 
derive concepts of improvisation from empirical data (Glaser & Strauss 1967; Strauss 
& Corbin 1990; Glaser 1992) . Grounded theory techniques have been used success-
fully in both organizational and information systems research in the past (Orlikowski 
1993; Trauth & Jessup 2000). An  explanation of each step of the research procedure 
is shown in Table 1. 

Table 1. Open Coding of Improvisational Date Incidents 

STEP 1 

Data Incidents

(Transcribed 
Interviews)

STEP 2

Context of Data 
Incident

STEP 3

Researcher’s 
memos 

STEP 4 

Level 
(Strategic, 
Tactical, or 
Operational) 

STEP 5 

Concepts 
generated

Extracting 
Data Incident;

The researcher 
started by 
looking for 
elements of
improvisation.
The process of 
breaking down 
and analysing 
the data and 
assigning labels 
is described as 
content analysis 
by researchers 
(Glaser and 
Strauss 1967).

Determining 
Context of Data 
Incident; 

Through 
conversation 
analysis (Denzin 
et al. 2003) the 
researcher 
provided the 
context for 
selected data in 
the data-sets for 
incidents that 
reasonably 
suggested 
improvisations.

Deriving Open 
Codes from 
Researcher’s 
Memos;

The process of 
writing memos 
that would 
guide open 
coding 
(grounded 
theory 
technique) in 
STEP 3 
involved 
several sub-
steps. The first 
step was to 
examine in-
vivo codes.

Determining 
Level;

The inductive 
aspect of 
analysing data 
was made 
possible by 
extracting and 
understanding 
data that 
reflected 
aptitude for a 
fusion of 
structure and 
creative 
thinking 
simultaneously 
at three 
organisational 
levels.

Creation of 
Codes and 
High Level 
Concepts 
Inductively; 

Deriving codes 
was by way of 
examining data-
sets in-depth 
and careful 
analyzing these.
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5   Discussions and Analysis 

The table above shows the methods used to extract instances of improvisation through 
discussions held with the information security practitioners.  The next section is a 
more detailed discussion of improvisation as analysed by the researcher. 

5.1   Functionalism and Incrementalism - Improvisation 

New ways of thinking in ISRM was evident particularly in how practitioners managed 
information access and data control. Although there are specified procedures (func-
tionalist) contained both in ISO IEC 17799, Section 5.1 (prescribing how information 
security practitioners should treat information assets) and Section 5.2 (prescribing 
acceptable ways for information control and classification), extemporaneous thinking 
regarding these procedures was revealed through discussions with practitioners. Dis-
cussions with Information Security practitioners firstly acknowledged the need to ad-
here to procedure, evidenced as follows: 

“…and without preparation, [we needed] getting to know whether 
there is compliance, considering, information security you know 
whether there are best solutions to match the technology platform… 
stuff like that…” 

“Roles [end users roles] are specifically split into two areas, technical re-
sponse and the process, procedures and people element” 

There were times when the practitioners would be forced to address information secu-
rity control and access issues in an out-of-the-box, spur-of-the-moment fashion. In 
one particular instance, it was noted that access to sensitive information to a user who 
requested such access was granted spontaneously:  

“…so we quickly had to make [create] a few more categories…so it 
doesn’t just get as simple as you just having internet access and you didn’t get 
this...”   

This act of spontaneity in determining access levels was a demonstration of the 
need to quickly address information access needs. The researcher proceeded to 
code this instance as quick reaction.  At the heart of this kind of improvisation 
was the ability for the practitioner to react quickly and ingeniously, to overcome 
emergent and presented constraints.  While there are specified compliance  
requirements for information architecture specifications, the ISO IEC 17799 Sec-
tion 12.1.1 explains the management obligation to design, operate and use infor-
mation systems in ways that meet and address requirements stipulated by statutes, 
regulatory and contractual frameworks. The CobiT objectives Section AI5.13 
similarly suggests a manner for evaluation and meeting user requirements through 
post-implementation review to assess whether user needs are being met. ITIL  
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Section 3.5.4 (ICT Infrastructure Management) gives direction on system deploy-
ment and acceptance testing. Information security practitioners were aware of 
these requirements and had put in place procedures necessary for compliance. The 
organisation’s architecture form was primarily responsible for this as shown by an 
extract of this data incident.  

“…We have got the Architecture forum, which sits under [name  
withheld]… and uum, we also have [another forum], which I’m more  
involved in, in making sure that there is compliance architecture… 

Most of these procedures are incorporated in the overall information architecture 
specifications. In as much as these procedures were known to the practitioners, 
when faced with the challenge of identifying compliance requirements at the  
time, the information security practitioners showed unique ability to match compli-
ance needs with pragmatic solutions. One information security practitioner was of 
the opinion that some of these compliance requirements in as much as they were 
important, had inherent gaps. These gaps left practitioners with little choice but to 
draw on their past experiences and any other cognitive or physical resource avail-
able in order to address the gaps and face IT challenges as they arose. In their 
words, “they did what they had to do” This was explained by one practitioner as 
follows:  

“…I think our main thing here is to keep [going]… I mean we 
have a lot of good uses in policies when it comes to keeping the  
system going,  certain time we do what we have to do to keep the 
[systems] going…and sometimes we don’t…know if it is  the right 
thing to do…”  

The context of the data incident was that when faced with challenges, there were no 
clear guidelines to follow hence “sometimes we don’t…know if it is the right thing to 
do”. While following procedure would mean following what was set, improvisation 
would have meant looking at procedure but re-creating new routines. This is what was 
done. In this case the practitioner showed that they acted outside of formal proce-
dures. This was coded as being rational adaptive.  

In all, 25 similar types of high level concepts (e.g., quick reaction, rational adap-
tive) specific to improvisation (either as individual or collective) were developed by 
the researcher through discussions with the information security practitioners. An 
important point about improvisation derived from these codes was that the phenome-
non was demonstrated to be actively present at both individual and group (collective) 
level. If the improvisation was coded as being at the individual level, this simply 
meant that key information security practitioners were at an individual level altering 
their roles to meet the heightened demands of the emergency. Collective improvisa-
tion manifested itself as a combined effort of several information security practitio-
ners whose aim was to create and enact novel scenes or situations simultaneously  
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to solve problems that presented them. This can be explained as follows. During  
discussions the researcher could not help but notice the continued use of the word 
“we” for instance,  

 “…maybe we should actually do this in a different way… “ 

“…I mean…a lot of it is in based on experience, and just knowing 
what is important and what’s not, we sit…and we put together our 
plan…” 

The context of the data incident was that during emergencies, there were no clear 
guidelines to follow and practitioners relied on experience. While following proce-
dure would mean following what was set, improvisation would mean looking at 
procedure but re-creating new routines based on experience. Although collectively 
the group did not anticipate challenges or problem areas, they seemed to collectively 
work together to simultaneously coordinate solutions. There was a lot more of this 
collective coordination between practitioners as opposed to practitioners acting 
alone. Table 2 shows that the conceptual density of collective improvisation (19 
instances) was much greater than individual improvisation (6 instances) for this 
specific case. These specific instances, (with example quotes), are also shown in 
Table 2.  

Table 2. Conceptual Density of Individual and Collective Improvisation 

Concepts and Conceptual Density
Units of 
Analysis

Activities 
related to:

C
ol

le
ct

iv
e 

Im
pr

ov
is

at
io

n

 I
nd

iv
id

ua
l 

Im
pr

ov
is

at
io

n

Example (transcripts) Count

1
Information 
Assets 
Access and 
Data 
Control

ManipulatingIMPR

OV-1

Quick 
reactionIMPROV-2

Being 
deliberativeIMPRO

V-3,

“…and we did and worked on exactly what they 
said.. and of course within the first few days.. of
putting access controls in [the system]…we got 
hundreds and hundreds of calls…saying they 
couldn’t get through.. they said that they wanted 
to go to selling sites.. whatever…and they 
couldn’t go to see what was on hundreds of 
other sites…” 

3

2
Information 
Security 
Architecture

NovelIMPROV-4,
Rational 
adaptiveIMPROV-5

DeliberativeIMPRO

V-6

“and whether there is compliance, you know 
considering security you know whether there are 
best solutions to match the technology 
platform… stuff like that”

3

3
Information 
Security 
Policies

Rational 
adaptiveIMPROV-7

Lateral 
thinkingIMPROV-8

“ what they did was… they took the 
notebooks…they gave those new notebooks to 
people…and they gave the old 
notebooks[against policy due to expired 
warranties] that people had that were still on 
working conditions to other people “

2
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Table 2. (continued) 

Concepts and Conceptual Density
Units of Analysis

Activities related 
to:

C
ol

le
ct

iv
e 

Im
pr

ov
is

at
io

n

In
di

vi
du

al
 

Im
pr

ov
is

at
io

n

Example (transcripts) Count

4
Information 
Security Event 
Monitoring

Being 
practicalIMPROV-9

Being 
ingenuousIMPROV-

10

Being 
creativeIMPROV-

11

Rational 
adaptiveIMPROV-

12

“well… what you see… well what happens 
is that it is all about saving money “
“so there are those little things…that we do 
just to help us and to help the business.. 
because  it’s those quick little things 
that…we need to do better “

4

5
IT Governance 
and Regulatory 
Compliance

Being 
inspiredIMPROV-13

Rational 
adaptiveIMPROV-14  

CreativenessIMPRO

V-15

ResourcefulIMPROV

-16

Getting byIMPROV-

17

Managing IMPROV-

18

Being 
novelIMPROV-19

“yes but …like I said…had we not adopted 
CobiT at the board level, we would have 
made it far more difficult [to implement], 
but … and the challenge being the audit 
report”

7

6. Disaster 

Recovery and 

Business 

Continuity

Being-quick-
wittedIMPROV-20

Lateral 
thinkingIMPROV-21

Rational 
adaptiveIMPROV-22

ManagingIMPROV-

23

Being-quick-

wittedIMPROV-24

Getting-

byIMPROV-25

“ in order to give to the people  [resources] 
that they gave…they  got the ones that 
[were] broken…[and modified these] they 
had to think quick...and make that kind of a 
judgment…”

6

Total Conceptual 
Instances of 
improvisation

19 6 25

 

5.2   Implications for Practice 

The need to encourage improvisation would be justified since improvisation offers 
information security practitioners and practices various ways to remain flexible and 
adaptive in turbulent situations while allowing for co-presence efficiency and effec-
tiveness in detecting change and immediately taking advantage of this change. It can 
be seen that the sets of improvisation (collective or individual) presented in this paper 
were essential and proved effective in ISRM processes. In general terms, however, 
improvisation proves only effective provided the information security practitioners 
are skilled enough and are capable of utilising the best available resources within a 
firm to achieve the intended purpose. 
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6   Conclusion 

A concluding suggestion is that so long as practice is endowed with practitioners who 
are capable of skillfully manifesting improvised acts, whether individually or collec-
tively, these acts should not be stifled, but made to flourish since they have been 
shown to be of value to ISRM. Practice should establish mechanisms to cope with the 
fear that various improvisations will override long nurtured functionalist structures. 
Improvisation will actually give contextual meaning to these very functionalist struc-
tures. For improvisation to be beneficial to ISRM, information security practitioners 
should perceive its intrinsic and extrinsic value. It is hoped that this discussion has 
highlighted this. Information security practitioners should see themselves as socio-
constructive agents who are creative and who create reality around themselves. They 
should see improvisation as leading to a rich and good ISRM practice.  
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Abstract. Business Process Management (BPM) has gained tremendous impor-
tance in recent years and BPM technologies and techniques are widely applied 
in practice. Furthermore there is a growing and very active research community 
looking at process modeling and analysis, reference models, workflow flexibil-
ity, process mining and process-centric Service-Oriented Architectures (SOA). 
However, it is clear that existing approaches have problems dealing with the 
enormous challenges real-life BPM projects are facing. Large organizations 
have hundreds of processes in place. These processes are often poorly docu-
mented and the relationships between them are not made explicit. Conventional 
BPM research seems to focus on situations with just a few isolated processes 
while in reality the real challenge is to cope with large collections of intercon-
nected processes. Moreover, new technologies such as ubiquitous computing 
(sensor technologies, mobile devices, RFID tagging etc.) and pervasive net-
works (cf. “internet of things”) generate enormous volumes of event data. Or-
ganizations have problems handling and using such data. Event data is scattered 
over various subsystems and not used well. This paper coins the term “BPM-in-
the-Large” to describe the above situation and describes challenges and oppor-
tunities for BPM research. 

Keywords: Business Process Management, BPM-in-the-Large, abstraction, 
complexity, Programming-in-the-Large. 
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1   Introduction 

Business Process Management (BPM) has gained tremendous importance in the last 
decade and is increasingly used by organizations around the world [1]. The usage of 
information and communication technology (ICT) in order to manage business proc-
esses in companies and administrations has gained more and more importance in 
recent years [2]. BPM is characterized by a cross-fertilization of results from man-
agement science and computer science. Adequate techniques and software tools sup-
porting the design, enactment, control as well as the analysis of operational business 
processes are already applied in businesses in order to facilitate an optimized value 
creation [3]. 

However, it is clear that existing approaches have problems dealing with the enor-
mous challenges real-life BPM projects are facing. Large organizations have hundreds 
of processes in place. These processes are often poorly documented and the relation-
ships between them are not made explicit. The amount of different process types 
which are characteristic for large enterprises are documented by well-established 
reference process models like Scheer’s Reference Model for Industrial Enterprises [4] 
as well as the SAP reference model. As comprehensive and inter-corporate value 
chain networks keep gaining importance and as new possibilities of managing busi-
ness processes have emerged on the basis of newer technologies – like mobile  
communication or ubiquitous computing technologies – the complexity of business 
processes has increased in recent years. Conventional BPM research seems to focus 
on situations with just a few isolated processes while in reality the real challenge  
is to cope with large collections of interconnected processes. In the future  
existing techniques and tools for BPM will not suffice to handle this ever increasing 
complexity. 

In the following we argue for the need of new methods and technologies in BPM 
for the handling of the complexity mentioned (“BPM-in-the-Large”). A first overview 
of challenges and opportunities will be given based on conceptual consideration. Our 
contribution is structured as follows: In Section 2 the underlying understanding of 
BPM is introduced. Section 3 expatiates upon the reasons for the increasing complex-
ity in BPM. Section 4 introduces BPM-in-the-Large as a new level of abstraction 
before Section 5 presents resulting challenges as well as the opportunities of BPM 
research. Section 6 focuses on the role of process mining in BPM-in-the-Large.  
Section 7 concludes the paper. 

2   Business Process Management Framework 

In general BPM comprises a management principle which companies apply in order 
to sustain their competitive advantage [5]. It focuses on business processes as a se-
quence of executions in a business context based on the purpose of creating goods and 
services [6]. There are two basic approaches to BPM and process improvement:  
(1) Business Process Reengineering as a radical redesign of business processes by a 
singular transformation [7] and (2) evolutionary improvement of business processes 
by continuous transformation. Today the latter is certainly of more importance  
for practical BPM efforts [8]. This continuous improvement approach is typically  
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Fig. 1. BPM Life Cycle for continuous process improvement 

conceptualized by a BPM Life Cycle [9] which will be used as a reference framework 
for the description of opportunities of BPM-in-the-Large. 

3   Reasons for Increased Complexity 

As emerging technologies permit new ICT system architectures, new and promising 
opportunities in the context of BPM arise. Based on globalization trends, new chal-
lenges pop up, particularly when multi-national companies need to coordinate their 
local business units in order to serve other multi-national companies in an integrated 
fashion. In an earlier reported case of a certification company [10, 11], there was a 
need to standardise the processes of the company’s national branches in order to build 
a common image of the organization, and to support the certification of the cross-
national processes of their multi-national customers, but at the same time adhere to 
national and cultural rules and expectations. 

In such a context the integration of common technologies like mobile devices, 
techniques from the ubiquitous computing context, so called smart environments as 
well as the increasing use of sensor network technologies for the collection of proc-
ess-relevant data and the application of service-oriented architectures (SOA) as well 
as Web 2.0 technologies can improve the flexibility of inter-corporate BPM [12] and 
thus increase the effectiveness and efficiency of business processes in inter-corporate 
value chain networks. Furthermore the options of action for human actors involved 
increase. Figure 2 illustrates a collaborative scenario in a value chain network apply-
ing the technologies mentioned. Scenarios like these are not only of importance in 
business, but also in the public administration area as described in the last EU Minis-
terial Declaration on eGovernment [13] which emphasizes the special need to develop 
and improve cross-border eGovernment services, making it easier for businesses and 
citizens to operate in and across any EU-member state. 
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Fig. 2. Collaborative scenario in Value Chain Networks 

The above scenario shows four important trends: 
 

1. processes are increasingly interconnected and it makes no sense to look at a 
single process in isolation, 

2. the number of processes an organization has to cope with is rapidly increas-
ing (large organizations have hundreds of processes which need to be  
managed), 

3. modern technology is generating unprecedented streams of event data repre-
senting the states of different processes (sensor data, RFID data, remote  
logging, remote services etc.) and 

4. different devices are used to access the BPM System (BPMS) in different 
situations necessitating a flexible multi-channel support influencing which 
parts of the workflow are available in which manner depending on the  
context of use. 

 
Based on these trends and the application of the mentioned technologies on the one 
hand the enterprises’ agility and the handling of more and more dynamic business 
conditions can be improved. On the other hand Business Process Management be-
comes more and more complex. The reasons for this complexity are manifold: 
 

1. the range of inter-corporate collaborative business processes, 
2. the number of organizational units involved in a business process, 
3. the need to manage and control mobile actors in business processes, 
4. the need to control person-machine and machine-machine interactions, 
5. the interdependencies in sensor networks, and 
6. the need to manage services in a business process applying SOA etc. 
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The handling of this complexity which is generated by many thousands of process 
types, process instances and process events is a new challenge in BPM. 

4   BPM-in-the-Large as a New Level of Abstraction 

The study and development of accurate abstractions of relevant objects is a funda-
mental issue in computer science. So far business processes have been considered the 
highest level of abstraction in the context of information systems. This has been con-
sidered in the following figure illustrating a taxonomy of levels of abstraction within 
an information system based on Denning [14]. In Denning’s original model business 
processes represent the highest level of abstraction which has to be managed by in-
formation system infrastructures. Still today business processes are being managed by 
distributed information system infrastructures applying different data processing units 
(“multimachine level”). Based on the presented facts a new level of abstraction needs 
to be introduced. The illustration has been expanded by a new level of management 
and which we entitle “BPM-in-the-Large” according to DeRemer/Kron’s “Program-
ming-In-The-Large” [15]. We think that the situation in BPM is quite similar to the 
situation in programming in 1975. BPM-in-the-Large (as opposed to “BPM-in-the-
Small”) can be understood by looking at the characteristics mentioned earlier: highly 
interconnected scenarios, hundreds of processes, large data streams and the usage of 
diverse devices within the BPMS. 

 

Fig. 3. Levels of abstraction within a business process-oriented information system 
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5   Challenges and Opportunities of BPM-in-the-Large 

Based on the introduced phases of the BPM Life Cycle the various challenges and 
opportunities of BPM-in-the-Large are presented in the following. 

Strategy development 
On the level of strategy development BPM-in-the-Large can offer an improved over-
view and steering of comprehensive value creation networks by providing large scale 
process models and process-relevant data collected from Enterprise Resource Plan-
ning (ERP) Systems, Workflow Management Systems (WfMS) and lower scale 
BPMS. Important structures of collaborative processes can thus be controlled effec-
tively, an improved development of the further process strategy is rendered possible 
and the full strategic potentials can be tapped. 

The application of analytical concepts based on the data provided by different ap-
plications such as business process mining can make an important contribution to the 
strategy development as well. In connection with sensor networks and mobile devices 
the integration of analytical concepts like business process mining supports the identi-
fication of strategically important process structures from existing data by identifying 
patterns within this data [16]. 

Definition and Modeling 
Managing business process models is one of the crucial points in BPM and in BPM-
in-the-Large as well. Available experience in the application of business process 
models shows the considerable complexity of the definition and design of original 
business process models and the maintenance of existing ones [17]. Reasons for this 
complexity are: 
 

1. the size and extensiveness of applied process models in practice, 
2. the collaborative design and maintenance of process models and 
3. the different usage areas of models by different stakeholders at different 

times [11], combined with the manifold of modifications of these models 
during their life cycle in the context of continuous improvement. 

 
In order to manage the complexity mentioned, BPM-in-the-Large should integrate 
tools for improved collaborative business process modeling. Furthermore the support 
of automatic or semi-automatic discovery of complex process models and their modi-
fications during the life cycle from event log files by advanced methods of business 
process mining [18] can make a substantial contribution to a successful management 
of business process models. 

Another interesting aspect in this context is the retrieval of structural analogies in 
process models. Structural analogies express similarity of several model constructs 
and can thus be useful for the reduction of complexity by providing “common parts” 
of business process models [19]. Thus a once implemented module of a business 
process model can be used multiple times. Data provided by sensors and mobile de-
vices offers important context information which supports not only the discovery of 
structural patterns, but also semantic subtleties in this context. Thus the quality of 
business process models and their management can effectively be enhanced. Capable 
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methods of assessing and improving the quality of important processes support the 
entire following BPM Life Cycle and using these methods in BPM-in-the-Large sup-
ports a comprehensive and effective handling of business process models. 

Implementation 
BPM-in-the-Large should enable an optimal implementation of comprehensive inter-
corporate business processes. Thus an improved inter-corporate communication is of 
importance. In this context, Web 2.0 technologies like Wikis, Blogs and Social 
Bookmarking etc. as an extension of approaches of interactive process modeling [20] 
can support the improvement of business process-related communication of coopera-
tive partners [12]. 

Furthermore, according to defined and modelled processes the quality of models 
and their implementation have to be assured. As a high quality of process models is 
generally considered to influence the success of a company the improvement of proc-
ess model quality and the quality of their implementation is of high importance. 

Although the quality of models in general can be analysed as the interplay of qual-
ity at different levels (physical, empirical, syntactic, semantic, pragmatic, social, or-
ganizational [21]), existing approaches for the measurement of process model quality 
have not been defined consistently [22]. For BPM-in-the-Large the measurement of 
process model quality is therefore of high importance. Adequate instruments for the 
measurement of model quality support a distinctive effectiveness of business process 
models and their implementations on business success. The following questions are of 
specific importance for process model quality: (1) Does the model describe what was 
intended (organizational quality)?, (2) Is the model understandable (pragmatic qual-
ity)?, (3) Is the model internally consistent (e.g. absence of deadlocks) (an aspect of 
semantic quality)? and (4) Does the model conform to reality (semantic quality)? The 
latter point can be addressed using conformance checking techniques that compare  
the behaviour observed and recorded in event logs with the model [23]. Furthermore, 
the implementation of process models can be facilitated by the adequate configuration 
of promising “common parts” extracted in the preceding phase. It has to be noted that 
the need for federated process models in order to address variants of models across 
different cultures often makes this a difficult problem. A good sales process in India 
for instance will be different than the sales process in Europe or US even if the goal of 
the process is the same [10]. 

Execution 
In the execution context BPM-in-the-Large envisions a wide-ranging workflow func-
tionality which has to be adapted for comprehensive cooperative business processes in 
order to support an optimal execution of process instances according to the collabora-
tively defined process models in value creation networks. In this context the interop-
erability of the workflow management components has to be assured. A realization 
can be assured by using SOA for the implementation of the workflow components. 

Monitoring and Controlling 
Also in the context of monitoring and controlling of business processes BPM-in-the-
Large provides an enormous potential in comparison to established BPMS. In connec-
tion with further information provided by different distributed data sources which 
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collect process-relevant information, business process instances and anomalies during 
their execution can be controlled and identified more effectively. Relevant data is 
provided by the plethora of sensors and mobile devices. These data allow for a more 
comprehensive monitoring and analysis of business process instances. By utilizing 
this opportunity, the optimization and improvement phase which addresses process 
types can be better supported. Using process mining methods in this phase can fur-
thermore support the deduction and construction of reference process models based 
on successfully executed process instances. Reference models play an important role 
in the context of successful business engineering [24]. 

Optimization and Improvement 
The actually measured performance of business processes forms the basis for im-
provement initiatives and for the development of new process structures which can 
improve the performance of future process instances. In this context the developed 
quality and performance measures provide the basis for comprehensive and effective 
comparisons. Moreover, the identification of structural analogies provided by the 
application of business process mining techniques supports the improvement and the 
further development of process models applied in the organisation. Figure 4 summa-
rizes these findings. 

 

Fig. 4. BPM Life Cycle supported with BPM-in-the-Large 

6   Process Mining as a Driver for BPM-in-the-Large 

The importance of having short feedback-loops from actual process performance to 
future process support has been acknowledged for some time in areas such as emer-
gent and interactive process support [21] and active knowledge modeling [25]. How-
ever, these techniques are appropriate mostly for knowledge intensive tasks with 
relatively few processes and few stakeholders involved, with primarily manual sup-
port for process knowledge management [26]. Therefore, we consider automated 
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analysis based on event data. In the previous section there were several references to 
the use of process mining technology to support the various phases. Therefore, we 
now describe the state-of-the-art in process mining and position this work in BPM-in-
the-Large. 

More and more information about (business) processes is recorded by information 
systems in the form of so-called “event logs”. IT systems are becoming more and 
more intertwined with these processes, resulting in an “explosion” of available data 
that can be used for analysis purposes. Process mining techniques attempt to extract 
non-trivial and useful information from event logs. One aspect of process mining is 
control-flow discovery, i.e., automatically constructing a process model (e.g., a Petri 
net or BPMN model) describing the causal dependencies between activities. The basic 
idea of control-flow discovery is very simple: given an event log containing a set of 
traces, these traces are used to automatically construct a suitable process model de-
scribing the behavior seen in the log. Such discovered processes have proven to be 
very useful for the understanding, redesign, and continuous improvement of business 
processes [27]. 

Process mining is not limited to control-flow discovery. First of all, besides the 
control-flow perspective (“How?”), other perspectives such as the organizational 
perspective (“Who?”) and the case/data perspective (“What?”) may be considered. 

Second, process mining is not restricted to discovery. There may be existing mod-
els that can be related to the event logs. For example, process mining can be used to 
analyze deviations from some normative model (e.g. conformance checking as dis-
cussed in [23]), thus enabling auditing functionality. 

 

Fig. 5. Process mining positioned in the BPM Life Cycle 

Figure 5 shows the central role of process mining in the BPM Life Cycle. It is used 
as input for four of the six phases. To conclude this section of process mining we 
focus on two challenges related to BPM-in-the-large and process mining. 

The first challenge is related to difficulties in making process models which are 
understandable and correct in the presence of massive amounts of activities and (sub-) 
processes. Here we make the analogy to cartography. The first geographical maps 
date back to the 7th Millennium BC. Since then cartographers have improved their 
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skills and techniques to create maps thereby addressing problems such as clearly 
representing desired traits, eliminating irrelevant details, reducing complexity, and 
improving understandability. Today, geographic maps are digital and of high quality. 
This has fueled innovative applications of cartography as is illustrated by modern car 
navigation systems (e.g. TomTom, Garmin, etc.), Google maps, Google Street View, 
Mash ups using geo-tagging, etc. People can seamlessly zoom in and out using the 
interactive maps in such systems. Moreover, all kinds of information can be projected 
on these interactive maps (e.g., traffic jams, four-bedroom apartments for sale, etc.). 
Process models can be seen as the “maps” describing the operational processes of 
organizations. Unfortunately, accurate and interactive process maps are typically 
missing when it comes to BPM. The challenge is to reach the same level of maturity 
for “business process maps”. This is one of the grand challenges in process mining; 
how to automatically generate models which are well-understood, correct, and show-
ing dynamic information. Furthermore new ways of visualizing the process knowl-
edge have to be found [28]. 

The second challenge is related to the input data itself. BPM-in-the-large is charac-
terized by a large number of processes and massive streams of event data. This re-
quires a more systematic approach towards the collection and storage of event data. 
We use the term business process provenance to refer to the systematic collection of 
the information needed to reconstruct what has actually happened. The term signifies 
that for process mining it is vital that “history cannot be rewritten or obscured”. For 
example, from an auditing point of view the systematic, reliable, and trustworthy 
recording of events is essential. Therefore, we propose to collect (whenever possible) 
provenance data outside of the operational information. This means that events need 
to be collected and stored persistently. Note that semantics play an important role 
here, i.e. events need to refer to a commonly agreed-upon ontology. Here we propose 
to use the Semantically Annotated Mining XML (SA-MXML) format developed in the 
context of the SUPER project [29]. This reflects that we would like to treat event data 
as a “first class citizen” in BPM-in-the-Large. 

7   Conclusion 

BPM-in-the-Large is of high relevance for both research and practice. The opportuni-
ties which can be offered by the implementation of BPM-in-the-Large are of the ut-
most importance for enterprises which aim at utilizing innovative information tech-
nology components and at rationally organizing these components in order to tap their 
full potential. By the usage of SOA and interchangeable components future BPM-in-
the-Large implementations can be highly scalable and can thus be applied optimally 
in small and medium enterprises (SME) as well as in large multinationals and across 
governments. 

Furthermore BPM-related topics gain more and more importance in IS research. 
The study of integration possibilities of mentioned technologies in BPM is of a very 
high interest as the field of research grows steadily and BPM has become a consider-
able trend in management as well as in computer science. The successful introduction 
of a higher level of abstraction can be seen as a useful and valuable challenge in BPM 
research. 
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BPM technology has been successfully implemented in many different organiza-
tions and has shown to directly influence the operational processes. Therefore,  
BPM-in-the-Large can have an enormous technological and economic impact. The 
effectiveness and efficiency, and thus the success of business processes will be en-
hanced by the application of BPM-in-the-Large across various industries. Further-
more, the scientific impact of the presented methods, e.g. systematically measuring 
process model quality and innovative process mining techniques, can be considerable, 
as these methods can support further innovation in practical BPM as well as  
BPM-related research. 
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Abstract. In a Scandinavian company developing a healthcare information 
system (IS) at three Scandinavian sites they succeeded in taking agile processes 
into use across the three sites. After a fourth development site in India was 
added the use of agile development processes gradually came to an end and 
plan-driven processes took over. In this paper we report from a month-long 
study where our analysis of the case shows that the cause for giving up agile 
was three-fold: (1) The cultural distance between India and Scandinavia was too 
great. (2) There were telling differences in competence and (3) the presence of 
knowledge asymmetry. From this analysis we develop a grounded theory 
explaining the necessary preconditions for succeeding with a global process for 
agile IS development.  

Keywords: Global Process, Agile Processes, Outsourcing, IS development. 

1   Introduction 

Information systems (IS) development typically unfolds as a process with stages such 
as analysis, design, coding and testing. Stages do not have to be carried out 
sequentially but can be done in parallel or iteratively. An IS development method is a 
prescribed process for carrying out development. The method description typically 
includes activities to be performed, artifacts resulting from the activities, plus some 
principles for organizing the activities including roles and responsibilities.  

In the mid 1990s current IS development processes were typically effective in 
large-scale, long-term development efforts that employed stable and disciplined 
processes [1]. In contrast, many IS projects involved rapid changes in requirements 
and unpredictable product complexity. IS development approaches that achieves a 
balance between flexibility and disciplined method were needed [2-4] – so agile 
processes were born. 

A comparative study [5] of the older traditional ‘plan-driven’ processes  and agile 
processes found that IS developers in the 21st century environment in many cases 
adopted a considerably different set of agile practices from those associated with 
traditional IS development. The distinctive agile principles (those with no traditional 
counterpart) regard teamwork and on-the-fly software process adaptation, and they 
emphasize informal knowledge exchange, collaboration, and experience as important 
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elements in IS development, and acknowledge more sensitivity to tailoring project 
practices to environmental conditions. These principles are essential for managing 
software projects in volatile settings where fast changing technologies and markets 
drive fast changing skills and knowledge. 

Prominent examples of agile processes (methods) are XP (eXtreme Programming), 
Crystal and SCRUM. The major similarity between XP and SCRUM is the focus on 
close collaboration and shared experiences in order to achieve a successful developing 
cycle. However, this close collaboration with shared experiences is at risk when the 
SD team is expected to outsource part of the development process to cut costs. 
Interestingly enough, a recent quantitative study found that the use of agile practices 
like stand-up meetings in an outsourced development context where management 
located in the US and development in the Czech Republic was successful due to 
informal communication presented daily [6]. The question remains as to how agile 
processes fare against a team that has to share its knowledge with new developers 
working globally? Recent studies indicate a ‘yes’, when characteristics of agile and 
global are blended properly [7]. 

Outsourcing traditionally is the practice where an organization purchases goods or 
services that were previously provided internally [8]. Outsourcing involves the 
movement of specific tasks or entire processes to one or more outsourcing vendors, 
typically to a place where wages are lower [9]. Organizations have claimed that IS 
outsourcing reduces cost and time, increases quality and reliability of products and 
services, improves business performance, and releases organizations to concentrate on 
core competencies [9].  

The traditional way of thinking outsourcing is a vendor/client-relationship, where 
the client organization to the greater part decides what and when the vendor 
organization should deliver and how the process should be carried out [10]. However, 
an increasing number of client organizations aim for a closer collaboration with the 
vendor organization. It causes IS development to take place in a distributed 
environment where a team of developers working on the same project are distributed 
at several locations, sometimes across larger geographical distances. 

The distributed project team is heavily dependent on a developing method which 
can support communicating and coordinating their daily work tasks [11]. The 
challenge in this is to be able to share knowledge and experiences through computer 
mediated communication-channels, a collaboration method that has proven less 
successful than working in collocated projects [12]. A suggestion is to use practices 
such as synchronizing head milestones, frequent deliveries, use of peer-to-peer 
communication links, problem solving practices, information- and monitoring 
practices and client/vendor-relationship building practices [13, 14].  

These distributed team best practices are much alike those practices argued for in 
agile processes. Moore and Barnett (2004) found that labor gains from outsourcing 
combined with agile development practices can lead to lower overall costs along with 
a project team that can address a high rate of change [15]. A McKinsey study even 
shows a saving of 58 cents is achieved for every dollar mainly on wages, and further 
concludes “that offshore services are identical to those they replace …” [9, 16].  

Can agile processes be the answer in achieving a successful distributed IS 
developing team?  If we turn to scholars like Cramton [17], Olsen [12] and Cockburn 
[18], agile processes in a distributed environment is dismissed because of the lack of 
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face-to-face-communication due to the large proximity between team members. 
However, drawing on conclusions from Kiesler & Cummings [19], we seek out to 
investigate the antecedents of distributed IS developing in an agile setting so the work 
is not constrained to the effects of lack of face-to-face communication only.  

This leads to the following related research question: Why is it difficult to get agile 
processes to work in a distributed environment?  

The remainder of the paper is structured as follows. First we present our research 
method and then our case and our case analysis. Third we discuss our findings with an 
emphasis on the changes that outsourcing and distributed IS development caused. 
Finally, we use our findings to develop a theory on what makes the use of agile 
processes difficult. 

2   Research Method 

To answer our research question we decided to use a single-case study. The main 
reason being that case studies is a useful way of exploring unknown phenomena based 
on “why” and “how” research questions [20]. 

The case study was conducted using semi-structured interviews and participatory 
observations of the team's stand-up meetings over a course of three months around 
New Year 2008-09. In the beginning we observed the ending of one project iteration – 
observing the last stand-up meetings in that iteration. In the end of our case study we 
observed the beginning of a new project iteration aiming for a new project goal. 

The reason for choosing to observe stand-up meetings was because this was an 
important daily communicative event where most team members took part in the 
ongoing communication and coordination of the daily work. It was also a unique 
opportunity for us to observe how agile principles were implemented in a particular 
context based on globally distributed worksites. We characterized the use of agile 
principles by using a theoretical framework by Conboy & Fitzgerald [21] of how 
successful agile teams respond to a variety of types and sources of change [21]: Over 
time the cost of defining and fulfilling changes decreases as the learning process of 
the team as a whole increases. From this definition we were able to compare the 
team's reluctance and enthusiasm towards delegating different type of tasks with 
different change requests to the developers over time. 

We mixed the data collection processes to obtain different insights as to how the 
participants contemplated themselves and others (during interviews) and how they 
positioned themselves and others in a social context (during observations) [22]. We 
interviewed team members who themselves volunteered to participate in the study. 
This resulted in 11 interviews and six observed stand-up meetings. Observations were 
transcribed and recorded. Afterwards we made very thoroughly written summaries of 
the interviews. 

In analyzing and reducing the data we listed important passages and quotes from 
the interviews as well as the observations and transcribed these in further detail. Our 
method of coding the data were based on categories identified through a literature 
study of distributed teams and agile development in outsourcing. As we perceive IS 
development as a social act with for example formal and informal power plays we 
used discourse analysis in order to understand how the participants in the software 
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team individually made sense and applied meaning to concepts, words and work 
structures. In the concrete we used the concepts of inter-textual and inter-discursive 
references in both interviews and observations to interpret how the participants made 
and remade values, norms and meaning to their respective work practices [23]. 

After having analyzed the data we decided to apply some coding procedures from 
Grounded Theory (GT) to develop a theory. Barney Glaser and Anselm Strauss 
originally developed GT [24, 25] as an inherently flexible methodology in which the 
researcher “should simply code and analyze categories and properties with theoretical 
codes which will emerge and generate their complex theory of a complex world” [26]. 
Glaser also makes theory generation versus theory verification the core theme of GT. 
As an alternative to this Strauss' version of GT emphasizes things like replicability, 
validation, and verification as important parts of conducting GT research. Use of GT 
in IS research is exemplified by a landmark paper by Orlikowski [27] on CASE tools 
and organizational change, over explorations on software requirements [28, 29], to a 
more recent study from Denmark of how the Internet is redefining information 
systems development methodology [30].  

In the research reported in this paper we use the GT school of thought developed 
by Strauss [31]. According to Straus and Corbin [31], analysis in a grounded theory 
approach is composed of three groups of coding procedures called open, axial and 
selective coding. However, we only used the last third of these coding procedures 
called selective coding.  

Selective coding involves the integration of the categories that have been 
developed to form the initial theoretical framework. Firstly, in selective coding, a 
story line is either generated or made explicit. A story is simply a descriptive narrative 
about the central phenomenon of study and the story line is the conceptualization of 
this story (abstracting). When analyzed, the story line becomes the core category, 
which is related to all the categories found earlier (as explained above), validating 
these relationships, and elaborating the categories that need further refinement and 
development. 

3   Scandinavian IT Company Case 

To answer our research question we selected a larger Scandinavian IT company 
which offers IT consultancy as well as development of their own IT solutions within a 
broad range of areas. The company has 16,000 employees primarily in Europe, and 
has a long tradition of virtual collaboration across geographical distances. In the 
concrete we were able to obtain access to the company via a healthcare IT project. 

The particular project team which we examine in this case is developing a module 
to an Electronic Patient Journal-system with the scope of documenting patient 
treatment and care in a Swedish hospital. The team consists of seven developers, two 
software testers, a systems architect and a project manager. They are one of two teams 
developing the system and are nearing their first delivery phase in the middle of 
December 2008 and are about to start a new phase when we leave the team in January 
2009. 

Like the company in general, this team consists of co-workers spread out over 
several worksites in Sweden, Denmark and Norway. The majority of the team's 
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software developers work in Malmö, Sweden. The director of development is in 
charge of several projects throughout Scandinavia: He works from Copenhagen, 
Denmark. The project manager who works from Oslo, Norway, participates in the 
daily telephone meetings held by the project team and tries to visit the Malmö office 
once a month. The daily telephone meetings (called stand up-meetings) are managed 
by the project coordinator, who has a professional background as a nurse and also 
functions as the team's product quality tester and domain expert.  

Phase 0: Very early in the life-cycle of the project a plan-driven [32] waterfall-like 
software development method was used. However, this method in combination with 
the distributed work environment having three Scandinavian sites generated a lot of 
severe problems for the project such as missed deadlines and a product with 
unacceptable (low) quality. Thus the project was in need of a dramatic change in both 
management and development method and a decision of trying out agile method was 
taken. This turned out to be a successful move. 

Phase 1: The project team switched from a plan-driven software development 
process to communicating and coordinating their daily work and tasks according to 
agile processes, thus turning a failing course of action into a successful project. They 
were now delivering software on schedule and with acceptable quality.   

Phase 2: Top management in the company of course took notice of the now 
successful project that was working across three different sites (Malmö, Oslo and 
Copenhagen). Based on the team's success the director of development decided to try 
and integrate offshore outsourcing by adding two Indian developers to the team 
employed by an Indian subsidiary company working from India. The rationale behind 
this decision was partly the success in doing work across different sites and partly a 
company strategy aiming for cost savings through offshore outsourcing (to India). 

Thus when going from phase 1 to phase 2 the team started to experience problems. 
Our data collection and analysis will focus here. 

4   Case Analysis 

Story Phase 0: From Plan-Driven Chaos to Agile Success 
The project team's original work method of plan-driven development [32] in 
combination with distributed work environment posed a number of severe problems 
for the project team, which ultimately created an urgent need for change. The 
developers from the project team felt lost in the overall process. The work climate 
was stressful work and deadlines were chaotic and often overdue. The result was a 
system with a design and quality which wasn't acceptable to either the team or the 
customer. The project manager worked from another location than the other team 
members and had only met the whole team once. Project management concentrated 
on creating work breakdown structures, estimates and deadlines, which the project 
team then time after time failed to meet.  

“So we needed to deliver, she (the PM) throttled on and wanted estimates from 
everybody, estimates, estimates, estimates. And she promised to deliver before 
Christmas 2007.” 
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The result being a severe breakdown in trust towards the project manager's 
methods, competence and ability; something had to be done.  Thus a new project 
manager was hired and suggested trying out agile processes.  

Story Phase 1: The Use of Agile Processes in Distributed Collaboration is a 
Success. 
The IT company in general as well as the specific project team was used to working 
virtually, collaborating over geographical distances, linking several worksites 
together. In spite of this, the project team decided to try to work with an agile 
development method in their daily work. The way of working chosen was inspired by 
eXtreme Programming - XP [33, 34] and SCRUM [35]. Even though this type of 
software development approaches usually prescribes close collaboration and face-to-
face-communication as an essential part of the procedure, the project team succeeded 
in finding alternative ways of communicating and coordinating daily work. 

PM: “We have pretty good communication, meetings, mails and such. […] I am 
supported and collaborating closely with Britt. (the project coordinator).” 

One of the alternative ways of making sure that all team members take part in the 
development process is to engage in stand up-meetings. Due to the team's distributed 
work environment where many of the coworkers sometimes are elsewhere (at the 
customer's supporting or training the it-staff or end-users or simply working from 
home), they have to transform physical boundary objects [36, 37] used as help tools 
into digital form and also engage in virtual communication on the stand up-meetings 
using telephone conference calls with shared desktop. The boundary objects now used 
are a spreadsheet called a “Cookbook” that contains stories (short specification 
requirements), a spreadsheet called a “Bank” with finished stories, and the stand up-
meetings which play the role of verbalizing and constituting specifications and task 
assignments. 

In fact, the team experienced an increase of productivity and handling of changes 
after they introduced function points to their stories and as their use of agile processes 
increased. Overall the team releases better post-release quality shown by customer 
satisfaction and quicker handling of change requests, even though they often work 
distributed and have limited possibilities for meeting and working together at the 
same worksite. This higher productivity in the shift to agile methods coincides with 
findings from Layman et al. [6] and Fitzgerald et al. [38]. 

Story Phase 2: Offshore Outsourcing Leads to Breakdown – the Agile Method 
Fails  
Being so used to working distributed, one would think that a single site more or less 
would not have any major impact on the project team's successful use of an agile 
method. However, this was not the case. After introducing developers into the team 
that were working for the Indian subsidiary company from their Indian office, the 
agile working process gradually broke down. Right after the decision was made to 
include offshore outsourcing it was known from company experience that socializing 
into the team was important. Thus two Indian developers are sent on a 2-3 month 
introduction at the Swedish development site where the majority of the developers 
work in order to get to know the work environment, the work domain, the work 
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processes, the various aspects of the system, and last but not least their Swedish 
colleagues in person. 

The stand up-meetings works well while the Indian developers are at the Swedish 
site but when they return to the site in India after their introduction, the team 
experiences a significant change in productivity, participation and communication 
from their Indian counterparts.  

“Here we have a decline in our function point production. I don’t know why, 
perhaps it’s the introduction of the site in Pune?” 

The project coordinator tells us about some work tasks which are given to the 
Indian developers that turn out completely wrong according to what the Swedish site 
intended. However, she is aware of the difficulties that communication over great 
geographical distances may cause: 

 “There are probably a thousand ways of interpreting these kinds of things when 
you're at the other end of the line. You don't get this ... ping-pong as we call it, when 
you ask questions and get an answer and then you ask new questions, and then you 
ask away until you understand how things are. You just don't get that.”  

This is one of the major challenges in global software development in general and 
especially for teams working with agile processes, where the close collaboration is 
dependent on the frequent communication and face-to-face communication is 
recommended to achieve this. It appears in examining this case study's project team 
that the step from working distributed across worksites in Scandinavia to working 
across worksites with greater geographical (and cultural) distances is too large. The 
concept of communication in this regard is however of great importance. It is peculiar 
how the type of communication which the project coordinator describes coincides 
with that which a traditional plan-driven requirements specification method would 
prescribe. 

The Indian developers also remain mostly silent at the daily meetings and are 
instead engaged in forced communication by the Swedish developers and the stand 
up-coordinator. This tips power and control in the Scandinavian team's favor and goes 
against the vision of collaborating closely as one team. We observed stand-up 
meetings and saw examples of the Indian co-workers getting work tasks appointed to 
them by the Swedish team members rather than themselves suggesting what they 
could work on during the workday. This more and more resembles a plan-driven way 
of communicating and goes against an agile vision of close collaboration as well as 
the idea that everybody in the team are peers at the same level [35]. Instead it makes it 
difficult for the Indian developers to understand their work tasks because the team 
creates a discourse of authority and leadership where questions asked result in more 
time spent. In continuation of this it becomes a barrier which prohibits the Indian 
developers in gaining further knowledge of the system and its context because the 
typical discourse is that the flow of communication and information moves from the 
Swedish sites to the Indian site. One of the Swedish developers is already aware of 
this, because it can not possibly be a fulfilling work situation for the Indian 
developers: 
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“To sit that far away and not getting everything explained properly, that can't be 
fun. They are really nice and well-educated boys, so... I think they could get 
something else, with better working terms.” 

There are also technical difficulties to overcome as the Indian developers do not 
use the boundary objects given at their own initiative and sometimes they are not 
granted access to test environments, databases and even shared screen at the meetings 
which the rest of the team members always can and do use. There may be a number of 
reasons for this happening. A Scandinavian developer, who recently had been posted 
at the Indian worksite for a couple of months, during this time also participating in the 
stand up-meeting from India, told us that it was difficult to hear the Scandinavian 
colleagues over the phone, and some of the Swedish co-workers were downright 
impossible to understand. However, these technical difficulties were not at any time 
brought up and to attention by the Indian co-workers: Most likely because of the 
discourse of authority which was being enacted at the meetings. The team members 
working from India might also have misunderstood or missed out on the information 
that the content of a certain stand up-meeting would require a shared screen in order 
to execute the meeting in an effective way. It might also be a combination of 
misunderstanding or underestimating the work task itself which leads to the Indian 
developers not being able to evaluate what type of boundary objects they need in 
order to be able to discuss work tasks at a stand-up meeting in a sufficient and 
comprehensive way. As a result the gap between Indian and Scandinavian co-workers' 
knowledge and experience with the systems and its domain grows even wider. This 
also contributes to the lack of knowledge from the Swedish team about the context of 
the Indian work site which the Swedish developers realize far too late in the 
development process.  

The project coordinator thinks of the interaction and socialization which naturally 
takes place at a worksite as one of the factors which might put strains on the 
communication and coordinating across globally distributed worksites: 

 “Just think of the amount of information we swop with each other here every day, 
which isn't... it's just sort of ad hoc. A comment, a question. They (Indian developers) 
get nothing of that.” 

As a result of all this there is an unevenly distributed amount of information 
available for the two work-sites and has a negative, and sometimes even destructive, 
impact on communication and coordination within the team as a whole. The co-
workers in Scandinavia are caught in a difficult work situation where they end up 
using a lot of time explaining and elaborating work tasks for their Indian co-workers, 
thus limiting the time they spend on their own work. In some situations they even end 
up choosing whether they should execute certain work tasks themselves rather than 
letting the Indian developers try to do it, knowing that the latter option will cost a lot 
more in terms of time and effort from both sides:  

 “Interviewer: So it takes the same amount of time for Peter to explain how to 
solves this task? 

Project coordinator: It takes longer time.Interviewer: Maybe even longer time? 

Project coordinator: He (Peter) says, this would take me a quarter of an hour to 
solve, and he (Indian developer) had estimated 14 hours to do this task.” 
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There are several obvious problems in this: Skilled programmers using their time 
and effort working as communicators and teachers, trying to get co-workers to do 
some work that they easily could have done themselves. This becomes problematic 
when resources are not distributed for this purpose. Further there may be potential 
conflict lying in the fact that it was top management that decided – with a business 
strategic rationale in mind - to add Indian offshore outsourcing resources to the 
project (going from phase 1 to phase 2); and maybe the developers themselves never 
accepted this kind of (changed) work situation and the asymmetry in power between 
the two groups was facilitated even before they began their collaboration. 

There is also the problem of the Indian co-workers never getting a fair chance of 
learning and understanding the system they work on, as well as its context and 
domain. If they only get uncritical and sometimes boring tasks to carry out, they will 
never overcome the skills and knowledge gap between themselves and their 
Scandinavian colleagues. This renders them in an unfortunate dependency situation 
where they are dependent on the good will and help from the Scandinavian team 
members all the time to be able to perform their work, ultimately wasting a lot of time 
and resources which could have been used instead of sitting idle and wait. It is 
important to note that the dependency relationship between the work sites in the 
project team does not go both ways. The Scandinavian team members do not need 
their Indian colleagues to function in the same way as the Indian team members do. 
Needless to say, this is not a good platform to build an agile global software 
developing project team on. 

5   Discussion 

When we phrased our research question “why is it difficult to get agile processes to 
work in a distributed environment?”, many readers may have thought: That is just 
because they are not sitting face-to-face! However, as we have explained above agile 
processes worked very well in a distributed environment with three Scandinavian sites 
and we aimed at expanding this theory to the antecedents of the distributed 
environment. Developers at these three sites were obviously not sitting face-to-face. 
Thus we carried on our analysis digging behind the face-to-face answers. 

Based on the story of our analysis, three primary issues emerge that indicate the 
challenges agile teams must face: (1) the cultural distance after splitting the team is 
reinforced by the physical distance, in spite of the team meeting virtually through 
conference calls, (2) different levels of expertise, skills and experience become more 
obvious due to the limited communication channels available, (3) knowledge 
asymmetries between both teams where the Indian worksite depends on the 
communication, information and knowledge of the Scandinavian sites. 

The three issues we found were all constituted and reinforced by the way the team 
communicated at the stand-up-meetings and also from the emerging deadline which 
drew nearer as time passed. 

The list is by far exhaustive but merely represents the empirical findings of our 
actual case. 

One of the reasons this happened was due to an uneven level of domain knowledge 
which was not properly constituted during the introduction period and as a result of 
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uneven socialization throughout the process which was a result of the geographical 
distance between the two major work sites. Drawing on power theory from 
Fairclough, we can characterize the underlying power that the Scandinavian team 
exerted over the Indian site as a result of this uneven socialization and domain 
knowledge which was reinforced through their daily interaction [39]. 

The findings regarding distance and salience of information leading to different 
interpretations are very similar to the findings of Cramton [17]. Although Cramton 
studied chats used in study groups with no significant 'developing process' we saw 
that many of the same problems arose in our study. After some time in the 
development process, the Scandinavian developers simply had to put their trust in the 
Indian developers’ understanding of the information shared on the stand-up-meetings 
as the primary means of feedback was the actual software product that the Indian 
coworkers had to develop. 

Our case is an example of distance vs. agile tools that really benefit the most from 
physical presence. The situation is that we now have available the means of 
communicating and coordinating technology. However, we have yet to provide an 
easy way (and even more important, a cheap way) of interacting physically over 
geographical distances. As a result of this, we saw a reinforcement of the specific 
work processes and enactments towards one another as time went by that became 
more or less destructive towards the agile vision of working together as one team.  

So far we have mostly seen empirical findings from teams that have implemented 
agile processes on-the-fly pragmatically and with good reason. The problem of 
standardizing agile processes is of great importance in this paper, as the theory of 
agile methodologies often does not resemble the actual work in which  they are 
practiced because of the need of implementing changes [7, 40].  

Problems maintaining strict guidelines of agile processes also correlate to the 
conclusions of Agerfalk [41] where no true answer concerning the performance of 
agile processes is given. It is even suggested that the hitherto 'pragmatic' method of 
implementing the agile principles should be discarded completely in favor of adapting 
the agile processes in their entirety in order to benefit properly from them [41].  

David L. Parnas (cited in Agerfalk [41]) simplifies the problem of software 
development at its core: the problems in software development are not new and the 
solutions are not agile processes. In our case we saw a classic scapegoat: a belief that 
it was the communication as a whole that was at fault, since this was obviously the 
problem and the solution of the development team in the first fiasco project. However, 
as we dug deeper, we saw that this was not only so. Communication was definitely a 
problem but not the final and foremost reason for the problems. Instead, 
communication can be seen as symptoms of other, more physically and deeply 
grounded problems; cultural distance, difference in experience and expertise of the 
developers and in the end resulting in an unevenly distributed amount of information 
resulting in dependency issues from and a change in power leading to a more plan-
driven offshore outsourcing strategy. 

Indeed, we believe that our study supports the point towards the potential benefits 
of agile offshore outsourcing. Just like the potential benefits of offshore outsourcing 
were financially grounded in the beginning of the 90’s and still not realized to its full 
extent, the potential benefits of working globally agile are flexibility and speed. The 
problem is that uneven socialization combined with distance between work sites pose 
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a major difficulty for agile processes because socialization is a prerequisite for 
successful close collaboration. It is inevitable that each worksite develops and enacts 
their own social behavior and patterns, resulting in each worksite socializing more 
with each other internally than with their distributed colleagues. 

We argue that this vision of close collaboration poses difficulties so strong that it is 
not economically feasible. Having two software teams with dedicated project 
management each would in our case have been more feasible and would most likely 
prohibit a lot of the ‘communication scapegoating’ we saw during our study. It could 
also have prohibited the power asymmetry which was present from the beginning. 

Customer location is also a significant issue that must be taken care of through 
close collaboration and communication in agile methodologies but are very difficult 
to establish in a distributed environment. One of the primary problems of integrating 
agile processes in a globally distributed environment is the role and location of the 
actual customer and end-users and this is a factor which one must not underestimate 
although a distributed work environment a priori contains challenges of close 
customer collaboration in the first place. 

This finally brings up another issue of the discussion regarding what kind of 
product is being developed concerning requirements regarding customer's needs and 
demands. Would an off-the-shelf product be more suited for agile distributed software 
development? “What are we developing” and “who is the customer” should therefore 
be trivial yet important questions to ask before, during and after engaging in global 
software development using agile processes. 

6   Conclusion 

Using the three categories of observations from the discussion we used grounded 
theory selective coding (as we explained in the research method section) to derive a 
theory. It says: 

The use of agile processes is made difficult by cultural distance, differences in 
competencies and knowledge asymmetry. Furthermore cultural distance and 
differences in competencies will in itself influence the development of knowledge 
asymmetry. If cultural distance, differences in competencies and knowledge 
asymmetry becomes too great it will make the use of agile processes impossible. 

Our theory is also shown in figure 1. We have saturated the theory [26] using all 
the data available; this means making sure that nothing in our data contradicts the 
theory (core story) and that no major observation is not explained in the theory.  

Cultural distance was derived through the team participants' stories of different 
interpretations of meaning in their communication or in their lack there of. The 
cultural difficulties in this instance are also an instance of subcultures between the 
worksites in the team where both teams create different meanings on their own.  

Differences in competencies were a given due to the original Scandinavian team's 
background of close collaborating and due to the introduction of new coworkers (the 
Indian worksite) in general. However, the differences became apparent when close 
physical collaboration was not possible.  

Knowledge asymmetry and dependency of information and communication from one 
site to another, was the not-very-surprising result of cultural distance and differences in 
competencies. Primarily the Indian site became dependent on the three other sites. 
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Fig. 1. The resulting theory on what makes use of agile processes difficult 

Of course our validation of the theory is based on a single case as well as the 
concept of saturation from GT. According to Yin [42] and Baskerville & Lee [43], 
generalizing to statements or theories is more valid through a multiple case study, 
because a single case study often will have difficulties in generalizing outside its 
specific, contextual setting. Nevertheless, we deviate from this normative standard of 
assuming that a quantifiable study result is the best way of creating new knowledge. 
After all, knowledge and meaning creation in qualitative, interpretative studies is very 
specific depending on the researcher and the individual as well as the group making 
up the surroundings of the research. 

This means that given enough time and analysis, any case would theoretically 
deviate from one another and the question remains as to what extra value several 
cases actually bring? Instead, the theory we produce from this setting is a result of an 
analytical generalizability process derived not only from the single case but also 
coded using GT and afterwards compared to current literature through a literature 
study. The value we add is not that of purely quantifiable results but instead that of a 
transparent research process and also a proposal of a theory, which other research can 
benefit from using or testing. 

Finally, one of the primary limitations as also discussed in the Discussion is that of 
practice versus theory. It is difficult to interpret actions and meanings of the use of 
agile processes because hardly any team proclaiming to use agile processes is actually 
using it in a rigid (prescribed) way. Thereby leaving behind doubts to whether a more 
‘strict’ use of certain principles and tools - i.e. retrospectives - would have resulted in 
a different effect than what we found?  
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Krishnan, Satish 187

Krogstie, John 32, 233

Lamersdorf, Winfried 3

Lammers, Rutger 7
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