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Foreword

The invention of the scanning tunneling microscope in

1981 has led to an explosion of a family of instruments

called scanning probe microscopes (SPMs). One of the

most popular instruments in this family is the atomic

force microscope (AFM), which was introduced to

the scientific community in 1986. The application of

SPMs has penetrated numerous science and engineer-

ing fields. Proliferation of SPMs in science and tech-

nology labs is similar to optical microscopes 50 years

ago. SPMs have even made it into some high school

science labs. Evolution of nanotechnology has acceler-

ated the use of SPMs and vice versa. The scientific and

industrial applications include quality control in the

semiconductor industry and related research, molecular biology and chemistry,

medical studies, materials science, and the field of information storage systems.

AFMs were developed initially for imaging with atomic or near atomic resolu-

tion. After their invention, they were modified for tribological studies. AFMs are

now intensively used in this field and have lead to the development of the field of

nanotribology. Researchers can image single lubricant molecules and their agglom-

eration and measure surface topography, adhesion, friction, wear, lubricant film

thickness, and mechanical properties all on a micrometer to nanometer scale. SPMs

are also used for nanofabrication and nanomachining. Beyond as an analytical

instrument, SPMs are being developed as industrial tools such as for data storage.

With the advent of more powerful computers, atomic-scale simulations have

been conducted of tribological phenomena. Simulations have been able to predict

the observed phenomena. Development of the field of nanotribology and nanome-

chanics has attracted numerous physicists and chemists. I am very excited that

SPMs have had such an immense impact on the field of tribology.

I congratulate Professor Bharat Bhushan in helping to develop this field of

nanotribology and nanomechanics. Professor Bhushan has harnessed his own

knowledge and experience, gained in several industries and universities, and has

assembled a large number of internationally recognized authors. The authors come

from both academia and industry.
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Professor Bharat Bhushan’s comprehensive book is intended to serve both as a

textbook for university courses as well as a reference for researchers. It is a timely

addition to the literature on nanotribology and nanomechanics, which I anticipate

will stimulate further interest in this important new field. I expect that it will be well

received by the international scientific community.

IBM Research Division Prof. Dr. Gerd Binnig

Rueschlikon, Switzerland

Nobel Laureate Physics, 1986
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Preface

Tribology is the science and technology of interacting surfaces in relative motion

and of related subjects and practices. The nature and consequences of the interac-

tions that take place at the moving interface control its friction, wear and lubrication

behavior. Understanding the nature of these interactions and solving the technolog-

ical problems associated with the interfacial phenomena constitute the essence of

tribology. The importance of friction and wear control cannot be overemphasized

for economic reasons and long-term reliability.

The recent emergence and proliferation of proximal probes, in particular tip-

based microscopies and the surface force apparatus and of computational techni-

ques for simulating tip-surface interactions and interfacial properties, has allowed

systematic investigations of interfacial problems with high resolution as well as

ways and means for modifying and manipulating nanostructures. These advances

provide the impetus for research aimed at developing a fundamental understanding

of the nature and consequences of the interactions between materials on the atomic

scale, and they guide the rational design of material for technological applications.

In short, they have led to the appearance of the new field of nanotribology and

nanomechanics.

The field of tribology is truly interdisciplinary. Until 1980s, it had been domi-

nated by mechanical and chemical engineers who conduct macro tests to predict

friction and wear lives in machine components and devise new lubricants to

minimize friction and wear. Development of the field of nanotribology has attracted

many more physicists, chemists, and material scientists who have significantly

contributed to the fundamental understanding of friction and wear processes and

lubrication on an atomic scale. Thus, tribology and mechanics are now studied by

both engineers and scientists. The nanotribology and nanomechanics fields are

growing rapidly and it has become fashionable to call oneself a “tribologist.” The

tip-based microscopies have also been used for materials characterization as well as

for measurement of mechanical and electrical properties all on nanoscale. Since

1991, international conferences and courses have been organized on this new field

of nanotribology, nanomechanics, and nanomaterials characterization.

There are also new applications which require detailed understanding of the

tribological and mechanics processes on macro- to nanoscales. Since early 1980s,
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tribology of magnetic storage systems (rigid disk drives, flexible disk drives, and

tape drives) has become one of the important parts of tribology. Microelec-

tromechanical Systems (MEMS)/ Nanoelectromechanical Systems (NEMS) and

biodevices, all part of nanotechnology, have appeared in the marketplace in the

1990s which present new tribological challenges. Another emerging area of

importance is biomimetics. It involves taking ideas from nature and implementing

them in an application. Examples include Lotus effect and gecko adhesion.

Tribology of processing systems such as copiers, printers, scanners, and cameras

is important although it has not received much attention. Along with the new

industrial applications, there has been development of new materials, coatings

and treatments such as synthetic diamond, diamondlike carbon films, self assem-

bled monolayers, and chemically grafted films, to name a few with nanoscale

thicknesses.

It is clear that the general field of tribology has grown rapidly in the last 30 years.

Conventional tribology is well established but nanotribology and nanomechanics

are evolving rapidly and have taken the center stage. New materials are finding use.

Furthermore, new industrial applications continue to evolve with their unique

challenges.

Very few tribology handbooks exist and these are dated. They have focused on

conventional tribology, traditional materials and matured industrial applications.

No mechanics handbook exists. Nanotribology, nanomechanics, and nanomaterial

characterization are becoming important in many nanotechnology applications.

A primer to nanotribology, nanomechanics, and nanomaterial characterization

is needed. The purpose of this book is to present the principles of nanotribology

and nanomechanics and applications to various applications. The appeal of

the subject book is expected to be broad. The first edition was published in

2005 and the second in 2008. This third edition is an update based on recent

developments.

The chapters in the book have been written by internationally recognized experts

in the field, from academia, national research labs and industry, and from all over

the world. The book integrates the knowledge of the field from mechanics and

materials science points of view. In each chapter, we start with macroconcepts

leading to microconcepts. We assume that the reader is not expert in the field of

nanotribology and nanomechanics, but has some knowledge of macrotribology/

mechanics. It covers various measurement techniques and their applications, and

theoretical modeling of interfaces. Organization of the book is straightforward. The

first part of the book covers fundamental experimental and theoretical studies. The

latter part covers applications.

The book is intended for three types of readers: graduate students of nanotribol-

ogy/ nanomechanics/nanotechnology, research workers who are active or intend to

become active in this field, and practicing engineers who have encountered a

tribology and mechanics problem and hope to solve it as expeditiously as possible.

The book should serve as an excellent text for one or two semester graduate courses

in scanning probe microscopy/applied scanning probe methods, nanotribology/
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nanomechanics/nanotechnology in mechanical engineering, materials science, or

applied physics.

I would like to thank the authors for their excellent contributions in a timely

manner. And I wish to thank my wife, Sudha, my son, Ankur, and my daughter,

Noopur, who have been very forbearing during the preparation of this book.

Powell, OH Bharat Bhushan

May 17, 2010
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Chapter 1

Introduction – Measurement Techniques

and Applications

Bharat Bhushan

In this introductory chapter, the definition and history of tribology and their

industrial significance and origins and significance of an emerging field of micro/

nanotribology are described. Next, various measurement techniques used in micro/

nanotribological and micro/nanomechanical studies are described. The interest in

micro/nanotribology field grew from magnetic storage devices and latter the appli-

cability to emerging field micro/nanoelectromechanical systems (MEMS/NEMS)

became clear. A few examples of magnetic storage devices and MEMS/NEMS are

presented where micro/nanotribological and micro/nanomechanical tools and tech-

niques are essential for interfacial studies. Finally, reasons why micro/nanotribo-

logical and micro/nanomechanical studies are important in magnetic storage

devices and MEMS/NEMS are presented. In the last section, organization of the

book is presented.

1.1 Definition and History of Tribology

The word tribology was first reported in a landmark report by Jost [1]. The word is

derived from the Greek word tribos meaning rubbing, so the literal translation

would be “the science of rubbing”. Its popular English language equivalent is

friction and wear or lubrication science, alternatively used. The latter term is hardly

all-inclusive. Dictionaries define tribology as the science and technology of inter-

acting surfaces in relative motion and of related subjects and practices. Tribology is

the art of applying operational analysis to problems of great economic significance,

namely, reliability, maintenance, and wear of technical equipment, ranging from

spacecraft to household appliances. Surface interactions in a tribological interface

are highly complex, and their understanding requires knowledge of various dis-

ciplines including physics, chemistry, applied mathematics, solid mechanics, fluid

mechanics, thermodynamics, heat transfer, materials science, rheology, lubrication,

machine design, performance and reliability.

It is only the name tribology that is relatively new, because interest in the

constituent parts of tribology is older than recorded history [2]. It is known that

B. Bhushan (ed.), Nanotribology and Nanomechanics,
DOI 10.1007/978-3-642-15283-2_1, # Springer-Verlag Berlin Heidelberg 2011

1



drills made during the Paleolithic period for drilling holes or producing fire were

fitted with bearings made from antlers or bones, and potters’ wheels or stones for

grinding cereals, etc., clearly had a requirement for some form of bearings [3].

A ball thrust bearing dated about AD 40 was found in Lake Nimi near Rome.

Records show the use of wheels from 3500 BC, which illustrates our ancestors’

concern with reducing friction in translationary motion. The transportation of large

stone building blocks and monuments required the know-how of frictional devices

and lubricants, such as water-lubricated sleds. Figure 1.1 illustrates the use of a

sledge to transport a heavy statue by egyptians circa 1880 BC [4]. In this transpor-

tation, 172 slaves are being used to drag a large statue weighing about 600 kN along

a wooden track. One man, standing on the sledge supporting the statue, is seen

pouring a liquid (most likely water) into the path of motion; perhaps he was one of

the earliest lubrication engineers. (Dowson [2] has estimated that each man exerted

a pull of about 800 N. On this basis, the total effort, which must at least equal the

friction force, becomes 172 � 800 N. Thus, the coefficient of friction is about

0.23.) A tomb in Egypt that was dated several thousand years BC provides the

evidence of use of lubricants. A chariot in this tomb still contained some of the

original animal-fat lubricant in its wheel bearings.

During and after the glory of the Roman empire, military engineers rose to

prominence by devising both war machinery and methods of fortification, using

tribological principles. It was the renaissance engineer-artist Leonardo da Vinci

(1452–1519), celebrated in his days for his genius in military construction as well as

for his painting and sculpture, who first postulated a scientific approach to friction.

Da Vinci deduced the rules governing the motion of a rectangular block sliding over

a flat surface. He introduced for the first time, the concept of coefficient of friction

as the ratio of the friction force to normal load. His work had no historical influence,

however, because his notebooks remained unpublished for hundreds of years.

In 1699, the French physicist Guillaume Amontons rediscovered the rules of

friction after he studied dry sliding between two flat surfaces [5]. First, the friction

force that resists sliding at an interface is directly proportional to the normal load.

Fig. 1.1 Egyptians using lubricant to aid movement of colossus, El-Bersheh, circa 1800 BC
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Second, the amount of friction force does not depend on the apparent area of

contact. These observations were verified by French physicist Charles-Augustin

Coulomb (better known for his work on electrostatics [6]). He added a third rule

that the friction force is independent of velocity once motion starts. He also made

a clear distinction between static friction and kinetic friction.

Many other developments occurred during the 1500s, particularly in the use of

improved bearing materials. In 1684, Robert Hooke suggested the combination of

steel shafts and bell-metal bushes as preferable to wood shod with iron for wheel

bearings. Further developments were associated with the growth of industrializa-

tion in the latter part of the eighteenth century. Early developments in the petroleum

industry started in Scotland, Canada, and the United States in the 1850s [2–7].

Though essential laws of viscous flow were postulated by Sir Isaac Newton in

1668; scientific understanding of lubricated bearing operations did not occur until the

end of the nineteenth century. Indeed, the beginning of our understanding of the

principle of hydrodynamic lubrication was made possible by the experimental studies

of Tower [8] and the theoretical interpretations of Reynolds [9] and related work by

Petroff [10]. Since then developments in hydrodynamic bearing theory and practice

were extremely rapid in meeting the demand for reliable bearings in new machinery.

Wear is a much younger subject than friction and bearing development, and

it was initiated on a largely empirical basis. Scientific studies of wear developed

little until the mid-twentieth century. Holm made one of the earliest substantial

contributions to the study of wear [11].

The industrial revolution (1750–1850 A.D.) is recognized as a period of rapid

and impressive development of the machinery of production. The use of steam

power and the subsequent development of the railways in the 1830s led to promo-

tion of manufacturing skills. Since the beginning of the twentieth century, from

enormous industrial growth leading to demand for better tribology, knowledge

in all areas of tribology has expanded tremendously [11–17].

1.2 Industrial Significance of Tribology

Tribology is crucial to modern machinery which uses sliding and rolling surfaces.

Examples of productive friction are brakes, clutches, driving wheels on trains and

automobiles, bolts, and nuts. Examples of productive wear are writing with a pencil,

machining, polishing, and shaving. Examples of unproductive friction and wear are

internal combustion and aircraft engines, gears, cams, bearings, and seals.

According to some estimates, losses resulting from ignorance of tribology

amount in the United States to about 4% of its gross national product (or about

$ 200 billion dollars per year in 1966), and approximately one-third of the world’s

energy resources in present use appear as friction in one form or another. Thus, the

importance of friction reduction and wear control cannot be overemphasized for

economic reasons and long-term reliability. According to Jost [1, 18], savings of

about 1% of gross national product of an industrialized nation can be realized by
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research and better tribological practices. According to recent studies, expected

savings are expected to be on the order of 50 times the research costs. The savings

are both substantial and significant, and these savings can be obtained without the

deployment of large capital investment.

The purpose of research in tribology is understandably the minimization and

elimination of losses resulting from friction and wear at all levels of technology

where the rubbing of surfaces is involved. Research in tribology leads to greater

plant efficiency, better performance, fewer breakdowns, and significant savings.

Tribology is not only important to industry, it also affects day-to-day life. For

example, writing is a tribological process. Writing is accomplished by a controlled

transfer of lead (pencil) or ink (pen) to the paper. During writing with a pencil there

should be good adhesion between the lead and paper so that a small quantity of lead

transfers to the paper and the lead should have adequate toughness/hardness so that

it does not fracture/break. Objective during shaving is to remove hair from the body

as efficiently as possible with minimum discomfort to the skin. Shaving cream is

used as a lubricant to minimize friction between a razor and the skin. Friction is

helpful during walking and driving. Without adequate friction, we would slip and

a car would skid! Tribology is also important in sports. For example, a low friction

between the skis and the ice is desirable during skiing.

1.3 Origins and Significance of Micro/Nanotribology

At most interfaces of technological relevance, contact occurs at numerous aspe-

rities. Consequently, the importance of investigating a single asperity contact in

studies of the fundamental tribological and mechanical properties of surfaces has

been long recognized. The recent emergence and proliferation of proximal probes,

in particular tip-based microscopies (e.g., the scanning tunneling microscope and

the atomic force microscope) and of computational techniques for simulating tip-

surface interactions and interfacial properties, has allowed systematic investiga-

tions of interfacial problems with high resolution as well as ways and means for

modifying and manipulating nanoscale structures. These advances have led to the

development of the new field of microtribology, nanotribology, molecular tribol-

ogy, or atomic-scale tribology [15, 16, 19–22]. This field is concerned with experi-

mental and theoretical investigations of processes ranging from atomic and

molecular scales to microscales, occurring during adhesion, friction, wear, and

thin-film lubrication at sliding surfaces.

The differences between the conventional or macrotribology and micro/

nanotribology are contrasted in Fig. 1.2. In macrotribology, tests are conducted

on components with relatively large mass under heavily loaded conditions. In these

tests, wear is inevitable and the bulk properties of mating components dominate

the tribological performance. In micro/nanotribology, measurements are made

on components, at least one of the mating components, with relatively small mass

4 B. Bhushan



under lightly loaded conditions. In this situation, negligible wear occurs and the

surface properties dominate the tribological performance.

The micro/nanotribological studies are needed to develop fundamental under-

standing of interfacial phenomena on a small scale and to study interfacial pheno-

mena involving ultrathin films (as low as 1–2 nm) and in micro/nanostructures, both

used in magnetic storage systems, micro/nanoelectromechanical systems (MEMS/

NEMS) and other industrial applications. The components used in micro- and

nanostructures are very light (on the order of few micrograms) and operate under

very light loads (smaller than 1 mg to a few milligrams). As a result, friction and

wear (on a nanoscale) of lightly loaded micro/nanocomponents are highly depen-

dent on the surface interactions (few atomic layers). These structures are generally

lubricated with molecularly thin films. Micro/nanotribological techniques are ideal

to study the friction and wear processes of ultrathin films and micro/nanostructures.

Although micro/nanotribological studies are critical to study ultrathin films and

micro/nanostructures, these studies are also valuable in fundamental understanding

of interfacial phenomena in macrostructures to provide a bridge between science

and engineering.

The probe-based microscopes (scanning tunneling microscope, the atomic force

and friction force microscopes) and the surface force apparatus are widely used for

micro/nanotribological studies [16, 19–23]. To give a historical perspective of the

field, the scanning tunneling microscope (STM) developed by Binnig and Rohrer

and their colleagues in 1981 at the IBM Zurich Research Laboratory, Forschung-

slabor, is the first instrument capable of directly obtaining three-dimensional (3-D)

images of solid surfaces with atomic resolution [24]. STMs can only be used to

study surfaces which are electrically conductive to some degree. Based on their

design of STM, in 1985, Binnig et al. [25, 26] developed an atomic force micro-

scope (AFM) to measure ultrasmall forces (less than 1 mN) present between the

AFM tip surface and the sample surface. AFMs can be used for measurement of all

engineering surfaces which may be either electrically conducting or insulating.

AFM has become a popular surface profiler for topographic measurements on

micro – to nanoscale. AFMs modified to measure both normal and friction forces,

generally called friction force microscopes (FFMs) or lateral force microscopes

(LFMs), are used to measure friction on micro- and nanoscales. AFMs are also

used for studies of adhesion, scratching, wear, lubrication, surface temperatures,

Macrotribology Micro/nanotribology

Large mass
Heavy load

Wear
(Inevitable)

Bulk material

No wear
(Few atomic layers)

Surface
(Few atomic layers)

Small mass (mg)
Light load (mg to mg)

Fig. 1.2 Comparisons

between macrotribology and

micro/nanotribology
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and for measurements of elastic/plastic mechanical properties (such as indentation

hardness and modulus of elasticity) [14, 16, 19, 21].

Surface force apparatuses (SFAs), first developed in 1969, are used to study both

static and dynamic properties of the molecularly thin liquid films sandwiched

between two molecularly smooth surfaces [16, 20–22, 27]. However, the liquid

under study has to be confined between molecularly-smooth optically-transparent

or sometimes opaque surfaces with radii of curvature on the order of 1 mm (leading

to poorer lateral resolution as compared to AFMs). Only AFMs/FFMs can be used

to study engineering surfaces in the dry and wet conditions with atomic resolution.

Meanwhile, significant progress in understanding the fundamental nature of

bonding and interactions in materials, combined with advances in computer-

based modeling and simulation methods, have allowed theoretical studies of com-

plex interfacial phenomena with high resolution in space and time [16, 20–22].

Such simulations provide insights into atomic-scale energetics, structure, dynamics,

thermodynamics, transport and rheological aspects of tribological processes. Fur-

thermore, these theoretical approaches guide the interpretation of experimental data

and the design of new experiments, and enable the prediction of new phenomena

based on atomistic principles.

1.4 Measurement Techniques

1.4.1 Scanning Probe Microscopy

Family of instruments based on STMs and AFMs, called Scanning Probe Micro-

scopes (SPMs), have been developed for various applications of scientific and

industrial interest. These include – STM, AFM, FFM (or LFM), scanning electro-

static force microscopy (SEFM), scanning force acoustic microscopy (SFAM) (or

atomic force acoustic microscopy, AFAM), scanning magnetic microscopy (SMM)

(or magnetic force microscopy, MFM), scanning near field optical microscopy

(SNOM), scanning thermal microscopy (SThM) scanning electrochemical micros-

copy (SEcM), scanning Kelvin Probe microscopy (SKPM), scanning chemical

potential microscopy (SCPM), scanning ion conductance microscopy (SICM),

and scanning capacitance microscopy (SCM). Family of instruments which mea-

sure forces (e.g. AFM, FFM, SEFM, SFAM, and SSM) are also referred to as

scanning force microscopies (SFM). Although these instruments offer atomic

resolution and are ideal for basic research, yet these are used for cutting edge

industrial applications which do not require atomic resolution.

STMs, AFMs and their modifications can be used at extreme magnifications

ranging from 103� to 109� in x-, y-, and z-directions for imaging macro to atomic

dimensions with high-resolution information and for spectroscopy. These instru-

ments can be used in any environment such as ambient air, various gases, liquid,

vacuum, low temperatures, and high temperatures. Imaging in liquid allows the
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study of live biological samples and it also eliminates water capillary forces present

in ambient air present at the tip–sample interface. Low temperature imaging is

useful for the study of biological and organic materials and the study of low-

temperature phenomena such as superconductivity or charge-density waves. Low-

temperature operation is also advantageous for high-sensitivity force mapping due

to the reduction in thermal vibration. These instruments also have been used to

image liquids such as liquid crystals and lubricant molecules on graphite surfaces.

While the pure imaging capabilities of SPM techniques dominated the application

of these methods at their early development stages, the physics and chemistry of

probe–sample interactions and the quantitative analyses of tribological, electronic,

magnetic, biological, and chemical surfaces are commonly carried out. Nanoscale

science and technology are strongly driven by SPMs which allow investigation and

manipulation of surfaces down to the atomic scale. With growing understanding of

the underlying interaction mechanisms, SPMs have found applications in many

fields outside basic research fields. In addition, various derivatives of all these

methods have been developed for special applications, some of them targeting far

beyond microscopy.

A detailed overview of scanning probe microscopy – principle of operation,

instrumentation, and probes is presented in a later chapter (also see [16, 20–23]).

Here, a brief description of commercial STMs and AFMs follows.

Commercial STMs

There are a number of commercial STMs available on the market. Digital

Instruments, Inc. located in Santa Barbara, CA introduced the first commercial

STM, the Nanoscope I, in 1987. In a recent Nanoscope IV STM for operation in

ambient air, the sample is held in position while a piezoelectric crystal in the

form of a cylindrical tube (referred to as PZT tube scanner) scans the sharp

metallic probe over the surface in a raster pattern while sensing and outputting

the tunneling current to the control station, Fig. 1.3. The digital signal processor

i

– Y

Y

X

Z

PZT tube
scanner

Tip

Sample

V

– X

Fig. 1.3 Principle of

operation of a commercial

STM, a sharp tip attached to

a piezoelectric tube scanner

is scanned on a sample

(From [16])
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(DSP) calculates the desired separation of the tip from the sample by sensing the

tunneling current flowing between the sample and the tip. The bias voltage

applied between the sample and the tip encourages the tunneling current to flow.

The DSP completes the digital feedback loop by outputting the desired voltage

to the piezoelectric tube. The STM operates in both the “constant height” and

“constant current” modes depending on a parameter selection in the control panel.

In the constant current mode, the feedback gains are set high, the tunneling tip

closely tracks the sample surface, and the variation in the tip height required

to maintain constant tunneling current is measured by the change in the voltage

applied to the piezo tube. In the constant height mode, the feedback gains are

set low, the tip remains at a nearly constant height as it sweeps over the sample

surface, and the tunneling current is imaged.

Physically, the Nanoscope STM consists of three main parts: the head which

houses the piezoelectric tube scanner for three dimensional motion of the tip and

the preamplifier circuit (FET input amplifier) mounted on top of the head for the

tunneling current, the base on which the sample is mounted, and the base support,

which supports the base and head [16, 21]. The base accommodates samples up to

10 mm by 20 mm and 10 mm in thickness. Scan sizes available for the STM are

0.7 mm � 0.7 mm (for atomic resolution), 12 mm � 12 mm, 75 mm � 75 mm and

125 mm � 125 mm.

The scanning head controls the three dimensional motion of tip. The removable

head consists of a piezo tube scanner, about 12.7 mm in diameter, mounted into an

invar shell used to minimize vertical thermal drifts because of good thermal match

between the piezo tube and the Invar. The piezo tube has separate electrodes for X,
Y and Z which are driven by separate drive circuits. The electrode configuration

(Fig. 1.3) provides x and y motions which are perpendicular to each other, mini-

mizes horizontal and vertical coupling, and provides good sensitivity. The vertical

motion of the tube is controlled by the Z electrode which is driven by the feedback

loop. The x and y scanning motions are each controlled by two electrodes which are

driven by voltages of same magnitudes, but opposite signs. These electrodes are

called �Y, �X, þY, and þX. Applying complimentary voltages allows a short, stiff

tube to provide a good scan range without large voltages. The motion of the tip

due to external vibrations is proportional to the square of the ratio of vibration

frequency to the resonant frequency of the tube. Therefore, to minimize the tip

vibrations, the resonant frequencies of the tube are high about 60 kHz in the vertical

direction and about 40 kHz in the horizontal direction. The tip holder is a stainless

steel tube with a 300 mm inner diameter for 250 mm diameter tips, mounted in

ceramic in order to keep the mass on the end of the tube low. The tip is mounted

either on the front edge of the tube (to keep mounting mass low and resonant

frequency high) (Fig. 1.3) or the center of the tube for large range scanners, namely

75 and 125 mm (to preserve the symmetry of the scanning.) This commercial STM

accepts any tip with a 250 mm diameter shaft. The piezotube requires X–Y calibra-

tion which is carried out by imaging an appropriate calibration standard. Cleaved

graphite is used for the small-scan length head while two dimensional grids (a gold

plated ruling) can be used for longer range heads.
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The Invar base holds the sample in position, supports the head, and provides

coarse x–ymotion for the sample. A spring-steel sample clip with two thumb screws

holds the sample in place. An x–y translation stage built into the base allows the

sample to be repositioned under the tip. Three precision screws arranged in a

triangular pattern support the head and provide coarse and fine adjustment of the

tip height. The base support consists of the base support ring and the motor housing.

The stepper motor enclosed in the motor housing allows the tip to be engaged and

withdrawn from the surface automatically.

Samples to be imaged with STM must be conductive enough to allow a few

nanoamperes of current to flow from the bias voltage source to the area to be

scanned. In many cases, nonconductive samples can be coated with a thin layer of a

conductive material to facilitate imaging. The bias voltage and the tunneling current

depend on the sample. Usually they are set at a standard value for engagement and

fine tuned to enhance the quality of the image. The scan size depends on the sample

and the features of interest. Maximum scan rate of 122 Hz can be used. The

maximum scan rate is usually related to the scan size. Scan rate above 10 Hz is

used for small scans (typically 60 Hz for atomic-scale imaging with a 0.7 mm
scanner). The scan rate should be lowered for large scans, especially if the sample

surfaces are rough or contain large steps. Moving the tip quickly along the sample

surface at high scan rates with large scan sizes will usually lead to a tip crash.

Essentially, the scan rate should be inversely proportional to the scan size (typically

2–4 Hz for 1 mm, 0.5–1 Hz for 12 mm, and 0.2 Hz for 125 mm scan sizes). Scan rate

in length/time, is equal to scan length divided by the scan rate in Hz. For example,

for 10 mm � 10 mm scan size scanned at 0.5 Hz, the scan rate is 10 mm/s. The

256 � 256 data formats are most commonly used. The lateral resolution at larger

scans is approximately equal to scan length divided by 256.

Commercial AFM

A review of early designs of AFMs is presented by Bhushan [21]. There are a

number of commercial AFMs available on the market. Major manufacturers of

AFMs for use in ambient environment are: Digital Instruments Inc., a subsidiary of

Veeco Instruments, Inc., Santa Barbara, California; Topometrix Corp., a subsidiary

of Veeco Instruments, Inc., Santa Clara, California; and other subsidiaries of Veeco

Instruments Inc., Woodbury, New York; Molecular Imaging Corp., Phoenix,

Arizona; Quesant Instrument Corp., Agoura Hills, California; Nanoscience Instru-

ments Inc., Phoenix, Arizona; Seiko Instruments, Japan; and Olympus, Japan.

AFM/STMs for use in UHV environment are primarily manufactured by Omicron

Vakuumphysik GMBH, Taunusstein, Germany.

We describe here two commercial AFMs – small sample and large sample AFMs –

for operation in the contact mode, produced by Digital Instruments, Inc., Santa

Barbara, CA, with scanning lengths ranging from about 0.7 mm (for atomic resolu-

tion) to about 125 mm [28–31]. The original design of these AFMs comes from

Meyer and Amer [32]. Basically the AFM scans the sample in a raster pattern while
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outputting the cantilever deflection error signal to the control station. The cantilever

deflection (or the force) is measured using laser deflection technique, Fig. 1.4. The

DSP in the workstation controls the z-position of the piezo based on the cantilever

deflection error signal. The AFM operates in both the “constant height” and “constant

a

b

Fig. 1.4 Principles of operation of (a) a commercial small sample AFM/FFM, and (b) a large

sample AFM/FFM (From [16])
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force” modes. The DSP always adjusts the height of the sample under the tip based

on the cantilever deflection error signal, but if the feedback gains are low the piezo

remains at a nearly “constant height” and the cantilever deflection data is collected.

With the high gains, the piezo height changes to keep the cantilever deflection

nearly constant (therefore the force is constant) and the change in piezo height is

collected by the system.

To further describe the principle of operation of the commercial small sample

AFM shown in Fig. 1.4a, the sample, generally no larger than 10 mm � 10 mm, is

mounted on a PZT tube scanner which consists of separate electrodes to scan

precisely the sample in the x-y plane in a raster pattern and to move the sample in

the vertical (z) direction. A sharp tip at the free end of a flexible cantilever is

brought in contact with the sample. Features on the sample surface cause the

cantilever to deflect in the vertical and lateral directions as the sample moves

under the tip. A laser beam from a diode laser (5 mW max peak output at

670 nm) is directed by a prism onto the back of a cantilever near its free end, tilted

downward at about 10� with respect to the horizontal plane. The reflected beam

from the vertex of the cantilever is directed through a mirror onto a quad photode-

tector (split photodetector with four quadrants, commonly called position-sensitive

detector or PSD, produced by Silicon Detector Corp., Camarillo, California). The

differential signal from the top and bottom photodiodes provides the AFM signal

which is a sensitive measure of the cantilever vertical deflection. Topographic

features of the sample cause the tip to deflect in the vertical direction as the sample

is scanned under the tip. This tip deflection will change the direction of the reflected

laser beam, changing the intensity difference between the top and bottom sets of

photodetectors (AFM signal). In the AFM operating mode called the height mode,

for topographic imaging or for any other operation in which the applied normal

force is to be kept a constant, a feedback circuit is used to modulate the voltage

applied to the PZT scanner to adjust the height of the PZT, so that the cantilever

vertical deflection (given by the intensity difference between the top and bottom

detector) will remain constant during scanning. The PZT height variation is thus

a direct measure of the surface roughness of the sample.

In a large sample AFM, both force sensors using optical deflection method and

scanning unit are mounted on the microscope head, Fig. 1.4b. Because of vibrations

added by cantilever movement, lateral resolution of this design is somewhat poorer

than the design in Fig. 1.4a in which the sample is scanned instead of cantilever

beam. The advantage of the large sample AFM is that large samples can be mea-

sured readily.

Most AFMs can be used for topography measurements in the so-called tapping

mode (intermittent contact mode), also referred to as dynamic force microscopy. In

the tapping mode, during scanning over the surface, the cantilever/tip assembly is

sinusoidally vibrated by a piezo mounted above it, and the oscillating tip slightly

taps the surface at the resonant frequency of the cantilever (70–400 Hz) with

a constant (20–100 nm) oscillating amplitude introduced in the vertical direction

with a feedback loop keeping the average normal force constant, Fig. 1.5. The

oscillating amplitude is kept large enough so that the tip does not get stuck to the
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sample because of adhesive attractions. The tapping mode is used in topography

measurements to minimize effects of friction and other lateral forces and/or to

measure topography of soft surfaces.

Topographic measurements are made at any scanning angle. At a first instance,

scanning angle may not appear to be an important parameter. However, the friction

force between the tip and the sample will affect the topographic measurements in

a parallel scan (scanning along the long axis of the cantilever). Therefore a per-

pendicular scan may be more desirable. Generally, one picks a scanning angle

which gives the same topographic data in both directions; this angle may be slightly

different than that for the perpendicular scan.

For measurement of friction force being applied at the tip surface during sliding,

left hand and right hand sets of quadrants of the photodetector are used. In the

so-called friction mode, the sample is scanned back and forth in a direction

orthogonal to the long axis of the cantilever beam. A friction force between the

sample and the tip will produce a twisting of the cantilever. As a result, the laser

beam will be reflected out of the plane defined by the incident beam and the beam

reflected vertically from an untwisted cantilever. This produces an intensity differ-

ence of the laser beam received in the left hand and right hand sets of quadrants of

the photodetector. The intensity difference between the two sets of detectors (FFM

signal) is directly related to the degree of twisting and hence to the magnitude of the

friction force. This method provides three-dimensional maps of friction force. One

problem associated with this method is that any misalignment between the laser

beam and the photodetector axis would introduce error in the measurement. How-

ever, by following the procedures developed by Ruan and Bhushan [30], in which

the average FFM signal for the sample scanned in two opposite directions is

subtracted from the friction profiles of each of the two scans, the misalignment

effect is eliminated. By following the friction force calibration procedures devel-

oped by Ruan and Bhushan [30], voltages corresponding to friction forces can be

converted to force unites. The coefficient of friction is obtained from the slope of

friction force data measured as a function of normal loads typically ranging from
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Fig. 1.5 Schematic of

tapping mode used for surface

roughness measurement

(From [16])
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10 to 150 nN. This approach eliminates any contributions due to the adhesive

forces [33]. For calculation of the coefficient of friction based on a single point

measurement, friction force should be divided by the sum of applied normal load

and intrinsic adhesive force. Furthermore, it should be pointed out that for a single

asperity contact, the coefficient of friction is not independent of load.

The tip is scanned in such a way that its trajectory on the sample forms a

triangular pattern, Fig. 1.6. Scanning speeds in the fast and slow scan directions

depend on the scan area and scan frequency. Scan sizes ranging from less than

1 nm � 1 nm to 125 mm � 125 mm and scan rates from less than 0.5–122 Hz

typically can be used. Higher scan rates are used for smaller scan lengths. For

example, scan rates in the fast and slow scan directions for an area of 10 mm � 10 mm
scanned at 0.5 Hz are 10 mm/s and 20 nm/s, respectively.

1.4.2 Surface Force Apparatus (SFA)

Surface Force Apparatuses (SFAs) are used to study both static and dynamic pro-

perties of the molecularly-thin liquid films sandwiched between two molecularly

smooth surfaces. The SFAs were originally developed by Tabor and Winterton [27]

and later by Israelachvili and Tabor [34] to measure van der Waals forces between

two mica surfaces as a function of separation in air or vacuum. Israelachvili

and Adams [35] developed a more advanced apparatus to measure normal forces

between two surfaces immersed in a liquid so thin that their thickness approaches

the dimensions of the liquid molecules themselves. A similar apparatus was also

developed by Klein [36]. The SFAs, originally used in studies of adhesive and

static interfacial forces were first modified by Chan and Horn [37] and later by

Israelachvili et al. [38] and Klein et al. [39] to measure the dynamic shear (sliding)

response of liquids confined between molecularly smooth optically-transparent

mica surfaces. Optically transparent surfaces are required because the surface

separation is measured using an optical interference technique. Van Alsten and

Granick [40] and Peachey et al. [41] developed a new friction attachment which

allow for the two surfaces to be sheared past each other at varying sliding speeds or

oscillating frequencies while simultaneously measuring both the friction force and

normal force between them. Israelachvili [42] and Luengo et al. [43] also presented

modified SFA designs for dynamic measurements including friction at oscillating

Fast scan direction Slow scan
direction

Fig. 1.6 Schematic of

triangular pattern trajectory

of the AFM tip as the sample

is scanned in two dimensions.

During imaging, data are

recorded only during scans

along the solid scan lines

(From [16])
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frequencies. Because the mica surfaces are molecularly smooth, the actual area of

contact is well defined and measurable, and asperity deformation do not complicate

the analysis. During sliding experiments, the area of parallel surfaces is very large

compared to the thickness of the sheared film and this provides an ideal condition

for studying shear behavior because it permits one to study molecularly-thin liquid

films whose thickness is well defined to the resolution of an angstrom. Molecularly

thin liquid films cease to behave as a structural continuum with properties different

from that of the bulk material [40, 44–47].

Tonck et al. [48] and Georges et al. [49] developed a SFA used to measure the

static and dynamic forces (in the normal direction) between a smooth fused

borosilicate glass against a smooth and flat silicon wafer. They used capacitance

technique to measure surface separation; therefore, use of optically-transparent

surfaces was not required. Among others, metallic surfaces can be used at the

interface. Georges et al. [50] modified the original SFA so that a sphere can be

moved towards and away from a plane and can be sheared at constant separation

from the plane, for interfacial friction studies.

For a detailed review of various types of SFAs, see Israelachvili [42, 51],

Horn [52], and Homola [53]. SFAs based on their design are commercially avail-

able from SurForce Corporation, Santa Barbara, California.

Israelachvili’s and Granick’s Design

Following review is primarily based on the papers by Israelachvili [42] and Homola

[53]. Israelachvili et al.’s design later followed by Granick et al. for oscillating

shear studies, is most commonly used by researchers around the world.

Classical SFA The classical apparatus developed for measuring equilibrium or

static intersurface forces in liquids and vapors by Israelachvili and Adams [35],

consists of a small, air-tight stainless steel chamber in which two molecularly

smooth curved mica surfaces can be translated towards or away from each other,

see Fig. 1.7. The distance between the two surfaces can also be independently

controlled to within�0.1 nm and the force sensitivity is about 10 nN. The technique

utilizes two molecularly smooth mica sheets, each about 2 mm thick, coated with

a semi reflecting 50–60 nm layer of pure silver, glued to rigid cylindrical silica disks

of radius about 10 mm (silvered side down) mounted facing each other with their

axes mutually at right angles (crossed cylinder position), which is geometrically

equivalent to a sphere contacting a flat surface. The adhesive glue which is used to

affix the mica to the support is sufficiently compliant, so the mica will flatten under

the action of adhesive forces or applied load to produce a contact zone in which the

surfaces are locally parallel and planar. Outside of this contact zone the separation

between surfaces increases and the liquid, which is effectively in a bulk state,

makes a negligible contribution to the overall response. The lower surface is

supported on a cantilever spring which is used to push the two surfaces together

with a known load. When the surfaces are forced into contact, they flatten elasti-

cally so that the contact zone is circular for duration of the static or sliding
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interactions. The surface separation is measured using optical interference fringes

of equal chromatic order (FECO) which enables the area of molecular contact and

the surface separation to be measured to within 0.1 nm. For measurements, white

light is passed vertically up through the two mica surfaces and the emerging beam is

then focused onto the slit of a grating spectrometer. From the positions and shapes

of the colored FECO fringes in the spectrogram, the distance between the two

surfaces and the exact shape of the two surfaces can be measured (as illustrated in

Fig. 1.8), as can the refractive index of the liquid (or material) between them. In

particular, this allows for reasonably accurate determinations of the quantity of

material deposited or adsorbed on the surfaces and the area of contact between two

molecularly smooth surfaces. Any changes may be readily observed in both static

Fig. 1.7 Schematic of the surface force apparatus that employs the cross cylinder geometry [35, 42]

a cb

 

Load Light

FECO
fringes

Crossed
cylinders
geometry

Velocity

Glue

Mica

R 1cm

D

1–5 µm

Glue

Mica

100 µm

Fig. 1.8 (a) Cross cylinder configuration of mica sheet, showing formation of contact area.

Schematic of the fringes of equal chromatic order (FECO) observed when two mica surfaces are

(b) separated by distance D and (c) are flattened with a monolayer of liquid between them [54]
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and sliding conditions in real time (applicable to the design shown in Fig. 1.8) by

monitoring the changing shapes of these fringes.

The distance between the two surfaces is controlled by use of a three-stage

mechanism of increasing sensitivity: coarse control (upper rod) allows positioning

of within about 1 mm, the medium control (lower rod, which depresses the helical

spring and which in turn, bends the much stiffer double-cantilever spring by 1/1,000

of this amount) allows positioning to about 1 nm, and the piezoelectric crystal tube –

which expands or controls vertically by about 0.6 nm/V applied axially across the

cylindrical wall – is used for final positioning to 0.1 nm.

The normal force is measured by expanding or contracting the piezoelectric

crystal by a known amount and then measuring optically howmuch the two surfaces

have actually moved; any difference in the two values when multiplied by the

stiffness of the force measuring spring gives the force difference between the initial

and final positions. In this way both repulsive and attractive forces can be measured

with a sensitivity of about 10 nN. The force measuring springs can be either single-

cantilever or double-cantilever fixed-stiffness springs (as shown in Fig. 1.7), or the

spring stiffness can be varied during an experiment (by up to a factor of 1,000) by

shifting the position of the dovetailed clamp using the adjusting rod. Other spring

attachments, two of which are shown at the top of the figure, can replace the variable

stiffness spring attachment (top right: nontilting nonshearing spring of fixed stiff-

ness). Each of these springs are interchangeable and can be attached to the main

support, allowing for greater versatility in measuring strong or weak and attractive

or repulsive forces. Once the force F as a function of distanceD is known for the two

surfaces of radius R, the force between any other curved surfaces simply scales by

R. Furthermore, the adhesion energy (or surface or interfacial free energy) E per unit

area between two flat surfaces is simply related to F by the so-called Derjaguin

approximation [51] E ¼ F/2pR. We note that SFA is one of the few techniques

available for directly measuring equilibrium force-laws (i.e., force versus distance

at constant chemical potential of the surrounding solvent medium) [42]. The SFA

allows for both weak or strong and attractive or repulsive forces.

Mostly the molecularly smooth surface of mica is used in these measurements

[55], however, silica [56] and sapphire [57] have also been used. It is also possible

to deposit or coat each mica surface with metal films [58, 59], carbon and metal

oxides [60], adsorbed polymer layers [61], surfactant monolayers and bilayers [51,

58, 62, 63]. The range of liquids and vapors that can be used is almost endless.

Sliding Attachments for Tribological Studies So far we have described a

measurement technique which allows measurements of the normal forces between

surfaces, that is, those occurring when two surfaces approach or separate from each

other. However, in tribological situations, it is the transverse or shear forces that are

of primary interest when two surfaces slide past each other. There are essentially

two approaches used in studying the shear response of confined liquid films. In the

first approach (constant velocity friction or steady-shear attachment), the friction is

measured when one of the surfaces is traversed at a constant speed over a distance

of several hundreds of microns [38, 39, 45, 54, 60, 64, 65]. The second approach

(oscillatory shear attachment) relies on the measurement of viscous dissipation and
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elasticity of confined liquids by using periodic sinusoidal oscillations over a range

of amplitudes and frequencies [40, 41, 44, 66, 67].

For the constant velocity friction (steady-shear) experiments, the surface force

apparatus was outfitted with a lateral sliding mechanism [38, 42, 46, 54, 64, 65]

allowing measurements of both normal and shearing forces (Fig. 1.9). The piezo-

electric crystal tube mount supporting the upper silica disk of the basic apparatus

shown in Fig. 1.7, is replaced. Lateral motion is initiated by a variable speed motor-

driven micrometer screw that presses against the translation stage, which is

connected via two horizontal double-cantilever strip springs to the rigid mounting

plate. The translation stage also supports two vertical double-cantilever springs

(Fig. 1.10) that at their lower end are connected to a steel plate supporting the upper

silica disk. One of the vertical springs acts as a frictional force detector by having

four resistance strain gages attached to it, forming the four arms of a Wheatstone

bridge and electrically connected to a chart recorder. Thus, by rotating themicrometer,

Fig. 1.9 Schematic of shear force apparatus. Lateral motion is initiated by a variable speed motor-

driven micrometer screw that presses against the translation stage which is connected through two

horizontal double-cantilever strip springs to the rigid mounting plate [38, 42]
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the translation stage deflects, causing the upper surface to move horizontally and

linearly at a steady rate. If the upper mica surface experiences a transverse frictional or

viscous shearing force, this will cause the vertical springs to deflect, and this deflection

can be measured by the strain gages. The main support, force-measuring double-

cantilever spring, movable clamp, white light, etc., are all parts of the original basic

apparatus (Fig. 1.7), whose functions are to control the surface separation, vary the

externally applied normal load, and measure the separation and normal force between

the two surfaces, as already described. Note that during sliding, the distance between

the surfaces, their true molecular contact area, their elastic deformation, and their

lateral motion can all be simultaneously monitored by recording the moving FECO

fringe pattern using a video camera and recording it on a tape [46].

The two surfaces can be sheared past each other at sliding speeds which can be

varied continuously from 0.1 to 20 mm/s while simultaneously measuring both the

transverse (frictional) force and the normal (compressive or tensile) force between

them. The lateral distances traversed are on the order of a several hundreds of

micrometers which correspond to several diameters of the contact zone.

With an oscillatory shear attachment, developed by Granick et al., viscous

dissipation and elasticity and dynamic viscosity of confined liquids by applying

periodic sinusoidal oscillations of one surface with respect to the other can be

studied [40, 41, 44, 66, 67]. This attachment allows for the two surfaces to

be sheared past each other at varying sliding speeds or oscillating frequencies

while simultaneously measuring both the transverse (friction or shear) force and

the normal load between them. The externally applied load can be varied continu-

ously, and both positive and negative loads can be applied. Finally the distance

between the surfaces, their true molecular contact area, their elastic (or viscoelastic)

deformation and their lateral motion can all be simultaneously by recording the

moving interference fringe pattern using a video camera-recorder system.

To produce shear while maintaining constant film thickness or constant separation

of the surfaces, the top mica surface is suspended from the upper portion of the

apparatus by two piezoelectric bimorphs. A schematic description of the surface force

apparatus with the installed shearing device is shown in Fig. 1.11 [40, 41, 44, 66, 67].

Translation
stage

Springs

Strain
gauges

Cylindrical
disks

L

VFig. 1.10 Schematic of the

sliding attachment. The

translation stage also supports

two vertical double-cantilever

springs, which at their lower

end are connected to a steel

plate supporting the upper

silica disk [46]
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Israelachvili [42] and Luengo et al. [43] have also presented similar designs. The

lower mica surface, as in the steady-shear sliding attachment, is stationary and sits

at the tip of a double cantilever spring attached at the other end to a stiff support.

The externally applied load can be varied continuously by displacing the lower

surface vertically. An AC voltage difference applied by a signal generator (driver)

across one of the bimorphs tends to bend it in oscillatory fashion while the frictional

force resists that motion. Any resistance to sliding induces an output voltage across

the other bimorphs (receiver) which can be easily measured by a digital oscillo-

scope. The sensitivity in measuring force is on the order of a few mN and the

amplitudes of measured lateral displacement can range from a few nm to 10 mm.

The design is flexible and allows to induce time-varying stresses with different

characteristic wave shapes simply by changing the wave form of the input electrical

signal. For example, when measuring the apparent viscosity, a sine wave input is

convenient to apply. Figure 1.12a shows an example of the raw data, obtained with

a hexadecane film at a moderate pressure, when a sine wave was applied to one of

the bimorphs [66]. By comparing the calibration curve with the response curve,

which was attenuated in amplitude and lagged in phase, an apparent dynamic

viscosity can be inferred. On the other hand, a triangular waveform is more suitable

when studying the yield stress behavior of solid-like films as of Fig. 1.12b. The

triangular waveform, showing a linear increase and decrease of the applied force

with time, is proportional to the driving force acting on the upper surface. The

response waveform, which represents a resistance of the interface to shear, remains

very small indicating that the surfaces are in a stationary contact with respect to

each other until the applied stress reaches a yield point. At the yield point the slope

of the response curve increases dramatically, indicating the onset of sliding.

Homola [53] compared the two approaches – steady shear attachment and

oscillating shear attachment. In experiments conducted by Israelachvili and his
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Fig. 1.11 Schematic of the oscillatory shearing apparatus [40]
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co-workers, the steady-shear attachment was employed to focus on the dynamic

frictional behavior of the film after a sufficiently high shear stress was applied to

exceed the yield stress and to produce sliding at a constant velocity. In these

measurements, the film was subjected to a constant shearing force for a time

sufficiently long to allow them to reach a dynamic equilibrium, i.e., the molecules,

within the film, had enough time to order and align with respect to the surface, both

normally and tangentially. Under these conditions, dynamic friction was observed

to be “quantized” according to the number of liquid layers between the solid

surfaces and independent of the shear rate [38]. Clearly, in this approach, the

molecular ordering is optimized by a steady shear which imposes a preferred

orientation on the molecules in the direction of shear.

The above mode of sliding is particularly important when the sheared film is

made of a long chain lubricant molecules requiring a significantly long sliding time

to order and align and even a longer time to relax (disorder) when sliding stops. This

suggests that a steady-state friction is realized only when the duration of sliding

exceeds the time required for an ensemble of the molecules to fully order in a

0.00 0.02 0.04
Time (s)

1 Time (s)2

a Output signal (arb. units)

Calibration

Response

Voltage (arb. units)

Drive

Response

b

Fig. 1.12 (a) Two output signals induced by an applied sine wave (not shown) are displaced. The

“calibration” waveform is obtained with the mica sheets completely separated. The response

waveform is obtained with a thin liquid film between the sheets, which causes it to lag the

calibration waveform, (b) the oscilloscope trace of the drive and response voltages used to

determine critical shear stress. The drive waveform shows voltage proportional to induced stress

on the sheared film and the response waveform shows voltage proportional to resulting velocity.

Spikes in the response curve correspond to the stick–slip event [66]
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specific shear field. It also suggests, that static friction should depend critically on

the sliding time and the extend of the shear induced ordering [53].

In contrast, the oscillatory shear method, which utilizes periodic sinusoidal oscilla-

tions over a range of amplitudes and frequencies, addresses a response of the system

to rapidly varying strain rates and directions of sliding. Under these conditions, the

molecules, especially those exhibiting a solid-like behavior, cannot respond suffi-

ciently fast to stress and are unable to order fully during duration of a single pass, i.e.,

their dynamic and static behavior reflects and oscillatory shear induced ordering

which might or might not represent an equilibrium dynamic state. Thus, the response

of the sheared film will depend critically on the conditions of shearing, i.e., the strain,

the pressure, and the sliding conditions (amplitude and frequency of oscillations)

which in turn will determine a degree ofmolecular ordering. This may explain the fact

that the layer structure and “quantization” of the dynamic and static friction was

not observed in these experiments in contrast to results obtained when velocity was

kept constant. Intuitively, this behavior is expected considering that the shear-ordering

tendency of the system is frequently disturbed by a shearing force of varying magni-

tude and direction. Nonetheless, the technique is capable of providing an invaluable

insight into the shear behavior of molecularly thin films subjected to non-linear

stresses as it is frequently encountered in practical applications. This is especially

true under conditions of boundary lubrication where interacting surface asperities

will be subjected to periodic stresses of varying magnitudes and frequencies [53].

Georges et al.’s Design

The SFA developed by Tonck et al. [48] and Georges et al. [49] to measure static

and dynamic forces in the normal direction, between surfaces in close proximity, is

shown in Fig. 1.13. In their apparatus, a drop of liquid is introduced between

a macroscopic spherical body and a plane. The sphere is moved towards and

away from a plane using the expansion and the vibration of a piezoelectric crystal.

Piezoelectric crystal is vibrated at low amplitude around an average separation

for dynamic measurements to provide dynamic function of the interface. The

plane specimen is supported by a double-cantilever spring. Capacitance sensor C1

measures the elastic deformation of the cantilever and thus the force transmitted

through the liquid to the plane. Second capacitance sensor C2 is designed to

measure the relative displacement between the supports of the two solids. The

reference displacement signal is the sum of two signals: first, a ramp provides

a constant normal speed from 50 to 0.01 nm/s, and, second, the piezoelectric

crystal is designed to provide a small sinusoidal motion, in order to determine

the dynamic behavior of sphere-plane interactions. A third capacitance sensor C

measures the electrical capacitance between the sphere and the plane. In all cases,

the capacitance is determined by incorporating the signal of an oscillator in the

inductive–capacitance (L–C) resonant input stage of an oscillator to give a signal-

dependent frequency in the range of 5–12 MHz. The resulting fluctuations in

oscillation frequency are detected using a low noise frequency discriminator.
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Simultaneous measurements of sphere-plane displacement, surface force, and the

damping of the interface allows an analysis of all regimes of the interface [49].

Loubet et al. [68] used SFA in the crossed-cylinder geometry using two freshly-

cleaved mica sheets similar to the manner used by Israelachvili and coworkers.

Georges et al. [50] modified their original SFA to measure friction forces. In this

apparatus, in addition to having sphere move normal to the plane, sphere can be

sheared at constant separation from the plane. The shear force apparatus is shown in

Fig. 1.14. Three piezoelectric elements controlled by three capacitance sensors

Fig. 1.13 Schematic of the surface force apparatus that employs a sphere–plane arrangement [49]

Fig. 1.14 Schematic of shear force apparatus [50]
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permit accurate motion control and force measurement along three orthogonal axes

with displacement sensitivity of 10�3 nm and force sensitivity of 10�8 N. Adhesion

and normal deformation experiments are conducted in the normal approach

(z-axis). Friction experiments are conducted by introducing displacement in the

X-direction at a constant normal force. In one of the experiment, Georges et al. [50]

used 2.95 mm diameter sphere made of cobalt-coated fused borosilicate glass and

a silicon wafer for the plane.

1.4.3 Vibration Isolation

STM, AFM and SFA should be isolated from sources of vibration in the acoustic

and sub-acoustic frequencies especially for atomic-scale measurements. Vibration

isolation is generally provided by placing the instrument on a vibration isolation air

table. For further isolation, the instrument should be placed on a pad of soft silicone

rubber. A cheaper alternative consists of a large mass of 100 N or more, suspended

from elastic “bungee” cords. The mass should stretch the cords at least 0.3 m, but

not so much that the cords reach their elastic limit. The instrument should be placed

on the large mass. The system, including the microscope, should have a natural

frequency of about 1 Hz or less both vertically and horizontally. Test this by gently

pushing on the mass and measure the rate at which its swings or bounces.

1.5 Magnetic Storage Devices and MEMS/NEMS

1.5.1 Magnetic Storage Devices

Magnetic storage devices used for storage and retrieval are tape, flexible (floppy)

disk and rigid disk drives. These devices are used for audio, video and data storage

applications. Magnetic storage industry is some $ 60 billion a year industry with

$ 20 billion for audio and video recording (almost all tape drives/media) and $ 40

billion for data storage. In the data storage industry, magnetic rigid disk drives/

media, tape drives/media, flexible disk drives/media, and optical disk drive/media

account for about $ 25 B, $ 6 B, $ 3 B, and $ 6 B, respectively. Magnetic recording

and playback involves the relative motion between a magnetic medium (tape or

disk) against a read-write magnetic head. Heads are designed so that they develop

a (load-carrying) hydrodynamic air film under steady operating conditions to

minimize head–medium contact. However, physical contact between the medium

and head occurs during starts and stops, referred to as contact-start-stops (CSS)

technology [13, 14, 69]. In the modern magnetic storage devices, the flying heights

(head-to-medium separation) are on the order of 5–20 nm and roughnesses of head

and medium surfaces are on the order of 1–2 nm RMS. The need for ever-increasing
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recording densities requires that surfaces be as smooth as possible and the flying

heights be as low as possible. High stiction (static friction) and wear are the limiting

technology to future of this industry. Head load/unload (L/UL) technology has

recently been used as an alternative to CSS technology in rigid disk drives that

eliminates stiction and wear failure mode associated with CSS. Several contact or

near contact recording devices are at various stages of development. High stiction and

wear are the major impediments to the commercialization of the contact recording.

Magnetic media fall into two categories: particulate media, where magnetic

particles (g-Fe2O3, Co-gFe2O3, CrO2, Fe or metal (MP), or barium ferrite) are dis-

persed in a polymeric matrix and coated onto a polymeric substrate for flexible

media (tape and flexible disks); thin-filmmedia, where continuous films of magnetic

materials are deposited by vacuum deposition techniques onto a polymer substrate

for flexible media or onto a rigid substrate (typically aluminium and more recently

glass or glass ceramic) for rigid disks. The most commonly used thin magnetic films

for tapes are evaporated Co–Ni (82–18 at.%) or Co–O dual layer. Typical magnetic

films for rigid disks are metal films of cobalt-based alloys (such as sputtered

Co–Pt–Ni, Co–Ni, Co–Pt–Cr, Co–Cr and Co–NiCr). For high recording densities,

trends have been to use thin-film media. Magnetic heads used to date are either

conventional thin-film inductive, magnetoresistive (MR) and giant MR (GMR)

heads. The air-bearing surfaces (ABS) of tape heads are generally cylindrical in

shape. For dual-sided flexible-disk heads, two heads are either spherically contoured

and slightly offset (to reduce normal pressure) or are flat and loaded against each

other. The rigid-disk heads are supported by a leaf spring (flexure) suspension. The

ABS of heads are almost made of Mn–Zn ferrite, Ni–Zn ferrite, Al2O3–TiC and

calcium titanate. The ABS of some conventional heads are made of plasma sprayed

coatings of hard materials such as Al2O3–TiO2 and ZrO2 [13, 14, 69].

Figure 1.15 shows the schematic illustrating the tape path with details of tape

guides in a data-processing linear tape drive (IBM LTO Gen1) which uses a

rectangular tape cartridge. Figure 1.16a shows the sectional views of particulate

and thin-film magnetic tapes. Almost exclusively, the base film is made of

Cartridge reel Take-up reel Rewind

Wind

Read/write
head

Flanged roller with tension transducer

Fig. 1.15 Schematic of tape

path in an IBM Linear Tape

Open (LTO) tape drive
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Fig. 1.16 (a) Sectional views of particulate and thin-film magnetic tapes, and (b) schematic of a

magnetic thin-film read/write head for an IBM LTO Gen 1 tape drive
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semicrystalline biaxially-oriented poly (ethylene terephthalate) (or PET) or poly

(ethylene 2,6 naphthalate) (or PEN) or Aramid. The particulate coating formulation

consists of binder (typically polyester polyurethane), submicron accicular shaped

magnetic particles (about 50 nm long with an aspect ratio of about 5), submicron

head cleaning agents (typically alumina) and lubricant (typically fatty acid ester).

For protection against wear and corrosion and low friction/stiction, the thin-film

tape is first coated with a diamondlike carbon (DLC) overcoat deposited by plasma

enhanced chemical vapor deposition, topically lubricated with primarily a perfluo-

ropolyether lubricant. Figure 1.16b shows the schematic of an eight-track (along

with two servo tracks) thin-film read-write head with MR read and inductive

write. The head steps up and down to provide 384 total data tracks across the

width of the tape. The ABS is made of Al2O3–TiC. A tape tension of about 1 N

over a 12.7 mmwide tape (normal pressure � 14 kPa) is used during use. The RMS

roughnesses of ABS of the heads and tape surfaces typically are 1–1.5 nm and

5–8 nm, respectively.

Figure 1.17 shows the schematic of a data processing rigid disk drive with 21.6,

27.4, 48, 63.5, 75, and 95 mm form factor. Nonremovable stack of multiple disks

mounted on a ball bearing or hydrodynamic spindle, are rotated by an electric motor

at constant angular speed ranging from about 5,000 to in excess of 15,000 RPM,

dependent upon the disk size. Head slider-suspension assembly (allowing one slider

for each disk surface) is actuated by a stepper motor or a voice coil motor using a

rotary actuator. Figure 1.18a shows the sectional views of a thin-film rigid disk. The

substrate for rigid disks is generally a non heat-treatable aluminium–magnesium

alloy 5086, glass or glass ceramic. The protective overcoat commonly used for thin-

film disks is sputtered DLC, topically lubricated with perfluoropolyether type of

lubricants. Lubricants with polar-end groups are generally used for thin-film disks

in order to provide partial chemical bonding to the overcoat surface. The disks used

for CSS technology are laser textured in the landing zone. Figure 1.18b shows the

schematic of two thin-film head picosliders with a step at the leading edge, and

GMR read and inductive write. “Pico” refers to the small sizes of 1.25 mm � 1 mm.

These sliders use Al2O3–TiC (70–30 wt%) as the substrate material with

Fig. 1.17 Schematic of a

data-processing magnetic

rigid disk drive
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multilayered thin-film head structure coated and with about 3.5 nm thick DLC

coating to prevent the thin film structure from electrostatic discharge. The seven

pads on the padded slider are made of DLC and are about 40 mm in diameter and

50 nm in height. A normal load of about 3 g is applied during use.

1.5.2 MEMS/NEMS

The advances in silicon photolithographic process technology led to the develop-

ment of MEMS in the mid-1980s [16]. More recently, lithographic and nonlitho-

graphic processes have been developed to process nonsilicon (plastics or ceramics)

materials. MEMS for mechanical applications include acceleration, pressure, flow,

and gas sensors, linear and rotary actuators, and other microstructures of micro-

components such as electric motors, gear trains, gas turbine engines, nozzles, fluid

pumps, fluid valves, switches, grippers, and tweezers. MEMS for chemical applica-

tions include chemical sensors and various analytical instruments. Microoptoelec-

tromechanical systems (or MOEMS) include micromirror arrays and fiber optic

connectors. Radio frequency MEMS or RF-MEMS include inductors, capacitors,

and antennas. High-aspect ratio MEMS (HARMEMS) have also been introduced.

BioMEMS include biofluidic chips (microfluidic chips or bioflips or simple bio-

chips) for chemical and biochemical analyses (biosensors in medical diagnostics,

a

b

Fig. 1.18 (a) Sectional views

of a thin-film magnetic rigid

disk, and (b) schematic of

two picosliders – load/unload

picoslider and padded

picoslider used for CSS
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e.g., DNA, RNA, proteins, cells, blood pressure and assays, and toxin identifica-

tion), and implantable drug delivery. Killer applications include capacitive-type

silicon accelerometers for automotive sensory applications and digital micromirror

devices for projection displays. Any component requiring relative motions needs to

be optimized for stiction and wear [16, 20, 22, 69, 70].

Figure 1.19 also shows two digital micromirror device (DMD) pixels used in

digital light processing (DLP) technology for digital projection displays in portable

and home theater projectors as well as table top and projection TVs [16, 71, 72].

The entire array (chip set) consists of a large number of rotatable aluminium

micromirrors (digital light switches) which are fabricated on top of a CMOS static

random access memory integrated circuit. The surface micromachined array con-

sists of half of a million to more than two million of these independently controlled

reflective, micromirrors (mirror size on the order of 14 mm � 14 mm and 15 mm
pitch) which flip backward and forward at a frequency of on the order of 5,000

times a second. For the binary operation, micromirror/yoke structure mounted on

torsional hinges is rotated �10� (with respect to the horizontal plane) as a result of

electrostatic attraction between the micromirror structure and the underlying mem-

ory cell, and is limited by a mechanical stop. Contact between cantilevered spring

tips at the end of the yoke (four present on each yoke) with the underlying stationary

landing sites is required for true digital (binary) operation. Stiction and wear during

a contact between aluminium alloy spring tips and landing sites, hinge memory

(metal creep at high operating temperatures), hinge fatigue, shock and vibration

failure, and sensitivity to particles in the chip package and operating environment

are some of the important issues affecting the reliable operation of a micromirror

device. Perfluorodecanoic acid (PFDA) self-assembled monolayers are used on the

tip and landing sites to reduce stiction and wear. The spring tip is used in order to

use the spring stored energy to pop up the tip during pull-off. A lifetime estimate of

over 100,000 operating hours with no degradation in image quality is the norm.

NEMS are produced by nanomachining in a typical top-down approach (from

large to small) and bottom-up approach (from small to large) largely relying on

nanochemistry [16]. The top-down approach relies on fabrication methods

Mirror
–10 deg

Mirror + 10 deg

Hinge

Yoke
Landing site Spring tip

CMOS
substrate

Hinge Yoke TipLanding site

Fig. 1.19 Digital micromirror devices for projection displays (From [16])
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including advanced integrated-circuit (IC) lithographic methods – electron-beam

lithography, and STM writing by removing material atom by atom. The bottom-up

approach includes chemical synthesis, the spontaneous “self-assembly” of mole-

cular clusters (molecular self-assembly) from simple reagents in solution, or bio-

logical molecules (e.g., DNA) as building blocks to produce three dimensional

nanostructures, quantum dots (nanocrystals) of arbitrary diameter (about 10–105

atoms), molecular beam epitaxy (MBE) and organometallic vapor phase epitaxy

(OMVPE) to create specialized crystals one atomic or molecular layer at a time, and

manipulation of individual atoms by an atomic force microscope or atom optics.

The self-assembly must be encoded, that is, one must be able to precisely assemble

one object next to another to form a designed pattern. A variety of nonequilibrium

plasma chemistry techniques are also used to produce layered nanocomposites,

nanotubes, and nanoparticles. NEMS field, in addition to fabrication of nanosys-

tems, has provided impetus to development of experimental and computation tools.

Examples of NEMS include nanocomponents, nanodevices, nanosystems, and

nanomaterials such as microcantilever with integrated sharp nanotips for STM and

AFM,AFM array (Millipede) for data storage, AFM tips for nanolithography, dip-pen

nanolithography for printing molecules, biological (DNA) motors, molecular gears,

molecularly-thick films (e.g., in giant magnetioresistive or GMR heads and magnetic

media), nanoparticles (e.g., nanomagnetic particles in magnetic media), nanowires,

carbon nanotubes, quantum wires (QWRs), quantum boxes (QBs), and quantum

transistors [16]. BIONEMS include nanobiosensors –microarray of silicon nanowires,

roughly fewnm in size, to selectively bind and detect even a single biologicalmolecule

such as DNA or protein by using nanoelectronics to detect the slight electrical charge

caused by such binding, or a microarray of carbon nanotubes to electrically detect

glucose, implantable drug-delivery devices – e.g., micro/nanoparticles with drug

molecules encapsulated in functionized shells for a site-specific targeting applications,

and a silicon capsule with a nanoporous membrane filled with drugs for long term

delivery, nanodevices for sequencing singlemolecules ofDNA in theHumanGenome

Project, cellular growth using carbon nanotubes for spinal cord repair, nanotubes for

nanostructured materials for various applications such as spinal fusion devices, organ

growth, and growth of artificial tissues using nanofibers.

Figure 1.20 shows AFM based nanoscale data storage system for ultrahigh

density magnetic recording which experiences tribological problems [73]. The

system uses arrays of several thousand silicon microcantilevers (“Millipede”) for

thermomechanical recording and playback on an about 40-nm thick polymer

(PMMA) medium with a harder Si substrate. The cantilevers are integrated with

integrated tip heaters with tips of nanoscale dimensions. Thermomechanical record-

ing is a combination of applying a local force to the polymer layer and softening it

by local heating. The tip heated to about 400�C is brought in contact with the

polymer for recording. Imaging and reading are done using the heater cantilever,

originally used for recording, as a thermal readback sensor by exploiting its

temperature-dependent resistance. The principle of thermal sensing is based on

the fact that the thermal conductivity between the heater and the storage substrate

changes according to the spacing between them. When the spacing between the
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heater and sample is reduced as the tip moves into a bit, the heater’s temperature

and hence its resistance will decrease. Thus, changes in temperature of the continu-

ously heated resistor are monitored while the cantilever is scanned over data bits,

providing a means of detecting the bits. Erasing for subsequent rewriting is carried

out by thermal reflow of the storage field by heating the medium to 150�C for a few

seconds. The smoothness of the reflown medium allows multiple rewriting of the

same storage field. Bit sizes ranging between 10 and 50 nm have been achieved by

using a 32 � 32 (1,024) array write/read chip (3 mm � 3 mm). It has been reported

that tip wear occurs by the contact between tip and Si substrate during writing. Tip

wear is considered a major concern for the device reliability.

1.6 Role of Micro/Nanotribology and Micro/Nanomechanics

in Magnetic Storage Devices and MEMS/NEMS

The magnetic storage devices and MEMS/NEMS are the two examples where

micro/nanotribological and micro/nanomechanical tools and techniques are essen-

tial for studies of micro/nano scale phenomena. Magnetic storage components

Millipede concept Single tip

Approaching / thermal sensors
32 32 array
Chip heater

2 mm

200 µm

20 µm
2 µm

Fig. 1.20 AFM based nanoscale data storage system with 32 � 32 tip array – that experiences

a tribological problem (From [16])
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continue to shrink in physical dimensions. Thicknesses of hard solid coating and

liquid lubricant coatings on the magnetic disk surface continue to decrease. Number

of contact recording devices are at various stages of development. Surface rough-

nesses of the storage components continue to decrease and are expected to approach

to about 0.5 nm RMS or lower. Interface studies of components with ultra-thin

coatings can be ideally performed using micro/nanotribological and micro/nano-

mechanical tools and techniques.

In the case ofMEMS/NEMS, the friction andwear problems of ultrasmall moving

components generally made of single-crystal silicon, polysilicon films or polymers

need to be addressed for high performance, long life, and reliability. Molecularly-

thin films of solid and/or liquids are used for low friction and wear in many

applications. Again, interfacial phenomena in MEMS/NEMS can be ideally studied

using micro/nanotribological and micro/nanomechanical tools and techniques.

1.7 Organization of the Book

The introductory book integrates knowledge of nanotribology and nanomecha-

nics. The book starts with the definition of tribology, history of tribology and

micro/nanotribology, its industrial significance, various measurement techniques

employed, followed by various industrial applications. The remaining book is

divided into four parts. The first part introduces scanning probe microscopy. The

second part provides an overview of nanotechnology and nanomechanics. The

third part provides an overview of molecularly-thick films for lubrication. And

the last part focuses on nanotribology and nanomechanics studies conducted for

various industrial applications.
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Chapter 2

Scanning Probe Microscopy – Principle

of Operation, Instrumentation, and Probes

Bharat Bhushan and Othmar Marti

Abstract Since the introduction of the STM in 1981 and the AFM in 1985, many

variations of probe-based microscopies, referred to as SPMs, have been developed.

While the pure imaging capabilities of SPM techniques initially dominated appli-

cations of these methods, the physics of probe–sample interactions and quantitative

analyses of tribological, electronic, magnetic, biological, and chemical surfaces

using SPMs have become of increasing interest in recent years. SPMs are often

associated with nanoscale science and technology, since they allow investigation

and manipulation of surfaces down to the atomic scale. As our understanding of the

underlying interaction mechanisms has grown, SPMs have increasingly found

application in many fields beyond basic research fields. In addition, various deri-

vatives of all these methods have been developed for special applications, some of

them intended for areas other than microscopy.

This chapter presents an overview of STM and AFM and various probes (tips)

used in these instruments, followed by details on AFM instrumentation and

analyses.

The scanning tunneling microscope (STM), developed by Binnig and his collea-

gues in 1981 at the IBM Zurich Research Laboratory in R€uschlikon (Switzerland),

was the first instrument capable of directly obtaining three-dimensional (3-D)

images of solid surfaces with atomic resolution [1]. Binnig and Rohrer received a

Nobel Prize in Physics in 1986 for their discovery. STMs can only be used to study

surfaces which are electrically conductive to some degree. Based on their design of

the STM, in 1985, Binnig et al. developed an atomic force microscope (AFM) to

measure ultrasmall forces (less than 1 mN) between the AFM tip surface and the

sample surface [2] (also see [3]). AFMs can be used to measure any engineering

surface, whether it is electrically conductive or insulating. The AFM has become a

popular surface profiler for topographic and normal force measurements on the

micro- to nanoscale [4]. AFMs modified in order to measure both normal and lateral

forces are called lateral force microscopes (LFMs) or friction force microscopes

(FFMs) [5, 6, 7, 8, 9, 10, 11]. FFMs have been further modified to measure lateral

forces in two orthogonal directions [12, 13, 14, 15, 16]. A number of researchers

have modified and improved the original AFM and FFM designs, and have used
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these improved systems to measure the adhesion and friction of solid and liquid

surfaces on micro- and nanoscales [4, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28,

29, 30]. AFMs have been used to study scratching and wear, and to measure

elastic/plastic mechanical properties (such as indentation hardness and the modulus

of elasticity) [4, 10, 11, 21, 23, 26, 27, 28, 29, 31, 32, 33, 34, 35, 36]. AFMs have

been used to manipulate individual atoms of xenon [37], molecules [38], silicon

surfaces [39] and polymer surfaces [40]. STMs have been used to create nanofea-

tures via localized heating or by inducing chemical reactions under the STM tip

[41, 42, 43] and through nanomachining [44]. AFMs have also been used for

nanofabrication [4, 10, 45, 46, 47] and nanomachining [48].

STMs and AFMs are used at extreme magnifications ranging from 103 to 109 in

the x-, y- and z-directions in order to image macro to atomic dimensions with high

resolution and for spectroscopy. These instruments can be used in any environment,

such as ambient air [2, 49], various gases [17], liquids [50, 51, 52], vacuum [1, 53],

at low temperatures (lower than about 100 K) [54, 55, 56, 57, 58] and at high

temperatures [59, 60]. Imaging in liquid allows the study of live biological samples

and it also eliminates the capillary forces that are present at the tip–sample interface

when imaging aqueous samples in ambient air. Low-temperature (liquid helium

temperatures) imaging is useful when studying biological and organic materials and

low-temperature phenomena such as superconductivity or charge-density waves.

Low-temperature operation is also advantageous for high-sensitivity force mapping

due to the reduced thermal vibration. They also have been used to image liquids

such as liquid crystals and lubricant molecules on graphite surfaces [61, 62, 63, 64].

While applications of SPM techniques initially focused on their pure imaging

capabilities, research into the physics and chemistry of probe–sample interactions

and SPM-based quantitative analyses of tribological, electronic, magnetic,

biological, and chemical surfaces have become increasingly popular in recent

years. Nanoscale science and technology is often tied to the use of SPMs since

they allow investigation and manipulation of surfaces down to the atomic scale. As

our understanding of the underlying interaction mechanisms has grown, SPMs and

their derivatives have found applications in many fields beyond basic research

fields and microscopy.

Families of instruments based on STMs and AFMs, called scanning probe

microscopes (SPMs), have been developed for various applications of scientific

and industrial interest. These include STM, AFM, FFM (or LFM), scanning elec-

trostatic force microscopy (SEFM) [65, 66], scanning force acoustic microscopy

(SFAM) (or atomic force acoustic microscopy (AFAM)) [21, 22, 36, 67, 68, 69],

scanning magnetic microscopy (SMM) (or magnetic force microscopy (MFM))

[70, 71, 72, 73], scanning near-field optical microscopy (SNOM) [74, 75, 76, 77],

scanning thermal microscopy (SThM) [78, 79, 80], scanning electrochemical

microscopy (SEcM) [81], scanning Kelvin probe microscopy (SKPM) [82, 83, 84,

85, 86], scanning chemical potential microscopy (SCPM) [79], scanning ion

conductance microscopy (SICM) [87, 88] and scanning capacitance microscopy

(SCM) [82, 89, 90, 91]. When the technique is used to measure forces (as in AFM,

FFM, SEFM, SFAM and SMM) it is also referred to as scanning force microscopy
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(SFM). Although these instruments offer atomic resolution and are ideal for basic

research, they are also used for cutting-edge industrial applications which do not

require atomic resolution. The commercial production of SPMs started with the

STM in 1987 and the AFM in 1989 by Digital Instruments, Inc. (Santa Barbara,

USA). For comparisons of SPMs with other microscopes, see Table 2.1 (Veeco

Instruments, Inc., Santa Barbara, USA). Numbers of these instruments are equally

divided between the US, Japan and Europe, with the following split between

industry/university and government laboratories: 50/50, 70/30, and 30/70, respec-

tively. It is clear that research and industrial applications of SPMs are expanding

rapidly.

2.1 Scanning Tunneling Microscope

The principle of electron tunneling was first proposed by Giaever [93]. He envi-

sioned that if a potential difference is applied to two metals separated by a thin

insulating film, a current will flow because of the ability of electrons to penetrate a

potential barrier. To be able to measure a tunneling current, the two metals must be

spaced no more than 10 nm apart. Binnig et al. [1] introduced vacuum tunneling

combined with lateral scanning. The vacuum provides the ideal barrier for tunnel-

ing. The lateral scanning allows one to image surfaces with exquisite resolution –

laterally to less than 1 nm and vertically to less than 0.1 nm – sufficient to define

the position of single atoms. The very high vertical resolution of the STM is

obtained because the tunnel current varies exponentially with the distance between

the two electrodes; that is, the metal tip and the scanned surface. Typically, the

tunneling current decreases by a factor of 2 as the separation is increased by 0.2 nm.

Very high lateral resolution depends upon sharp tips. Binnig et al. overcame two

key obstacles by damping external vibrations and moving the tunneling probe in

close proximity to the sample. Their instrument is called the scanning tunneling

microscope (STM). Today’s STMs can be used in ambient environments for

atomic-scale imaging of surfaces. Excellent reviews on this subject have been

presented by Hansma and Tersoff [92], Sarid and Elings [94], Durig et al. [95];

Frommer [96], G€untherodt and Wiesendanger [97], Wiesendanger and G€untherodt
[98], Bonnell [99], Marti and Amrein [100], Stroscio and Kaiser [101], and

G€untherodt et al. [102].

Table 2.1 Comparison of various conventional microscopes with SPMs

Optical SEM/TEM Confocal SPM

Magnification 103 107 104 109

Instrument price (US$) $10k $250k $30k $100k

Technology age 200 y 40 y 20 y 20 y

Applications Ubiquitous Science and technology New and unfolding Cutting edge

Market 1993 $800 M $400 M $80 M $100 M

Growth rate 10% 10% 30% 70%
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The principle of the STM is straightforward. A sharp metal tip (one electrode

of the tunnel junction) is brought close enough (0.3–1 nm) to the surface to be

investigated (the second electrode) to make the tunneling current measurable at a

convenient operating voltage (10 mV–1 V). The tunneling current in this case

varies from 0.2 to 10 nA. The tip is scanned over the surface at a distance of

0.3–1 nm, while the tunneling current between it and the surface is measured. The

STM can be operated in either the constant current mode or the constant height

mode (Fig. 2.1). The left-hand column of Fig. 2.1 shows the basic constant current

mode of operation. A feedback network changes the height of the tip z to keep the
current constant. The displacement of the tip, given by the voltage applied to the

piezoelectric drive, then yields a topographic map of the surface. Alternatively, in

the constant height mode, a metal tip can be scanned across a surface at nearly

constant height and constant voltage while the current is monitored, as shown in

the right-hand column of Fig. 2.1. In this case, the feedback network responds just

rapidly enough to keep the average current constant. The current mode is gener-

ally used for atomic-scale images; this mode is not practical for rough surfaces. A

three-dimensional picture [z(x, y)] of a surface consists of multiple scans [z(x)]
displayed laterally to each other in the y-direction. It should be noted that if

different atomic species are present in a sample, the different atomic species

within a sample may produce different tunneling currents for a given bias voltage.

Thus the height data may not be a direct representation of the topography of the

surface of the sample.

Constant
current mode

Constant
height mode

Schematic
view

One scan

Multiple scans

Scan Scan

z

x

I

x

II

Fig. 2.1 An STM can be operated in either the constant-current or the constant-height mode. The

images are of graphite in air (After [92])
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2.1.1 The STM Design of Binnig et al.

Figure 2.2 shows a schematic of anAFM designed byBinnig and Rohrer and intended

for operation in ultrahigh vacuum [1, 103]. The metal tip was fixed to rectangular

piezodrives Px, Py, and Pzmade out of commercial piezoceramicmaterial for scanning.

The sample is mounted via either superconducting magnetic levitation or a two-stage

spring system to achieve a stable gapwidth of about 0.02 nm. The tunnel current JT is
a sensitive function of the gap width d where JT / VT exp (�Af1/2d). Here VT is

the bias voltage, f is the average barrier height (work function) and the constant

A ¼ 1.025 eV�1/2 Å�1. With a work function of a few eV, JT changes by an order of
magnitude for an angstrom change in d. If the current is kept constant to within, for

example, 2%, then the gap d remains constant to within 1 pm. For operation in the

constant currentmode, the control unit CU applies a voltageVz to the piezo Pz such that

JT remains constant when scanning the tip with Py and Px over the surface. At a

constant work function f, Vz(Vx, Vy) yields the roughness of the surface z(x, y)
directly, as illustrated by a surface step at A. Smearing the step, d (lateral resolution)

is on the order of (R)1/2, where R is the radius of the curvature of the tip. Thus, a lateral

resolution of about 2 nm requires tip radii on the order of 10 nm. A 1 mm diameter

solid rod ground at one end at roughly 90� yields overall tip radii of only a few hundred

nanometers, the presence of rather sharp microtips on the relatively dull end yields a

lateral resolution of about 2 nm. In situ sharpening of the tips, achieved by gently

touching the surface, brings the resolution down to the 1 nm range; by applying high

fields (on the order of 108 V/cm) for, say, half an hour, resolutions considerably below

1 nm can be reached. Most experiments have been performed with tungsten wires

either ground or etched to a typical radius of 0.1–10 mm. In some cases, in situ

processing of the tips has been performed to further reduce tip radii.

2.1.2 Commercial STMs

There are a number of commercial STMs available on the market. Digital Instru-

ments, Inc., introduced the first commercial STM, the Nanoscope I, in 1987. In the

Px

A

D d
dCU

Pz

Vz

Py

JT

VT

d

Fig. 2.2 Principle of

operation of the STM, from

Binnig and Rohrer [103]
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recent Nanoscope IV STM, intended for operation in ambient air, the sample is held

in position while a piezoelectric crystal in the form of a cylindrical tube (referred to

as a PZT tube scanner) scans the sharp metallic probe over the surface in a raster

pattern while sensing and relaying the tunneling current to the control station

(Fig. 2.3). The digital signal processor (DSP) calculates the tip–sample separation

required by sensing the tunneling current flowing between the sample and the tip.

The bias voltage applied between the sample and the tip encourages the tunneling

current to flow. The DSP completes the digital feedback loop by relaying the

desired voltage to the piezoelectric tube. The STM can operate in either the

constant height or the constant current mode, and this can be selected using

the control panel. In the constant current mode, the feedback gains are set high,

the tunneling tip closely tracks the sample surface, and the variation in the tip height

required to maintain constant tunneling current is measured by the change in the

voltage applied to the piezo tube. In the constant height mode, the feedback gains

are set low, the tip remains at a nearly constant height as it sweeps over the sample

surface, and the tunneling current is imaged.

Physically, the Nanoscope STM consists of three main parts: the head, which

houses the piezoelectric tube scanner which provides three-dimensional tip motion

and the preamplifier circuit for the tunneling current (FET input amplifier) mounted

on the top of the head; the base on which the sample is mounted; and the base

support, which supports the base and head [4]. The base accommodates samples

which are up to 10 mm by 20 mm and 10 mm thick. Scan sizes available for the

STM are 0.7 mm (for atomic resolution), 12 mm, 75 mm and 125 mm square.

The scanning head controls the three-dimensional motion of the tip. The

removable head consists of a piezo tube scanner, about 12.7 mm in diameter,

mounted into an Invar shell, which minimizes vertical thermal drift because of

the good thermal match between the piezo tube and the Invar. The piezo tube has

separate electrodes for x-, y- and z-motion, which are driven by separate drive

circuits. The electrode configuration (Fig. 2.3) provides x- and y-motions which are

perpendicular to each other, it minimizes horizontal and vertical coupling, and

it provides good sensitivity. The vertical motion of the tube is controlled by the

I

–Y

–X

Y

X

Z

PZT tube
scanner

Tip
Sample

V

Fig. 2.3 Principle of

operation of a commercial

STM. A sharp tip attached to

a piezoelectric tube scanner is

scanned on a sample
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Z-electrode, which is driven by the feedback loop. The x- and y-scanning motions

are each controlled by two electrodes which are driven by voltages of the same

magnitude but opposite signs. These electrodes are called �y, �x, þy, and þx.
Applying complimentary voltages allows a short, stiff tube to provide a good scan

range without the need for a large voltage. The motion of the tip that arises due to

external vibrations is proportional to the square of the ratio of vibration frequency

to the resonant frequency of the tube. Therefore, to minimize the tip vibrations, the

resonant frequencies of the tube are high: about 60 kHz in the vertical direction and

about 40 kHz in the horizontal direction. The tip holder is a stainless steel tube with

an inner diameter of 300 mm when 250 mm diameter tips are used, which is

mounted in ceramic in order to minimize the mass at the end of the tube. The tip

is mounted either on the front edge of the tube (to keep the mounting mass low and

the resonant frequency high) (Fig. 2.3) or the center of the tube for large-range

scanners, namely 75 and 125 mm (to preserve the symmetry of the scanning). This

commercial STM accepts any tip with a 250 mm diameter shaft. The piezotube

requires x–y-calibration, which is carried out by imaging an appropriate calibration

standard. Cleaved graphite is used for heads with small scan lengths while two-

dimensional grids (a gold-plated rule) can be used for long-range heads.

The Invar base holds the sample in position, supports the head, and provides

coarse x–y-motion for the sample. A sprung-steel sample clip with two thumb

screws holds the sample in place. An x–y-translation stage built into the base allows
the sample to be repositioned under the tip. Three precision screws arranged in a

triangular pattern support the head and provide coarse and fine adjustment of the tip

height. The base support consists of the base support ring and the motor housing.

The stepper motor enclosed in the motor housing allows the tip to be engaged and

withdrawn from the surface automatically.

Samples to be imaged with the STM must be conductive enough to allow a few

nanoamperes of current to flow from the bias voltage source to the area to be

scanned. In many cases, nonconductive samples can be coated with a thin layer of a

conductive material to facilitate imaging. The bias voltage and the tunneling current

depend on the sample. Usually they are set to a standard value for engagement and

fine tuned to enhance the quality of the image. The scan size depends on the sample

and the features of interest. A maximum scan rate of 122 Hz can be used. The

maximum scan rate is usually related to the scan size. Scan rates above 10 Hz are

used for small scans (typically 60 Hz for atomic-scale imaging with a 0.7 mm
scanner). The scan rate should be lowered for large scans, especially if the sample

surfaces are rough or contain large steps. Moving the tip quickly along the sample

surface at high scan rates with large scan sizes will usually lead to a tip crash.

Essentially, the scan rate should be inversely proportional to the scan size (typically

2–4 Hz for a scan size of 1 mm, 0.5–1 Hz for 12 mm, and 0.2 Hz for 125 mm). The

scan rate (in length/time) is equal to the scan length divided by the scan rate in Hz.

For example, for a scan size of 10 mm�10 mm scanned at 0.5 Hz, the scan rate is

10 mm/s. 256�256 data formats are the most common. The lateral resolution at

larger scans is approximately equal to scan length divided by 256.
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Figure 2.4 shows sample STM images of an evaporated C60 film on gold-coated

freshly-cleaved mica taken at room temperature and ambient pressure [104].

Images were obtained with atomic resolution at two scan sizes. Next we describe

some STM designs which are available for special applications.

Electrochemical STM

The electrochemical STM is used to perform and monitor the electrochemical

reactions inside the STM. It includes a microscope base with an integral potentio-

stat, a short head with a 0.7 mm scan range and a differential preamp as well as the

software required to operate the potentiostat and display the result of the electro-

chemical reaction.
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Fig. 2.4 STM images of evaporated C60 film on gold-coated freshly cleaved mica obtained using

a mechanically sheared Pt-Ir (80/20) tip in constant height mode (After [104])
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Standalone STM

Standalone STMs are available to scan large samples. In this case, the STM rests

directly on the sample. It is available from Digital Instruments in scan ranges of 12

and 75 mm. It is similar to the standard STM design except the sample base has been

eliminated.

2.1.3 STM Probe Construction

The STM probe has a cantilever integrated with a sharp metal tip with a low aspect

ratio (tip length/tip shank) to minimize flexural vibrations. Ideally, the tip should be

atomically sharp, but in practice most tip preparation methods produce a tip with a

rather ragged profile that consists of several asperities where the one closest to the

surface is responsible for tunneling. STM cantilevers with sharp tips are typically

fabricated from metal wires (the metal can be tungsten (W), platinum-iridium

(Pt-Ir), or gold (Au)) and are sharpened by grinding, cutting with a wire cutter or

razor blade, field emission/evaporation, ion milling, fracture, or electrochemical

polishing/etching [105, 106]. The two most commonly used tips are made from

either Pt-Ir (80/20) alloy or tungsten wire. Iridium is used to provide stiffness. The

Pt-Ir tips are generally formed mechanically and are readily available. The tungsten

tips are etched from tungsten wire by an electrochemical process, for example by

using 1 M KOH solution with a platinum electrode in a electrochemical cell at

about 30 V. In general, Pt-Ir tips provide better atomic resolution than tungsten tips,

probably due to the lower reactivity of Pt. However, tungsten tips are more

uniformly shaped and may perform better on samples with steeply sloped features.

The tungsten wire diameter used for the cantilever is typically 250 mm, with the

radius of curvature ranging from 20 to 100 nm and a cone angle ranging from 10� to
60� (Fig. 2.5). The wire can be bent in an L shape, if so required, for use in the

instrument. For calculations of the normal spring constant and the natural frequency

of round cantilevers, see Sarid and Elings [94].

High aspect ratio, controlled geometry (CG) Pt-Ir probes are commercially

available to image deep trenches (Fig. 2.6). These probes are electrochemically

etched from Pt-Ir (80/20) wire and are polished to a specific shape which is

consistent from tip to tip. The probes have a full cone angle of �15�, and a

tip radius of less than 50 nm. To image very deep trenches (>0.25 mm) and

nanofeatures, focused ion beam (FIB)-milled CG probes with extremely sharp

100 µm

Fig. 2.5 Schematic of a

typical tungsten cantilever

with a sharp tip produced by

electrochemical etching
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tips (radii <5 nm) are used. The Pt-Ir probes are coated with a nonconducting film

(not shown in the figure) for electrochemistry. These probes are available from

Materials Analytical Services (Raleigh, USA).

Pt alloy and W tips are very sharp and give high resolution, but are fragile and

sometimes break when contacting a surface. Diamond tips have been used by

Kaneko and Oguchi [107]. Diamond tips made conductive by boron ion implanta-

tion were found to be chip-resistant.

2.2 Atomic Force Microscope

Like the STM, the AFM relies on a scanning technique to produce very high

resolution 3-D images of sample surfaces. The AFM measures ultrasmall forces

(less than 1 nN) present between the AFM tip surface and a sample surface. These

small forces are measured by measuring the motion of a very flexible cantilever

beam with an ultrasmall mass. While STMs require the surface being measured be

electrically conductive, AFMs are capable of investigating the surfaces of both

conductors and insulators on an atomic scale if suitable techniques for measuring

the cantilever motion are used. During the operation of a high-resolution AFM, the

sample is generally scanned instead of the tip (unlike for STM) because the AFM

measures the relative displacement between the cantilever surface and the reference

surface and any cantilever movement from scanning would add unwanted vibra-

tions. However, for measurements of large samples, AFMs are available where the

tip is scanned and the sample is stationary. As long as the AFM is operated in the

so-called contact mode, little if any vibration is introduced.

The AFM combines the principles of the STM and the stylus profiler (Fig. 2.7).

In an AFM, the force between the sample and tip is used (rather than the tunneling

current) to sense the proximity of the tip to the sample. The AFM can be used either

in the static or the dynamic mode. In the static mode, also referred to as the

repulsive or contact mode [2], a sharp tip at the end of the cantilever is brought

into contact with the surface of the sample. During initial contact, the atoms at the

–2.0µm –1.0µm

a b

Fig. 2.6 Schematics of (a) CG Pt-Ir probe, and (b) CG Pt-Ir FIB milled probe
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end of the tip experience a very weak repulsive force due to electronic orbital

overlap with the atoms in the surface of the sample. The force acting on the tip

causes the cantilever to deflect, which is measured by tunneling, capacitive, or

optical detectors. The deflection can be measured to within 0.02 nm, so a force as

low as 0.2 nN (corresponding to a normal pressure of �200 MPa for a Si3N4 tip

with a radius of about 50 nm against single-crystal silicon) can be detected for

typical cantilever spring constant of 10 N/m. (To put these number in perspective,

individual atoms and human hair are typically a fraction of a nanometer and about

75 mm in diameter, respectively, and a drop of water and an eyelash have masses of

about 10 mN and 100 nN, respectively.) In the dynamic mode of operation, also

referred to as attractive force imaging or noncontact imaging mode, the tip is

brought into close proximity to (within a few nanometers of), but not in contact with,

the sample. The cantilever is deliberately vibrated in either amplitude modulation

(AM)mode [65] or frequency modulation (FM)mode [65, 94, 108, 109]. Very weak

van der Waals attractive forces are present at the tip–sample interface. Although the

normal pressure exerted at the interface is zero in this technique (in order to avoid

any surface deformation), it is slow and difficult to use, and is rarely used outside of

research environments. The surface topography is measured by laterally scanning

the sample under the tip while simultaneously measuring the separation-dependent

force or force gradient (derivative) between the tip and the surface (Fig. 2.7). In the

contact (static) mode, the interaction force between tip and sample is measured by

monitoring the cantilever deflection. In the noncontact (or dynamic) mode, the

force gradient is obtained by vibrating the cantilever and measuring the shift in the

resonant frequency of the cantilever. To obtain topographic information, the inter-

action force is either recorded directly, or used as a control parameter for a feedback

circuit that maintains the force or force derivative at a constant value. Using an

AFM operated in the contact mode, topographic images with a vertical resolution

of less than 0.1 nm (as low as 0.01 nm) and a lateral resolution of about 0.2 nm

have been obtained [3, 50, 110, 111, 112, 113, 114]. Forces of 10 nN to 1 pN are

measurable with a displacement sensitivity of 0.01 nm. These forces are compara-

ble to the forces associated with chemical bonding, for example 0.1 mN for an ionic

Deflection
sensor

Sample

xyz translator

x

y

z

Tip

Cantilever

Constant F or F'

Fig. 2.7 Principle of operation of the AFM. Sample mounted on a piezoelectric scanner is

scanned against a short tip and the cantilever deflection is usually measured using a laser deflection

technique. The force (in contact mode) or the force gradient (in noncontact mode) is measured

during scanning
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bond and 10 pN for a hydrogen bond [2]. For further reading, see [94, 95, 96, 100,

102, 115, 116, 117, 118, 119].

Lateral forces applied at the tip during scanning in the contact mode affect

roughness measurements [120]. To minimize the effects of friction and other

lateral forces on topography measurements in the contact mode, and to measure

the topographies of soft surfaces, AFMs can be operated in the so-called tapping or

force modulation mode [32, 121].

The STM is ideal for atomic-scale imaging. To obtain atomic resolution with the

AFM, the spring constant of the cantilever should be weaker than the equivalent

spring between atoms. For example, the vibration frequencies o of atoms bound in

a molecule or in a crystalline solid are typically 1013 Hz or higher. Combining this

with an atomic mass m of �1025 kg gives an interatomic spring constant k, given
by o2m, of around 10 N/m [115]. (For comparison, the spring constant of a piece of

household aluminium foil that is 4 mm long and 1 mm wide is about 1 N/m.)

Therefore, a cantilever beam with a spring constant of about 1 N/m or lower is

desirable. Tips must be as sharp as possible, and tip radii of 5–50 nm are commonly

available.

Atomic resolution cannot be achieved with these tips at normal loads in the nN

range. Atomic structures at these loads have been obtained from lattice imaging or

by imaging the crystal’s periodicity. Reported data show either perfectly ordered

periodic atomic structures or defects on a larger lateral scale, but no well-defined,

laterally resolved atomic-scale defects like those seen in images routinely obtained

with a STM. Interatomic forces with one or several atoms in contact are 20–40 or

50–100 pN, respectively. Thus, atomic resolution with an AFM is only possible

with a sharp tip on a flexible cantilever at a net repulsive force of 100 pN or lower

[122]. Upon increasing the force from 10 pN, Ohnesorge and Binnig [122]

observed that monoatomic steplines were slowly wiped away and a perfectly

ordered structure was left. This observation explains why mostly defect-free atomic

resolution has been observed with AFM. Note that for atomic-resolution measure-

ments, the cantilever should not be so soft as to avoid jumps. Further note that

performing measurements in the noncontact imaging mode may be desirable for

imaging with atomic resolution.

The key component in an AFM is the sensor used to measure the force on the tip

due to its interaction with the sample. A cantilever (with a sharp tip) with an

extremely low spring constant is required for high vertical and lateral resolutions

at small forces (0.1 nN or lower), but a high resonant frequency is desirable (about

10–100 kHz) at the same time in order to minimize the sensitivity to building

vibrations, which occur at around 100 Hz. This requires a spring with an extremely

low vertical spring constant (typically 0.05–1 N/m) as well as a low mass (on the

order of 1 ng). Today, the most advanced AFM cantilevers are microfabricated

from silicon or silicon nitride using photolithographic techniques. Typical lateral

dimensions are on the order of 100 mm, with thicknesses on the order of 1 mm. The

force on the tip due to its interaction with the sample is sensed by detecting the

deflection of the compliant lever with a known spring constant. This cantilever

deflection (displacement smaller than 0.1 nm) has been measured by detecting a
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tunneling current similar to that used in the STM in the pioneering work of Binnig

et al. [2] and later used by Giessibl et al. [56], by capacitance detection [123, 124],

piezoresistive detection [125, 126], and by four optical techniques, namely (1)

optical interferometry [5, 6, 127, 128] using optical fibers [57, 129] (2) optical

polarization detection [72, 130], (3) laser diode feedback [131] and (4) optical

(laser) beam deflection [7, 8, 53, 111, 112]. Schematics of the four more com-

monly used detection systems are shown in Fig. 2.8. The tunneling method

originally used by Binnig et al. [2] in the first version of the AFM uses a second

tip to monitor the deflection of the cantilever with its force sensing tip. Tunneling

is rather sensitive to contaminants and the interaction between the tunneling tip

and the rear side of the cantilever can become comparable to the interaction

between the tip and sample. Tunneling is rarely used and is mentioned mainly

for historical reasons. Giessibl et al. [56] have used it for a low-temperature

AFM/STM design. In contrast to tunneling, other deflection sensors are placed

far from the cantilever, at distances of micrometers to tens of millimeters. The

optical techniques are believed to be more sensitive, reliable and easily imple-

mented detection methods than the others [94, 118]. The optical beam deflection

method has the largest working distance, is insensitive to distance changes and is

capable of measuring angular changes (friction forces); therefore, it is the most

commonly used in commercial SPMs.

Almost all SPMs use piezo translators to scan the sample, or alternatively to scan

the tip. An electric field applied across a piezoelectric material causes a change in

the crystal structure, with expansion in some directions and contraction in others. A

net change in volume also occurs [132]. The first STM used a piezo tripod for

scanning [1]. The piezo tripod is one way to generate three-dimensional movement

of a tip attached at its center. However, the tripod needs to be fairly large (�50 mm)

to get a suitable range. Its size and asymmetric shape makes it susceptible to

thermal drift. Tube scanners are widely used in AFMs [133]. These provide

ample scanning range with a small size. Electronic control systems for AFMs are

Electron tunneling

Lever

Optical interferometry

Capacitance methodLaser beam deflection

Electrode

He-Ne
laser

PSD

LensSTM
Fig. 2.8 Schematics of the

four detection systems to

measure cantilever deflection.

In each set-up, the sample

mounted on piezoelectric

body is shown on the right,
the cantilever in the middle,
and the corresponding

deflection sensor on the left
(After [118])

2 Scanning Probe Microscopy – Principle of Operation, Instrumentation, and Probes 49



based on either analog or digital feedback. Digital feedback circuits are better

suited for ultralow noise operation.

Images from the AFMs need to be processed. An ideal AFM is a noise-free

device that images a sample with perfect tips of known shape and has a perfectly

linear scanning piezo. In reality, scanning devices are affected by distortions and

these distortions must be corrected for. The distortions can be linear and nonlinear.

Linear distortions mainly result from imperfections in the machining of the piezo

translators, causing cross-talk between the Z-piezo to the x- and y-piezos, and vice

versa. Nonlinear distortions mainly result from the presence of a hysteresis loop in

piezoelectric ceramics. They may also occur if the scan frequency approaches the

upper frequency limit of the x- and y-drive amplifiers or the upper frequency limit

of the feedback loop (z-component). In addition, electronic noise may be present in

the system. The noise is removed by digital filtering in real space [134] or in the

spatial frequency domain (Fourier space) [135].

Processed data consists of many tens of thousand of points per plane (or data set).

The outputs from the first STM and AFM images were recorded on an x–y-chart
recorder, with the z-value plotted against the tip position in the fast scan direction.

Chart recorders have slow responses, so computers are used to display the data these

days. The data are displayed as wire mesh displays or grayscale displays (with

at least 64 shades of gray).

2.2.1 The AFM Design of Binnig et al.

In the first AFM design developed by Binnig et al. [2], AFM images were obtained

by measuring the force exerted on a sharp tip created by its proximity to the surface

of a sample mounted on a 3-D piezoelectric scanner. The tunneling current between

the STM tip and the backside of the cantilever beam to which the tip was attached

was measured to obtain the normal force. This force was kept at a constant level

with a feedback mechanism. The STM tip was also mounted on a piezoelectric

element to maintain the tunneling current at a constant level.

2.2.2 Commercial AFMs

A review of early designs of AFMs has been presented by Bhushan [4]. There are a

number of commercial AFMs available on the market. Major manufacturers of

AFMs for use in ambient environments are: Digital Instruments, Inc., Topometrix

Corp. and other subsidiaries of Veeco Instruments, Inc., Molecular Imaging Corp.

(Phoenix, USA), Quesant Instrument Corp. (Agoura Hills, USA), Nanoscience

Instruments, Inc. (Phoenix, USA), Seiko Instruments (Chiba, Japan); and Olympus
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(Tokyo, Japan). AFM/STMs for use in UHV environments are manufactured by

Omicron Vakuumphysik GmbH (Taunusstein, Germany).

We describe here two commercial AFMs – small-sample and large-sample

AFMs – for operation in the contact mode, produced by Digital Instruments, Inc.,

with scanning lengths ranging from about 0.7 mm (for atomic resolution) to about

125 mm [9, 111, 114, 136]. The original design of these AFMs comes from Meyer

and Amer [53]. Basically, the AFM scans the sample in a raster pattern while

outputting the cantilever deflection error signal to the control station. The cantilever

deflection (or the force) is measured using a laser deflection technique (Fig. 2.9).

The DSP in the workstation controls the z-position of the piezo based on the

cantilever deflection error signal. The AFM operates in both constant height and
constant forcemodes. The DSP always adjusts the distance between the sample and

the tip according to the cantilever deflection error signal, but if the feedback gains

are low the piezo remains at an almost constant height and the cantilever deflection
data is collected. With high gains, the piezo height changes to keep the cantilever

deflection nearly constant (so the force is constant), and the change in piezo height

is collected by the system.

In the operation of a commercial small-sample AFM (as shown in Fig. 2.9a), the

sample (which is generally no larger than 10 mm�10 mm) is mounted on a PZT

tube scanner, which consists of separate electrodes used to precisely scan the

sample in the x–y-plane in a raster pattern and to move the sample in the vertical

(z-) direction. A sharp tip at the free end of a flexible cantilever is brought into

contact with the sample. Features on the sample surface cause the cantilever to

deflect in the vertical and lateral directions as the sample moves under the tip. A

laser beam from a diode laser (5 mW max. peak output at 670 nm) is directed by a

prism onto the back of a cantilever near its free end, tilted downward at about 10�

with respect to the horizontal plane. The reflected beam from the vertex of the

cantilever is directed through a mirror onto a quad photodetector (split photodetec-

tor with four quadrants) (commonly called a position-sensitive detector or PSD,

produced by Silicon Detector Corp., Camarillo, USA). The difference in signal

between the top and bottom photodiodes provides the AFM signal, which is a

sensitive measure of the cantilever vertical deflection. The topographic features of

the sample cause the tip to deflect in the vertical direction as the sample is scanned

under the tip. This tip deflection will change the direction of the reflected laser

beam, changing the intensity difference between the top and bottom sets of photo-

detectors (AFM signal). In a mode of operation called the height mode, used for

topographic imaging or for any other operation in which the normal forceapplied is

to be kept constant, a feedback circuit is used to modulate the voltage applied to the

PZT scanner in order to adjust the height of the PZT, so that the cantilever vertical

deflection (given by the intensity difference between the top and bottom detector)

will remain constant during scanning. The PZT height variation is thus a direct

measure of the surface roughness of the sample.

In a large-sample AFM, force sensors based on optical deflection methods or

scanning units are mounted on the microscope head (Fig. 2.9b). Because of the
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unwanted vibrations caused by cantilever movement, the lateral resolution of this

design is somewhat poorer than the design in Fig. 2.9a in which the sample is

scanned instead of the cantilever beam. The advantage of the large-sample AFM is

that large samples can be easily measured.

a

b

Fig. 2.9 Principles of operation of (a) a commercial small-sample AFM/FFM, and (b) a large-

sample AFM/FFM
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Most AFMs can be used for topography measurements in the so-called tapping

mode (intermittent contact mode), in what is also referred to as dynamic force

microscopy. In the tapping mode, during the surface scan, the cantilever/tip assem-

bly is sinusoidally vibrated by a piezo mounted above it, and the oscillating tip

slightly taps the surface at the resonant frequency of the cantilever (70–400 kHz)

with a constant (20–100 nm) amplitude of vertical oscillation, and a feedback loop

keeps the average normal force constant (Fig. 2.10). The oscillating amplitude is

kept large enough that the tip does not get stuck to the sample due to adhesive

attraction. The tapping mode is used in topography measurements to minimize the

effects of friction and other lateral forces to measure the topography of soft

surfaces.

Topographic measurements can be made at any scanning angle. At first glance,

the scanning angle may not appear to be an important parameter. However, the

friction force between the tip and the sample will affect the topographic measure-

ments in a parallel scan (scanning along the long axis of the cantilever). This means

that a perpendicular scan may be more desirable. Generally, one picks a scanning

angle which gives the same topographic data in both directions; this angle may be

slightly different to that for the perpendicular scan.

The left-hand and right-hand quadrants of the photodetector are used to measure

the friction force applied at the tip surface during sliding. In the so-called friction

mode, the sample is scanned back and forth in a direction orthogonal to the long

axis of the cantilever beam. Friction force between the sample and the tip will twist

the cantilever. As a result, the laser beam will be deflected out of the plane defined

by the incident beam and the beam is reflected vertically from an untwisted

cantilever. This produces a difference in laser beam intensity between the beams

received by the left-hand and right-hand sets of quadrants of the photodetector. The

intensity difference between the two sets of detectors (FFM signal) is directly

related to the degree of twisting and hence to the magnitude of the friction force.

This method provides three-dimensional maps of the friction force. One problem

Feedback Computer

Photo-
detector

Sample

z control xyz piezo

Canti-
lever
piezo

Substrate
holder

Cantilever substrate

Laser

xy control

Fig. 2.10 Schematic of

tapping mode used for surface

roughness measurements
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associated with this method is that any misalignment between the laser beam and

the photodetector axis introduces errors into the measurement. However, by fol-

lowing the procedures developed by Ruan and Bhushan [136], in which the average

FFM signal for the sample scanned in two opposite directions is subtracted from the

friction profiles of each of the two scans, the misalignment effect can be eliminated.

By following the friction force calibration procedures developed by Ruan and

Bhushan [136], voltages corresponding to friction forces can be converted to force

units. The coefficient of friction is obtained from the slope of the friction force data

measured as a function of the normal load, which typically ranges from 10 to

150 nN. This approach eliminates any contributions from adhesive forces [10]. To

calculate the coefficient of friction based on a single point measurement, the friction

force should be divided by the sum of the normal load applied and the intrinsic

adhesive force. Furthermore, it should be pointed out that the coefficient of friction

is not independent of load for single-asperity contact. This is discussed in more

detail later.

The tip is scanned in such a way that its trajectory on the sample forms a

triangular pattern (Fig. 2.11). Scanning speeds in the fast and slow scan directions

depend on the scan area and scan frequency. Scan sizes ranging from less than

1 nm�1 nm to 125 mm�125 mm and scan rates of less than 0.5–122 Hz are

typically used. Higher scan rates are used for smaller scan lengths. For example,

the scan rates in the fast and slow scan directions for an area of 10 mm�10 mm
scanned at 0.5 Hz are 10 mm/s and 20 nm/s, respectively.

We now describe the construction of a small-sample AFM in more detail. It

consists of three main parts: the optical head which senses the cantilever deflection;

a PZT tube scanner which controls the scanning motion of the sample mounted on

one of its ends; and the base, which supports the scanner and head and includes

circuits for the deflection signal (Fig. 2.12a). The AFM connects directly to a

control system. The optical head consists of a laser diode stage, a photodiode

stage preamp board, the cantilever mount and its holding arm, and the deflected

beam reflecting mirror, which reflects the deflected beam toward the photodiode

(Fig. 2.12b). The laser diode stage is a tilt stage used to adjust the position of the

laser beam relative to the cantilever. It consists of the laser diode, collimator,

focusing lens, baseplate, and the x- and y-laser diode positioners. The positioners

are used to place the laser spot on the end of the cantilever. The photodiode stage is

an adjustable stage used to position the photodiode elements relative to the reflected

Fast scan direction Slow scan
direction

Fig. 2.11 Schematic of

triangular pattern trajectory of

the AFM tip as the sample is

scanned in two dimensions.

During imaging, data are only

recorded during scans along

the solid scan lines

54 B. Bhushan and O. Marti



laser beam. It consists of the split photodiode, the base plate, and the photodiode

positioners. The deflected beam reflecting mirror is mounted on the upper left in the

interior of the head. The cantilever mount is a metal (for operation in air) or glass

(for operation in water) block which holds the cantilever firmly at the proper angle

(Fig. 2.12d). Next, the tube scanner consists of an Invar cylinder holding a single

tube made of piezoelectric crystal which imparts the necessary three-dimensional

motion to the sample. Mounted on top of the tube is a magnetic cap on which the

steel sample puck is placed. The tube is rigidly held at one end with the sample

mounted on the other end of the tube. The scanner also contains three fine-pitched

screws which form the mount for the optical head. The optical head rests on the tips
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Fig. 2.12 Schematics of a commercial AFM/FFM made by Digital Instruments, Inc. (a) Front

view, (b) optical head, (c) base, and (d) cantilever substrate mounted on cantilever mount (not to

scale)
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of the screws, which are used to adjust the position of the head relative to the

sample. The scanner fits into the scanner support ring mounted on the base of the

microscope (Fig. 2.12c). The stepper motor is controlled manually with the switch

on the upper surface of the base and automatically by the computer during the

tip–engage and tip–withdraw processes.

The scan sizes available for these instruments are 0.7, 12 and 125 mm. The

scan rate must be decreased as the scan size is increased. A maximum scan rate

of 122 Hz can be used. Scan rates of about 60 Hz should be used for small scan

lengths (0.7 mm). Scan rates of 0.5–2.5 Hz should be used for large scans on

samples with tall features. High scan rates help reduce drift, but they can only be

used on flat samples with small scan sizes. The scan rate or the scanning speed

(length/time) in the fast scan direction is equal to twice the scan length multiplied

by the scan rate in Hz, and in the slow direction it is equal to the scan length

multiplied by the scan rate in Hz divided by number of data points in the

transverse direction. For example, for a scan size of 10 mm�10 mm scanned at

0.5 Hz, the scan rates in the fast and slow scan directions are 10 mm/s and

20 nm/s, respectively. Normally 256�256 data points are taken for each image.

The lateral resolution at larger scans is approximately equal to the scan length

divided by 256. The piezo tube requires x–y-calibration, which is carried out by

imaging an appropriate calibration standard. Cleaved graphite is used for small

scan heads, while two-dimensional grids (a gold-plated rule) can be used for

long-range heads.

Examples of AFM images of freshly cleaved highly oriented pyrolytic (HOP)

graphite and mica surfaces are shown in Fig. 2.13 [50, 110, 114]. Images with near-

atomic resolution are obtained.

The force calibration mode is used to study interactions between the cantilever

and the sample surface. In the force calibration mode, the x- and y-voltages applied
to the piezo tube are held at zero and a sawtooth voltage is applied to the z-electrode
of the piezo tube (Fig. 2.14a). At the start of the force measurement the cantilever is

in its rest position. By changing the applied voltage, the sample can be moved up

and down relative to the stationary cantilever tip. As the piezo moves the sample up

and down, the cantilever deflection signal from the photodiode is monitored. The

force–distance curve, a plot of the cantilever tip deflection signal as a function of

the voltage applied to the piezo tube, is obtained. Figure 2.14b shows the typical

features of a force–distance curve. The arrowheads indicate the direction of piezo

travel. As the piezo extends, it approaches the tip, which is in mid-air at this point

and hence shows no deflection. This is indicated by the flat portion of the curve. As

the tip approaches the sample to within a few nanometers (point A), an attractive

force kicks in between the atoms of the tip surface and the atoms of the surface of

the sample. The tip is pulled towards the sample and contact occurs at point B on the

graph. From this point on, the tip is in contact with the surface, and as the piezo

extends further, the tip gets deflected further. This is represented by the sloped

portion of the curve. As the piezo retracts, the tip moves beyond the zero deflection

(flat) line due to attractive forces (van der Waals forces and long-range meniscus

forces), into the adhesive regime. At point C in the graph, the tip snaps free of the
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adhesive forces, and is again in free air. The horizontal distance between points B

and C along the retrace line gives the distance moved by the tip in the adhesive

regime. Multiplying this distance by the stiffness of the cantilever gives the
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Fig. 2.13 Typical AFM

images of freshly-cleaved (a)

highly oriented pyrolytic

graphite and (b)mica surfaces

taken using a square

pyramidal Si3N4 tip
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Fig. 2.14 (a) Force calibration
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force–distance curve for a tip in

contact with a sample. Contact

occurs at point B; tip breaks
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C as the sample moves away

from the tip
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adhesive force. Incidentally, the horizontal shift between the loading and unloading

curves results from the hysteresis in the PZT tube [4].

Multimode Capabilities

The multimode AFM can be used for topography measurements in the contact

mode and tapping mode, described earlier, and for measurements of lateral (fric-

tion) force, electric force gradients and magnetic force gradients.

The multimode AFM, when used with a grounded conducting tip, can be used to

measure electric field gradients by oscillating the tip near its resonant frequency.

When the lever encounters a force gradient from the electric field, the effective

spring constant of the cantilever is altered, changing its resonant frequency.

Depending on which side of the resonance curve is chosen, the oscillation ampli-

tude of the cantilever increases or decreases due to the shift in the resonant

frequency. By recording the amplitude of the cantilever, an image revealing the

strength of the electric field gradient is obtained.

In the magnetic force microscope (MFM), used with a magnetically coated tip,

static cantilever deflection is detected when a magnetic field exerts a force on the

tip, and MFM images of magnetic materials can be obtained. MFM sensitivity can

be enhanced by oscillating the cantilever near its resonant frequency. When the tip

encounters a magnetic force gradient, the effective spring constant (and hence the

resonant frequency) is shifted. By driving the cantilever above or below the

resonant frequency, the oscillation amplitude varies as the resonance shifts. An

image of the magnetic field gradient is obtained by recording the oscillation

amplitude as the tip is scanned over the sample.

Topographic information is separated from the electric field gradient and

magnetic field images using the so-called lift mode. In lift mode, measurements

are taken in two passes over each scan line. In the first pass, topographical

information is recorded in the standard tapping mode, where the oscillating

cantilever lightly taps the surface. In the second pass, the tip is lifted to a user-

selected separation (typically 20–200 nm) between the tip and local surface

topography. By using stored topographical data instead of standard feedback,

the tip–sample separation can be kept constant. In this way, the cantilever

amplitude can be used to measure electric field force gradients or relatively

weak but long-range magnetic forces without being influenced by topographic

features. Two passes are made for every scan line, producing separate topo-

graphic and magnetic force images.

Electrochemical AFM

This option allows one to perform electrochemical reactions on the AFM. The

technique involves a potentiostat, a fluid cell with a transparent cantilever holder
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and electrodes, and the software required to operate the potentiostat and display the

results of the electrochemical reaction.

2.2.3 AFM Probe Construction

Various probes (cantilevers and tips) are used for AFM studies. The cantilever

stylus used in the AFM should meet the following criteria: (1) low normal spring

constant (stiffness); (2) high resonant frequency; (3) high cantilever quality factor

Q; (4) high lateral spring constant (stiffness); (5) short cantilever length; (6)

incorporation of components (such as mirror) for deflection sensing; and (7) a

sharp protruding tip [137]. In order to register a measurable deflection with small

forces, the cantilever must flex with a relatively low force (on the order of few nN),

requiring vertical spring constants of 102–102 N/m for atomic resolution in the

contact profiling mode. The data rate or imaging rate in the AFM is limited by the

mechanical resonant frequency of the cantilever. To achieve a large imaging

bandwidth, the AFM cantilever should have a resonant frequency of more than

about 10 kHz (30–100 kHz is preferable), which makes the cantilever the least

sensitive part of the system. Fast imaging rates are not just a matter of convenience,

since the effects of thermal drifts are more pronounced with slow scanning speeds.

The combined requirements of a low spring constant and a high resonant frequency

are met by reducing the mass of the cantilever. The quality factor Q (¼ oR/(c/m),
where oR is the resonant frequency of the damped oscillator, c is the damping

constant and m is the mass of the oscillator) should have a high value for some

applications. For example, resonance curve detection is a sensitive modulation

technique for measuring small force gradients in noncontact imaging. Increasing

the Q increases the sensitivity of the measurements. Mechanical Q values of

100–1,000 are typical. In contact modes, the Q value is of less importance.

A high lateral cantilever spring constant is desirable in order to reduce the effect

of lateral forces in the AFM, as frictional forces can cause appreciable lateral

bending of the cantilever. Lateral bending results in erroneous topography mea-

surements. For friction measurements, cantilevers with reduced lateral rigidity are

preferred. A sharp protruding tip must be present at the end of the cantilever to

provide a well-defined interaction with the sample over a small area. The tip radius

should be much smaller than the radii of the corrugations in the sample in order for

these to be measured accurately. The lateral spring constant depends critically on

the tip length. Additionally, the tip should be centered at the free end.

In the past, cantilevers have been cut by hand from thin metal foils or formed

from fine wires. Tips for these cantilevers were prepared by attaching diamond

fragments to the ends of the cantilevers by hand, or in the case of wire cantilevers,

electrochemically etching the wire to a sharp point. Several cantilever geometries

for wire cantilevers have been used. The simplest geometry is the L-shaped

cantilever, which is usually made by bending a wire at a 90� angle. Other geome-

tries include single-V and double-V geometries, with a sharp tip attached at the
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apex of the V, and double-X configuration with a sharp tip attached at the intersec-

tion [31, 138]. These cantilevers can be constructed with high vertical spring

constants. For example, a double-cross cantilever with an effective spring constant

of 250 N/m was used by Burnham and Colton [31]. The small size and low mass

needed in the AFM make hand fabrication of the cantilever a difficult process with

poor reproducibility. Conventional microfabrication techniques are ideal for con-

structing planar thin-film structures which have submicron lateral dimensions. The

triangular (V-shaped) cantilevers have improved (higher) lateral spring constants in

comparison to rectangular cantilevers. In terms of spring constants, the triangular

cantilevers are approximately equivalent to two rectangular cantilevers placed in

parallel [137]. Although the macroscopic radius of a photolithographically pat-

terned corner is seldom much less than about 50 nm, microscopic asperities on the

etched surface provide tips with near-atomic dimensions.

Cantilevers have been used from a whole range of materials. Cantilevers made

of Si3N4, Si, and diamond are the most common. The Young’s modulus and the

density are the material parameters that determine the resonant frequency, aside

from the geometry. Table 2.2 shows the relevant properties and the speed of sound,

indicative of the resonant frequency for a given shape. Hardness is an important

indicator of the durability of the cantilever, and is also listed in the table. Materials

used for STM cantilevers are also included.

Silicon nitride cantilevers are less expensive than those made of other materials.

They are very rugged and well suited to imaging in almost all environments. They

are especially compatible with organic and biological materials. Microfabricated

triangular silicon nitride beams with integrated square pyramidal tips made using

plasma-enhanced chemical vapor deposition (PECVD) are the most common

[137]. Four cantilevers, marketed by Digital Instruments, with different sizes and

spring constants located on cantilever substrate made of boron silicate glass

(Pyrex), are shown in Figs. 2.15a and 2.16. The two pairs of cantilevers on each

substrate measure about 115 and 193 mm from the substrate to the apex of the

triangular cantilever, with base widths of 122 and 205 mm, respectively. The

cantilever legs, which are of the same thickness (0.6 mm) in all the cantilevers,

are available in wide and narrow forms. Only one cantilever is selected and used

from each substrate. The calculated spring constants and measured natural frequen-

cies for each of the configurations are listed in Table 2.3. The most commonly used

cantilever beam is the 115 mm long, wide-legged cantilever (vertical spring

Table 2.2 Relevant properties of materials used for cantilevers

Property Young’s modulus (E)
(GPa)

Density

(rg)
(kg/m3)

Microhardness

(GPa)

Speed of sound ð ffiffiffiffiffiffiffiffi
E=r

p Þ
(m/s)

Diamond 900–1,050 3,515 78.4–102 17,000

Si3N4 310 3,180 19.6 9,900

Si 130–188 2,330 9–10 8,200

W 350 19,310 3.2 4,250

Ir 530 – �3 5,300
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Fig. 2.15 Schematics of (a)

triangular cantilever beam

with square-pyramidal tips

made of PECVD Si3N4, (b)

rectangular cantilever beams

with square-pyramidal tips

made of etched single-crystal

silicon, and (c) rectangular

cantilever stainless steel beam

with three-sided pyramidal

natural diamond tip
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constant ¼ 0.58 N/m). Cantilevers with smaller spring constants should be used on

softer samples. The pyramidal tip is highly symmetric, and the end has a radius of

about 20–50 nm. The side walls of the tip have a slope of 35� and the lengths of the
edges of the tip at the cantilever base are about 4 mm.

An alternative to silicon nitride cantilevers with integrated tips are microfabri-

cated single-crystal silicon cantilevers with integrated tips. Si tips are sharper than

Si3N4 tips because they are formed directly by anisotropic etching of single-crystal

Si, rather than through the use of an etch pit as a mask for the deposited material

[139]. Etched single-crystal n-type silicon rectangular cantilevers with square pyra-

midal tips of radii <10 nm for contact and tapping mode (tapping-mode etched

silicon probe or TESP) AFMs are commercially available from Digital Instruments

and Nanosensors GmbH, Aidlingen, Germany (Figs. 2.15b and 2.16). Spring con-

stants and resonant frequencies are also presented in the Fig. 2.15b.

Commercial triangular Si3N4 cantilevers have a typical width:thickness ratio of

10 to 30, which results in spring constants that are 100–1000 times stiffer in the

lateral direction than in the normal direction. Therefore, these cantilevers are not

well suited for torsion. For friction measurements, the torsional spring constant

should be minimized in order to be sensitive to the lateral force. Rather long

Table 2.3 Measured vertical spring constants and natural frequencies of triangular (V-shaped)

cantilevers made of PECVD Si3N4 (data provided by Digital Instruments, Inc.)

Cantilever dimension Spring constant (kz) (N/m) Natural frequency (o0) (kHz)

115 mm long, narrow leg 0.38 40

115 mm long, wide leg 0.58 40

193 mm long, narrow leg 0.06 13–22

193 mm long, wide leg 0.12 13–22

2 µm 5 µm

10 µm

a

c

bFig. 2.16 SEM micrographs

of a square-pyramidal

PECVD Si3N4 tip (a), a

square-pyramidal etched

single-crystal silicon tip (b),

and a three-sided pyramidal

natural diamond tip (c)
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cantilevers with small thicknesses and large tip lengths are most suitable. Rectan-

gular beams have smaller torsional spring constants than the triangular (V-shaped)

cantilevers. Table 2.4 lists the spring constants (with the full length of the beam

used) in three directions for typical rectangular beams. We note that the lateral and

torsional spring constants are about two orders of magnitude larger than the normal

spring constants. A cantilever beam required for the tapping mode is quite stiff and

may not be sensitive enough for friction measurements. Meyer et al. [140] used a

specially designed rectangular silicon cantilever with length ¼ 200 mm, width

¼ 21 mm, thickness ¼ 0.4 mm, tip length ¼ 12.5 mm and shear modulus ¼ 50

GPa, giving a normal spring constant of 0.007 N/m and a torsional spring constant

of 0.72 N/m, which gives a lateral force sensitivity of 10 pN and an angle of

resolution of 10�7 rad. Using this particular geometry, the sensitivity to lateral forces

can be improved by about a factor of 100 compared with commercial V-shaped Si3N4

or the rectangular Si or Si3N4 cantilevers used by Meyer and Amer [8], with torsional

spring constants of �100 N/m. Ruan and Bhushan [136] and Bhushan and Ruan [9]

used 115 mm long, wide-legged V-shaped cantilevers made of Si3N4 for friction

measurements.

For scratching, wear and indentation studies, single-crystal natural diamond

tips ground to the shape of a three-sided pyramid with an apex angle of either

60� or 80� and a point sharpened to a radius of about 100 nm are commonly used

[4, 10] (Figs. 2.15c and 2.16). The tips are bonded with conductive epoxy to a

gold-plated 304 stainless steel spring sheet (length ¼ 20 mm, width ¼ 0.2 mm,

thickness ¼ 20–60 mm) which acts as a cantilever. The free length of the spring is

varied in order to change the beam stiffness. The normal spring constant of the beam

ranges from about 5 to 600 N/m for a 20 mm thick beam. The tips are produced by

R-DEC Co., Tsukuba, Japan.

High aspect ratio tips are used to image within trenches. Examples of two probes

used are shown in Fig. 2.17. These high aspect ratio tip (HART) probes are

Table 2.4 Vertical (kz), lateral (ky), and torsional (kyT) spring constants of rectangular cantilevers
made of Si (IBM) and PECVD Si3N4 (source: Veeco Instruments, Inc.)

Dimensions/stiffness Si cantilever Si3N4 cantilever

Length L (mm) 100 100

Width b (mm) 10 20

Thickness h (mm) 1 0.6

Tip length (mm) 5 3

kz (N/m) 0.4 0.15

ky (N/m) 40 175

kyT (N/m) 120 116

o0 (kHz) �90 � 65

Note: kz ¼ Ebh3/(4L3), ky ¼ Eb3h/(4‘3), kyT ¼ Gbh3/(3L‘2), and o0 ¼ [kz/(mc þ 0.24bhLr)]1/2,
where E is Young’s modulus, G is the modulus of rigidity [¼ E/2(1 þ n), n is Poisson’s ratio], r is

the mass density of the cantilever, and mc is the concentrated mass of the tip (�4 ng) [94]. For Si,

E ¼ 130 GPa, rg ¼ 2,300 kg/m3, and n ¼ 0.3. For Si3N4, E ¼ 150 GPa, rg ¼ 3,100 kg/m3, and

n ¼ 0.3
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produced from conventional Si3N4 pyramidal probes. Through a combination of

focused ion beam (FIB) and high-resolution scanning electron microscopy (SEM)

techniques, a thin filament is grown at the apex of the pyramid. The probe filament

is�1 mm long and 0.1 mm in diameter. It tapers to an extremely sharp point (with a

radius that is better than the resolutions of most SEMs). The long thin shape and

sharp radius make it ideal for imaging within vias of microstructures and trenches

(>0.25 mm). This is, however, unsuitable for imaging structures at the atomic level,

since probe flexing can create image artefacts. A FIB-milled probe is used for

atomic-scale imaging, which is relatively stiff yet allows for closely spaced

topography. These probes start out as conventional Si3N4 pyramidal probes, but

the pyramid is FIB-milled until a small cone shape is formed which has a high

aspect ratio and is 0.2–0.3 mm in length. The milled probes permit nanostructure

resolution without sacrificing rigidity. These types of probes are manufactured by

various manufacturers including Materials Analytical Services.

Carbon nanotube tips with small diameters and high aspect ratios are used for

high-resolution imaging of surfaces and of deep trenches, in the tapping mode or the

noncontact mode. Single-wall carbon nanotubes (SWNTs) are microscopic gra-

phitic cylinders that are 0.7–3 nm in diameter and up to many microns in length.

Larger structures called multiwall carbon nanotubes (MWNTs) consist of nested,

concentrically arranged SWNTs and have diameters of 3–50 nm. MWNT carbon

nanotube AFM tips are produced by manual assembly [141], chemical vapor

deposition (CVD) synthesis, and a hybrid fabrication process [142]. Figure 2.18

shows a TEM micrograph of a carbon nanotube tip, ProbeMax, commercially

produced by mechanical assembly by Piezomax Technologies, Inc. (Middleton,

USA). To fabricate these tips, MWNTs are produced using a carbon arc and they

are physically attached to the single-crystal silicon, square-pyramidal tips in the

SEM, using a manipulator and the SEM stage to independently control the nano-

tubes and the tip. When the nanotube is first attached to the tip, it is usually too long

to image with. It is shortened by placing it in an AFM and applying voltage between

the tip and the sample. Nanotube tips are also commercially produced by CVD

synthesis by NanoDevices (Santa Barbara, USA).

100 nm 100 nm

a b

Fig. 2.17 Schematics of (a) HART Si3N4 probe, and (b) an FIB-milled Si3N4 probe
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2.2.4 Friction Measurement Methods

The two methods for performing friction measurements that are based on the work

by Ruan and Bhushan [136] are now described in more detail (also see [8]). The

scanning angle is defined as the angle relative to the y-axis in Fig. 2.19a. This is

also the long axis of the cantilever. The zero-degree scanning angle corresponds to

the sample scan in the y-direction, and the 90� scanning angle corresponds to the

sample scan perpendicular to this axis in the x–y-plane (along x-axis). If both the

y- and �y-directions are scanned, we call this a parallel scan. Similarly, a

perpendicular scan means that both the x- and �x-directions are scanned. The

direction of sample travel for each of these two methods is illustrated in

Fig. 2.19b.

Using method 1 (height mode with parallel scans) in addition to topographic

imaging, it is also possible to measure friction force when the sample scanning

direction is parallel to the y-direction (parallel scan). If there was no friction force

between the tip and the moving sample, the topographic feature would be the only

factor that would cause the cantilever to be deflected vertically. However, friction

force does exist on all surfaces that are in contact where one of the surfaces is

moving relative to the other. The friction force between the sample and the tip will

also cause the cantilever to be deflected. We assume that the normal force between

the sample and the tip is W0 when the sample is stationary (W0 is typically

10–200 nN), and the friction force between the sample and the tip is Wf as the

sample is scanned by the tip. The direction of the friction force (Wf) is reversed as

the scanning direction of the sample is reversed from the positive (y) to the negative
(�y) direction (Wf(y) ¼ �Wf(�y)).

When the vertical cantilever deflection is set at a constant level, it is the total

force (normal force and friction force) applied to the cantilever that keeps the

cantilever deflection at this level. Since the friction force is directed in the opposite

direction to the direction of travel of the sample, the normal force will have to be

adjusted accordingly when the sample reverses its traveling direction, so that the

total deflection of the cantilever will remain the same. We can calculate the

difference in the normal force between the two directions of travel for a given

200 nm

Fig. 2.18 SEM micrograph

of a multiwall carbon

nanotube (MWNT) tip

physically attached to a

single-crystal silicon, square-

pyramidal tip (Courtesy of

Piezomax Technologies, Inc.)
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friction force Wf. First, since the deflection is constant, the total moment applied to

the cantilever is constant. If we take the reference point to be the point where the

cantilever joins the cantilever holder (substrate), point P in Fig. 2.20, we have the

following relationship

ðW0 � DW1ÞLþWf‘ ¼ ðW0 þ DW2ÞL�Wf‘ (2.1)

or

ðDW1 þ DW2ÞL ¼ 2Wf‘: (2.2)

a

Cantilever
substrate

Sample traveling
direction in method 2

Sample traveling
direction in method 1

Flexible cantilever

Laser
beam spot

x

y

b

Photodetector
Cantilever
normal direction

Incident beam

Cantilever
substrate

CantileverTipReflected
beam

Traveling direction of the sample (y)

T

L

B

R

Method 1

Method 2

Twisted cantilever
Tip

Traveling direction of the sample (x)

T

L

B

R

Fig. 2.19 (a) Schematic

defining the x- and y-
directions relative to the

cantilever, and showing the

direction of sample travel in

two different measurement

methods discussed in the text.

(b) Schematic of deformation

of the tip and cantilever

shown as a result of sliding in

the x- and y-directions. A
twist is introduced to the

cantilever if the scanning is

performed in the x-direction
((b), lower part) (After [136])
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Thus

Wf ¼ ðDW1 þ DW2ÞL=ð2‘Þ; (2.3)

where DW1 and DW2 are the absolute values of the changes in normal force when

the sample is traveling in the �y- and y-directions, respectively, as shown in

Fig. 2.20; L is the length of the cantilever; ‘ is the vertical distance between the

end of the tip and point P. The coefficient of friction (m) between the tip and the

sample is then given as

m ¼ Wf

W0

¼ ðDW1 þ DW2Þ
W0

� �
L

2‘

� �
: (2.4)

There are adhesive and interatomic attractive forces between the cantilever tip

and the sample at all times. The adhesive force can be due to water from the

capillary condensation and other contaminants present at the surface, which form

meniscus bridges [4, 143, 144] and the interatomic attractive force includes van der

Waals attractions [18]. If these forces (and the effect of indentation too, which is

usually small for rigid samples) can be neglected, the normal force W0 is then

equal to the initial cantilever deflection H0 multiplied by the spring constant of

the cantilever. (DW1 þ D W2) can be derived by multiplying the same spring

constant by the change in height of the piezo tube between the two traveling

directions (y- and �y-directions) of the sample. This height difference is denoted

as (DH1 þ DH2), shown schematically in Fig. 2.21. Thus, (2.4) can be rewritten as

m ¼ Wf

W0

¼ ðDH1 þ DH2Þ
H0

� �
L

2‘

� �
: (2.5)

a

b

l

L

PWf

W0

l

L

PWf

W0 –DW1

Sliding direction
of the sample

y

PWf

W0

Sliding direction
of the sample

PWf

W0 + DW2

y

Fig. 2.20 (a) Schematic

showing an additional

bending of the cantilever due

to friction force when the

sample is scanned in

the y- or �y-directions (left).
(b) This effect can be

canceled out by adjusting the

piezo height using a feedback

circuit (right) (After [136])
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Since the vertical position of the piezo tube is affected by the topographic profile

of the sample surface in addition to the friction force being applied at the tip, this

difference must be found point-by-point at the same location on the sample surface,

as shown in Fig. 2.21. Subtraction of point-by-point measurements may introduce

errors, particularly for rough samples. We will come back to this point later. In

addition, precise measurements of L and ‘ (which should include the cantilever

angle) are also required.

If the adhesive force between the tip and the sample is large enough that it cannot

be neglected, it should be included in the calculation. However, determinations of

this force can involve large uncertainties, which is introduced into (2.5). An

alternative approach is to make the measurements at different normal loads and

to use D(H0) and D(DH1 þ DH2) in (2.5). Another comment on (2.5) is that, since

only the ratio between (DH1 þ DH2) and H0 enters this equation, the vertical

position of the piezo tube H0 and the difference in position (DH1 þ DH2) can be

in volts as long as the vertical travel of the piezo tube and the voltage applied to

have a linear relationship. However, if there is a large nonlinearity between the

piezo tube traveling distance and the applied voltage, this nonlinearity must be

included in the calculation.

It should also be pointed out that (2.4) and (2.5) are derived under the assump-

tion that the friction force Wf is the same for the two scanning directions of the

sample. This is an approximation, since the normal force is slightly different for the

two scans and the friction may be direction-dependent. However, this difference is

much smaller than W0 itself. We can ignore the second-order correction.

Method 2 (aux mode with perpendicular scan) of measuring friction was

suggested by Meyer and Amer [8]. The sample is scanned perpendicular to the

long axis of the cantilever beam (along the x- or �x-direction in Fig. 2.19a) and

the outputs from the two horizontal quadrants of the photodiode detector are

measured. In this arrangement, as the sample moves under the tip, the friction

force will cause the cantilever to twist. Therefore, the light intensity between the left

and right (L and R in Fig. 2.19b, right) detectors will be different. The differential signal

PZT height H

Sliding distance y

(DW1 + DW2) =k(DH1 + DH2)

(DH1 + DH2)

DH2

DH1

H0

Fig. 2.21 Schematic

illustration of the height

difference for the

piezoelectric tube scanner as

the sample is scanned in the

y- and �y-directions
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between the left and right detectors is denoted the FFM signal [(L � R)/(L þ R)]. This

signal can be related to the degree of twisting, and hence to the magnitude of friction

force. Again, because possible errors in measurements of the normal force due to the

presence of adhesive force at the tip–sample interface, the slope of the friction data

(FFM signal versus normal load) needs to be measured for an accurate value of the

coefficient of friction.

While friction force contributes to the FFM signal, friction force may not be

the only contributing factor in commercial FFM instruments (for example, Nano-

Scope IV). One can see this if we simply engange the cantilever tip with the

sample. The left and right detectors can be balanced beforehand by adjusting the

positions of the detectors so that the intensity difference between these two

detectors is zero (FFM signal is zero). Once the tip is engaged with the sample,

this signal is no longer zero, even if the sample is not moving in the x–y-plane with
no friction force applied. This would be a detrimental effect. It has to be under-

stood and eliminated from the data acquisition before any quantitative measure-

ment of friction force is made.

One of the reasons for this observation is as follows. The detectors may not

have been properly aligned with respect to the laser beam. To be precise, the

vertical axis of the detector assembly (the line joining T–B in Fig. 2.22) is not in

the plane defined by the incident laser beam and the beam reflected from the

untwisted cantilever (we call this plane the beam plane). When the cantilever

vertical deflection changes due to a change in the normal force applied (without

the sample being scanned in the x–y-plane), the laser beam will be reflected up and

down and form a projected trajectory on the detector. (Note that this trajectory is

Path of the laser beam
on the photodetector

“Height”
– AFM signal

“Aux”
– FFM
signal

Vertical axis of
the photodetector

T

R

B

L

Fig. 2.22 The trajectory of the laser beam on the photodetectors as the cantilever is vertically

deflected (with no torsional motion) with respect to the laser beam for a misaligned photodetector.

For a change of normal force (vertical deflection of the cantilever), the laser beam is projected to a

different position on the detector. Due to a misalignment, the projected trajectory of the laser beam

on the detector is not parallel with the detector vertical axis (the line T–B) (After [136])
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in the defined beam plane.) If this trajectory is not coincident with the vertical axis

of the detector, the laser beam will not evenly bisect the left and right quadrants of

the detectors, even under the condition of no torsional motion of the cantilever

(Fig. 2.22). Thus, when the laser beam is reflected up and down due a change in

the normal force, the intensity difference between the left and right detectors will

also change. In other words, the FFM signal will change as the normal force

applied to the tip is changed, even if the tip is not experiencing any friction force.

This (FFM) signal is unrelated to friction force or to the actual twisting of the

cantilever. We will call this part of the FFM signal FFMF, and the part which is

truly related to friction force FFMT.

The FFMF signal can be eliminated. One way of doing this is as follows. First the

sample is scanned in both the x- and the �x-directions and the FFM signals for

scans in each direction are recorded. Since the friction force reverses its direction

of action when the scanning direction is reversed from the x- to the �x-direction,
the FFMT signal will change signs as the scanning direction of the sample is

reversed (FFMT(x) ¼ �FFMT(�x)). Hence the FFMT signal will be canceled out

if we take the sum of the FFM signals for the two scans. The average value of the

two scans will be related to FFMF due to the misalignment,

FFMðxÞ þ FFMð�xÞ ¼ 2FFMF: (2.6)

This value can therefore be subtracted from the original FFM signals of each of

these two scans to obtain the true FFM signal (FFMT). Or, alternately, by taking the

difference of the two FFM signals, one gets the FFMT value directly

FFMðxÞ � FFMð�xÞ ¼ FFMTðxÞ � FFMTð�xÞ ¼ 2FFMTðxÞ: (2.7)

Ruan and Bhushan [136] have shown that the error signal (FFMF) can be very

large compared to the friction signal FFMT, so correction is required.

Now we compare the two methods. The method of using the height mode and

parallel scanning (method 1) is very simple to use. Technically, this method can

provide 3-D friction profiles and the corresponding topographic profiles. However,

there are some problems with this method. Under most circumstances, the piezo

scanner displays hysteresis when the traveling direction of the sample is reversed.

Therefore, the measured surface topographic profiles will be shifted relative to each

other along the y-axis for the two opposite (y and �y) scans. This would make it

difficult to measure the local difference in height of the piezo tube for the two scans.

However, the average difference in height between the two scans and hence the

average friction can still be measured. The measurement of average friction can

serve as an internal means of friction force calibration. Method 2 is a more desirable

approach. The subtraction of the FFMF signal from FFM for the two scans does not

introduce any error into local friction force data. An ideal approach when using this

method would be to add the average values of the two profiles in order to get the

error component (FFMF) and then subtract this component from either profile to get

true friction profiles in either directions. By performing measurements at various
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loads, we can get the average value of the coefficient of friction which then can be

used to convert the friction profile to the coefficient of friction profile. Thus, any

directionality and local variations in friction can be easily measured. In this method,

since topography data are not affected by friction, accurate topography data can be

measured simultaneously with friction data and a better localized relationship

between the two can be established.

2.2.5 Normal Force and Friction Force Calibrations
of Cantilever Beams

Based on Ruan and Bhushan [136], we now discuss normal force and friction force

calibrations. In order to calculate the absolute values of normal and friction forces

in Newtons using the measured AFM and FFMT voltage signals, it is necessary to

first have an accurate value of the spring constant of the cantilever (kc). The spring
constant can be calculated using the geometry and the physical properties of the

cantilever material [8, 94, 137]. However, the properties of the PECVD Si3N4 (used

to fabricate cantilevers) can be different from those of the bulk material. For

example, using ultrasonics, we found the Young’s modulus of the cantilever

beam to be about 238 � 18 GPa, which is less than that of bulk Si3N4 (310 GPa).

Furthermore, the thickness of the beam is nonuniform and difficult to measure

precisely. Since the stiffness of a beam goes as the cube of thickness, minor errors

in precise measurements of thickness can introduce substantial stiffness errors.

Thus one should measure the spring constant of the cantilever experimentally.

Cleveland et al. [145] measured normal spring constants by measuring resonant

frequencies of beams.

For normal spring constantmeasurement, Ruan and Bhushan [136] used a stainless

steel spring sheet of known stiffness (width¼1.35 mm, thickness¼15 mm, free hang-

ing length¼5.2 mm). One end of the spring was attached to the sample holder and the

other end was made to contact with the cantilever tip during the measurement

(Fig. 2.23). They measured the piezo travel for a given cantilever deflection. For a

rigid sample (such as diamond), the piezo travel Zt (measured from the point where the

tip touches the sample) should equal the cantilever deflection. To maintain the

cantilever deflection at the same level using a flexible spring sheet, the new piezo

travel Zt0 would need to be different from Zt. The difference between Zt0 and Zt
corresponds to the deflection of the spring sheet. If the spring constant of the spring

sheet is ks, the spring constant of the cantilever kc can be calculated by

ðZt0 � ZtÞks ¼ Ztkc

or

kc ¼ ksðZt0 � ZtÞ=Zt: (2.8)
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The spring constant of the spring sheet (ks) used in this study is calculated to be

1.54 N/m. For the wide-legged cantilever used in our study (length ¼ 115 mm, base

width ¼ 122 mm, leg width ¼ 21 mm and thickness ¼ 0.6 mm), kc was measured to

be 0.40 N/m instead of the 0.58 N/m reported by its manufacturer – Digital Instru-

ments, Inc. To relate the photodiode detector output to the cantilever deflection in

nanometers, they used the same rigid sample to push against the AFM tip. Since the

cantilever vertical deflection equals the sample traveling distance measured from the

point where the tip touches the sample for a rigid sample, the photodiode output

observed as the tip is pushed by the sample can be converted directly to the cantilever

deflection. For these measurements, they found the conversion factor to be 20 nm/V.

The normal force applied to the tip can be calculated by multiplying the

cantilever vertical deflection by the cantilever spring constant for samples that

have very small adhesion with the tip. If the adhesive force between the sample

and the tip is large, it should be included in the normal force calculation. This is

particularly important in atomic-scale force measurements, because the typical

normal force that is measured in this region is in the range of a few hundreds of nN

to a few mN. The adhesive force could be comparable to the applied force.

The conversion of friction signal (from FFMT) to friction force is not as

straightforward. For example, one can calculate the degree of twisting for a given

friction force using the geometry and the physical properties of the cantilever [53,

144]. One would need information about the detector such as its quantum effi-

ciency, laser power, gain and so on in order to be able convert the signal into the

degree of twisting. Generally speaking, this procedure can not be accomplished

without having some detailed information about the instrument. This information is

not usually provided by the manufacturer. Even if this information is readily

available, errors may still occur when using this approach because there will always

be variations as a result of the instrumental set-up. For example, it has been noticed

that the measured FFMT signal varies for the same sample when different AFM

microscopes from the same manufacturer are used. This means that one can not

Z t

Sample traveling
distance

Rigid sample

a

b

Z t'

Sample traveling
distance

PZT tube scanner

Flexible spring ks
Sample
holder

Z t

Cantilever  kc

Cantilever  kc

Fig. 2.23 Illustration

showing the deflection of

the cantilever as it is pushed

by (a) a rigid sample,

(b) a flexible spring sheet

(After [136])
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calibrate the instrument experimentally using this calculation. O’Shea et al. [144] did

perform a calibration procedure in which the torsional signal was measured as the

sample was displaced a known distance laterally while ensuring that the tip did not

slide over the surface. However, it is difficult to verify that tip sliding does not occur.

A new method of calibration is therefore required. There is a simpler, more

direct way of doing this. The first method described above (method 1) of measuring

friction can provide an absolute value of the coefficient of friction directly. It can

therefore be used as an internal calibration technique for data obtained using

method 2. Or, for a polished sample, which introduces the least error into friction

measurements taken using method 1, method 1 can be used to calibrate the friction

force for method 2. Then this calibration can be used for measurements taken using

method 2. In method 1, the length of the cantilever required can be measured using

an optical microscope; the length of the tip can be measured using a scanning

electron microscope. The relative angle between the cantilever and the horizontal

sample surface can be measured directly. This enables the coefficient of friction to

be measured with few unknown parameters. The friction force can then be calcu-

lated by multiplying the coefficient of friction by the normal load. The FFMT signal

obtained using method 2 is then converted into the friction force. For their instru-

ment, they found the conversion to be 8.6 nN/V.

2.3 AFM Instrumentation and Analyses

The performance of AFMs and the quality of AFM images greatly depend on the

instrument available and the probes (cantilever and tips) in use. This section

describes the mechanics of cantilevers, instrumentation and analysis of force

detection systems for cantilever deflections, and scanning and control systems.

2.3.1 The Mechanics of Cantilevers

Stiffness and Resonances of Lumped Mass Systems

All of the building blocks of an AFM, including the body of the microscope itself and

the force-measuring cantilevers, are mechanical resonators. These resonances can be

excited either by the surroundings or by the rapid movement of the tip or the sample.

To avoid problems due to building- or air-induced oscillations, it is of paramount

importance to optimize the design of the AFM for high resonant frequencies. This

usually means decreasing the size of the microscope [146]. By using cube-like or

sphere-like structures for the microscope, one can considerably increase the lowest

eigenfrequency. The fundamental natural frequency o0 of any spring is given by

o0 ¼ 1

2p

ffiffiffiffiffiffiffiffi
k

meff

r
; (2.9)
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where k is the spring constant (stiffness) in the normal direction and meff is the

effective mass. The spring constant k of a cantilever beam with uniform cross

section (Fig. 2.24) is given by [147]

k ¼ 3EI

L3
; (2.10)

where E is the Young’s modulus of the material, L is the length of the beam and I is
the moment of inertia of the cross section. For a rectangular cross section with a

width b (perpendicular to the deflection) and a height h one obtains the following

expression for I

I ¼ bh3

12
: (2.11)

Combining (2.9)–(2.11), we get an expression for o0

o0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ebh3

4L3meff

s
: (2.12)

The effective mass can be calculated using Raleigh’s method. The general

formula using Raleigh’s method for the kinetic energy T of a bar is

T ¼ 1

2

ðL
0

m

L

@zðxÞ
@t

� �2
dx: (2.13)

For the case of a uniform beam with a constant cross section and length L, one
obtains for the deflection zðxÞ ¼ zmax½1� ð3x=2LÞ þ ðx3=2L3Þ� Inserting zmax into

(2.13) and solving the integral gives

T ¼ 1

2

ðL
0

m

L

@zmaxðxÞ
@t

1� 3x

2L

� �
þ x3

L3

� �� �2
dx ¼ 1

2
meffðzmaxtÞ2;

Fz

L

hb

l

z

y

x

Fy

Fx

Fig. 2.24 A typical AFM

cantilever with length L,
width b, and height h. The
height of the tip is ‘. The
material is characterized by

the Young’s modulus E, the
shear modulusG and the mass

density r. Normal (Fz), axial

(Fx) and lateral (Fy) forces

exist at the end of the tip
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which gives

meff ¼ 9

20
m: (2.14)

Substituting (2.14) into (2.12) and noting that m ¼ rLbh, where r is the mass

density, one obtains the following expression

o0 ¼
ffiffiffi
5

p

3

ffiffiffi
E

r

s !
h

L2
: (2.15)

It is evident from (2.15) that one way to increase the natural frequency is to

choose a material with a high ratio E/r; see Table 2.2 for typical values of
ffiffiffiffiffiffiffiffiffi
E=r

p
for various commonly used materials. Another way to increase the lowest eigen-

frequency is also evident in (2.15). By optimizing the ratio h/L2, one can increase

the resonant frequency. However, it does not help to make the length of the

structure smaller than the width or height. Their roles will just be interchanged.

Hence the optimum structure is a cube. This leads to the design rule that long, thin

structures like sheet metal should be avoided. For a given resonant frequency, the

quality factor Q should be as low as possible. This means that an inelastic medium

such as rubber should be in contact with the structure in order to convert kinetic

energy into heat.

Stiffness and Resonances of Cantilevers

Cantilevers are mechanical devices specially shaped to measure tiny forces. The

analysis given in the previous section is applicable. However, to better understand

the intricacies of force detection systems, we will discuss the example of a cantile-

ver beam with uniform cross section (Fig. 2.24). The bending of a beam due to a

normal load on the beam is governed by the Euler equation [147]

M ¼ EIðxÞ d
2z

dx2
; (2.16)

where M is the bending moment acting on the beam cross section. I(x) is the

moment of inertia of the cross section with respect to the neutral axis, defined by

IðxÞ ¼
ð
z

ð
y

z2 dydz: (2.17)

For a normal force Fz acting at the tip,

MðxÞ ¼ ðL� xÞFz (2.18)
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since the moment must vanish at the endpoint of the cantilever. Integrating (2.16)

for a normal force Fz acting at the tip and observing that EI is a constant for beams

with a uniform cross section, one gets

zðxÞ ¼ L3

6EI

x

L

� �2
3� x

L

� �
Fz: (2.19)

The slope of the beam is

z0ðxÞ ¼ Lx

2EI
2� x

L

� �
Fz: (2.20)

From (2.19) and (2.20), at the end of the cantilever (for x ¼ L), for a rectangular
beam, and by using an expression for I in (2.11), one gets

zðLÞ ¼ 4

Eb

L

h

� �3
Fz; (2.21)

z0ðLÞ ¼ 3

2

z

L

� �
: (2.22)

Now, the stiffness in the normal (z) direction kz is

kz ¼ Fz

zðLÞ ¼
Eb

4

h

L

� �3
: (2.23)

and the change in angular orientation of the end of cantilever beam is

Da ¼ 3

2

z

L
¼ 6

Ebh

L

h

� �2
Fz: (2.24)

Now we ask what will, to a first-order approximation, happen if we apply a

lateral force Fy to the end of the tip (Fig. 2.24). The cantilever will bend sideways

and it will twist. The stiffness in the lateral (y) direction ky can be calculated with

(2.23) by exchanging b and h

ky ¼ Eh

4

b

L

� �3
: (2.25)

Therefore, the bending stiffness in the lateral direction is larger than the stiffness

for bending in the normal direction by (b/h)2. The twisting or torsion on the other

hand is more complicated to handle. For a wide, thin cantilever (b � h) we obtain
torsional stiffness along y-axis kyT

kyT ¼ Gbh3

3L‘2
; (2.26)
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where G is the modulus of rigidity (¼ E/2(1 þ n); n is Poisson’s ratio). The ratio of
the torsional stiffness to the lateral bending stiffness is

kyT
ky

¼ 1

2

‘b

hL

� �2
; (2.27)

where we assume n ¼ 0.333. We see that thin, wide cantilevers with long tips favor

torsion while cantilevers with square cross sections and short tips favor bending.

Finally, we calculate the ratio between the torsional stiffness and the normal

bending stiffness,

kyT
kz

¼ 2
L

‘

� �2
: (2.28)

Equations (2.26)–(2.28) hold in the case where the cantilever tip is exactly in the

middle axis of the cantilever. Triangular cantilevers and cantilevers with tips which

are not on the middle axis can be dealt with by finite element methods.

The third possible deflection mode is the one from the force on the end of the tip

along the cantilever axis, Fx (Fig. 2.24). The bending moment at the free end of the

cantilever is equal to Fx‘. This leads to the following modification of (2.18) for

forces Fz and Fx

MðxÞ ¼ ðL� xÞFz þ Fx‘: (2.29)

Integration of (2.16) now leads to

zðxÞ ¼ 1

2EI
Lx2 1� x

3L

� �
Fz þ ‘x2Fx

h i
(2.30)

and

z0ðxÞ ¼ 1

EI

Lx

2
2� x

L

� �
Fz þ ‘xFx

� �
: (2.31)

Evaluating (2.30) and (2.31) at the end of the cantilever, we get the deflection

and the tilt

zðLÞ ¼ L2

EI

L

3
Fz � ‘

2
Fx

� �
;

z0ðLÞ ¼ L

EI

L

2
Fz þ ‘Fx

� �
:

(2.32)

From these equations, one gets

Fz ¼ 12EI

L3
zðLÞ � Lz0ðLÞ

2

� �
;

Fx ¼ 2EI

‘L2
½2Lz0ðLÞ � 3zðLÞ�:

(2.33)
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A second class of interesting properties of cantilevers is their resonance behavior.

For cantilever beams, one can calculate the resonant frequencies [147, 148]

ofree
n ¼ l2n

2
ffiffiffi
3

p h

L2

ffiffiffi
E

r

s
(2.34)

with l0 ¼ (0.596864. . .)p, l1 ¼ (1.494175. . .)p, ln ! (n þ 1/2)p. The subscript n
represents the order of the frequency, such as the fundamental, the second mode,

and the nth mode.

A similar equation to (2.34) holds for cantilevers in rigid contact with the

surface. Since there is an additional restriction on the movement of the cantilever,

namely the location of its endpoint, the resonant frequency increases. Only the

terms of ln change to [148]

l00 ¼ ð1:2498763 . . .Þp; l01 ¼ ð2:2499997 . . .Þp; l0n ! ðnþ 1=4Þp: (2.35)

The ratio of the fundamental resonant frequency during contact to the funda-

mental resonant frequency when not in contact is 4.3851.

For the torsional mode we can calculate the resonant frequencies as

otors
0 ¼ 2p

h

Lb

ffiffiffiffi
G

r

s
: (2.36)

For cantilevers in rigid contact with the surface, we obtain the following

expression for the fundamental resonant frequency [148]

otors;contact
0 ¼ otors

0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 3ð2L=bÞ2

q : (2.37)

The amplitude of the thermally induced vibration can be calculated from the

resonant frequency using

Dztherm ¼
ffiffiffiffiffiffiffiffi
kBT

k

r
; (2.38)

where kB is Boltzmann’s constant and T is the absolute temperature. Since AFM

cantilevers are resonant structures, sometimes with rather high Q values, the

thermal noise is not as evenly distributed as (2.38) suggests. The spectral noise

density below the peak of the response curve is [148]

z0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
4kBT

ko0Q

s
ðin m=

ffiffiffiffiffiffi
Hz

p
Þ; (2.39)

where Q is the quality factor of the cantilever, described earlier.
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2.3.2 Instrumentation and Analyses of Detection Systems
for Cantilever Deflections

A summary of selected detection systems was provided in Fig. 2.8. Here we discuss

the pros and cons of various systems in detail.

Optical Interferometer Detection Systems

Soon after the first papers on the AFM [2] appeared, which used a tunneling sensor, an

instrument based on an interferometer was published [149]. The sensitivity of the

interferometer depends on the wavelength of the light employed in the apparatus.

Figure 2.25 shows the principle of such an interferometeric design. The light incident

from the left is focused by a lens onto the cantilever. The reflected light is collimated by

the same lens and interferes with the light reflected at the flat. To separate the reflected

light from the incident light, a l/4 plate converts the linearly polarized incident light

into circularly polarized light. The reflected light is made linearly polarized again by

the l/4-plate, but with a polarization orthogonal to that of the incident light. The

polarizing beam splitter then deflects the reflected light to the photodiode.

Homodyne Interferometer

To improve the signal-to-noise ratio of the interferometer, the cantilever is driven

by a piezo near its resonant frequency. The amplitude Dz of the cantilever as a

function of driving frequency O is

DzðOÞ ¼ Dz0
O2

0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
O2 � O2

0

	 
2þ O2O2
0

Q2

q ; (2.40)

where Dz0 is the constant drive amplitude and O0 the resonant frequency of the

cantilever. The resonant frequency of the cantilever is given by the effective potential

Polarizing
beam splitter

Light

Photo-
diode

Cantilever
drive piezo

Cantilever

Lens

Flat

l/4 plate Sample Scan
piezo

Fig. 2.25 Principle of an interferometric AFM. The light from the laser light source is polarized

by the polarizing beam splitter and focused onto the back of the cantilever. The light passes twice

through a quarter-wave plate and is hence orthogonally polarized to the incident light. The second

arm of the interferometer is formed by the flat. The interference pattern is modulated by the

oscillating cantilever

2 Scanning Probe Microscopy – Principle of Operation, Instrumentation, and Probes 79



O0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k þ @2U

@z2

� �
1

meff

;

s
(2.41)

where U is the interaction potential between the tip and the sample. Equation (2.41)

shows that an attractive potential decreases O0. The change in O0 in turn results in

a change in Dz (2.40). The movement of the cantilever changes the path difference

in the interferometer. The light reflected from the cantilever with amplitude A‘,0

and the reference light with amplitude Ar,0 interfere on the detector. The detected

intensity I(t) ¼ [A‘(t) + Ar(t)]
2 consists of two constant terms and a fluctuating term

2A‘ðtÞArðtÞ ¼ A‘;0Ar;0 sin otþ 4pd
l

þ 4pDz
l

sinðOtÞ
� �

sinðotÞ: (2.42)

Here o is the frequency of the light, l is the wavelength of the light, d is the path
difference in the interferometer, and Dz is the instantaneous amplitude of the

cantilever, given according to (2.40) and (2.41) as a function of O, k, and U. The
time average of (2.42) then becomes

h2A‘ðtÞArðtÞiT / cos
4pd
l

þ 4pDz
l

sinðOtÞ
� �

� cos
4pd
l

� �
� sin

4pDz
l

sinðOtÞ
� �

� cos
4pd
l

� �
� 4pDz

l
sinðOtÞ:

(2.43)

Here all small quantities have been omitted and functions with small arguments

have been linearized. The amplitude of Dz can be recovered with a lock-in tech-

nique. However, (2.43) shows that the measured amplitude is also a function of the

path difference d in the interferometer. Hence, this path difference d must be very

stable. The best sensitivity is obtained when sin (4d/l) � 0.

Heterodyne Interferometer

This influence is not present in the heterodyne detection scheme shown in Fig. 2.26.

Light incident from the left with a frequency o is split into a reference path (upper

path in Fig. 2.26) and a measurement path. Light in the measurement path is shifted

in frequency to o1 ¼ o þ Do and focused onto the cantilever. The cantilever

oscillates at the frequency O, as in the homodyne detection scheme. The reflected

light A‘(t) is collimated by the same lens and interferes on the photodiode with the

reference light Ar(t). The fluctuating term of the intensity is given by

2A‘ðtÞArðtÞ ¼ A‘;0Ar;0 sin ðoþ DoÞtþ 4pd
l

þ 4pDz
l

sinðOtÞ
� �

sinðotÞ; (2.44)

where the variables are defined as in (2.42). Setting the path difference sin (4pd/l) � 0

and taking the time average, omitting small quantities and linearizing functions with

small arguments, we get
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h2A‘ðtÞArðtÞiT / cos Dotþ 4pd
l

þ 4pDz
l

sinðOtÞ
� �

¼ cos Dotþ 4pd
l

� �
cos

4pDz
l

sinðOtÞ
� �

� sin Dotþ 4pd
l

� �
sin

4pDz
l

sinðOtÞ
� �

� cos
4pd
l

� �
� sin

4pDz
l

sinðOtÞ
� �

� cos Dotþ 4pd
l

� �
1� 8p2Dz2

l2
sinðOtÞ

� �

� 4pDz
l

sin Dotþ 4pd
l

� �
sinðOtÞ

¼ cos Dotþ 4pd
l

� �
� 8p2Dz2

l2
cos Dotþ 4pd

l

� �

� sinðOtÞ � 4pDz
l

sin Dotþ 4pd
l

� �
sinðOtÞ

¼ cos Dotþ 4pd
l

� �
� 4p2Dz2

l2
cos Dotþ 4pd

l

� �
þ 4p2Dz2

l2
cos Dotþ 4pd

l

� �

cosð2OtÞ � 4pDz
l

sin Dotþ 4pd
l

� �
sinðOtÞ

¼ cos Dotþ 4pd
l

� �
1� 4p2Dz2

l2

� �
þ 2p2Dz2

l2
cos ðDoþ 2OÞtþ 4pd

l

� ��

þ cos ðDo� 2OÞtþ 4pd
l

� ��
þ 2pDz

l
cos ðDoþ OÞtþ 4pd

l

� ��

þ cos ðDo� OÞtþ 4pd
l

� ��
: ð2:45Þ

Beam
splitter

Light

Photodiode

Cantilever
drive piezo

Cantilever

Sample

Beam
splitter

Modulator Lens

Scan
piezo

w0

w0 w1

w0 w1

Fig. 2.26 Principle of a heterodyne interferometric AFM. Light with frequency o0 is split into

a reference path (upper path) and a measurement path. The light in the measurement path is

frequency shifted to o1 by an acousto-optical modulator (or an electro-optical modulator). The

light reflected from the oscillating cantilever interferes with the reference beam on the

detector
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Multiplying electronically the components oscillating at Do and Do þ O and

rejecting any product except the one oscillating at O we obtain

A ¼ 2Dz
l

1� 4p2Dz2

l2

� �
cos ðDoþ 2OÞtþ 4pd

l

� �
cos Dotþ 4pd

l

� �

¼ Dz
l

1� 4p2Dz2

l2

� �
cos ð2Doþ OÞtþ 8pd

l

� �
þ cosðOtÞ

� �

� pDz
l

cosðOtÞ:

(2.46)

Unlike in the homodyne detection scheme, the recovered signal is independent

from the path difference d of the interferometer. Furthermore, a lock-in amplifier

with the reference set sin (Dot) can measure the path difference d independent of

the cantilever oscillation. If necessary, a feedback circuit can keep d ¼ 0.

Fiber-Optical Interferometer

The fiber-optical interferometer [129] is one of the simplest interferometers to build

and use. Its principle is sketched in Fig. 2.27. The light of a laser is fed into an

optical fiber. Laser diodes with integrated fiber pigtails are convenient light sources.

The light is split in a fiber-optic beam splitter into two fibers. One fiber is terminated

by index-matching oil to avoid any reflections back into the fiber. The end of the

other fiber is brought close to the cantilever in the AFM. The emerging light is

partially reflected back into the fiber by the cantilever. Most of the light, however, is

lost. This is not a big problem since only 4% of the light is reflected at the end of the

fiber, at the glass–air interface. The two reflected light waves interfere with each

other. The product is guided back into the fiber coupler and again split into two

parts. One half is analyzed by the photodiode. The other half is fed back into the

laser. Communications grade laser diodes are sufficiently resistant to feedback to be

operated in this environment. They have, however, a bad coherence length, which

in this case does not matter, since the optical path difference is in any case no larger

than 5 mm. Again the end of the fiber has to be positioned on a piezo drive to set the

distance between the fiber and the cantilever to l(n + 1/4).

Fiber coupler Laser diode

DetectorOpen end
Piezo for operating point
adjustment

Cantilever

Fig. 2.27 A typical set-up for

a fiber-optic interferometer

readout
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Nomarski-Interferometer

Another way to minimize the optical path difference is to use the Nomarski

interferometer [130]. Figure 2.28 shows a schematic of the microscope. The light

from a laser is focused on the cantilever by lens. A birefringent crystal (for instance

calcite) between the cantilever and the lens, which has its optical axis 45� off the
polarization direction of the light, splits the light beam into two paths, offset by a

distance given by the length of the crystal. Birefringent crystals have varying

indices of refraction. In calcite, one crystal axis has a lower index than the other

two. This means that certain light rays will propagate at different speeds through the

crystal than others. By choosing the correct polarization, one can select the ordinary

ray or the extraordinary ray or one can get any mixture of the two rays. A detailed

description of birefringence can be found in textbooks (e.g., [150]). A calcite crystal

deflects the extraordinary ray at an angle of 6� within the crystal. Any separation

can be set by choosing a suitable length for the calcite crystal.

The focus of one light ray is positioned near the free end of the cantilever while

the other is placed close to the clamped end. Both arms of the interferometer pass

through the same space, except for the distance between the calcite crystal and the

lever. The closer the calcite crystal is placed to the lever, the less influence

disturbances like air currents have.

Sarid [116] has given values for the sensitivities of different interferometeric

detection systems. Table 2.5 presents a summary of his results.

Optical Lever

The most common cantilever deflection detection system is the optical lever

[53, 111]. This method, depicted in Fig. 2.29, employs the same technique as light

beam deflection galvanometers. A fairly well collimated light beam is reflected off a

Calcite Wollaston

Input beam
2-segment
diode

45°

Fig. 2.28 Principle of Nomarski AFM. The circularly polarized input beam is deflected to the left

by a nonpolarizing beam splitter. The light is focused onto a cantilever. The calcite crystal between

the lens and the cantilever splits the circular polarized light into two spatially separated beams with

orthogonal polarizations. The two light beams reflected from the lever are superimposed by the

calcite crystal and collected by the lens. The resulting beam is again circularly polarized. A

Wollaston prism produces two interfering beams with a p/2 phase shift between them. The

minimal path difference accounts for the excellent stability of this microscope
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mirror and projected to a receiving target. Any change in the angular position of the

mirror will change the position where the light ray hits the target. Galvanometers use

optical path lengths of several meters and scales projected onto the target wall are

also used to monitor changes in position.

In an AFM using the optical lever method, a photodiode segmented into two (or

four) closely spaced devices detects the orientation of the end of the cantilever.

Initially, the light ray is set to hit the photodiodes in the middle of the two

subdiodes. Any deflection of the cantilever will cause an imbalance of the number

of photons reaching the two halves. Hence the electrical currents in the photodiodes

will be unbalanced too. The difference signal is further amplified and is the input

signal to the feedback loop. Unlike the interferometeric AFMs, where a modulation

technique is often necessary to get a sufficient signal-to-noise ratio, most AFMs

employing the optical lever method are operated in a static mode. AFMs based on

the optical lever method are universally used. It is the simplest method for con-

structing an optical readout and it can be confined in volumes that are smaller than

5 cm in side length.

The optical lever detection system is a simple yet elegant way to detect normal

and lateral force signals simultaneously [7, 8, 53, 111]. It has the additional

advantage that it is a remote detection system.

Table 2.5 Noise in interferometers. F is the finesse of the cavity in the homodyne interferometer,

Pi the incident power, Pd is the power on the detector, � is the sensitivity of the photodetector and

RIN is the relative intensity noise of the laser. PR and PS are the power in the reference and sample

beam in the heterodyne interferometer. P is the power in the Nomarski interferometer, dy is the

phase difference between the reference and the probe beam in the Nomarski interferometer. B is

the bandwidth, e is the electron charge, l is the wavelength of the laser, k the cantilever stiffness,
o0 is the resonant frequency of the cantilever, Q is the quality factor of the cantilever, T is the

temperature, and di is the variation in current i

Homodyne interferometer,

fiber-optic interferometer

Heterodyne

interferometer

Nomarski

interferometer

Laser noise di2L 1
4
�2F2P2

i RIN �2 P2
R þ P2

S

	 

RIN 1

16
�2P2dy

Thermal noise di2T
16p2

l2
�2F2P2

i

4kBTBQ

o0k

4p2

l2
�2P2

d

4kBTBQ

o0k

p2

l2
�2P2 4kBTBQ

o0k
Shot noise di2S 4e�PdB 2e�ðPR þ PSÞB 1

2
e�PB

Laser
Detector

Parallel
plate

D

z
L

D

xD

Fig. 2.29 Set-up for an

optical lever detection

microscope
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Implementations

Light from a laser diode or from a super luminescent diode is focused on the end of

the cantilever. The reflected light is directed onto a quadrant diode that measures the

direction of the light beam. A Gaussian light beam far from its waist is characterized

by an opening angle b. The deflection of the light beam by the cantilever surface

tilted by an angle a is 2a. The intensity on the detector then shifts to the side by the

product of 2a and the separation between the detector and the cantilever. The readout
electronics calculates the difference in the photocurrents. The photocurrents, in turn,

are proportional to the intensity incident on the diode.

The output signal is hence proportional to the change in intensity on the

segments

Isig / 4
a
b
Itot: (2.47)

For the sake of simplicity, we assume that the light beam is of uniform intensity

with its cross section increasing in proportion to the distance between the cantilever

and the quadrant detector. The movement of the center of the light beam is then

given by

DxDet ¼ Dz
D

L
: (2.48)

The photocurrent generated in a photodiode is proportional to the number of

incoming photons hitting it. If the light beam contains a total number of N0 photons,

then the change in difference current becomes

DðIR � ILÞ ¼ DI ¼ const Dz D N0: (2.49)

Combining (2.48) and (2.49), one obtains that the difference current DI is indepen-
dent of the separation of the quadrant detector and the cantilever. This relation is

true if the light spot is smaller than the quadrant detector. If it is greater, the

difference current DI becomes smaller with increasing distance. In reality, the

light beam has a Gaussian intensity profile. For small movements Dx (compared

to the diameter of the light spot at the quadrant detector), (2.49) still holds. Larger

movements Dx, however, will introduce a nonlinear response. If the AFM is

operated in a constant force mode, only small movements Dx of the light spot

will occur. The feedback loop will cancel out all other movements.

The scanning of a sample with an AFM can twist the microfabricated cantilevers

because of lateral forces [5, 7, 8] and affect the images [120]. When the tip is

subjected to lateral forces, it will twist the cantilever and the light beam reflected

from the end of the cantilever will be deflected perpendicular to the ordinary

deflection direction. For many investigations this influence of lateral forces is

unwanted. The design of the triangular cantilevers stems from the desire to

minimize the torsion effects. However, lateral forces open up a new dimension in
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force measurements. They allow, for instance, two materials to be distinguished

because of their different friction coefficients, or adhesion energies to be deter-

mined. To measure lateral forces, the original optical lever AFM must be modified.

The only modification compared with Fig. 2.29 is the use of a quadrant detector

photodiode instead of a two-segment photodiode and the necessary readout elec-

tronics (Fig. 2.9a). The electronics calculates the following signals

Unormal force ¼ a½ðIupper left þ Iupper rightÞ � ðIlower left þ Ilower rightÞ�;
Ulateral force ¼ b½ðIupper left þ Ilower leftÞ � ðIupper right þ Ilower rightÞ�:

(2.50)

The calculation of the lateral force as a function of the deflection angle does not

have a simple solution for cross sections other than circles. An approximate formula

for the angle of twist for rectangular beams is [151]

y ¼ MtL

bGb3h
; (2.51)

where Mt ¼ Fy‘ is the external twisting moment due to lateral force Fy and b a

constant determined by the value of h/b. For the equation to hold, h has to be larger
than b.

Inserting the values for a typical microfabricated cantilever with integrated tips

b ¼ 6�10�7 m;

h ¼ 10�5 m;

L ¼ 10�4 m;

‘ ¼ 3:3�10�6 m;

G ¼ 5�1010 Pa;

b ¼ 0:333

(2.52)

into (2.51) we obtain the relation

Fy ¼ 1:1�10�4 N�y: (2.53)

Typical lateral forces are of the order of 10�10 N.

Sensitivity

The sensitivity of this set-up has been calculated in various papers [116, 148, 152].

Assuming a Gaussian beam, the resulting output signal as a function of the

deflection angle is dispersion-like. Equation (2.47) shows that the sensitivity can

be increased by increasing the intensity of the light beam Itot or by decreasing the

divergence of the laser beam. The upper bound of the intensity of the light Itot is
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given by saturation effects on the photodiode. If we decrease the divergence of a

laser beam we automatically increase the beam waist. If the beam waist becomes

larger than the width of the cantilever we start to get diffraction. Diffraction sets a

lower bound on the divergence angle. Hence one can calculate the optimal beam

waist wopt and the optimal divergence angle b [148, 152]

wopt � 0:36b;

yopt � 0:89
l
b
:

(2.54)

The optimal sensitivity of the optical lever then becomes

e½mW=rad� ¼ 1:8
b

l
Itot½mW�: (2.55)

The angular sensitivity of the optical lever can be measured by introducing a

parallel plate into the beam. Tilting the parallel plate results in a displacement of the

beam, mimicking an angular deflection.

Additional noise sources can be considered. Of little importance is the quantum

mechanical uncertainty of the position [148, 152], which is, for typical cantilevers

at room temperature

Dz ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
�h

2mo0

r
¼ 0:05 fm; (2.56)

where �h is the Planck constant (¼6.626�1034 J s). At very low temperatures and

for high-frequency cantilevers this could become the dominant noise source. A

second noise source is the shot noise of the light. The shot noise is related to the

particle number. We can calculate the number of photons incident on the detector

using

n ¼ It
�ho

¼ Il
2pB�hc

¼ 1:8�109
I½W�
B½Hz� ; (2.57)

where I is the intensity of the light, t the measurement time, B¼1/t the bandwidth,
and c the speed of light. The shot noise is proportional to the square root of the

number of particles. Equating the shot noise signal with the signal resulting from

the deflection of the cantilever one obtains

Dzshot ¼ 68
L

o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B½kHz�
I½mW�

s
½fm�: (2.58)

where w is the diameter of the focal spot. Typical AFM set-ups have a shot noise of

2 pm. The thermal noise can be calculated from the equipartition principle. The

amplitude at the resonant frequency is
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Dztherm ¼ 129

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B

k½N=m�o0Q
½pm�:

s
(2.59)

A typical value is 16 pm. Upon touching the surface, the cantilever increases its

resonant frequency by a factor of 4.39. This results in a new thermal noise

amplitude of 3.2 pm for the cantilever in contact with the sample.

Piezoresistive Detection

Implementation

A piezoresistive cantilever is an alternative detection system which is not as widely

used as the optical detection schemes [125, 126, 132]. This cantilever is based on

the fact that the resistivities of certain materials, in particular Si, change with the

applied stress. Figure 2.30 shows a typical implementation of a piezo-resistive

cantilever. Four resistances are integrated on the chip, forming a Wheatstone

bridge. Two of the resistors are in unstrained parts of the cantilever, and the other

two measure the bending at the point of the maximal deflection. For instance, when

an AC voltage is applied between terminals a and c, one can measure the detuning

of the bridge between terminals b and d. With such a connection the output signal

only varies due to bending, not due to changes in the ambient temperature and thus

the coefficient of the piezoresistance.

Sensitivity

The resistance change is [126]

DR
R0

¼ Pd: (2.60)

where P is the tensor element of the piezo-resistive coefficients, d the mechanical

stress tensor element and R0 the equilibrium resistance. For a single resistor, they

a b c d

Fig. 2.30 A typical set-up for

a piezoresistive readout
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separate the mechanical stress and the tensor element into longitudinal and trans-

verse components

DR
R0

¼ Ptdt þP1d1: (2.61)

The maximum values of the stress components are Pt ¼ 64.0�1011 m2/N and

Pl ¼71.4�1011 m2/N for a resistor oriented along the (110) direction in silicon

[126]. In the resistor arrangement of Fig. 2.30, two of the resistors are subject to the

longitudinal piezo-resistive effect and two of them are subject to the transversal

piezo-resistive effect. The sensitivity of that set-up is about four times that of a

single resistor, with the advantage that temperature effects cancel to first order. The

resistance change is then calculated as

DR
R0

¼ P
3Eh

2L2
Dz ¼ P

6L

bh2
Fz; (2.62)

whereP ¼67.7�1011 m2/N is the averaged piezo-resistive coefficient. Plugging in

typical values for the dimensions (Fig. 2.24) (L ¼100 mm, b ¼10 mm, h ¼1 mm),

one obtains

DR
R0

¼ 4� 10�5

nN
Fz: (2.63)

The sensitivity can be tailored by optimizing the dimensions of the cantilever.

Capacitance Detection

The capacitance of an arrangement of conductors depends on the geometry. Gener-

ally speaking, the capacitance increases for decreasing separations. Two parallel

plates form a simple capacitor (Fig. 2.31, upper left), with capacitance

C ¼ ee0A
x

; (2.64)

where A is the area of the plates, assumed equal, and x is the separation. Alterna-

tively one can consider a sphere versus an infinite plane (Fig. 2.31, lower left). Here

the capacitance is [116]

C ¼ 4pe0R
X1
n¼2

sinh ðaÞ
sinh ðnaÞ (2.65)
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where R is the radius of the sphere, and a is defined by

a ¼ ln 1þ z

R
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2

R2
þ 2

z

R

r !
: (2.66)

One has to bear in mind that the capacitance of a parallel plate capacitor is a

nonlinear function of the separation. One can circumvent this problem using a

voltage divider. Figure 2.32a shows a low-pass filter. The output voltage is given by

Uout ¼ U �
1

joC

Rþ 1
joC

¼ U�
1

joCRþ 1

ffi U�
joCR

:

(2.67)

Here C is given by (2.64), o is the excitation frequency and j is the imaginary unit.

The approximate relation at the end is true when oCR � 1. This is equivalent to

the statement that C is fed by a current source, since R must be large in this set-up.

Plugging (2.64) into (2.67) and neglecting the phase information, one obtains

Uout ¼ U�x
oRee0A

; (2.68)

which is linear in the displacement x.

A

x

R

x
b 2s

x

Fig. 2.31 Three possible arrangements of a capacitive readout. The upper left diagram shows a

cross section through a parallel plate capacitor. The lower left diagram shows the geometry of a

sphere versus a plane. The right-hand diagram shows the linear (but more complicated) capacitive

readout

C1

C2 Uout

U»

C Uout

R

a b

U»

Fig. 2.32 Measuring the

capacitance. (a) Low pass

filter, (b) capacitive divider.

C (left) and C2 (right) are the
capacitances under test
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Figure 2.32b shows a capacitive divider. Again the output voltageUout is given by

Uout ¼ U�
C1

C2 þ C1

¼ U�
C1

ee0A
x þ C1

: (2.69)

If there is a stray capacitance Cs then (2.69) is modified as

Uout ¼ U�
C1

ee0A
x þ Cs þ C1

: (2.70)

Provided Cs þ C1 
 C2, one has a system which is linear in x. The driving voltage
U� must be large (more than 100 V) to gave an output voltage in the range of 1 V.

The linearity of the readout depends on the capacitance C1 (Fig. 2.33).

Another idea is to keep the distance constant and to change the relative overlap

of the plates (Fig. 2.31, right side). The capacitance of the moving center plate

versus the stationary outer plates becomes

C ¼ Cs þ 2
ee0bx
s

; (2.71)

where the variables are defined in Fig. 2.31. The stray capacitance comprises all

effects, including the capacitance of the fringe fields. When the length x is compa-

rable to the width b of the plates, one can safely assume that the stray capacitance is

constant and independent of x. The main disadvantage of this set-up is that it is not

as easily incorporated into a microfabricated device as the others.

Normalized output voltage (arb. units)

Normalized position (arb. units)
0.60.5 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

1.0

0.8

0.6

0.4

0.2

0.0

–0.2

–0.4

–0.6

–0.8

–1.0

Reference
capacitor

1 nF
100 pF

10 pF
1 pF
0.1 pFFig. 2.33 Linearity of the

capacitance readout as a

function of the reference

capacitor
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Sensitivity

The capacitance itself is not a measure of the sensitivity, but its derivative is

indicative of the signals one can expect. Using the situation described in Fig. 2.31

(upper left) and in (2.64), one obtains for the parallel plate capacitor

dC

dx
¼ � ee0A

x2
: (2.72)

Assuming a plate area A of 20 mm by 40 mm and a separation of 1 mm, one obtains a

capacitance of 31 fF (neglecting stray capacitance and the capacitance of the

connection leads) and a dC/dx of 3.1�10�8 F/m ¼31 fF/mm. Hence it is of para-

mount importance to maximize the area between the two contacts and to minimize

the distance x. The latter however is far from being trivial. One has to go to the

limits of microfabrication to achieve a decent sensitivity.

If the capacitance is measured by the circuit shown in Fig. 2.32, one obtains for

the sensitivity

dUout

U�
¼ dx

oRee0A
: (2.73)

Using the same value for A as above, setting the reference frequency to 100 kHz,

and selecting R ¼1 GO, we get the relative change in the output voltage Uout as

dUout

U�
¼ 22:5� 10�6

Å
� dx: (2.74)

A driving voltage of 45 V then translates to a sensitivity of 1 mV/Å. A problem in

this set-up is the stray capacitances. They are in parallel to the original capacitance

and decrease the sensitivity considerably.

Alternatively, one could build an oscillator with this capacitance and measure

the frequency. RC-oscillators typically have an oscillation frequency of

fres / 1

RC
¼ x

Ree0A
: (2.75)

Again the resistance Rmust be of the order of 1 GO when stray capacitances Cs are

neglected. However Cs is of the order of 1 pF. Therefore one gets R ¼10 MO.
Using these values, the sensitivity becomes

d fres ¼ C dx

RðCþ CsÞ2x
� 0:1Hz

Å
dx: (2.76)

The bad thing is that the stray capacitances have made the signal nonlinear again.

The linearized set-up in Fig. 2.31 has a sensitivity of

dC

dx
¼ 2

ee0b
s

: (2.77)
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Substituting typical values (b ¼10 mm, s ¼1 mm), one gets dC/dx ¼1.8�1010 F/m.

It is noteworthy that the sensitivity remains constant for scaled devices.

Implementations

Capacitance readout can be achieved in different ways [123, 124]. All include an

alternating current or voltage with frequencies in the 100 kHz to 100 MHz range.

One possibility is to build a tuned circuit with the capacitance of the cantilever

determining the frequency. The resonance frequency of a high-quality Q tuned

circuit is

o0 ¼ ðLCÞ�1=2: (2.78)

where L is the inductance of the circuit. The capacitance C includes not only the

sensor capacitance but also the capacitance of the leads. The precision of a

frequency measurement is mainly determined by the ratio of L and C

Q ¼ L

C

� �1=2
1

R
: (2.79)

Here R symbolizes the losses in the circuit. The higher the quality, the more precise

the frequency measurement. For instance, a frequency of 100 MHz and a capaci-

tance of 1 pF gives an inductance of 250 mH. The quality then becomes 2.5�108.

This value is an upper limit, since losses are usually too high.

Using a value of dC/dx ¼31 fF/mm, one gets DC/Å ¼3.1 aF/Å. With a capaci-

tance of 1 pF, one gets

Do
o

¼ 1

2

DC
C

;

Do ¼ 100MHz� 1

2

3:1aF

1 pF
¼ 155Hz:

(2.80)

This is the frequency shift for a deflection of 1 Å. The calculation shows that this is

a measurable quantity. The quality also indicates that there is no physical reason

why this scheme should not work.

2.3.3 Combinations for 3-D Force Measurements

Three-dimensional force measurements are essential if one wants to know all of the

details of the interaction between the tip and the cantilever. The straightforward

attempt to measure three forces is complicated, since force sensors such as inter-

ferometers or capacitive sensors need a minimal detection volume, which is often

too large. The second problem is that the force-sensing tip has to be held in some

way. This implies that one of the three Cartesian axes is stiffer than the others.
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However, by combining different sensors it is possible to achieve this goal.

Straight cantilevers are employed for these measurements, because they can be

handled analytically. The key observation is that the optical lever method does not

determine the position of the end of the cantilever. It measures the orientation. In

the previous sections, one has always made use of the fact that, for a force along

one of the orthogonal symmetry directions at the end of the cantilever (normal

force, lateral force, force along the cantilever beam axis), there is a one-to-one

correspondence of the tilt angle and the deflection. The problem is that the force

along the cantilever beam axis and the normal force create a deflection in the same

direction. Hence, what is called the normal force component is actually a mixture

of two forces. The deflection of the cantilever is the third quantity, which is not

considered in most of the AFMs. A fiber-optic interferometer in parallel with the

optical lever measures the deflection. Three measured quantities then allow the

separation of the three orthonormal force directions, as is evident from (2.27) and

(2.33) [12, 13, 14, 15, 16].

Alternatively, one can put the fast scanning direction along the axis of the

cantilever. Forward and backward scans then exert opposite forces Fx. If the

piezo movement is linearized, both force components in AFM based on optical

lever detection can be determined. In this case, the normal force is simply the

average of the forces in the forward and backward direction. The force Fx is the

difference in the forces measured in the forward and backward directions.

2.3.4 Scanning and Control Systems

Almost all SPMs use piezo translators to scan the tip or the sample. Even the first

STM [1, 103] and some of its predecessors [153, 154] used them. Other materials or

set-ups for nanopositioning have been proposed, but they have not been successful

[155, 156].

Piezo Tubes

A popular solution is tube scanners (Fig. 2.34). They are now widely used in SPMs

due to their simplicity and their small size [133, 157]. The outer electrode is

segmented into four equal sectors of 90�. Opposite sectors are driven by signals

of the same magnitude, but opposite sign. This gives, through bending, two-

dimensional movement on (approximately) a sphere. The inner electrode is nor-

mally driven by the z-signal. It is possible, however, to use only the outer electrodes
for scanning and for the z-movement. The main drawback of applying the z-signal
to the outer electrodes is that the applied voltage is the sum of both the x- or y-
movements and the z-movement. Hence a larger scan size effectively reduces the

available range for the z-control.
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Piezo Effect

An electric field applied across a piezoelectric material causes a change in the

crystal structure, with expansion in some directions and contraction in others. Also,

a net volume change occurs [132]. Many SPMs use the transverse piezo electric

effect, where the applied electric field E is perpendicular to the expansion/contrac-

tion direction.

DL ¼ L E � nð Þd31 ¼ L
V

t
d31; (2.81)

where d31 is the transverse piezoelectric constant, V is the applied voltage, t is the
thickness of the piezo slab or the distance between the electrodes where the

voltage is applied, L is the free length of the piezo slab, and n is the direction of

polarization. Piezo translators based on the transverse piezoelectric effect have a

wide range of sensitivities, limited mainly by mechanical stability and breakdown

voltage.

Scan Range

The scanning range of a piezotube is difficult to calculate [157, 158, 159]. The

bending of the tube depends on the electric fields and the nonuniform strain

induced. A finite element calculation where the piezo tube was divided into 218

identical elements was used [158] to calculate the deflection. On each node, the

mechanical stress, the stiffness, the strain and the piezoelectric stress were calcu-

lated when a voltage was applied on one electrode. The results were found to be

linear on the first iteration and higher order corrections were very small even for

large electrode voltages. It was found that, to first order, the x- and z-movement of

the tube could be reasonably well approximated by assuming that the piezo tube is

a segment of a torus. Using this model, one obtains

z inner
electrode

+y– y

+x

Fig. 2.34 Schematic drawing

of a piezoelectric tube

scanner. The piezo ceramic is

molded into a tube form. The

outer electrode is separated

into four segments and

connected to the scanning

voltage. The z-voltage is
applied to the inner electrode
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dx ¼ ðVþ � V�Þjd31j L
2

2td
; (2.82)

dz ¼ ðVþ þ V� � 2VzÞjd31j L
2t
; (2.83)

where jd31j is the coefficient of the transversal piezoelectric effect, L is the tube’s

free length, t is the tube’s wall thickness, d is the tube’s diameter, V+ is the voltage

on the positive outer electrode, while V is the voltage of the opposite quadrant

negative electrode and Vz is the voltage of the inner electrode.

The cantilever or sample mounted on the piezotube has an additional lateral

movement because the point of measurement is not in the endplane of the piezo-

tube. The additional lateral displacement of the end of the tip is ‘ sin ’ � ‘’,
where is the tip length and ’ is the deflection angle of the end surface. Assuming

that the sample or cantilever is always perpendicular to the end of the walls of the

tube, and calculating with the torus model, one gets for the angle

’ ¼ L

R
¼ 2dx

L
; (2.84)

where R is the radius of curvature of the piezo tube. Using the result of (2.84), one

obtains for the additional x-movement

dxadd ¼ ‘’ ¼ 2dx‘

L
¼ ðVþ � V�Þjd31j ‘L

td
(2.85)

and for the additional z-movement due to the x-movement

dzadd ¼ ‘� ‘ cos’ ¼ ‘’2

2
¼ 2‘ðdxÞ2

L2
¼ Vþ � V�ð Þ2jd31j2 ‘L2

2t2d2
: (2.86)

Carr [158] assumed for his finite element calculations that the top of the tube was

completely free to move and, as a consequence, the top surface was distorted,

leading to a deflection angle that was about half that of the geometrical model.

Depending on the attachment of the sample or the cantilever, this distortion may be

smaller, leading to a deflection angle in-between that of the geometrical model and

the one from the finite element calculation.

Nonlinearities and Creep

Piezo materials with a high conversion ratio (a large d31 or small electrode separa-

tions with large scanning ranges) are hampered by substantial hysteresis resulting

in a deviation from linearity by more than 10%. The sensitivity of the piezo

ceramic material (mechanical displacement divided by driving voltage) decreases

with reduced scanning range, whereas the hysteresis is reduced. Careful selection of
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the material used for the piezo scanners, the design of the scanners, and of the

operating conditions is necessary to obtain optimum performance.

Passive Linearization: Calculation

The analysis of images affected by piezo nonlinearities [160, 161, 162, 163] shows

that the dominant term is

x ¼ AV þ BV2; (2.87)

where x is the excursion of the piezo, V is the applied voltage and A and B are two

coefficients describing the sensitivity of the material. Equation (2.87) holds for

scanning from V¼ 0 to large V. For the reverse direction, the equation becomes

x ¼ ~AV � ~BðV � VmaxÞ2; (2.88)

where ~A and ~B are the coefficients for the back scan and Vmax is the applied voltage

at the turning point. Both equations demonstrate that the true x-travel is small at the

beginning of the scan and becomes larger towards the end. Therefore, images are

stretched at the beginning and compressed at the end.

Similar equations hold for the slow scan direction. The coefficients, however,

are different. The combined action causes a greatly distorted image. This distortion

can be calculated. The data acquisition systems record the signal as a function of V.
However the data is measured as a function of x. Therefore we have to distribute the
x-values evenly across the image. This can be done by inverting an approximation

of (2.87). First we write

x ¼ AV 1� B

A
V

� �
: (2.89)

For B 
 A we can approximate

V ¼ x

A
: (2.90)

We now substitute (2.90) into the nonlinear term of (2.89). This gives

x ¼ AV 1þ Bx

A2

� �
;

V ¼ x

A

1

ð1þ Bx=A2Þ �
x

A
1� Bx

A2

� �
:

(2.91)
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Hence an equation of the type

xtrue ¼ xða� bx=xmaxÞ
with 1 ¼ a� b

(2.92)

takes out the distortion of an image. a and b are dependent on the scan range,

the scan speed and on the scan history, and have to be determined with exactly

the same settings as for the measurement. x max is the maximal scanning range.

The condition for a and b guarantees that the image is transformed onto itself.

Similar equations to the empirical one shown above (2.92) can be derived by

analyzing the movements of domain walls in piezo ceramics.

Passive Linearization: Measuring the Position

An alternative strategy is to measure the positions of the piezo translators. Several

possibilities exist.

1. The interferometers described above can be used to measure the elongation of

the piezo elongation. The fiber-optic interferometer is especially easy to imple-

ment. The coherence length of the laser only limits the measurement range.

However, the signal is of a periodic nature. Hence direct use of the signal in a

feedback circuit for the position is not possible. However, as a measurement tool

and, especially, as a calibration tool, the interferometer is without competition.

The wavelength of the light, for instance that in a He-Ne laser, is so well defined

that the precision of the other components determines the error of the calibration

or measurement.

2. The movement of the light spot on the quadrant detector can be used to measure

the position of a piezo [164]. The output current changes by 0.5 A/cm�P(W)/R
(cm). Typical values (P ¼1 mW, R ¼0.001 cm) give 0.5 A/cm. The noise limit

is typically 0:15 nm� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Df ðHzÞ=HðW=cm2Þp

: Again this means that the laser

beam above would have a 0.1 nm noise limitation for a bandwidth of 21 Hz. The

advantage of this method is that, in principle, one can linearize two axes with

only one detector.

3. A knife-edge blocking part of a light beam incident on a photodiode can be used

to measure the position of the piezo. This technique, commonly used in optical

shear force detection [75, 165], has a sensitivity of better than 0.1 nm.

4. The capacitive detection [166, 167] of the cantilever deflection can be applied to

the measurement of the piezo elongation. Equations (2.64)–(2.79) apply to the

problem. This technique is used in some commercial instruments. The difficulties

lie in the avoidance of fringe effects at the borders of the two plates. While

conceptually simple, one needs the latest technology in surface preparation to get

a decent linearity. The electronic circuits used for the readout are often proprietary.

5. Linear variable differential transformers (LVDT) are a convenient way to

measure positions down to 1 nm. They can be used together with a solid state

joint set-up, as often used for large scan range stages. Unlike capacitive
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detection, there are few difficulties in implementation. The sensors and the

detection circuits LVDTs are available commercially.

6. A popular measurement technique is the use of strain gauges. They are especially

sensitive when mounted on a solid state joint where the curvature is maximal. The

resolution depends mainly on the induced curvature. A precision of 1 nm is

attainable. The signals are low – a Wheatstone bridge is needed for the readout.

Active Linearization

Active linearization is done with feedback systems. Sensors need to be monotonic.

Hence all of the systems described above, with the exception of the interferometers,

are suitable. The most common solutions include the strain gauge approach,

capacitance measurement or the LVDT, which are all electronic solutions.

Optical detection systems have the disadvantage that the intensity enters into the

calibration.

Alternative Scanning Systems

The first STMs were based on piezo tripods [1]. The piezo tripod (Fig. 2.35) is an

intuitive way to generate the three-dimensional movement of a tip attached to

its center. However, to get a suitable stability and scanning range, the tripod

needs to be fairly large (about 50 mm). Some instruments use piezo stacks

instead of monolithic piezoactuators. They are arranged in a tripod. Piezo stacks

are thin layers of piezoactive materials glued together to form a device with up to

200 mm of actuation range. Preloading with a suitable metal casing reduces the

nonlinearity.

If one tries to construct a homebuilt scanning system, the use of linearized

scanning tables is recommended. They are built around solid state joints and

actuated by piezo stacks. The joints guarantee that the movement is parallel with

little deviation from the predefined scanning plane. Due to the construction it is

easy to add measurement devices such as capacitive sensors, LVDTs or strain

gauges, which are essential for a closed loop linearization. Two-dimensional tables

x y

z

Fig. 2.35 An alternative type

of piezo scanner: the tripod
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can be bought from several manufacturers. They have linearities of better than 0.1%

and a noise level of 10�4 – 10�5 for the maximal scanning range.

Control Systems

Basics

The electronics and software play an important role in the optimal performance of

an SPM. Control electronics and software are supplied with commercial SPMs.

Electronic control systems can use either analog or digital feedback. While digital

feedback offers greater flexibility and ease of configuration, analog feedback

circuits might be better suited for ultralow noise operation. We will describe here

the basic set-ups for AFMs.

Figure 2.36 shows a block schematic of a typical AFM feedback loop. The

signal from the force transducer is fed into the feedback loop, which consists mainly

of a subtraction stage to get an error signal and an integrator. The gain of the

integrator (high gain corresponds to short integration times) is set as high as

possible without generating more than 1% overshoot. High gain minimizes the

error margin of the current and forces the tip to follow the contours of constant

density of states as well as possible. This operating mode is known as constant

force mode. A high-voltage amplifier amplifies the outputs of the integrator. As

AFMs using piezotubes usually require �150 V at the output, the output of the

integrator needs to be amplified by a high-voltage amplifier.

In order to scan the sample, additional voltages at high tension are required

to drive the piezo. For example, with a tube scanner, four scanning voltages are

required, namely þVx, �Vx, þVy and �Vy. The x- and y-scanning voltages are

generated in a scan generator (analog or computer-controlled). Both voltages

are input to the two respective power amplifiers. Two inverting amplifiers generate

the input voltages for the other two power amplifiers. The topography of the sample

High voltage amplifier

Integrator

Error

Force
preset

Readout
electronics

Normal force
Lateral force

Sample

+

Distance sensor

Piezo

z

Fig. 2.36 Block schematic of the feedback control loop of an AFM
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surface is determined by recording the input voltage to the high-voltage amplifier

for the z-channel as a function of x and y (constant force mode).

Another operating mode is the variable force mode. The gain in the feedback

loop is lowered and the scanning speed increased such that the force on the

cantilever is no longer constant. Here the force is recorded as a function of x and y.

Force Spectroscopy

Four modes of spectroscopic imaging are in common use with force microscopes:

measuring lateral forces, ∂F/∂z, ∂F/∂x spatially resolved, and measuring force

versus distance curves. Lateral forces can be measured by detecting the deflection

of a cantilever in a direction orthogonal to the normal direction. The optical lever

deflection method does this most easily. Lateral force measurements give indica-

tions of adhesion forces between the tip and the sample.

∂F/∂z measurements probe the local elasticity of the sample surface. In many

cases the measured quantity originates from a volume of a few cubic nanometers.

The ∂F/∂z or local stiffness signal is proportional to Young’s modulus, as far

as one can define this quantity. Local stiffness is measured by vibrating the

cantilever by a small amount in the z-direction. The expected signal for very stiff

samples is zero: for very soft samples one also gets, independent of the stiffness,

a constant signal. This signal is again zero for the optical lever deflection and

equal to the driving amplitude for interferometric measurements. The best sensi-

tivity is obtained when the compliance of the cantilever matches the stiffness of

the sample.

A third spectroscopic quantity is the lateral stiffness. It is measured by applying

a small modulation in the x-direction on the cantilever. The signal is again

optimal when the lateral compliance of the cantilever matches the lateral stiffness

of the sample. The lateral stiffness is, in turn, related to the shear modulus of the

sample.

Detailed information on the interaction of the tip and the sample can be gained

by measuring force versus distance curves. The cantilevers need to have enough

compliance to avoid instabilities due to the attractive forces on the sample.

Using the Control Electronics as a Two-Dimensional Measurement Tool

Usually the control electronics of an AFM is used to control the x- and y-piezo
signals while several data acquisition channels record the position-dependent

signals. The control electronics can be used in another way: they can be viewed

as a two-dimensional function generator. What is normally the x- and y-signal can
be used to control two independent variables of an experiment. The control logic of

the AFM then ensures that the available parameter space is systematically probed at

equally spaced points. An example is friction force curves measured along a line

across a step on graphite.
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Figure 2.37 shows the connections. The z-piezo is connected as usual, like the x-
piezo. However, the y-output is used to command the desired input parameter. The

offset of the y-channel determines the position of the tip on the sample surface,

together with the x-channel.

Some Imaging Processing Methods

The visualization and interpretation of images from AFMs is intimately connected

to the processing of these images. An ideal AFM is a noise-free device that images a

sample with perfect tips of known shape and has perfect linear scanning piezos. In

reality, AFMs are not that ideal. The scanning device in an AFM is affected by

distortions. The distortions are both linear and nonlinear. Linear distortions mainly

result from imperfections in the machining of the piezotranslators causing crosstalk

from the z-piezo to the x- and y-piezos, and vice versa. Among the linear distortions,

there are two kinds which are very important. First, scanning piezos invariably have

different sensitivities along the different scan axes due to variations in the piezo

material and uneven electrode areas. Second, the same reasons might cause the

scanning axes to be nonorthogonal. Furthermore, the plane in which the piezo-

scanner moves for constant height z is hardly ever coincident with the sample

plane. Hence, a linear ramp is added to the sample data. This ramp is especially

bothersome when the height z is displayed as an intensity map.

The nonlinear distortions are harder to deal with. They can affect AFM data

for a variety of reasons. First, piezoelectric ceramics do have a hysteresis loop, much

like ferromagnetic materials. The deviations of piezoceramic materials from linearity
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Fig. 2.37 Wiring of an AFM to measure friction force curves along a line
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increase with increasing amplitude of the driving voltage. The mechanical position

for one voltage depends on the previously applied voltages to the piezo. Hence, to

get the best positional accuracy, one should always approach a point on the sample

from the same direction. Another type of nonlinear distortion of images occurs

when the scan frequency approaches the upper frequency limits of the x- and y-
drive amplifiers or the upper frequency limit of the feedback loop (z-component).

This distortion, due to the feedback loop, can only be minimized by reducing the

scan frequency. On the other hand, there is a simple way to reduce distortions due to

the x- and y-piezo drive amplifiers. To keep the system as simple as possible, one

normally uses a triangular waveform to drive the scanning piezos. However,

triangular waves contain frequency components as multiples of the scan frequency.

If the cut-off frequencies of the x- and y-drive electronics or of the feedback loop

are too close to the scanning frequency (two or three times the scanning frequency),

the triangular drive voltage is rounded off at the turning points. This rounding error

causes, first, a distortion of the scan linearity and, second, through phase lags, the

projection of part of the backward scan onto the forward scan. This type of

distortion can be minimized by carefully selecting the scanning frequency and by

using driving voltages for the x- and y-piezos with waveforms like trapezoidal

waves, which are closer to a sine wave. The values measured for x-, y- or z-piezos
are affected by noise. The origin of this noise can be either electronic, disturbances,

or a property of the sample surface due to adsorbates. In addition to this incoherent

noise, interference with main and other equipment nearby might be present.

Depending on the type of noise, one can filter it in real space or in Fourier space.

The most important part of image processing is to visualize the measured data.

Typical AFM data sets can consist of many thousands to over a million points per

plane. There may be more than one image plane present. The AFM data represents a

topography in various data spaces.

Most commercial data acquisition systems implicitly use some kind of data

processing. Since the original data is commonly subject to slopes on the surface,

most programs use some kind of slope correction. The least disturbing way is to

subtract a plane z(x, y) ¼ Ax þ By þ C from the data. The coefficients are deter-

mined by fitting z(x, y) to the data. Another operation is to subtract a second-order

function such as z(x, y) ¼ Ax2 þ By2 þ Cxy þ Dx þ Ey þ F. Again, the para-

meters are determined with a fit. This function is appropriate for almost planar data,

where the nonlinearity of the piezos caused the distortion.

In the image processing software from Digital Instruments, up to three opera-

tions are performed on the raw data. First, a zero-order flatten is applied. The flatten

operation is used to eliminate image bow in the slow scan direction (caused by a

physical bow in the instrument itself), slope in the slow scan direction, and bands in

the image (caused by differences in the scan height from one scan line to the next).

The flattening operation takes each scan line and subtracts the average value of

the height along each scan line from each point in that scan line. This brings each

scan line to the same height. Next, a first-order plane fit is applied in the fast scan

direction. The plane-fit operation is used to eliminate bow and slope in the fast scan

direction. The plane fit operation calculates a best fit plane for the image and
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subtracts it from the image. This plane has a constant nonzero slope in the fast scan

direction. In some cases a higher order polynomial planemay be required. Depend-

ing upon the quality of the raw data, the flattening operation and/or the plane fit

operation may not be required at all.
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Chapter 3

General and Special Probes in Scanning

Microscopies

Jason Hafner, Edin (I-Chen) Chen, Ratnesh Lal, and Sungho Jin

Abstract Scanning probe microscopy (SPM) provides nanometer-scale mapping

of numerous sample properties in essentially any environment. This unique combi-

nation of high resolution and broad applicability has led to the application of SPM

to many areas of science and technology, especially those interested in the structure

and properties of materials at the nanometer scale. SPM images are generated

through measurements of a tip–sample interaction. A well-characterized tip is the

key element to data interpretation and is typically the limiting factor.

Commercially available atomic force microscopy (AFM) tips, integrated with

force-sensing cantilevers, are microfabricated from silicon and silicon nitride by

lithographic and anisotropic etching techniques. The performance of these tips can

be characterized by imaging nanometer-scale standards of known dimension, and

the resolution is found to roughly correspond to the tip radius of curvature, the tip

aspect ratio, and the sample height. Although silicon and silicon nitride tips have a

somewhat large radius of curvature, low aspect ratio, and limited lifetime due to

wear, the widespread use of AFM today is due in large part to the broad availability

of these tips. In some special cases, small asperities on the tip can provide resolution

much higher than the tip radius of curvature for low-Z samples such as crystal

surfaces and ordered protein arrays.

Several strategies have been developed to improve AFM tip performance. Oxide

sharpening improves tip sharpness and enhances tip asperities. For high-aspect-

ratio samples such as integrated circuits, silicon AFM tips can be modified by

focused ion beam (FIB) milling. FIB tips reach 3� cone angles over lengths of

several microns and can be fabricated at arbitrary angles.

Other high resolution and high-aspect-ratio tips are produced by electron-beam

deposition (EBD), in which a carbon spike is deposited onto the tip apex from the

background gases in an electron microscope. Finally, carbon nanotubes have been

employed as AFM tips. Their nanometer-scale diameter, long length, high stiffness,

and elastic buckling properties make them possibly the ultimate tip material for

AFM. Nanotubes can be manually attached to silicon or silicon nitride AFM tips or

grown onto tips by chemical vapor deposition (CVD), which should soonmake them

widely available. In scanning tunneling microscopy (STM), the electron tunneling

signal decays exponentially with tip–sample separation, so that in principle only the

last few atoms contribute to the signal. STM tips are, therefore, not as sensitive to the
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nanoscale tip geometry and can be made by simple mechanical cutting or electro-

chemical etching of metal wires. In choosing tip materials, one prefers hard, stiff

metals that will not oxidize or corrode in the imaging environment.

Abbreviations

AC alternating-current

AC amorphous carbon

AFM atomic force microscope

AFM atomic force microscopy

CCD charge-coupled device

CNF carbon nanofiber

CNT carbon nanotube

CVD chemical vapor deposition

DC-PECVD direct-current plasma-enhanced CVD

DC direct-current

EBD electron beam deposition

EBID electron-beam-induced deposition

FIB focused ion beam

LPCVD low-pressure chemical vapor deposition

MEMS microelectromechanical system

MWNT multiwall nanotube

NSOM near-field scanning optical microscopy

PECVD plasma-enhanced chemical vapor deposition

PMMA poly(methyl methacrylate)

SEM scanning electron microscope

SEM scanning electron microscopy

SPM scanning probe microscope

SPM scanning probe microscopy

STM scanning tunneling microscope

STM scanning tunneling microscopy

SWNT single wall nanotube

SWNT single-wall nanotube

TEM transmission electron microscope

TEM transmission electron microscopy

UHV ultrahigh vacuum

In scanning probe microscopy (SPM), an image is created by raster-scanning a

sharp probe tip over a sample and measuring some highly localized tip–sample

interaction as a function of position. SPMs are based on several interactions, the

major types including scanning tunneling microscopy (STM), which measures an

electronic tunneling current; atomic force microscopy (AFM), which measures

force interactions; and near-field scanning optical microscopy (NSOM), which

measures local optical properties by exploiting near-field effects (Fig. 3.1). These
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methods allow the characterization of many properties (structural, mechanical,

electronic, optical) on essentially any material (metals, semiconductors, insulators,

biomolecules) and in essentially any environment (vacuum, liquid, ambient air

conditions). The unique combination of nanoscale resolution, previously the

domain of electron microscopy, and broad applicability has led to the proliferation
of SPM into virtually all areas of nanometer-scale science and technology.

Several enabling technologies have been developed for SPM, or borrowed

from other techniques. Piezoelectric tube scanners allow accurate, subangstrom

positioning of the tip or sample in three dimensions. Optical deflection systems and

microfabricated cantilevers can detect forces in AFM down to the piconewton

range. Sensitive electronics can measure STM currents <1 pA. High-transmission

fiber optics and sensitive photodetectors can manipulate and detect small optical

signals of NSOM. Environmental control has been developed to allow SPM imag-

ing in ultrahigh vacuum (UHV), cryogenic temperatures, at elevated temperatures,

and in fluids. Vibration and drift have been controlled such that a probe tip can be

held over a single molecule for hours of observation. Microfabrication techniques

have been developed for the mass production of probe tips, making SPMs commer-

cially available and allowing the development of many new SPM modes and

combinations with other characterization methods. However, of all this SPM

development over the past 20 years, what has received the least attention is perhaps

the most important aspect: the probe tip.

Interactions measured in SPMs occur at the tip–sample interface, which can

range in size from a single atom to tens of nanometers. The size, shape, surface

chemistry, and electronic and mechanical properties of the tip apex will directly

influence the data signal and the interpretation of the image. Clearly, the better

characterized the tip, the more useful the image information. In this chapter, the

fabrication and performance of AFM and STM probes will be described.

3.1 Atomic Force Microscopy

AFM is the most widely used form of SPM, since it requires neither an electrically

conductive sample, as in STM, nor an optically transparent sample or substrate, as

in most NSOMs. Basic AFM modes measure the topography of a sample, with the

e–
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Fig. 3.1 A schematic of the

components of a scanning

probe microscope and the

three types of signals

observed: STM senses

electron tunneling currents,

AFM measures forces, and

NSOM measures near-field

optical properties via a

subwavelength aperture
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only requirement being that the sample be deposited on a flat surface and rigid

enough to withstand imaging. Since AFM can measure a variety of forces, includ-

ing van der Waals forces, electrostatic forces, magnetic forces, adhesion forces, and

friction forces, specialized modes of AFM can characterize the electrical, mechani-

cal, and chemical properties of a sample in addition to its topography.

3.1.1 Principles of Operation

In AFM, a probe tip is integrated with a microfabricated force-sensing cantilever. A

variety of silicon and silicon nitride cantilevers are commercially available with

micrometer-scale dimensions, spring constants ranging from 0.01 to 100 N/m, and

resonant frequencies ranging from 5 kHz to over 300 kHz. The cantilever deflec-

tion is detected by optical beam deflection, as illustrated in Fig. 3.2. A laser beam

bounces off the back of the cantilever and is centered on a split photodiode.

Cantilever deflections are proportional to the difference signal VA – VB. Subang-

strom deflections can be detected, and therefore forces down to tens of piconewtons

can be measured. A more recently developed method of cantilever deflection

measurement is through a piezoelectric layer on the cantilever that registers a

voltage upon deflection [1].

A piezoelectric scanner rasters the sample under the tip while the forces are

measured through deflections of the cantilever. To achieve more controlled imaging

conditions, a feedback loop monitors the tip–sample force and adjusts the sample

z-position to hold the force constant. The topographic image of the sample is then

taken from the sample z-position data. The mode described is called the contact

mode, in which the tip is deflected by the sample due to repulsive forces, or contact.
It is generally only used for flat samples that can withstand lateral forces during

scanning. To minimize lateral forces and sample damage, two alternating-current

(AC) modes have been developed. In these, the cantilever is driven into AC

oscillation near its resonant frequency (tens to hundreds of kHz) with desired

VA

VB

Fig. 3.2 An illustration of

the optical beam deflection

system that detects cantilever

motion in the AFM. The

voltage signal VA – VB is

proportional to the deflection
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amplitudes. When the tip approaches the sample, the oscillation is damped, and the

reduced amplitude is the feedback signal, rather than the direct-current (DC)

deflection. Again, topography is taken from the varying Z-position of the sample

required to keep the tip oscillation amplitude constant. The two AC modes differ

only in the nature of the interaction. In intermittent contact mode, also called

tapping mode, the tip contacts the sample on each cycle, so the amplitude is reduced

by ionic repulsion as in contact mode. In noncontact mode, long-range van der

Waals forces reduce the amplitude by effectively shifting the spring constant

experienced by the tip and changing its resonant frequency.

3.1.2 Standard Probe Tips

In early AFM work, cantilevers were made by hand from thin metal foils or small

metal wires. Tips were created by gluing diamond fragments to the foil cantilevers

or electrochemically etching the wires to a sharp point. Since these methods were

labor intensive and not highly reproducible, they were not amenable to large-

scale production. To address this problem, and the need for smaller cantilevers

with higher resonant frequencies, batch fabrication techniques were developed

(Fig. 3.3). Building on existing methods to batch-fabricate Si3N4 cantilevers,

Albrecht et al. [2] etched an array of small square openings in an SiO2 mask layer

over a (100) silicon surface. The exposed square (100) regions were etched with

KOH, an anisotropic etchant that terminates at the (111) planes, thus creating

pyramidal etch pits in the silicon surface. The etch pit mask was then removed

and another was applied to define the cantilever shapes with the pyramidal etch pits

at the end. The Si wafer was then coated with a low-stress Si3N4 layer by low-

pressure chemical vapor deposition (LPCVD). The Si3N4 fills the etch pit, using it

as a mold to create a pyramidal tip. The silicon was later removed by etching to free

the cantilevers and tips. Further steps resulting in the attachment of the cantilever to

a macroscopic piece of glass are not described here. The resulting pyramidal tips

were highly symmetric and had a tip radius of <30 nm, as determined by scanning

Si
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mask
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Si3N4 tip fabrication

Si
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Fig. 3.3 A schematic

overview of the fabrication of

Si and Si3N4 tip fabrication as

described in the text
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electron microscopy (SEM). This procedure has likely not changed significantly,

since commercially available Si3N4 tips are still specified to have a radius of

curvature of 30 nm.

Wolter et al. [3] developed methods to batch-fabricate single-crystal Si canti-

levers with integrated tips. Microfabricated Si cantilevers were first prepared using

previously described methods, and a small mask was formed at the end of the

cantilever. The Si around the mask was etched by KOH, so that the mask was

undercut. This resulted in a pyramidal silicon tip under the mask, which was then

removed. Again, this partial description of the full procedure only describes tip

fabrication. With some refinements the silicon tips were made in high yield with

radii of curvature of less than 10 nm. Si tips are sharper than Si3N4 tips, because

they are directly formed by the anisotropic etch in single-crystal Si, rather than

using an etch pit as a mask for deposited material. Commercially available silicon

probes are made by similar refined techniques and provide a typical radius of

curvature of <10 nm.

3.1.3 Probe Tip Performance

In atomic force microscopy the question of resolution can be a rather complicated

issue. As an initial approximation, resolution is often considered strictly in geomet-

rical terms that assume rigid tip–sample contact. The topographical image of a

feature is broadened or narrowed by the size of the probe tip, so the resolution is

approximately the width of the tip. Therefore, the resolution of AFM with standard

commercially available tips is on the order of 5–10 nm. Bustamante and Keller [4]

carried the geometrical model further by drawing an analogy to resolution in optical

systems. Consider two sharp spikes separated by a distance d to be point objects

imaged by AFM (Fig. 3.4). Assume the tip has a parabolic shape with an end

radius R. The tip-broadened image of these spikes will appear as inverted parabolas.

There will be a small depression between the images of depth Dz. The two spikes

are considered resolved if Dz is larger than the instrumental noise in the z-direction.
Defined in this manner, the resolution d, the minimum separation at which the

spikes are resolved, is

d ¼ 2
ffiffiffiffiffiffi
2R

p
ðDzÞ; (3.1)

where one must enter a minimal detectable depression for the instrument (Dz) to
determine the resolution. So for a silicon tip with radius 5 nm and a minimum

detectable Dz of 0.5 nm, the resolution is about 4.5 nm. However, the above model

assumes the spikes are of equal height. Bustamante and Keller [4] went on to point

out that, if the height of the spikes is not equal, the resolution will be affected.

Assuming a height difference of Dh, the resolution becomes

d ¼
ffiffiffiffiffiffi
2R

p
ð

ffiffiffiffiffiffi
Dz

p
þ

ffiffiffiffiffiffi
Dz

p
þ DhÞ: (3.2)
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For a pair of spikes with a 2 nm height difference, the resolution drops to

7.2 nm for a 5 nm tip and 0.5 nm minimum detectable Dz. While geometrical

considerations are a good starting point for defining resolution, they ignore factors

such as the possible compression and deformation of the tip and sample. Vesenka

et al. [5] confirmed a similar geometrical resolution model by imaging mono-

disperse gold nanoparticles with tips characterized by transmission electron

microscopy (TEM).

Noncontact AFM contrast is generated by long-range interactions such as van

der Waals forces, so resolution will not simply be determined by geometry because

the tip and sample are not in rigid contact. Bustamante and Keller [4] have derived

11– r/h0.8 h

R

d

D z
R

d

D z
D h

Scan direction Scan direction

Sample spikes Inverted
tip surfaces

piTpiT

h

Point
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Tip motion
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r

Fig. 3.4 The factors that determine AFM imaging resolution in contact mode (top) and noncon-

tact mode (bottom) (After [4])
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an expression for the resolution in noncontact AFM for an idealized, infinitely thin

line tip and a point particle as the sample (Fig. 3.4). Noncontact AFM is sensitive

to the gradient of long-range forces, so the van der Waals force gradient was

calculated as a function of position for the tip at height h above the surface. If

the resolution d is defined as the full-width at half-maximum of this curve, the

resolution is

d ¼ 0:8h (3.3)

This shows that, even for an ideal geometry, the resolution is fundamentally

limited in noncontact mode by the tip–sample separation. Under UHV conditions,

the tip–sample separation can be made very small, so atomic resolution is possible

on flat, crystalline surfaces. Under ambient conditions, however, the separation

must be larger to keep the tip from being trapped in the ambient water layer on the

surface. This larger separation can lead to a point where further improvements in tip

sharpness do not improve resolution. It has been found that imaging 5 nm gold

nanoparticles in noncontact mode with carbon nanotube tips of 2 nm diameter leads

to particle widths of 12 nm, larger than the 7 nm width one would expect assuming

rigid contact [8]. However, in tapping-mode operation, the geometrical definition of

resolution is relevant, since the tip and sample come into rigid contact. When

imaging 5 nm gold particles with 2 nm carbon nanotube tips in tapping mode, the

expected 7 nm particle width is obtained [9].

The above descriptions of AFM resolution cannot explain the subnanometer

resolution achieved on crystal surfaces [10] and ordered arrays of biomolecules [11]

in contact mode with commercially available probe tips. Such tips have nominal

radii of curvature ranging from 5 to 30 nm, an order of magnitude larger than the

resolution achieved. A detailed model to explain the high resolution on ordered

membrane proteins has been put forth by [6]. In this model, the larger part of the

silicon nitride tip apex balances the tip–sample interaction through electrostatic

forces, while a very small tip asperity interacts with the sample to provide contrast

(Fig. 3.5). This model is supported by measurements at varying salt concentrations

to vary the electrostatic interaction strength and the observation of defects in the

ordered samples. However, the existence of such asperities has never been con-

firmed by independent electron microscopy images of the tip. Another model,

Support

Tip

Sample

Electrostatic
repulsion

Van der Waals
attraction

Fig. 3.5 A tip model to

explain the high resolution

obtained on ordered samples

in contact mode (After [6])
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considered especially applicable to atomic resolution on crystal surfaces, assumes

that the tip is in contact with a region of the sample much larger than the observed

resolution, and that force components matching the periodicity of the sample are

transmitted to the tip, resulting in an averaged image of the periodic lattice.

Regardless of the mechanism, the structures determined are accurate and make

this a highly valuable method for membrane proteins. However, this level of

resolution should not be expected for most biological systems.

3.1.4 Oxide-Sharpened Tips

Both Si and Si3N4 tips with increased aspect ratio and reduced tip radius can be

fabricated through oxide sharpening of the tip. If a pyramidal or cone-shaped

silicon tip is thermally oxidized to SiO2 at low temperature (<1050�C), Si–SiO2

stress formation reduces the oxidation rate at regions of high curvature. The result is

a sharper, higher-aspect-ratio cone of silicon at the high-curvature tip apex inside

the outer pyramidal layer of SiO2 (Fig. 3.6). Etching the SiO2 layer with HF then

leaves tips with aspect ratios up to 10:1 and radii down to 1 nm [7], although

5–10 nm is the nominal specification for most commercially available tips. This

oxide-sharpening technique can also be applied to Si3N4 tips by oxidizing the

silicon etch pits that are used as molds. As with tip fabrication, oxide sharpening

is not quite as effective for Si3N4. Si3N4 tips were reported to have an 11 nm radius

of curvature [12], while commercially available oxide-sharpened Si3N4 tips have a

nominal radius of <20 nm.

3.1.5 Focused Ion Beam Tips

A common AFM application in integrated circuit manufacture and microelectro-

mechanical systems (MEMS) is to image structures with very steep sidewalls

such as trenches. To image these features accurately, one must consider the

micrometer-scale tip structure, rather than the nanometer-scale structure of the tip

20 nm

Fig. 3.6 Oxide sharpening of

silicon tips. The left image
shows a sharpened core of

silicon in an outer layer of

SiO2. The right image is a
higher magnification view of

such a tip after the SiO2 is

removed (After [7])
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apex. Since tip fabrication processes rely on anisotropic etchants, the cone half-

angles of pyramidal tips are approximately 20�. Images of deep trenches taken with

such tips display slanted sidewalls and may not reach the bottom of the trench due

to the tip broadening effects. To image such samples more faithfully, high-aspect-

ratio tips are fabricated by focused ion beam (FIB) machining a Si tip to produce a

sharp spike at the tip apex. Commercially available FIB tips have half-cone angles

of<3� over lengths of several micrometers, yielding aspect ratios of approximately

10:1. The radius of curvature at the tip end is similar to that of the tip before the FIB

machining. Another consideration for high-aspect-ratio tips is the tip tilt. To ensure

that the pyramidal tip is the lowest part of the tip–cantilever assembly, most AFM

designs tilt the cantilever about 15� from parallel. Therefore, even an ideal line tip
will not give an accurate image of high steep sidewalls, but will produce an image

that depends on the scan angle. Due to the versatility of FIB machining, tips are

available with the spikes at an angle to compensate for this effect.

3.1.6 Electron-Beam Deposition Tips

Another method of producing high-aspect-ratio tips for AFM is called electron-

beam deposition (EBD). First developed for STM tips [13, 14], EBD tips were

introduced for AFM by focusing an SEM onto the apex of a pyramidal tip arranged

so that it pointed along the electron beam axis (Fig. 3.7). Carbon material was

deposited by the dissociation of background gases in the SEM vacuum chamber.

Schiffmann [15] systematically studied the following parameters and how they

affected EBD tip geometry:

Deposition time: 0.5–8 min

Beam current: 3–300 pA

Beam energy: 1–30 keV

Working distance: 8–48 mm

EBD tips were cylindrical with end radii of 20–40 nm, lengths of 1–5 mm, and

diameters of 100–200 nm. Like FIB tips, EBD tips were found to achieve improved

Fig. 3.7 A pyramidal tip

before (left, 2 mm-scale bar)

and after (right, 1 mm-scale

bar) electron beam deposition

(After [13])
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imaging of steep features. By controlling the position of the focused beam, the tip

geometry can be further controlled. Tips were fabricated with lengths over 5 mm and

aspect ratios greater than 100:1, yet these were too fragile to use as AFM tips [13].

3.1.7 Single- and Multiwalled Carbon Nanotube Tips

Carbon nanotubes (CNTs), which were discovered in 1991, are composed of

graphene sheets that are rolled up into tubes. Due to their high-aspect-ratio geome-

try, small tip diameter, and excellent mechanical properties, CNTs have become a

promising candidate for new AFM probes to replace standard silicon or silicon

nitride probes. CNT tips could offer high-resolution images, while the length of

CNT tips allows the tracing of steep and deep features.

Structures of Carbon Nanotubes

CNTs are seamless cylinders formed by the honeycomb lattice of a single layer of

crystalline graphite, called a graphene sheet. In general, CNTs are divided into two

types, single-walled nanotubes (SWNTs) and multiwalled nanotubes (MWNTs).

Figure 3.8 shows the structures of CNTs explored by a high-resolution TEM

[16, 17]. A SWNT is composed of only one rolled-up grapheme, whereas a

MWNT consists of a number of concentric tubes. Multiwalled CNTs grown by

the thermal CVD process generally exhibit concentric cylinder shape (Fig. 3.9a),

while those grown by direct-current plasma-enhanced CVD (DC-PECVD) often

exhibit a stacked cone structure (also known as herringbone- or bamboo-like

structures, a cross-section of which is illustrated in Fig. 3.9b). Herringbone-like

CNTs are also called carbon nanofibers (CNFs) since they are not made of perfect

graphene tube cylinders.

5 nm

100 Å

a

b

Fig. 3.8 The structure of carbon nanotubes. (a) TEM image of SWNTs (after [16]). (b) TEM

image of MWNTs (After [17])
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Carbon Nanotube Probes by Attachment Approaches

CNTs have been attached onto AFM cantilever pyramid tips by various approaches.

The first CNT AFM probes [18] were fabricated by techniques developed for

assembling single-nanotube field-emission tips [19]. This process, illustrated in

Fig. 3.10, used a purified MWNT material synthesized by the carbon arc procedure.

The raw material must contain at least a few percent of long nanotubes (>10 mm),

purified by oxidation to �1% of its original mass. A torn edge of the purified

material was attached to a micromanipulator by carbon tape and viewed under

an optical microscope. Individual nanotubes and nanotube bundles were visible

as filaments under dark-field illumination. A commercially available AFM tip

was attached to another micromanipulator opposing the nanotube material.

Glue was applied to the tip apex from high-vacuum carbon tape supporting the

nanotube material. Nanotubes were then manually attached to the tip apex by

micromanipulation. As assembled, MWNT tips were often too long for imaging

due to thermal vibration during their use as AFM probes. Nanotubes tips were

shortened by applying 10 V pulses to the tip while near a sputtered niobium surface.

This process etched 100 nm lengths of nanotubes per pulse.

Since the nanotube orientation cannot be well controlled during manual attach-

ment processes, the transfer procedure from the nanotube probe cartridge to the Si

tips was operated under an electric field [20]. When applying a low voltage, the

nanotube is attracted to the cantilever tip and aligned with the apex of the tip. This

approach provides better control of the orientation of nanotube probes because of

the electric-field alignment and electrostatic attraction of nanotube probes. When

the nanotube is suitably aligned, the voltage is increased to induce an arc discharge

in which the nanotube is energetically disassociated and the formation of a carbide

may occur at the contact site. Thus, the nanotube can be attached to the cantilever

free from the cartridge. The mechanical attachment method has also been carried

out in a SEM rather than an optical microscope [21]. This process allows selecting a

single nanotube and attaching it to a specific site on the Si tip. This approach

eliminates the need for pulse-etching, since short nanotubes can be attached to the

tip, and the glue can be applied by EBD.

A method to attach CNTs onto AFM tips using magnetic-field alignment has

been developed [23]. The experimental apparatus is designed to introduce a

a
Thermal CVD DC plasma CVD

bFig. 3.9 Schematic

structures of (a) tubelike

carbon nanotubes and

(b) stacked-cone nanotubes
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magnetic field onto a single AFM probe and a nanotube suspension. With this

apparatus, the anisotropic properties of the CNT cause the nanotubes that come into

contact with the probe tip to be preferentially oriented parallel to the tip direction

and hence protrude down from the end. Another attachment method based on liquid

deposition of CNTs onto AFM probes is the dielectrophoresis process [24, 25]. A

Si AFM probe and a metal plate are used as electrodes to apply the AC electric field.

A charge-coupled device (CCD) connected to a computer could be used to monitor

the process. With in situ observation using the CCD image, the counterelectrode

was slowly moved close to the AFM probe until the suspension surface touches its

apex. The electrode was then gradually withdrawn until a CNT tip with the desired

length was assembled. In this dielectrophoresis process, the length of the CNT

probe is controlled by the distance that the counterelectrode is translated under the

AC field.

Nanotube Probe Synthesis by Thermal CVD

The mechanical attachment approaches are tedious and time consuming since

nanotube tips are made individually. So, these methods cannot be applied for

mass production. The problems of manual assembly of nanotube probes discussed

above can largely be solved by directly growing nanotubes onto AFM tips by metal-

catalyzed chemical vapor deposition (CVD). Nanometer-scale metal catalyst par-

ticles are heated in a gas mixture containing hydrocarbon or CO. The gas molecules

dissociate on the metal surface, and carbon is adsorbed into the catalyst particle.

When this carbon precipitates, it nucleates a nanotube of similar diameter to the

50 × 0.6

a

b

Fig. 3.10 Schematic drawing of the setup for manual assembly of carbon nanotube tips (a) and (b)

optical microscopy images of the assembly process (the cantilever was drawn in for clarity)
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catalyst particle. Therefore, CVD allows control over nanotube size and structure,

including the production of SWNTs [26] with radii as low as 3.5 [27].

Several key issues must be addressed to grow nanotube AFM tips by CVD:

1. The alignment of the nanotubes at the tip

2. The number of nanotubes that grow at the tip

3. The length of the nanotube tip.

Li et al. [28] found that nanotubes grow perpendicular to a porous surface

containing embedded catalyst. This approach was exploited to fabricate nanotube

tips by CVD [29] with the proper alignment, as illustrated in Fig. 3.11. A flattened

area of �1–5 mm2 was created on Si tips by scanning in contact mode at high load

(1 mN) on a hard, synthetic diamond surface. The tip was then anodized in HF to

create 100 nm-diameter pores in this flat surface [30]. It is important to anodize

only the last 20–40 mm of the cantilever, which includes the tip, so that the rest of

the cantilever is still reflective for use in the AFM. This was achieved by anodizing

the tip in a small drop of HF under the view of an optical microscope. Next, iron

was electrochemically deposited into the pores to form catalyst particles [31]. Tips

prepared in this way were heated in low concentrations of ethylene at 800 �C,
which is known to favor the growth of thin nanotubes [26]. When imaged by SEM,

nanotubes were found to grow perpendicular to the surface from the pores as

desired, and TEM revealed that the nanotubes were thin, individual, multiwalled

nanotubes with typical radii of 3–5 nm.

These pore-growth CVD nanotube tips were typically several micrometers

in length – too long for imaging – and were pulse-etched to usable length of

<500 nm. The tips exhibited elastic buckling behavior and were very robust in

imaging. The pore-growth method demonstrated the potential of CVD to simplify

the fabrication of nanotube tips, although there were still limitations. In particular,

the porous layer was difficult to prepare and rather fragile.

An alternative approach to CVD fabrication of nanotube tips involves direct

growth of SWNTs on the surface of a pyramidal AFM tip [32, 33]. In this surface-
growth approach, an alumina/iron/molybdenum powdered catalyst known to pro-

duce SWNT [26] was dispersed in ethanol at 1 mg/ml. Silicon tips were dipped

in this solution and allowed to dry, leaving a sparse layer of � 100 nm catalyst

FIB

FIB

CNT

‘Gaussian’

‘Truncated
Gaussian’

a bFig. 3.11 Schematics for two

experimental setup conditions

using a focused ion beam

for (a) aligning a nanotube

tip and (b) bending the tip

(After [22])
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clusters on the tip. When CVD conditions were applied, single-walled nanotubes

grew along the silicon tip surface. At a pyramid edge, nanotubes can either bend to

align with the edge or protrude from the surface. If the energy required to bend the

tube and follow the edge is less than the attractive nanotube surface energy, then the

nanotube will follow the pyramid edge to the apex. Therefore, nanotubes were

effectively steered toward the tip apex by the pyramid edges. At the apex, the

nanotube protruded from the tip, since the energetic cost of bending around the

sharp silicon tip was too high. The high aspect ratio at the oxide-sharpened silicon

tip apex was critical for good nanotube alignment. These surface-growth nanotube

tips exhibit a high aspect ratio and high-resolution imaging, as well as elastic

buckling. This method has been expanded to include wafer-scale production of

nanotube tips with high yields [34], yet one obstacle remains to the mass production

of nanotube probe tips. Nanotubes protruding from the tip are several micrometers

long, and since they are so thin, they must be etched to less than 100 nm.

Hybrid Nanotube Tip Fabrication: Pick-Up Tips

Another method of creating nanotube tips is something of a hybrid between

assembly and CVD. The motivation was to create AFM probes that have an

individual SWNT at the tip to achieve the ultimate imaging resolution. In order

to synthesize isolated SWNT, isolated catalyst particles were formed by dipping a

silicon wafer in an isopropyl alcohol solution of Fe(NO3)3. When heated in a CVD

furnace, the iron became mobile and aggregated to form isolated iron particles. By

controlling the reaction time, the SWNT lengths were kept shorter than their typical

separation, so that the nanotubes never had a chance to form bundles. In the pick-up
tip method, these isolated SWNT substrates were imaged by AFM with silicon tips

in air [9]. When the tip encountered a vertical SWNT, the oscillation amplitude was

damped, so the AFM pulled the sample away from the tip. This procedure pulled the

SWNT into contact with the tip along its length, so that it became attached to the tip.

This assembly process happened automatically when imaging in tapping mode; no

special tip manipulation was required.

PECVD-Grown Nanotube Probe

The attachment methods are time consuming and often result in nonreproducible

CNT configuration and placement. While thermal CVD approaches can potentially

lead to wafer-scale production of AFM tips, the number, orientation, and length of

CNTs are difficult to control. At the end of the fabrication, these processes usually

require a one-at-a-time manipulation approach to remove extra CNTs and/or to

shorten the remaining CNTs for SPM applications.

The key process for CVD-grown CNT probe fabrication is catalyst patterning,

which determines the position, number, and diameter of the probe. Electrophoreti-

cally deposited or spin-coated colloidal catalyst particles on Si pyramid tips cannot

provide reliable control of the position and number of catalyst particles. MWNT
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probes on tipless cantilevers have been fabricated based on conventional Si fabri-

cation process in which the catalyst pattering was proceeded by typical e-beam

lithography and lift-off of spin-coated poly(methyl methacrylate) (PMMA) layer,

and plasma-enhanced chemical vapor deposition (PECVD) was used for CNT

growth [35, 36]. The fabrication method described in [35] allows CNT tips to be

grown directly on silicon cantilevers at the wafer scale. CNT tip locations and

diameters are defined by e-beam lithography. CNT length and orientation are

controlled by the growth conditions of the PECVD method. Therefore, there is no

need to shorten the CNT after the growth. In PECVD, an electric field is present in

the plasma discharge to direct the nanotubes to grow parallel to the electric field. A

tilted probe is desirable as it compensates for the operating tilt angle of the AFM

cantilever so that the probe itself is close to vertical for stable imaging.

A spin-coated PMMA layer cannot be uniformly conformal on the relatively

small piece of tipless cantilevers or on the Si pyramid tip. For e-beam lithography-

based processes, the patterned catalyst dots either have to be formed before the

fabrication of the cantilevers (although then a protection layer is needed) [35] or

lithography steps have to be applied twice to remove extra catalyst on commercial

tipless-cantilever chips [36]. Therefore, the electron-beam-induced deposition

(EBID) technique has been developed to make catalyst patterns for CNT probe

fabrication [37, 38]. EBID is a simple and fast technique to make patterns and

deposit materials simultaneously without using any e-beam resist. Its resist-free

nature makes EBID a good choice for the fabrication of patterns on the edge of the

substrate. A schematic diagram of probe fabrication based on EBID patterning and

PECVD is shown in Fig. 3.12. No special carbonaceous precursor molecules were

introduced, as the residual carbon-containing molecules naturally present in the

SEM chamber were sufficient for EBID processing to form amorphous carbon dots

on the cantilever surface. A single carbon dot with a diameter of �400 nm was

deposited near the front-end edge of the cantilever by EBID. The carbon dot serves

as a convenient etch mask for chemical etching of the catalyst film. The removal of

the carbon dot mask after catalyst patterning was performed with oxygen reactive-

ion etch, which exposed the catalyst island. The cantilever with the catalyst island

was then transferred to the DC-PECVD system for subsequent growth of the CNT.

Figure 3.13 shows SEM images of a CNT probe grown on a tipless cantilever.

3.1.8 Bent Carbon Nanotube Tips

The orientation of CNT tips can be manipulated by FIB treatments, utilizing the

interaction between the ion beam and the CNT tip [22, 39]. Figure 3.11 shows a

schematic of the process of aligning and bending the CNT by using FIB. The

aligning and bending phenomena were observed in both as-grown CNT and metal-

coated CNT tips. The aligning process is faster with larger values of beam current

and acceleration voltage. Under the same voltage, a greater current or longer process

time is needed for straightening compared with bending. By using this process, CNT

tips can be aligned in any specified direction with precision of less than 1�. Precise
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control over the orientation of a metal-coated nanotube using a FIB is shown in

Fig. 3.14. Figure 3.15 illustrates bending of the end of a CNT tip, which is expected

to have potential applications for sidewall measurements in AFM imaging.

CNT tip bending can also be accomplished by changing the direction of the

applied bias electric field during DC plasma-enhanced CVD growth [40, 41].

As depicted in Fig. 3.16, the nanotube tip can be bent either slightly, by �45� or

by �90� using various electric-field angles during the growth process.

Side view Top view

a Catalyst layer deposition

Ni film

Cantilever

b Electron-beam-induced
deposition (EBID) of carbon dots

Carbon dot

CNT probe

c Metal wet etching

d Removal of carbon dots by
oxygen reactive ion etch

e Carbon nanotube growth

Fig. 3.12 Schematic

illustration of the resist-free

fabrication technique for a

single CNT AFM tip

5 µm 1 µm 10 nm

a b

Fig. 3.13 (a) Top view SEM image of the very sharp single CNT probe. (b) Side view SEM image

of the CNT probe (After [37]). The arrow indicates a very sharp, single CNT tip grown on the

cantilever
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a 500 nm 500 nm 500 nm

52°
13°

d 500 nm 500 nm 500 nm

26°
39°

b

e

c

f

Fig. 3.14 SEM image of (a) metal-coated nanotube aligned at 52� with respect to the axis of the

pyramidal tip. (b–f) SEM images of the same tip after being exposed to the ion beam incident

along the direction of the arrow drawn in each image (After [39])

a

1 µm 1 µm

b

Fig. 3.15 Bending the end of the CNT with focused ion beam. (a) CNT as attached to a Si probe.

(b) CNT end slightly bent after the FIB process toward the source (After [22])

250 nm

200 nm

1 µm1 µm

a b c

Fig. 3.16 Carbon nanotube bending using tilted bias electric field during plasma enhanced CVD

growth. The nanotube tip can be bent (a) either slightly, (b) by� 45�, or (c) by� 90� using various
electric field angles during the growth process (After [40, 41])

128 J. Hafner et al.



3.1.9 Low-Stiffness Cantilevers with Carbon Nanotube Tips

Direct growth of a CNT probe on a low-stiffness cantilever by PECVD is desirable

for AFM imaging on soft or fragile materials. As introduced in Sect. 3.1.7, by

combining an electron-beam lithography approach for catalyst patterning with

PECVD for CNT growth, the location, length, and diameter of CNTs can be well

controlled. The plasma-induced stresses and damages introduced during PECVD

growth of nanotubes, however, result in severely bent cantilevers when a thin, low-

stiffness cantilever is utilized as the substrate. If the bend is sufficiently large, the

AFM laser spot focused at their end will be deflected off of the position-sensitive

detector, rendering the cantilevers unusable for AFM measurements.

An in situ process to control the deflection of cantilever beams during CNT

growth has been demonstrated by introducing hydrogen gas into the (acetylene þ
ammonia) feed gas and adjusting the ammonia-to-hydrogen flow ratio [42]. The

total flow rate of NH3 and H2 was kept constant during growth, while the gas mix

ratio (R), defined asNH3/(NH3 + H2), was varied in the range 0 � R � 1. Figure 3.17

shows comparative, cross-sectional cantilever images for three different CNT

200 µm

H2/C2H2

200 µm

200 µm

a

b

c

NH3/C2H2

NH3/H2/C2H2

Fig. 3.17 Optical

microscope images of

cantilevers bending after

plasma treatments with C2H2

gas and (a) NH3 gas (R ¼ 1).

(b) H2 gas (R ¼ 0). (c)

Mixed NH3/H2 gas (R ¼ 0.5)

(After [42])
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growth conditions using different feed gas compositions. A large upward or down-

ward bending of the cantilever is observed for R ¼ 1 and R ¼ 0, respectively. By

employing a particular gas ratio of R ¼ 0.5, a nearly flat cantilever beam can be

obtained after PECVD growth of a CNT probe.

3.1.10 Conductive Probe Tips

Conductive AFM probes are useful for the study of electrical or ionic properties of

nanostructures, especially for the investigation of biological nanofeatures such as

ion channels and receptors, the key regulators of cellular homeostasis and suste-

nance. Disturbed ion-channel behavior in cell membranes such as in the transport of

Ca2+, K+, Na+ or Cl– ions leads to a variety of channelopathies such as Alzheimer’s,

Parkinson’s, cystic fibrosis, cardiac arrhythmias, and other systemic diseases. Real-

time structure–activity relation of these channels and their (patho)physiological

controls can be studied using conductive AFM. An integrated conductive AFM will

allow simultaneous acquisition of structure and activity data and to correlate three-

dimensional (3-D) nanostructure of individual ion channels and real-time transport

of ions [43, 44, 45]. Either an intrinsically conductive and stable probe such as a

carbon nanotube tip or a metal-coated silicon nitride tip can be utilized. The

conductive AFM tip serves as one of the electrodes, measuring the ionic currents

between the tip and a reference electrode, as illustrated in Fig. 3.18.

3.2 Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) was the original scanning probe microscopy

and generally produces the highest-resolution images, routinely achieving atomic

resolution on flat, conductive surfaces. In STM, the probe tip consists of a

Ion channels

Conductive tip
(optional)

Electrode

Electrode

Insulator membrane

Seal

Frame
Fluid-filled
nanowell

Buffer
solution

AFM
tip

Fig. 3.18 Schematic

illustration of the use of

conductive AFM probe tip for

ion channel conductivity

study

130 J. Hafner et al.



sharpened metal wire that is held 0.3–1 nm from the sample. A potential difference

of 0.1–1 V between the tip and sample leads to tunneling currents on the order of

0.1–1 nA. As in AFM, a piezo-scanner rasters the sample under the tip, and the

z-position is adjusted to hold the tunneling current constant. The z-position data

represents the topography, or in this case the surface of constant electron density.

As with other SPMs, the tip properties and performance greatly depend on the

experiment being carried out. Although it is nearly impossible to prepare a tip with

known atomic structure, a number of factors are known to affect tip performance,

and several preparation methods that produce good tips have been developed.

The nature of the sample being investigated and the scanning environment

will affect the choice of the tip material and how the tip is fabricated. Factors to

consider are mechanical properties – a hard material that will resist damage during

tip–sample contact is desired. Chemical properties should also be considered –

formation of oxides or other insulating contaminants will affect tip performance.

Tungsten is a common tip material because it is very hard and will resist damage,

but its use is limited to ultrahigh-vacuum (UHV) conditions, since it readily oxidizes.

For imaging under ambient conditions an inert tip material such as platinum or gold

is preferred. Platinum is typically alloyed with iridium to increase its stiffness.

3.2.1 Mechanically Cut STM Tips

STM tips can be fabricated by simple mechanical procedures such as grinding or

cutting metal wires. Such tips are not formed with highly reproducible shapes and

have a large opening angle and a large radius of curvature in the range of 0.1–1 mm
(Fig. 3.19a). They are not useful for imaging samples with surface roughness above a

few nanometers. However, on atomically flat samples, mechanically cut tips can

achieve atomic resolution due to the nature of the tunneling signal, which drops

exponentially with tip–sample separation. Since mechanically cut tips contain many

small asperities on the larger tip structure, atomic resolution is easily achieved as

long as one atom of the tip is just a few angstroms lower than all of the others.

3.2.2 Electrochemically Etched STM Tips

For samples with more than a few nanometers of surface roughness, the tip structure

in the nanometer size range becomes an issue. Electrochemical etching can provide

tips with reproducible and desirable shapes and sizes (Fig. 3.19), although the exact

atomic structure of the tip apex is still not well controlled. The parameters of

electrochemical etching depend greatly on the tip material and the desired tip

shape. The following is an entirely general description. A fine metal wire

(0.1–1 mm diameter) of the tip material is immersed in an appropriate electrochemi-

cal etchant solution. A bias voltage of 1–10 V is applied between the tip and a
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counterelectrode such that the tip is etched. Due to the enhanced etch rate at the

electrolyte–air interface, a neck is formed in the wire. This neck is eventually

etched thin enough that it cannot support the weight of the part of the wire

suspended in the solution, and it breaks to form a sharp tip. The widely varying

parameters and methods will be not be covered in detail here, but many recipes can

be found in the literature for common tip materials [47, 48, 49, 50, 51].
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Chapter 4

Calibration of Normal and Lateral

Forces in Cantilevers Used in Atomic

Force Microscopy

Manuel L.B. Palacio and Bharat Bhushan

Abstract Atomic force microscopy (AFM) is an indispensable technique for

nanoscale topographic imaging as well as quantification of normal and lateral

forces exerted on the AFM tip while interacting with the surface of materials.

In order to measure these forces, an accurate determination of the normal and lateral

forces exerted on the AFM cantilever is necessary. In this chapter, we present a

critical review of various techniques for measuring cantilever stiffness in the

normal and lateral/torsional directions in order to calibrate the normal and lateral

forces exerted on AFM cantilevers. The key concepts of each technique

are presented, along with a discussion of their advantages and disadvantages.

4.1 Introduction

The popularity and ease of force measurements and imaging at the molecular level

can be traced to the development of the surface force apparatus (SFA) and scanning

probe microscopy (SPM) techniques [1, 2]. Schematics showing the principle

behind these experimental tools are shown in Fig. 4.1. The SFA, first introduced

in 1968, enables the measurement of the normal forces between two curved mole-

cularly smooth surfaces (such as mica and silica) immersed in liquid or vapor.

Aside from normal forces, friction forces are also measurable at varying sliding

speeds or oscillating frequencies with the use of attachments.

Meanwhile, scanning probe microscopy techniques, developed in the 1980s,

have been primarily used to obtain high resolution three-dimensional (3-D) images.

These techniques rely on the use of a probe tip, which scans a specimen in order to

generate an image. The most widely-used variations of SPM are the scanning tun-

neling microscope (STM) and the atomic force microscope (AFM), first introduced

in 1981, and 1985, respectively. In STM, a bias voltage is applied between a

metallic probe and the sample, allowing tunneling current flow. This tunneling

current is monitored while the tip is scanned over the sample in order to generate

a topographic image. In AFM, the force between the tip and sample is used (instead

of the tunneling current) to produce an image. The tip can be in contact with the

sample during imaging in AFM, whereas in STM, the tip is not in contact. As
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a consequence, the AFM can be used for a variety of physical measurements. In

addition, while STMs can only be used to investigate surfaces which are electrically

conductive to some degree, AFMs do not suffer this limitation and can be used to

study any material type [1, 2]. Over the years, the use of AFMs have expanded

beyond surface profiling to other capabilities such as the measurement of adhesion,

friction, elastic/plastic mechanical properties, electrical, magnetic and thermal
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properties, as well as in situ nanofeature creation and nanomanipulation. Out of the

multiple capabilities of atomic force microscopy, novel technologies, such as

probe-based data storage and various other microelectromechanical systems

(MEMS)-based technologies, have emerged [1–3].

Multiple AFM designs exist and examples of commercial small-sample and

large-sample AFMs are shown in Fig. 4.2a, b, respectively. In the small-sample

AFM design, the sample, generally no larger than 10 mm � 10 mm, is mounted

onto a lead zirconate titanate (PZT) tube scanner which consists of separate

electrodes to precisely scan the sample in the x-y plane in a raster pattern and to

move the sample in the vertical (z) direction, while in the large-sample AFM

design, the sample is stationary while the tip is scanned. A sharp tip at the free

end of a flexible cantilever is brought into contact with the sample. Features on the

sample surface cause the cantilever to deflect vertically and laterally during scan-

ning. A laser beam from a diode laser (5 mW max peak output at 670 nm wave-

length) is directed by a prism onto the back of a cantilever near its free end, tilted

downward at about 12� with respect to the horizontal plane. The reflected beam

from the vertex of the cantilever is directed through a mirror onto a split photode-

tector with four quadrants (commonly called position-sensitive detector or PSD).

The differential signal from the top and bottom photodiodes provides the AFM

signal which is a sensitive measure of the cantilever vertical deflection. For surface

imaging, the tip is scanned either along or transverse to the longitudinal axis of

the cantilever. Topographical features of the sample cause the tip to deflect in

the vertical direction as the sample is scanned. This tip deflection will change the

direction of the reflected laser beam, changing the intensity difference between

the top and bottom sets of photodetectors (AFM signal). In the AFM operating

mode called the height mode, for topographical imaging or for any other operation

in which the applied normal force is to be kept constant, a feedback circuit is used to

modulate the voltage applied to the PZT scanner to adjust the height of the PZT,

so that the cantilever vertical deflection (given by the intensity difference between

the top and bottom detector) will remain constant during scanning. The PZT

height variation is thus a direct measure of the surface roughness of the sample.

The imaging is carried out either in contact mode or tapping mode. In contact mode,

the tip is in contact at all times as it slides on the sample surface with the applied

normal force kept constant. In tapping mode, the tip is oscillating as it slides on the

sample surface, and is therefore not in contact at all times. The amplitude of

oscillation is kept constant during the scan.

The friction force being applied at the tip during sliding can be measured using

the quadrants on the left and right sides of the photodetector. In the so-called

friction mode, the sample is scanned back and forth in a direction transverse to

the long axis of the cantilever beam. Friction force between the sample and the tip

will produce a twisting of the cantilever. As a result, the laser beam will be reflected

out of the plane defined by the incident beam and the vertically reflected beam

from an untwisted cantilever. This produces an intensity difference of the laser

beam received in the left hand and right hand sets of quadrants of the photode-

tector. The intensity difference between the two sets of detectors (friction force
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microscope or FFM signal) is directly related to the degree of twisting and hence

to the magnitude of the friction force. This method provides maps of the friction

force [1, 2, 4 ].

Fig. 4.2 Principle of operation of commercial (a) small-sample AFM, and (b) large-sample AFM
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Illustrations of the two common cantilever configurations, triangular (or V-shaped)

and rectangular are shown in Fig. 4.3. These cantilevers are made from a wide range

of materials, the most common being Si3N4 (triangular) and silicon (rectangular).

Silicon nitride cantilevers are less expensive than those made of silicon. They are

very rugged and well suited to imaging in various conditions [1, 2]. Microfabricated

silicon nitride triangular beams with integrated square pyramidal tips made by

plasma-enhanced chemical vapor deposition (PECVD) are most commonly used

[5]. These cantilevers are typically coated with a thin gold film to increase the laser

signal reflected to the photodetector. AFM cantilevers are commercially available

from Veeco (Santa Barbara, CA), Nanosensors GmbH (Aidlingen, Germany), and

NT-MDT (Moscow, Russia), among others. Typical specifications of a silicon

nitride cantilever are 115–196 mm length, 17–41 mm width and 0.6 mm thickness

(NP series, Veeco). The pyramidal tips are highly symmetric with the end having a

radius of about 20–50 nm. The tip side walls have a slope of 35�, and the height of

the tip is about 3 mm.

Microfabricated single-crystal silicon cantilevers with integrated tips are also

used. Si tips are sharper than Si3N4 tips because they are directly formed by the

anisotropic etch in single-crystal Si rather than using an etch pit as a mask for

deposited materials [6]. Etched single-crystal n-type silicon rectangular cantilevers

with square pyramidal tips typically have an end radius of less than 10 nm for contact

and tapping mode. These cantilevers may be coated with a thin aluminum reflective

film to increase the laser signal. Typical specifications for a rectangular cantilever
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for tapping mode applications are 125 mm length, 30 mmwidth, and 4 mm thickness.

The tip side walls have a slope of 22.5�, and the tip height ranges from 10 to 15 mm
(TESP series, Veeco). Since Si3N4 cantilevers are produced by thin film deposition,

thinner cantilevers can be produced compared to those made with Si. Si3N4 is used

for cantilevers with a normal stiffness of up to about 1 N/m and Si is used for higher

stiffness applications.

An accurate determination of normal, bending, and torsion forces is necessary

in order to measure the interaction forces between the surface and the AFM tip. This

requires determining the stiffness of the cantilever used, as well as the PSD cali-

bration in order to convert the measured signal (in Volts) into a force (in Newtons)

[1, 2]. There are a number of techniques reported in the literature to obtain the PSD

calibration.

With regards to the estimation of cantilever stiffness in general, it will be shown

in the next section that the stiffnesses are directly proportional to the cube of the

thickness of the cantilever. This presents a source of uncertainty for the stiffness

determined by using fundamental beam theory. Microfabricated cantilevers often

have non-uniformity in their dimensions, including their thickness. Average

measurement errors for the cantilever length, width, and thickness are about 1%,

4%, and 5%, respectively [7]. The non-uniformity of the reflective coating used (Au

or Al) also adds to the thickness uncertainty. Scanning electron microscopy (SEM)

should be used instead of optical microscopy in order to measure these dimensions

accurately. However, this could be time-consuming and difficult to implement in

a routine manner [8].

There is also some variation coming from the mechanical properties of the

cantilever material used in the calculations. For example, by using an ultrasonic

measurement, Ruan and Bhushan [9] found the Young’s modulus of the cantilever

beam to be about 238 � 18 GPa, which is less than that of bulk Si3N4, 310 GPa

[1, 2]. Ohler [7] estimates the error from the modulus measurement at 5% for Si and

20% for Si3N4. The error for Si is smaller because the cantilever is made from the

bulk material, while Si3N4 cantilevers are fabricated through a deposition process

which causes its material properties to be different from the bulk.

Another common method for determining cantilever stiffness is through finite

element analysis (FEA) [10]. This approach is especially useful for non-rectangular

configurations, e.g., triangular cantilevers. FEA suffers from inaccuracy of the dimen-

sions of the cantilever, as well as the mechanical properties needed. Since there are

uncertainties in stiffness determination inherent from the beam theory-based approach

and FEA methods, there is a need to experimentally determine the stiffness of AFM

cantilevers in order to accurately measure normal and lateral forces.

The objective of this chapter is to review various techniques for calibrating the

normal and lateral forces of AFM cantilevers. The key concepts will be discussed,

along with advantages and disadvantages for each technique. A number of articles

are available in the literature comparing various specific techniques (e.g., [11–14]).

Palacio and Bhushan [14] provided a comprehensive review of the theory, fea-

tures, limitations, and experimental uncertainties, which is needed to guide the
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experimentalist in the proper implementation of the various normal and lateral

force calibration techniques proposed to date. In this chapter, Sect. 4.2 discusses the

analytical methods used to determine the normal and lateral stiffness. Section 4.3

reviews the various experimental techniques proposed for evaluating the normal

stiffness, while Sect. 4.4 reviews the different techniques for calibrating the lateral

force and/or lateral stiffness of AFM cantilevers. This chapter is based in part on the

review article by Palacio and Bhushan [14] on this subject.

4.2 Analytical Approaches for Determining the Cantilever

Normal and Lateral Stiffness

The analytical methods used to determine the normal and lateral stiffness of the

cantilever is briefly reviewed in this section.

The normal stiffness can be calculated using the geometrical and physical

properties of the cantilever material [4, 5, 15]. By definition, the normal stiffness

kz (also commonly referred to as the spring constant or spring stiffness) is given by

Fz ¼ kzDz, where Fz is the normal force, and Dz is the deflection of the cantilever

beam. From fundamental beam theory, the expression for the stiffness of a rectan-

gular cantilever beam with a uniform cross section, with the load applied on its end

and experiencing small deflections, is given by [16, 17]

kz ¼ 3EI

L3
(4.1)

where E is the Young’s modulus of the material, L is the length of the beam, and I is
the area moment of inertia of the cross section. Equation (4.1) assumes that the

cantilever is homogeneous, isotropic, and exhibits linear elastic behavior. For a

rectangular cross section with a width b and a height (or thickness) h, one obtains
an expression for I [16, 17]

I ¼ bh3

12
(4.2)

kz ¼ Eb

4

h

L

� �3
(4.3)

Equation (4.3) is the intrinsic stiffness of the cantilever. For the purpose of

calculating the stiffness of an AFM cantilever, a correction has to be made which

accounts for the cantilever’s tilt (on the order of 12�) relative to the horizontal

axis. The “effective” stiffness is given by [7, 18]

kz;eff ¼ kz
cos2g

(4.4)

where, g is the tilt angle of the cantilever.
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If a lateral force Fy is applied to the end of the cantilever beam, the cantilever

will bend sideways. The bending stiffness in the lateral direction, kyB, is given by

Fy ¼ kyBDy, where Dy is the deflection in the y-direction. The quantity kyB can be

calculated with (4.3) by exchanging b and h [16, 17]

kyB ¼ Eh

4

b

L

� �3
(4.5)

Therefore, the bending stiffness in the lateral direction is larger than the stiffness

for bending in the normal direction by (b/h)2.
When the lateral force Fy is applied at the end of the tip, as in the case of the

AFM cantilever, lateral deflection is accompanied by twisting or torsion along the

cantilever axis. Instead of kyb, we now define kyT from Fy ¼ kyTDy. For a wide, thin
cantilever (b >> h) experiencing a rotation f, the torsional stiffness of the beam,

kf, is given as M ¼ kff, where M is the torque or torsion moment. From beam

theory, the torsional stiffness is defined as follows [16, 19]

kf ¼ Gbh3

3L
(4.6)

where G is the modulus of rigidity or shear modulus [¼ E/2(1 þ n), where n is the

Poisson’s ratio]. The relationship between E and G is valid for homogeneous,

isotropic, and linear elastic materials. The lateral stiffness of the cantilever-tip

assembly with the lateral load applied at the end of the tip (torque) is defined as

[1, 2, 16]

kyT ¼ kf
‘2

(4.7)

where ℓ is the length of the tip mounted at the end of the cantilever. For complete-

ness, we note that the ratio kyT/kz is independent of the cantilever thickness and

width, and it is much larger than one.

The normal stiffness of triangular cantilevers has been approximated by assum-

ing that the cantilever is composed of two rectangular cantilevers in parallel. This

“parallel beam approximation” (PBA) was first proposed by Albrecht et al. [5],

and modifications were suggested by Butt et al. [20] and Sader [21]. In the latter,

Sader [21] argued that inappropriate width and length of the two rectangular

cantilevers were used by Albrecht et al. [5] and Butt et al. [20]. Based on finite

element analysis, the formula for the normal stiffness for the triangular cantilever is

of the form [21]

kz ¼ Eh3bl

2 Lþ dð Þ3 1þ 4b3l
b3

3 cos a� 2ð Þ
� ��1

(4.8)

where a is one-half the included angle between the legs of the cantilever.
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An approach considered to be more accurate than the PBA was proposed by

Neumeister and Ducker [10], who modeled the triangular cantilever by subdividing

it into two parts, namely, a triangular plate corresponding to the front part and two

prismatic beams corresponding to the legs of the cantilever. They derived expres-

sions for the normal, lateral, and torsional stiffnesses. This approach was further

modified by Clifford and Seah [11].

The normal stiffness of commercial triangular Si3N4 cantilevers is typically from

0.01 to 0.6 N/m [22]. These cantilevers have a typical width to thickness ratio of

10–30. The width to thickness ratio and the triangular geometry results in 100–1,000

times greater stiffness values in the lateral direction compared to the normal direction.

Using the Young’s modulus value of Si(111) which is 181 GPa, the rectangular Si

cantilever described earlier (TESP series, Veeco) has stiffness values of typically

40 N/m, 2,500 N/m, 2,230 N/m and 0.36 � 10�6 Nm in the normal (kz), lateral
bending (kyB), lateral bending due to torque (kyT), and torsional (kf) directions,

respectively. A cantilever beam required for tapping mode is quite stiff and may not

be sensitive enough and is therefore not well suited for measuring torsion. For friction

measurements, the torsional stiffness should be minimized in order to be sensitive to

the lateral forces. Long cantilevers with small thickness and large tip length are most

suitable. An example of the dimensions for a rectangular silicon cantilever for high

lateral force sensitivity is 200 mm length, 21 mmwidth, 0.4 mm thickness, and 12.5 mm
tip length, which gives stiffness values of 0.007 N/m, 21N/m, 1 N/m and 1.6 � 10�10

N m in the normal (kz), lateral bending (kyB), lateral bending due to torque (kyT), and
torsional (kf) directions, respectively. This cantilever has a lateral force sensitivity of
10 pN, assuming an angular resolution of 10�7 rad. With this particular geometry,

sensitivity to lateral forces is improved by about a factor of 100 ormore comparedwith

more commonly used triangular Si3N4 or rectangular Si or Si3N4 cantilevers [1, 2].

Triangular cantilevers have been assumed to have a high lateral bending stiffness

(relative to rectangular cantilevers), which minimizes lateral deflection of the

cantilever during imaging [5, 23]. This assumption has been questioned by Sader

and co-workers, who conducted theoretical analysis and experiments to test this

assumption [24, 25]. Their theoretical approach involved the determination of the

lateral resistance R, defined as follows

Rx ¼ kx
kz

(4.9)

Ry ¼ ky
kz

(4.10)

where kx is the lateral stiffness in the direction parallel to the longitudinal axis of the
cantilever. The lateral resistances of the rectangular and triangular cantilevers are

comparable only when the latter has narrow legs (i.e., bl/b of the triangular

cantilever shown in Fig. 4.3 is close to 0.1). However, typical triangular cantilevers

have bl/b > 0.1. In general, it was found that the rectangular cantilever is stiffer

(less prone to bending) than the comparable triangular cantilever by as much as
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seven and four times in the x- and y-directions, respectively [24]. Experimentally,

this was confirmed on model macroscopic cantilevers where a rod was attached on

the ends. By applying a torque and measuring the rotation angle, it was found that

rectangular cantilevers are less prone to rotation, as predicted by theory [25]. These

results imply that the assumption stated above is incorrect as rectangular cantilevers

are actually less susceptible to lateral forces [24, 25]. It appears that the use of

triangular cantilevers is historical with no obvious advantage.

As indicated in the Introduction, errors in the measured cantilever dimensions

and the mechanical properties of the cantilever material will lead to uncertainties in

calculating the stiffness by using the analytical approaches presented in this section,

such that both the normal and lateral cantilever stiffness have to be determined

experimentally. Sections 4.3 and 4.4 describe the various techniques for calibrating

the normal stiffness and the lateral force/stiffness, respectively.

4.3 Normal Stiffness Calibration Techniques

Experimental methods for measuring the normal stiffness of cantilevers are

described in this section. The methods are mainly divided into static and dynamic

techniques. Static methods rely on the cantilever deflection, either through a

reference cantilever or reference mass. Dynamic methods depend on the oscillation

of the cantilever. For the dynamic methods, a common parameter is the frequency f,
of the cantilever, defined as [17]

f ¼ o
2p

¼ 1

2p

ffiffiffiffiffiffiffiffi
kz
meff

s
(4.11)

where o is the angular frequency and meff is the effective mass, which varies depend-

ing on the cantilever used. For instance, for a rectangular cantilever with L/b > 5, its

effectivemass is approximated asm*�0.2427 m, wherem is themass of the cantilever

(withm ¼ rc bhL and rc is the density of the cantilever).Another important parameter

is the quality factor, Q (also known as the Q-factor). The Q-factor is a metric which

describes energy loss during an oscillation.A highQ-factor value indicates low energy

dissipation per cycle, and is therefore desirable for cantilevers.

4.3.1 Static Methods

Reference Cantilever Method

One way of determining the cantilever stiffness is to use another larger cantilever

with a known stiffness, i.e., a reference cantilever. Ruan and Bhushan [9] used a stainless

steel spring sheet of known stiffness (width ¼ 1.35 mm, thickness ¼ 15 mm, free
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hanging length ¼ 5.2 mm). One end of the spring was attached to the sample

holder, and the other end was made to contact the cantilever tip during the measure-

ment, see Fig. 4.4. They measured the piezo traveling distance for a given cantilever

deflection. For a rigid sample (such as diamond, Fig. 4.4a), the piezo traveling

distance Zt (measured from the point where the tip touches the sample) should equal

the cantilever deflection. Zt should be determined beforehand in order to differenti-

ate between the deflection of the cantilever and the spring sheet, as shown in

Fig. 4.4b. To keep the cantilever deflection at the same level using a flexible spring

sheet, the new piezo traveling distance Zt
0 would be different from Zt. The differ-

ence between Zt
0 and Zt corresponds to the deflection of the spring sheet. If the stiffness

of the reference is ks, the stiffness of the cantilever kz can be calculated by [9]

ðZt0 � ZtÞks ¼ Ztkz

or

kz ¼ ksðZt0 � ZtÞ=Zt (4.12)

A source of uncertainty in this method is the offset from positioning the cantilever

relative to the end of the reference. Since the reference gets stiffer as load is applied

farther from the end, the cantilever should contact the reference as close to its end as

possible. If there is an offset in the positioning (such as that shown schematically in

Fig. 4.3), kz can be corrected, e.g., for a rectangular beam by using [8]

Fig. 4.4 Illustration showing the deflection of cantilever as it is pushed by (a) a rigid sample, or by

(b) a flexible spring sheet [9]
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kz ¼ kz;off
Lþ d

L

� �3
(4.13)

where kz,off is the normal stiffness measured with the offset, L þ d is the total length
of the reference cantilever, and d is the distance away from the end of the reference

that the load is applied.

The advantage of the reference cantilever method is that it is experimentally

simple. The deflection voltage signals can be used without the need to convert into

meters as the calibration constant will cancel out in (4.12). However, this technique

requires accurate positioning of the cantilever of interest relative to the reference

cantilever, as discussed above. In addition, since the sharp tip is in contact with a

single asperity, extreme roughness on the reference surface may cause variations on

the measured piezo travel distance.

Commercial reference cantilevers referred to as a “force calibration chip”

contain three rectangular cantilevers on single crystal silicon, and are available

from Park Scientific Instruments [26]. The cantilevers have lengths of 97, 197, and

397 mm, and have equal thickness of 2 mm and equal width of 29 mm. For these

cantilevers, the stiffness ranged from 0.16 to 10 N/m, as determined using the

resonance method (to be discussed in Sect. 4.3.2.2).

Inverted Loaded Cantilever Method

In this method, particles are attached to the end of the cantilever. As shown in

Fig. 4.5, the deflection of the cantilever is first measured after the addition of the

particle and then remeasured after the cantilever has been inverted. The difference

o

Cantilever holder

o

Cantilever holder

z
1

z
2

Step 1 Step 2

Z = z
2
-z

1

Fig. 4.5 Schematic of the inverted cantilever method
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in the deflection, Z (in volts), is twice the deflection due to gravity. The stiffness is

expressed as [27]

kz ¼ 2msg

z
¼ 8pr3rsg

3z
(4.14)

where the mass of the spherical particle is given in terms of r and rs, its radius

and density, and g is the gravitational constant. In (4.14), z ¼ ΩZ, where z and

Z correspond to the deflection difference in meters and volts, respectively, and Ω
is the deflection calibration which relates the cantilever deflection to the detector

voltage reading. Senden and Ducker [27] used tungsten spheres that are 10–50 mm
in diameter.

The attachment of a particle and the inversion procedure both pose a risk of

damage to the cantilever being analyzed. In addition, uncertainties in the radius

and density of the particle will lead to errors in the measured kz value. SEM would

be a more preferable technique to optical microscopy in obtaining accurate

particle dimensions. Optical microscopy is known to give an average error of

about 5–10% in determining the dimensions of the particle [7].

Pendulum Method

A schematic illustrating this technique is shown in Fig. 4.6. As the name implies,

the stiffness is determined by pushing the tip against the pendulum and measuring

the deflection of the pendulum and the cantilever, zp and zc, respectively. The
force exerted by the cantilever and the component of the gravitational force of

the pendulum in the direction of motion are the same at equilibrium [20]

Micrometer screw

Pendulum

Cantilever 
and tip

Fig. 4.6 Schematic of the pendulum method
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F ¼ kzzc ¼ mpgzp
lp

(4.15)

where mp is the mass of the pendulum, and lp is the length of the pendulum. The

stiffness is given by

kz ¼ mpgzp
lpzc

(4.16)

The main disadvantage of this technique is the need for the pendulum set-up.

The experiment itself presents a risk of damaging the cantilever. Calibration of the

pendulum deflection is necessary, and this could be a source of measurement errors.

Miscellaneous Methods

The following are examples of methods where additional instrumentation needs to

be implemented to determine the normal stiffness. The Electrostatic Force Balance

(EFB), its schematic shown in Fig. 4.7a, was developed at the United States

National Institute of Standards and Technology [28, 30]. Electrostatic force acting

Fig. 4.7 Schematics of the

(a) electrostatic force balance

(Adapted from [28]), and

(b) nano force calibrator [29]
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along the vertical axis is generated when voltages are applied to the coaxial

cylinders. The displacement is then monitored with an interferometer. Another

example is the so-called Nano Force Calibrator (NFC), its schematic shown in

Fig. 4.7b, was developed at the Korea Research Institute of Standards and Science

[29, 31]. In this setup, the cantilever is placed in contact with a precision balance,

and controlled displacement is applied by a stage capable of moving in the nano-

meter range. It should be mentioned that other comparable force balances, as well

as stiffness artifacts (standard cantilevers) have been developed in the National

Physical Laboratory in the United Kingdom [32, 33] and in the Physikalisch-

Teknische Bundesanstalt (PTB) in Germany [34, 35]. The main advantage of

these techniques is that the measured force is traceable to the Systeme International

d Unites (SI units). The disadvantage is that the necessity for additional instrumen-

tation, and especially in the case of the NFC, environmental factors such as acou-

stic noise, thermal fluctuations, and air flow fluctuations will cause measurement

inaccuracies.

4.3.2 Dynamic Methods

Added Mass Method

The added mass method was proposed by Cleveland et al. [36] and is also referred

to as the “frequency scaling” technique. In this method, the resonance frequencies

of cantilevers are measured before and after the addition of small masses (such as

tungsten particles with diameter 7–16 mm and mass 2.8–44 ng) at the tip of the

cantilever. A schematic is shown in Fig. 4.8a.

The normal stiffness of the cantilever can be obtained from its effective mass

and angular resonance frequency. By using (4.3) and (4.11), and with meff ¼ m*,
the angular resonance frequency can be expressed as

o0 � h

2L2
E

0:2427rc

� �1=2
� h

L2
E

rc

� �1=2
(4.17)

Equation (4.17) and the approximation for the effective mass given above both

require the dimensions and material properties of the cantilever, which as described

earlier are susceptible to measurement errors. In addition, the resonance frequency

defined in (4.17) is for vacuum, not in air. (A correction that accounts for the

surrounding medium is discussed in Sect. 4.3.2.2 below.) Therefore, there is a need

to determine the resonance frequency and effective mass directly from the mea-

surements in order to obtain kz more accurately.

In the added mass method, a spherical particle with mass ms is added to the

cantilever, such that the effective mass is meff ¼ m* þ ms. The angular resonance

frequency o changes correspondingly as a result of particle addition (o 6¼ o0).
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The stiffness expression in (4.11) can be modified to account for the added mass as

follows [36]

ms ¼ kz
o2

� m� (4.18)

The resonance frequency is determined during the tuning procedure, where the

cantilever is vibrated at a certain frequency range, usually between 10 and 400 kHz,

and the frequency which produces maximum amplitude response is determined. By

adding a number of different masses to the cantilever and measuring the resonance

frequency at each time, a plot of ms vs. o
�2 yields a straight line with a slope of kz

and a y-intercept of m*, as shown in Fig. 4.8b.

In the method described in the previous paragraph, multiple masses are used, and

kz is obtained from the line fit. One can also obtain kz using a singlemass. In this case,

kz can be solved for by expressing (4.11) with and without the added mass, such that

kz ¼ ms

1 o2= � 1 o2
o

�� � (4.19)

The data obtained with the added mass method was found to follow a scaling law

where the stiffness is proportional to the cube of the unloaded resonance frequency

kz ¼ b o0L
ffiffiffiffiffi
rc

p� �3
=4

ffiffiffi
E

p
(4.20)

Cantilever holder
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o Added particle

b

Fig. 4.8 (a) Schematic of the side view of a cantilever with an added mass, and (b) plot of added

mass vs. o�2 for a single cantilever, where the slope gives the stiffness (adapted from [36])
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where the length L, width w, elastic modulus E, and density rc are known. The

stiffness can also be evaluated with (4.20); however, the use of cantilever dimen-

sions introduces error. Therefore, the result is not as precise as that obtained by the

addition of various end masses (4.18).

A correction could be made to account for the distance that the added particle is

offset from the end of the cantilever by d (Fig. 4.3). As an example, for a rectangular

beam, ms can be corrected by [8]

ms ¼ ms;off
L

Lþ d

� �3
(4.21)

where ms,off is the effective mass of the particle measured with the offset, which can

then be used in either (4.18) or (4.19) in place of ms.

This method is time-intensive and has the risk of damaging the cantilever during

the addition of the particles. In practice, the difficulty of positioning the particle on

the cantilever is also an issue [7, 8].The measured stiffness has an uncertainty of

approximately 15–30% .The variation occurs mainly from errors in measuring the

diameter of the added particle. The particles may not be a perfect sphere, so the

volume should be calculated as an ellipsoid and careful measurements must be

taken with the SEM. Another source of error is the mass of the cantilever, as its

dimensions and density are used in the calculations.

Resonance Method

Sader et al. [8] suggested calculating kz from the measurement of cantilever

resonance frequency in vacuum (in the absence of a fluid medium) ovac, using

(4.11) with meff ¼ m*.
As stated earlier, the resonance frequency can be obtained during the cantilever

tuning procedure. This approach poses some limitations. Measurement of cantilever

thickness, density and mass are sources of error. Moreover, this approach assumes a

cantilever frequency in vacuum and does not account for the surrounding medium

(air or liquid). Sader [37] proposed an approach which accounts for the fluid

medium and eliminates the need for measuring the density of the cantilever. The

resonance frequency for a rectangular cantilever in vacuum is related to the

resonance frequency in fluid of by

ovac ¼ of 1þ prf b

4rch
Gr of

� �� �1=2
(4.22)

The cantilever density is given by the following

rch ¼ prf
4

QGi of

� �� Gr of

� �� 	
(4.23)
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In (4.22 and 4.23), rf is the density of the fluid medium, and Gr and Gi are the

real and imaginary components of the hydrodynamic function, G, which, in turn,

depends on the Reynolds number Re ¼ rf of b
2/4�. The hydrodynamic function

is obtained using an analytical expression applicable to rectangular beams. The

quantity � is the viscosity of the fluid medium, which is independent of cantilever

thickness and density. Substituting (4.22) and (4.23) into (4.11), the stiffness is

given by [38]

kz ¼ 0:1906rf b
2LQo2

f Giðof Þ (4.24)

This technique is not prone to the experimental uncertainties inherent in deter-

mining thickness and density of the cantilever, but it still requires knowledge of its

width and length. In addition, the model requires knowledge of the Reynolds

number of the fluid medium, which is a disadvantage as it could change a lot

depending on the elevation and must therefore be determined accurately. The

hydrodynamic function calculation is not straightforward and can only be solved

for by approximate analytical solutions such as the one by Sader [37]. However, for

relatively stiff cantilevers (where the expected kz > 1 N/m), this method is highly

desirable. Since measurement of the resonance frequency is highly accurate (aver-

age error ~0.1%), the uncertainty of the resulting kz is low, ~4% [7].

It must be noted that the resonancemethod discussed here is based on the geometry

of a rectangular cantilever beam. However, the analytical solution to the hydrodyna-

mic function needs to be extended to the geometry of triangular cantilevers. The

normal stiffness obtained from the resonance method on a rectangular cantilever can

be used to calibrate a triangular cantilever as long as both rectangular and triangular

cantilevers are present on a single wafer. The assumption is that the rigidityEh3 of the
rectangular and triangular cantilevers is the same since they are on the samewafer [8].

For the rectangular cantilever, Eh3 is solved for by using (4.3), with b and L being

known and kz obtained from the resonance method. Afterwards, this value for Eh3 is
used on the triangular cantilever by using the appropriate expression for the normal

stiffness, provided that the length, width, and included angle of the triangular canti-

lever are known. Wafers containing rectangular and triangular cantilevers are

not widely available. Most commercial cantilevers are fabricated such that the

wafer only contains either rectangular or triangular cantilevers, not both.

More recently, Sader et al. [39] proposed a general expression that enables one to

determine the stiffness for any geometry of the cantilever. The stiffness is derived

based on its relationship to the energy dissipation of the cantilever during oscilla-

tion. Through dimensional analysis, the stiffness is related to the density of the

fluid, the cantilever length, the Q factor, resonance frequency, and the Reynolds

number of the fluid as follows

kz ¼ rf L
3O Reð ÞQo2

f (4.25)

The dimensionless function O(Re) is defined depending on the geometry. For a

rectangular cantilever, an analytical solution is known such that O(Re) can be
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expressed in terms of the hydrodynamic function G(of), which leads to the expres-

sion in (4.24). For a triangular cantilever, an analytical solution is not available and

O(Re) has to be determined by performing experiments in a fluid of interest to

measure the resonance frequency and Q factor as a function of fluid pressure. Then,

an expression for the normal stiffness is obtained from a curvefit.

The resonance method can also be implemented using a Laser Doppler vib-

rometer (LDV) instead of an AFM [40]. This provides independent validation of

the results obtained from AFM. However, the disadvantage of LDV is that this

requires additional instrumentation aside from the AFM, which might not be easily

accessible.

Thermal Noise Method

A harmonic oscillator in equilibrium with its surroundings will fluctuate in response

to thermal noise [41]. As shown in Fig. 4.9a, the AFM tip-sample system is modeled

as a spherical tip held at a distance from the sample surface by a spring (representing

the cantilever). The spring is assumed to behave like a simple harmonic oscillator.

Spring
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zTip
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Fig. 4.9 (a) Illustration

of the principle behind the

thermal noise method, and

(b) power spectral density

plot of the cantilever

deflection fluctuations

(Adapted from [41])
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The normal stiffness of the AFM cantilever can be related to its thermal energy

during its vibration by the equipartition theorem, leading to the following relation-

ship

1

2
kz z2

 � ¼ 1

2
kBT (4.26)

where kB is the Boltzmann constant, T is the temperature, and <z2> is the mean

square deflection of the cantilever, which fluctuates due to thermal noise.

An example of the power spectrum of cantilever deflection fluctuations is

shown in Fig. 4.9b. From experimental data, p, the area of the power spectrum

of the thermal fluctuations is equal to <z2>, so the stiffness can be expressed

as [41]

kz ¼ kBT=p (4.27)

The thermal noise method (also referred to as the thermal tune method) for

determining the normal stiffness is widely regarded as being less prone to experi-

mental uncertainties, as it eliminates the need for the dimensions and the mechanical

properties of the cantilever. However, a disadvantage of this method is that canti-

levers do not behave perfectly like simple harmonic oscillators, such that (4.27)

is only an approximation. Butt and Jaschke [42] proposed a correction which

accounts for the bending shapes for each vibration mode. Moreover, they accounted

for the additional error arising from the fact that the inclination of the cantilever (dz
(L)/dx) is measured instead of true displacement. They proposed the following

equation [42]

kz ¼ 0:817kBT p= (4.28)

Hutter [18] recognized that another correction is necessary since the canti-

lever is mounted at an angle g relative to the horizontal axis, leading to this

equation

kz ¼ 0:817kBTcos
2g p= (4.29)

The thermal noise technique is accurate and relatively simple to perform.

However, for some AFM systems, implementing this technique requires additional

instrumentation, such as a spectrometer or lock-in amplifier to collect the thermal

noise data. One limitation is that this method is most suitable for calibrating soft

cantilevers (where the expected kz < 1 N/m) where the thermal noise is higher than

the noise from the deflection measurement [7].

The thermal noise technique can also be implemented using a Laser

Doppler vibrometer (LDV) instead of an AFM [40]. The advantage and dis-

advantage of LDV as a complementary technique has been discussed above

(Sect. 4.3.2.2).
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4.3.3 Discussion

The main highlights of the normal stiffness calibration methods discussed here are

shown in Table 4.1. Three static measurement techniques were reviewed, namely,

the reference, inverted cantilever, and pendulum methods. The reference cantilever

method is simple and straightforward. Its only limitation is that it requires accurate

positioning of the cantilever relative to the reference during the experiment in order

to obtain accurate results. In the inverted loaded cantilever experiment, the addition

of a sphere presents the risk of damaging the cantilever, rendering it unsuitable for

further use. In addition, the necessity for calibrating the observed deflection signal

corresponding to cantilever motion further complicates the experiment. The pendu-

lum method is based on a concept similar to the inverted cantilever technique in the

sense that it is also a gravity-based experiment. In this case, the mass of the

pendulum is required, and this quantity can be accurately determined. However,

calibrating the pendulum deflection is needed, which could be a source of measure-

ment uncertainty. The Electrostatic Force Balance and the Nano Force Calibrator

are examples of experimental normal stiffness calibration techniques where the

force application is traceable to SI units. However, these setups need to be built and

additional instrumentation is necessary.

The dynamic experiments discussed above are the added mass, resonance, and

thermal noise methods. Similar to the static inverted cantilever method, the added

massmethod involves adding a particle to the cantilever, which is time-consuming and

has the risk of damaging the cantilever if the particle is added improperly. In addition,

uncertainties in the dimensions of the cantilever and errors in placement of the particle

lead to significant error. The resonance method has been shown to be accurate for

stiffer cantilevers, i.e. normal stiffness higher than 1 N/m. It requires measurement of

the cantilever width, which gives the result some uncertainty. Also, since the model is

derived for a rectangular cantilever beam, there is a need to use the extended theore-

tical treatment so that it can be applied to triangular cantilevers as well.

The thermal noise method does not require any parameters related to the

cantilever beam dimension, which makes it accurate. The precision of reproduci-

bility of the obtained stiffness using the thermal noise method has been reported by

Hutter and Bechhoefer [41] and Matei et al. [43] to be as high as 5%. However, this

method is mostly limited for calibrating soft cantilevers where the thermal noise is

higher than the noise from the deflection measurement. Depending on the AFM

system, the technique may require additional instrumentation such as a spectro-

meter or lock-in amplifier (which are commonly available instruments) in order to

obtain the thermal noise spectra.

The tilt of the AFM cantilever affects the normal stiffness, and a correction could

be necessary depending on the calibration method used. The added mass and

resonance methods yield the intrinsic stiffness, i.e., the value that one would obtain

assuming no tilt, so results from these methods should be modified by using (4.4)

(introduced in Sect. 4.2). This correction is not necessary for the reference canti-

lever method since the “effective” stiffness is obtained in the measurement [7].
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Selecting a technique for calibrating the normal stiffness depends on both the

available instrumentation and the user’s experience in data analysis. For high

accuracy measurements, the resonance and thermal noise methods are the most

preferable for stiff and soft cantilevers, respectively. A simpler technique such as

the reference cantilever method is highly recommended for calibrating the normal

stiffness as well.

4.4 Lateral Force and Stiffness Calibration Techniques

Static and dynamic methods for calibrating the lateral force and stiffness are

reviewed in this section. Static methods require either bending or torsion of the

cantilever, while dynamic methods involve the determination of the torsional

vibration characteristics of the cantilever. We describe various methods for

measuring lateral forces by using a direct method for measuring the coefficient

of friction, where the lateral force is calculated from (Sects. 4.4.1.1–4.4.1.2).

We also describe methods for the determination of either the torsional or

torsional and lateral stiffness (Sects. 4.4.1.3, 4.4.1.4, 4.4.2.1 and 4.4.2.2).

A discussion on calculating the lateral force from the torsional stiffness is given

in Sect. 4.4.2.3.

4.4.1 Static Methods

Axial Sliding Method

Based on the work by Ruan and Bhushan [9], the axial friction measurement method

is described. A scanning angle is defined as the angle relative to the x-axis in

Fig. 4.10a. This is also the long axis of the cantilever. A 0� scanning angle corre-

sponds to the sample scanning in the x direction, and a 90� scanning angle corre-

sponds to the sample scanning perpendicular to this axis in the xy plane (in y axis). If

the scanning direction is in both x and -x directions, this is called a “parallel scan”.

Similarly, a “perpendicular scan” means scanning is done in the y and -y directions.

The sample traveling direction for each of these two scanning directions is illustrated

in Fig. 4.10b. Parallel scanning is discussed as “method 1,” where the coefficient of

friction is obtained. Perpendicular scanning is described below as “method 2,” where

lateral forces are determined based on the measured signal due to sliding in the lateral

direction. In order to convert the measured lateral signal to a force, a conversion

factor is calculated based on the coefficient of friction determined using method 1.

This is then used to obtain a friction force in three dimensions.

In method 1, aside from topographic imaging, it is also possible to measure

friction force. If no friction force existed between the tip and the moving sample,

the topographic feature would be the only factor which causes the cantilever to be
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deflected vertically. However, friction force does exist on all contact surfaces where

one object is moving relative to another. The friction force between the sample and

the tip will also cause cantilever deflection. We assume that the normal force

between the sample and the tip is W when the sample is stationary (W is typically

in the range of 1–200 nN), and the friction force (lateral force) between the sample

and the tip is F as the sample scans against the tip (Fig. 4.10). The direction of

friction force is reversed as the scanning direction of the sample is reversed from

positive (x) to negative (-x) directions, i.e., ~Fx ¼ �~F�x.

When the vertical cantilever deflection is set at a constant level, it is both normal

and friction forces applied to the cantilever that keeps the cantilever deflection at

this level. Since the friction force is in opposite directions as the traveling direction

of the sample is reversed, the normal force is adjusted accordingly when the sample

reverses its traveling direction, so that the cantilever deflection remains the same. In

order to maintain constant deflection, the bending of the cantilever (left side of

Fig. 4.11) is canceled by adjusting the piezotube height by a feedback circuit (right

side of Fig. 4.11). The observed cantilever deflection is the contribution of two

bending moments. The first contribution is from the friction force, and the second is

Fig. 4.10 (a) Schematic defining the x- and y-directions relative to the cantilever, and showing

the sample traveling direction in two different measurement methods discussed in the text,

and (b) schematic of the deformation of the tip and cantilever shown as a result of sliding in the

x- and y- directions. A twist is introduced to the cantilever if the scanning is in the y- direction [(b),

right] [9]
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Fig. 4.11 Schematic showing an additional bending of the cantilever due to friction force when

the sample is scanned in the x or -x direction (left), and this effect will be canceled by adjusting the
piezo height by a feedback circuit (right) for (a) horizontal tip, and (b) tip tilted at an angle g
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from the normal force. Based on the basic definition for the angular deflection

c ¼ R
M
EI dx [16, 19], the angular deflections due to the friction force and the normal

load, cF and cW, respectively, will be calculated. It will be further assumed that the

total angular deflection due to the friction and normal force is constant in either

sliding direction when the cantilever deflection is kept constant. Friction force may

have a directionality effect, and forces in the forward and reverse directions may be

slightly different.

We first consider a simple case where the cantilever is not tilted, as illustrated in

Fig. 4.10a. The angular deflection contributed by the moment due to the friction

force (cF) is given by

cF1 ¼
12L

Ebh3
F1‘ (4.30)

cF2 ¼ � 12L

Ebh3
F2‘

in the forward (subscript “1”) and reverse (subscript “2”) sliding directions, respec-

tively. The angular deflection contributed by the moment due to the normal force

(cW)is

cW1 ¼
6L

Ebh3
W � DW1ð ÞL (4.31)

cW2 ¼
6L

Ebh3
W þ DW2ð ÞL

The total angular deflection, which is the sum of the friction and normal force

contributions, is given by

cF1 þ cW1 ¼
12L

Ebh3
F1‘þ 6L

Ebh3
W � DW1ð ÞL (4.32)

cF2 þ cW2 ¼ � 12L

Ebh3
F2‘þ 6L

Ebh3
W þ DW2ð ÞL

As stated earlier, cF1 þ cW1 ¼ cF2 þ cW2. Simplifying the resulting equation,

and rearranging to get an expression for the average friction force (F1 þ F2)/2,

leads to

F1 þ F2

2
¼ DW1 þ DW2ð Þ L

4‘
(4.33)

The coefficient of friction can be calculated using (4.33) as

m ¼ F1 þ F2

2W
¼ DW1 þ DW2ð Þ

W

� 
L

4‘
(4.34)
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In all circumstances, there are adhesive and interatomic attractive forces

between the cantilever tip and the sample. The adhesive force can be due to water

from capillary condensation and other contaminants present at the surface which

form meniscus bridges and the interatomic attractive force includes van der Waals

attraction [1, 2]. There is an indentation effect as well, which is usually small for

rigid samples. If these forces can be neglected, the normal force W is then equal to

the initial cantilever deflection H0 multiplied by the stiffness of the cantilever.

(DW1 þ DW2) can be measured by multiplying the same stiffness by the height

difference of the piezo tube between the two traveling directions (forward and

reverse) of the sample. This height difference is denoted as (DH1 þ DH2), shown

schematically in Fig. 4.12a. Thus, (4.34) can be rewritten as

m ¼ F1 þ F2

2W
¼ DH1 þ DH2ð Þ

H0

� 
L

4‘

� �
(4.35)

Since the piezo tube vertical position is affected by the surface topographic

profile of the sample in addition to the friction force being applied at the tip, this

difference has to be taken point by point at the same location on the sample surface

as shown in Fig. 4.12a. Subtraction of point by point measurements may introduce

errors, particularly for rough samples. In addition, precise measurements of L and ℓ
(which should include the cantilever angle) are also required. Since only the ratio

between (DH1 þ DH2) andH0 comes into (4.35), the piezo tube vertical positionH0

and its position difference (DH1 þ DH2) can be in the units of volts as long as the

vertical traveling distance of the piezo tube and the voltage applied to it has a linear

relationship. However, if there is a large nonlinearity between the piezo tube

traveling distance and the applied voltage, this nonlinearity must be included in

the calculation [9].

If the adhesive forces between the tip and the sample are large enough that it

cannot be neglected, one should include it in the calculation. However, there could

be a large uncertainty in determining this force, and thus an uncertainty in using

(4.35). An alternative approach is to measure the height difference of the PZT

(DH1 þ DH2) at different normal loads (H0) and to use the slope of (D H1 þ D H2)

vs. the slope of (H0) from the measurements in (4.35) to calculate m. Figure 4.12b
shows the data from three sets of measurements at various loads on a Pt sample,

whereit is seen that a linear fit is obtained. The coefficient of friction for this sample

was found to be 0.054 [9].

Now we consider the cantilever tilt angle g relative to the horizontal axis, as

illustrated in Fig. 4.11b. In this case, the friction force (T) and normal load (P)
components are resolved in terms of the measured horizontal force (F) and normal

load (W) along the x and z axes [44].

The resolved horizontal and normal force components along x and z axes in the

forward sliding direction are given by

T1 ¼ F1 cos g� W � DW1ð Þ sin g
P1 ¼ F1 sin gþ W � DW1ð Þ cos g (4.36)
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and in the reverse direction by

T2 ¼ F2 cos gþ W þ DW2ð Þ sin g
P2 ¼ �F2 sin gþ W þ DW2ð Þ cos g (4.37)

Using (4.30), the angular deflection contributed by the force along the longi-

tudinal axis of the cantilever is given by
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Fig. 4.12 (a) Schematic of

the height difference of the

piezoelectric tube scanner as

the sample is scanned in y and

- y directions, (b) the vertical

height difference as a

function of the PZT center

position between the two

sliding directions on a Pt

sample (method 1). The three

symbols represent three sets

of repeated measurements.

The slope of the linear fit is

proportional to the coefficient

of friction between the Si3N4

tip and Pt. (c) Friction signal

as a function of cantilever

vertical deflection for Pt

(method 2). Different

symbols represent 11 sets of

repeated measurements. The

slope of the linear fit is

proportional to the coefficient

of friction between the Si3N4

tip and Pt [9]
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cT1 ¼
12L

Ebh3
F1 cos g� W � DW1ð Þ sin gð Þ‘ (4.38)

cT2 ¼ � 12L

Ebh3
F2 cos gþ W þ DW2ð Þ sin gð Þ‘

Based on (4.31), the angular deflection contributed by the normal load perpen-

dicular to the longitudinal axis of the cantilever is given by

cP1 ¼
6L

Ebh3
F1 sin gþ W � DW1ð Þ cos gð ÞL (4.39)

cP2 ¼
6L

Ebh3
�F2 sin gþ W þ DW2ð Þ cos gð ÞL

The total angular deflection, obtained by adding the friction force and normal

load contributions is given by

cT1 þ cP1 ¼
12L‘

Ebh3
m W � DW1ð Þ cos g� W � DW1ð Þ sin gð Þ

þ 6L2

Ebh3
m W � DW1ð Þ sin gþ W � DW1ð Þ cos gð Þ

(4.40)

cT2 þ cP2 ¼ � 12L‘

Ebh3
m W þ DW2ð Þ cos gþ W þ DW2ð Þ sin gð Þ

þ 6L2

Ebh3
�m W þ DW2ð Þ sin gþ W þ DW2ð Þ cos gð Þ

where m is defined as F1 W � DW1ð Þ= ¼ F2 W þ DW2ð Þ= . Since it is assumed that

cT1 þ cP1 ¼ cT2 þ cP2, by simplifying the resulting equation, the expression for m
is obtained as follows

m ¼ DW1 þ DW2

2W � DW1 þ DW2

� 12L‘

Ebh3
sin gþ 6L2

Ebh3
cos g

� �
12L‘

Ebh3
cos gþ 6L2

Ebh3
sin g

� �

¼ DW1 þ DW2

2W � DW1 þ DW2

�2‘ sin gþ L cos gð Þ
2‘ cos gþ L sin gð Þ

(4.41)

This can be simplified by expressing (P1 þ P2) and (P1 � P2) in terms of the

height difference of the piezotube.

m ¼ DH1 þ DH2

2Ho � DH1 þ DH2

�2‘ sin gþ L cos gð Þ
2‘ cos gþ L sin gð Þ

� DH1 þ DH2

2Ho

�2‘ sin gþ L cos gð Þ
2‘ cos gþ L sin gð Þ

(4.42)
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For g ¼ 0, (4.41) reduces to (4.34), and (4.42) reduces to (4.35).

Method 2 (“aux” mode with perpendicular scan) is used to obtain 3D maps of

friction. The sample is scanned perpendicular to the long axis of the cantilever

beam (i.e., to scan along the y or –y direction in Fig. 4.10a), and the output of the

two horizontal quadrants of the photodiode-detector is measured. In this arrange-

ment, as the sample moves under the tip, the friction force will cause the canti-

lever to twist. Therefore, the light intensity between the left and right (L and R in

Fig. 4.10b, right) detectors will be different. The differential signal between the left

and right detectors is denoted as the friction force microscopy or FFM signal

[(L � R)/(L þ R)]. This signal can be related to the degree of twisting, hence to

the magnitude of friction force. Again, because of a possible error in determining

normal force due to the presence of an adhesive force at the tip-sample interface, the

slope of the friction data (FFM signal vs. normal load) needs to be taken for an

accurate value of coefficient of friction.

While friction force contributes to the FFM signal, it may not be the only

contributing factor in commercial FFM instruments. One can notice this by engaging

the cantilever tip with the sample. Before engaging, the left and right detectors can

be balanced by adjusting the position of the detectors so that the intensity difference

between these two detectors is zero (FFM signal is zero). Once the tip is engaged

with the sample, this signal is no longer zero even if the sample is not moving in the

xy plane with no friction force applied. This would be a detrimental effect. It has to

be understood and eliminated from the data acquisition before any quantitative

measurement of friction force becomes possible.

When the laser beam is reflected up and down due to a change of the normal

force, the intensity difference between the left and right detectors will also change

[9]. In other words, the FFM signal will change as the normal force applied to the tip

is changed, even if the tip is not experiencing any friction force. This FFM signal is

unrelated to friction force or to the actual twisting of the cantilever, but rather to

cross-talk effects, which can either be optical or mechanical in nature. We will call

this part of the FFM signal “FFMF”, and the part which is truly related to friction

force “FFMT”. The FFMF signal can be eliminated. One way of doing this is as

follows. First the sample is scanned in both y and –y directions, and the FFM signal

for scans in each direction is recorded. Since friction force reverses its direction

when the scanning direction is reversed from y to –y direction, the FFMT signal will

have opposite signs as the scanning direction of the sample is reversed (FFMT(y) ¼
–FFMT(–y)). Hence the FFMT signal will be canceled out if we take the sum of the

FFM signals for the two scans. The average value of the two scans will be related to

FFMF due to the misalignment,

FFM yð Þ þ FFM �yð Þ ¼ 2FFMF (4.43)

This value can therefore be subtracted from the original FFM signals of each of

these two scans to obtain the true FFM signal (FFMT). Alternately, by taking the

difference of the two FFM signals, one directly gets the FFMT value

FFM yð Þ � FFM �yð Þ ¼ FFMT yð Þ � FFMT �yð Þ ¼ 2FFMT yð Þ (4.44)
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Ruan and Bhushan [9] have shown that an error signal (FFMF) can be very large

compared to the friction signal FFMT, thus correction is required. An implementa-

tion of this method is shown in Fig. 4.12c, where the true friction signal as a

function of cantilever vertical deflection is shown for Pt. The coefficient of friction

obtained using method 1 is then used to convert the friction force into nN.

One can measure L and ℓ for a full implementation of the axial sliding method

(4.35). Instead of doing this, we use the following procedure. It has been observed

that the coefficient of friction for a Si3N4 or Si tip on single crystal silicon in

ambient air is approximately 0.05. Since the coefficient of friction is an interface

property, it is expected to be the same for Si3N4 or Si tips with varying dimensions

[45]. Hence, for a given Si3N4 or Si tip, measurements are first made on a single

crystal silicon sample in a perpendicular scan, and the conversion factor for the

lateral voltage signal is obtained based on a coefficient of friction of 0.05. This

conversion factor is then used to analyze friction data on the test sample. The

normal load is calculated from the normal stiffness and the photodetector sensitivity

(in V/nm). Since both the normal and lateral forces are known, the coefficient of

friction can be calculated.

The advantages of this technique are simplicity and ease of implementation.

However, the need for measuring the cantilever length and tip height provides a

source of measurement errors for this method.

Wedge Method

A schematic for the wedge method is shown in Fig. 4.13a. In the original work by

Ogletree et al. [46], the tip is scanned across a calibration sample containing trian-

gular features with two well-defined slopes. This is based on the knowledge that when

the tip is scanned across the sample surface, themeasured friction forces are generated

by both material effects as well as topography-induced effects [4, 47–50].

The approach for obtaining the coefficient of friction is as follows [46, 51]. At

any given load, the friction, F, and normal, W, forces depend on the direction of

motion, either uphill (denoted by subscript “u”) or downhill (denoted by subscript

“d”) and can be resolved in terms of the applied load, P, and horizontal force, T,
components. The total normal force includes the external applied force plus the

intrinsic adhesive force, A. For uphill motion

Wu ¼ P cosyþ Tu sinyþ Au

Fu ¼ �P sinyþ Tu cosy (4.45)

For downhill motion

Wd ¼ P cosy� Td sinyþ Ad

Fd ¼ P sinyþ Td cosy (4.46)
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It is assumed that the friction force is linearly related to the total normal force

[52, 53], such that

m ¼ Fu

Wu
¼ Fd

Wd
(4.47)

Substituting (4.45 and 4.46) into (4.47) and assuming that Au ¼ Ad ¼ A leads to

m ¼ �P sin yþ Tu cos y
P cos yþ Tu sin yþ A

¼ P cos y� Td sin y
P cos y� Td sin yþ A

(4.48)
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Fig. 4.13 Schematics of (a) cantilever torsion while sliding up and down on an inclined surface,

the basis of the wedge method, and (b) friction loops for flat, positively sloped and negatively

sloped surfaces
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In order to solve for m, Tu and Td will be related to experimentally measurable

parameters.

Equations (4.45) and (4.46) can be rearranged into

Tu ¼ P sin yþ mP cos yþ mA
cos y� m sin y

Td ¼ �P sin yþ mP cos yþ mA
cos yþ m sin y

(4.49)

Furthermore, Tu and Td can be related to the torsion moment M by

MTu ¼ Tuð‘þ h=2Þ

MTd ¼ Tdð‘þ h=2Þ (4.50)

where ℓ and h pertain to the tip length and cantilever thickness, respectively

(Fig. 4.3). Next, the friction loops for the flat, positively sloped and negatively

sloped surfaces are considered. Focusing on the two sloped regions shown in

Fig. 4.13b, the half-width of the friction loop, w, and the friction loop offset, D, are
measured experimentally. These two quantities are related to the torsion moment as

follows

w ¼ MTu �MTd

2
(4.51)

D ¼ MTu þMTd

2
(4.52)

Substituting (4.49) and (4.50) into (4.51) and (4.52) yields the following

w ¼ ‘þ h

2

� �
mPþ mA cos y
cos2y� m2sin2y

(4.53)

D ¼ ‘þ h

2

� �
P sin y cos yþ m2P sin y cos yþ m2A sin y

cos2y� m2sin2y
(4.54)

The lateral forces vary with the applied load such that it is necessary to define the

slopes w0 ¼ dw/dP and D0 ¼ dD/dP, obtained by taking the first derivative of

(4.53) and (4.54)

w0 ¼ acw
0
o ¼

dw

dP
¼ ‘þ h

2

� �
m

cos2y� m2sin2y
(4.55)
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D
0 ¼ acD

0
o ¼

dD
dP

¼ ‘þ h

2

� �
1þ m2ð Þ sin y cos y
cos2y� m2sin2y

(4.56)

where wo and Do are the experimentally-determined half-width of the friction loop

and the friction loop offset, respectively (both in volts), and ac is the lateral force

calibration factor (in N/V). In the limiting case of no friction, w
0 ! 0 and

D
0 ! tan y, as expected. It should be noted that by taking the derivatives (4.55

and 4.56), the adhesive force is eliminated from the equations needed for determin-

ing m. Finally, the expression for the coefficient of friction is obtained by dividing

(4.56) by (4.55).

mþ 1

m
¼ 2D

0

w0
sin 2y

(4.57)

After the coefficient of friction is determined, it can be used in either (4.50) or

(4.51) to calculate ac, and to obtain w and D in their proper units. Two values of m
are obtained from the quadratic equation in (4.57), and both roots are considered to

be equally good solutions. However, one of the roots could give a value for ms that is
large enough such that the denominator in either (4.55) or (4.56) becomes negative

(i.e., negative ac) As this is artificial, then this spurious value is disregarded, leaving
only one acceptable m.

An image of the SrTiO3 calibration sample with an inclination of 54�440 used by
Ogletree et al. [46], along with an example of the data they obtained using the

wedge method are presented in Fig. 4.14a. A limitation of the method is that it is

only suitable for sharp tips because large, blunt tips (such as colloidal probes) will

give unreliable data while sliding on the SrTiO3 surface, which is relatively steep.

In addition, crosstalk between deflection and torsion signals, signal drift, and laser

or cantilever misalignment, cause an uncertainty in identifying the zero point in the

torsion signal, affecting the value of the friction loop offset [51].

Varenberg et al. [51] applied the wedge method to a silicon calibration grating

instead of SrTiO3, shown in Fig. 4.14b. The use of the Si grating enables the

measurement of friction on a flat surface, aside from the sloped surfaces (with

slope of 54�440) measured in the original method. This allows measurements on

tips with large radii. Taking the measurement on a flat surface eliminates the

uncertainty of determining the zero point in the torsion signal, which is a limita-

tion of the original wedge method. In the following equations, the distinction

between the sloped and flat surface is made by the subscripts s and f. The

coefficient of friction on the sloped surface ms is obtained by taking the ratio of

(4.53) and (4.54) such that

Ds

ws
¼ P sin y cos yþ m2sP sin y cos yþ m2sA sin y

msPþ msA cos y
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or

sin y P cos yþ Að Þm2s �
Ds

ws
Pþ A cos yð Þms þ P sin y cos y ¼ 0 (4.58)

In (4.58), y, P and A are known. It should be recalled that the voltage outputs

Do,s and wo,s are being measured instead of Ds and ws. Since the ratio Ds/ws is taken

in (4.58), ac cancels out and the measured voltage outputs are sufficient. Also,

Do,s ¼ Do,s,measured – Do,f because the friction loop offset voltage of the flat surface

Do,f, is nonzero and must therefore be subtracted from the measured value on the

sloped surface.
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Fig. 4.14 (a) AFM image of the SrTiO3 calibration surface used in the original wedge method

(top), and experimental data for the wedge method (bottom). Lateral deflection signal for each

direction and topography measured on the (101) and (103) facets of the SrTiO3(305) calibra-

tion sample [46], and (b) schematic of the silicon calibration grating used by Varenberg et al. [51]
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After determining a value for ms, the calibration constant ac is then obtained

from either (4.53) or (4.54) so that the lateral force can be calculated from the

voltage data. The quadratic equation (4.58) yields two values for ms. The real

solution is one that would not result in a negative value for the quantities in

either (4.53) or (4.54).

The advantage of using (4.58) over the ratio of the derivatives (4.57) is that by

using the silicon grating, one set of load and friction loop is sufficient in calculating

the coefficient of friction, whereas for SrTiO3, multiple load settings are necessary.

The coefficient of friction on the flat surface mf, can be determined by substitut-

ing y ¼ 0� into (4.53) such that

mf ¼
1

‘þ h
2

� � wf

Pþ Að Þ ¼
bc

‘þ h
2

� � wo

Pþ Að Þ ¼
acwo

Pþ Að Þ (4.59)

where bc is a calibration factor in (N m/V) given as ac ¼ bc
‘þ h

2

� � .
The two values for the coefficient of friction, ms and mf, corresponding to the

sloped and flat surfaces, respectively, may not necessarily be equal, but has been

shown byVarenberg et al. [51] to be close to each other. The advantages of this using

the Si grating over the wedge method with SrTiO3 are: Si is a commercially-

available calibration grating, the method can be performed at any single applied

load, and that all types of cantilevers (sharp and colloidal tips with a radius of

curvature up to 2 mm) can be calibrated. The use of silicon grating limits the

applicability of the wedge experiment to tips with small cone angles. For tips with

larger cone angles and radii of curvature, the data becomes unreliable due to the high

slope of the silicon grating surface. To address this, Tocha et al. [54] proposed

another modification to the calibration sample used. They used a silicon surface

milled by a focused ion beam (FIB) such that notches with slopes of 20�, 25�, 30� and
35� (relative to the wafer surface) were present. The advantage of scanning on less

steep slopes is that larger tips, such as colloidal probes with radius of curvature

greater than 2 mm, can be calibrated, in addition to the sharp integrated tips.

The wedge method is not as convenient as the axial sliding technique

(Sect. 4.4.1.1). For a flat portion of the calibration grating, it depends not only on

the signal output of the AFM, but also requires the cantilever dimensions (4.59). The

wedge method requires a calibration standard (either SrTiO3 or Si), and in addition,

the method presented above is computationally not straightforward. It has also been

shown that the pull-off force value used in the calculations is a major source of

measurement errors in the implementation of the wedge method [55]. Expressions

for the friction loop parameters were derived to take into account adhesive forces.

Other sources of error related to the detection of cantilever deflection have been

identified, which affects the measured m. This includes a non-zero lateral deflection
of the cantilever in the absence of applied torque, variation in cantilever deflection

(which in turn affects lateral deflection) due to feedback response limitations, and

the susceptibility of the lateral signal to optical interference effects. The latter two

are relevant to other techniques as well.
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Lever Method

The lever method for torsional stiffness determination is shown schematically in

Fig. 4.15, where a lever assembly consisting of a glass fiber and a silica sphere is

attached to a tipless cantilever [56]. It should be noted that a similar technique was

proposed by Bogdanovic et al. [57], but is only suitable for rectangular cantilevers.

A hammerhead cantilever configuration has been proposed by Reitsma [58] which

allows in situ calibration and friction measurements. Placement of a colloidal probe

off the center of the cantilever [59] is another adaptation of the lever method that

has been proposed.

In the lever method, the force-distance curve is obtained using the cantilever of

interest prior to lever attachment in order to get the vertical detector sensitivity of

the cantilever, cz (in m/V) which is the slope of the constant compliance region [56]

cz ¼ z0

DVz
(4.60)

where z0 is the cantilever deflection without the lever, and DVz is the change in the

vertical voltage. Next, the cantilever deflection after attachment of a lever with

length l is considered. If a cantilever with the attached lever is pressed against the

sample, the calibration factor for the vertical deflection with an attached lever, cz,L
(in m/V) is given by

cz;L ¼ z

DVz
(4.61)

where z is the resulting deflection. The calibration factor e, which converts the

measured lateral voltage DVy into an applied torque MT, is defined as

MT ¼ eDVy (4.62)

The torque is from the applied force F acting on the lever, i.e., MT ¼ Fl. This
applied force causes a change in both the vertical and lateral voltage signals. In the

vertical direction, F ¼ kz z
0. Substituting this and (4.60) into the basic definition for

torque yields

MT ¼ kz cz DVz l (4.63)

Fig. 4.15 Schematic of the

lever method (adapted from

[56])
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By combining (4.62) and (4.63), an expression for e is obtained

e ¼ czkzl
DVz

DVy
(4.64)

By applying a known torque to the cantilever while measuring the change in the

angular deflection of the cantilever f, the torsional stiffness can be directly

calculated from MT ¼ kff. The angular deflection is obtained from the difference

between the vertical movement of the lever and that of the cantilever itself, divided

by the lever length such that

f ¼ z� zoð Þ
l

¼ z� czDVzð Þ
l

¼ z 1� cz cz;L
�� �

l
(4.65)

By substituting this to (4.63), the expression for kfis obtained as

kf ¼ kzl
2

cz;L=cz � 1
� � (4.66)

In this method, the friction force acting on the tip with height ℓ (with the lever no
longer present) can be determined independently from the torsional stiffness as long

as the calibration factor e (4.64) is known. In this case,MT ¼ Fℓ. By relating this to
(4.64), the following is obtained

F ¼ eDVy

‘
(4.67)

The main disadvantage of this technique is that it is only practically applicable

to tipless cantilevers due to the necessity of attaching a lever to the cantilever of

interest in the calibration procedure, which in itself is difficult and time consum-

ing in practice. It can be used on cantilevers with integrated tips as long as the tip

is not affected when the glass lever is attached to the cantilever of interest.

Particle Interaction Apparatus

The so-called particle interaction apparatus relies on the presence of a reference

cantilever oriented perpendicular to the cantilever of interest, which in turn, con-

tains an attached spherical particle (colloidal probe). As shown in Fig. 4.16a, this

part is denoted as the calibration experiment [60]. The second part is the friction

experiment where the cantilever with the colloidal probe slides on a flat surface.

This is shown in Fig. 4.16b, along with the definition of the relevant parameters for

this technique.
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The lateral sensitivity cy (in m/V) is defined as the ratio of the total lateral

displacement on the lateral voltage DVy. In this method, two lateral sensitivities are

determined. First, the calibration experiment is performed where the reference

cantilever is pushed against the cantilever of interest, and the lateral sensitivity of

the reference crefy is obtained as [60]

crefy ¼ yo þ yref
DVy

(4.68)

where the displacement comes from both the tip yo and the reference yref. After-
wards, the friction experiment is performed on a rigid flat surface instead of the

reference cantilever in order to obtain the lateral sensitivity of the cantilever on the

rigid surface c0y

c0y ¼
yo
DVy

(4.69)

where the displacement is solely from the tip. By substituting (4.69) into (4.68), the

sensitivity of the reference cantilever is expressed as

crefy ¼ c0y þ
yref
DVy

(4.70)

a

b

Fig. 4.16 (a) Schematic of

the particle and reference

cantilever in the particle

interaction apparatus, and

(b) schematic of the front

view of a particle attached

to a cantilever in contact with

the surface in the particle

interaction apparatus. The

equilibrium position is shown

on top. At the bottom

illustration, normal force has

been applied, leading to

rotation of the particle by

angle y (Adapted from [60])
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During the calibration experiment the forces acting on the cantilever of interest

and the reference are equal such that

k
0
yTy

0 ¼ krefz yref (4.71)

By substituting (4.71) into (4.70), the lateral stiffness of the cantilever, k
0
yT , is

related to the normal stiffness of the reference cantilever, krefz , by

k
0
yT ¼ crefy � c0y

c0y
krefz (4.72)

The torque applied to the cantilever by a lateral force F is given by MT ¼ Fl,
where l is the length of the lever arm. During calibration with the reference, the

length of the lever arm is given by

l
0 ¼ 1

2
Dþ hð Þ (4.73)

In the friction experiment on the rigid flat surface, l is given by

l ¼ Dþ h

2

� �
(4.74)

where h/2 takes into consideration that the twisting axis is located in the middle of

the thickness of the cantilever.

Since the torque is also related to the twist of the cantilever f (Fig. 4.16b) by

MT ¼ kff, the lateral stiffness can be expressed as

kyT ¼ kf
l2

(4.75)

Equation (4.75) can be used to relate the lateral force constant from the calibra-

tion k
0
yTand that from the friction experiment, kyT, as follows

kyT

k
0
yT

¼ l
0

l

� �2
(4.76)

The expressions for the length of the lever arm can then be substituted into (4.76)

such that

kyT ¼ k
0
yT

Dþ h

2Dþ h

� �2
(4.77)
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By substituting (4.77) into (4.72) the lateral stiffness is obtained

kyT ¼ crefy � c0y
c0y

krefz

Dþ h

2Dþ h

� �2
(4.78)

The lateral force during the friction experiment is obtained once kyT is known by
using

F ¼ kyTcyDVL (4.79)

where

cy ¼ coy
Dþ h

2Dþ h

� �
(4.80)

As presented above, this particle interaction approach only gives a value for the

lateral stiffness, and the torsional stiffness is determined indirectly by using the

relationship kyT ¼ kf l2
�

. A disadvantage of this method is that it is limited in

applicability; it is only suited for colloidal probes. In addition, the normal stiffness

of the reference cantilever is required. Another limitation is that this method

requires the measurement of the cantilever thickness and the diameter of the

attached particle, which requires SEM for highest accuracy.

Miscellaneous Methods

The following are examples of methods where either limitations in the technique or

the need for additional instrumentation for measuring the lateral force or the

torsional stiffness may not facilitate their routine implementation.

Stiernstedt et al. [61] proposed a method for measuring the coefficient of friction

while sliding in the axial direction. This method is based on the observed hysteresis

of the slope of the photodetector signal versus piezo distance during approach and

withdrawal of the tip on the surface [61–64]. The hysteresis is caused by the tilt of the

cantilever (approx. 10�–15�) relative to the horizontal axis, which causes the tip to

slide on the substrate during the acquisition of the curve for the normal load (“force

curve”). As shown in the left side of Fig. 4.17a, L0 is the length of the flexible part of
the cantilever, and L1 is the length of the adhesive holding the probe. A tip (or

colloidal probe) with length L2 is attached at the point L1 þ L0 from the base of the

cantilever. g0 is the angle of the cantilever relative to the horizontal axis. Before

contact, the vertical separation between tip and substrate is h. During contact, a

normal forceW and torqueMT applied to the end of the cantilever causes a deflection

at the end of the beam, y, and an additional deflection, g, such that the actual angle of
the tip is g0 þ g (right side of Fig. 4.17a). This compliance hysteresis analysis

accounts for the presence of friction between the tip and substrate during contact,
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Nanobalance

Movement of the platform during tip sliding

γ0+γγ0

h

P
T

Dy

Dy

a

b

M
M

c

d

Fig. 4.17 Schematics of (a) the tip-surface contact showing horizontal sliding of the tip in the

compliance hysteresis method (Adapted from [61]), (b) lateral electrical nanobalance and move-

ment of the platform (Dy) during the tip sliding [65], (c) Lorentz force induction technique [66],

and (d) diamagnetic levitation spring system [67]
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and removes the effect of friction from the measured forces. One main disadvantage

of this method is that it is not a direct means for converting the observed deflection

signal into the lateral force. The authors used the lever method (discussed in

Sect. 4.4.1.3) to calibrate their cantilever. On the other hand, this method provides

a direct way of determining the coefficient of friction, provided that the angle of tip

tilt relative to the horizontal axis is accurately known. This method is also unsuitable

for materials exhibiting viscoelasticity, where the observed hysteresis is from

relaxation of the stresses in the material and not from friction. In addition, the

method outlined above is computationally not straightforward.

The lateral electrical nanobalance (LEN), shown in Fig. 4.17b, was developed at

the National Physical Laboratory in the United Kingdom. It is a comb actuator-

based MEMS device fabricated by silicon-on-insulator micromachining [65]. The

nanobalance consists of a gold-coated silicon platform suspended on cantilever

beams. The platform contains a 3 mmwide slit, which the AFM tip will enter as it scans

the surface. The displacement of the platform as the tip enters the slit is a measure of

lateral displacement. Prior to a cantilever calibration, the nanobalance displacement

is calibrated in order to obtain its static and dynamic displacement properties, and to

separate actual mechanical displacement from parasitic capacitances. In the canti-

lever calibration experiment, the tip is scanned in and out of the nanobalance

platform in this device. The lateral force is the product of the lateral spring constant

and the lateral displacement of the platform as during the scan. The torsional

stiffness is obtained by taking the ratio of the stiffness of the device and the slope

of the recorded lateral force signal when scanning on the platform. The authors

reported that the precision of the measured lateral force is around�7%. However, a

limitation of this technique is that the deflection signal is susceptible to nonlinear

behavior and crosstalk between lateral and normal force signals.

Jeon et al. [66] measured the torsional stiffness without the application of a

normal load by inducing the Lorentz force when the cantilever of interest was

positioned between two strong permanent magnets (Fig. 4.17c). The Lorentz force

(FM) was developed by applying an electric current to the cantilever in a magnetic

field. The torsional stiffness of the cantilever of interest can be obtained by using

the relationship between the magnetic torque and the torque induced by the twisting

of the cantilever

kf ¼ 1

f
NISB sin y (4.81)

where N is the number of current loops (1), I is the current and S is the area of the

cantilever tip, B is the magnetic field, and y is the angle between the applied

magnetic field and the normal to the cantilever plane. Unfortunately, the technique

is not straightforward to implement, as it requires knowledge of the cantilever

geometry, as well as the need for a magnetic field source, and the requirement that

the cantilever should be metal-coated in order to form a circuit.

Another instrumentation-based lateral force calibration technique was proposed

by Li et al. [67]. As shown in Fig. 4.17d, the calibration of the lateral force constant
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was performed by placing the cantilever on a set-up where the specimen is mounted

on a pyrolytic graphite sheet and four magnets. Since the graphite sheet levitates in

a magnetic field, it acts as a spring system. When the tip is in contact with the surface,

the magnets and the AFM base are scanned laterally, with the normal load held

constant. Then, the photodetector voltage is recorded relative to the lateral force

displacement. The stiffness of the levitation system is evaluated from the natural

vibration frequencies of the system. In the cantilever calibration experiment, the lateral

photodetector output is monitored as a function of the lateral spring displacement,

which is assumed to be predominantly from the magnetic spring (tip displacement

assumed to be negligible). This allows the measurement of the lateral stiffness with

a reported accuracy on the order of 0.1%. The major disadvantage of this technique

is the need for additional instrumentation for the diamagnetic levitation system.

4.4.2 Dynamic Methods

Torsional Added Mass Method

The added mass method for determining stiffness was extended to enable the

calibration of the torsional stiffness [68]. They used an approach similar to that

used in the determination of the normal stiffness. In this case, the radial resonance

frequency of torsional vibration, oT, changes upon addition of a mass

o2
T ¼ kf

Js þ Je
(4.82)

where kf is the torsional stiffness, Je is the effective mass moment of inertia, and Js
is the mass moment of inertia of the added mass ms, where Js ¼ 7

5
msr

2. The mass of

the sphere can be expressed in terms of the sphere’s radius r and density rs such that

Js ¼ 7

5
msr

2 ¼ 28

15
prsr

5 (4.83)

Substitution of (4.83) into (4.82) gives an expression for the torsional stiffness

[68]

28prsr
5

15
¼ kf

o2
T

� Je (4.84)

A plot of Js vs. oT
�2 will give a straight line with a slope equal to kf. An

example of the application of the torsional added mass method is shown in

Fig. 4.18.

Similar to the added mass method for normal stiffness determination, this

technique can potentially damage the cantilever, and errors in determining the
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radius and density of the added mass directly affect the measured torsional stiffness.

In addition, placement of the added mass away from the axis or away from the free

end of the cantilever can change the kf by as much as 25% [68].

Torsional Resonance Method

In this technique by Green et al. [68], the resonance method for normal stiffness

determination [38, 39] was extended for determining the torsional stiffness. On the

assumption that L >> b >> h, kf for a rectangular beam is given by [69]

kf ¼ 1

3p
rcb

3hLo2
T;vac (4.85)

where oT,vac is the resonance frequency of torsional vibration in vacuum. The

quantity oT,vac can be related to its corresponding value in a fluid medium (e.g.,

air) oT by [68]

oT;vac ¼ oT 1þ 3prf b

2rh
GT
r oTð Þ

� �1=2
(4.86)

where GT
r is the real part of the hydrodynamic function. The density of the cantile-

ver is given by the following

rch ¼ 3prf b

2
QTGT

i oTð Þ � GT
r oTð Þ� 	

(4.87)

where QT is the quality factor of the resonance peak of torsional vibration in a fluid

medium. By substituting (4.86) and (4.87) into (4.85), the torsional stiffness is

given by [68]

kf ¼ 0:1592rf b
4LQTo2

TG
T
i oTð Þ (4.88)
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Fig. 4.18 Mass moment of

inertia as a function of the

square of the angular

frequency of torsional

vibration, where the slope is

the torsional stiffness

(Adapted from [68])
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Figure 4.19 shows the thermal noise spectra due to flexural vibration, torsional

vibration and a combination of the two [68]. All three are shown to emphasize that

data is usually a combination of the flexural and torsional vibration, and that the

source of each peak should be analyzed with care. The peaks due to flexural and

torsional vibration can be distinguished by picking the appropriate detector signals.

Data from the middle plot should be used to obtain the torsional stiffness using this

resonance technique.

An advantage of this technique is that it is relatively simple. However, the model

relies on cantilever dimensions, which are sources of measurement uncertainty. In

addition, it relies on knowledge of the Reynolds number of the fluid medium and

the determination of the hydrodynamic function. It must be noted that the resonance

method discussed here is based on the geometry of a rectangular cantilever beam.

A solution to the hydrodynamic function is needed to extend this technique to

triangular cantilevers. Alternatively, a wafer with both rectangular and triangular

cantilevers present can be used, as described in Sect. 4.3.2.2.

Calculation of Lateral Force from Torsional Stiffness

In the dynamic methods discussed in Sects. 4.4.2.1 and 4.4.2.2, the torsional

stiffness kf (in N m) is obtained. Calculation of the lateral force from kf is not

straightforward in this case and an additional step is necessary. Photodetector

calibration is necessary in order to obtain the torsional sensitivity (in V/rad).

Pettersson et al. [13] describes a procedure for the torsional calibration of the

photodetector. Alternatively, if kf is converted into kyT, the lateral sensitivity can

be determined [70].

An example of a procedure which can be implemented in general is the “optical

geometry” method proposed by Liu et al. [71]. They derived a relationship for

the lateral force as the product of the half-width of the friction loop multiplied by
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a constant involving the stiffness parameter. This parameter is the product of kf, kz,
the sensitivity of the input channel of the FFM and the tip length, divided by the

product of the normal sensitivity of the force curve slope, the coefficient relating

the sensitivities of the FFM and AFM photodiode pairs and a constant which relates

the normal bending angle and the bending force acting on the cantilever tip. The

normal bending is calculated with the knowledge of the cantilever’s material

properties and dimensions. These parameters are necessary in order to relate cantile-

ver bending and torsion. The half-width of the friction loop and the sensitivity of the

FFM input channel are related to the change in the photodiode signal resulting from

torsion. This, in turn, is related to the change in photodiode signal from bending, the

coefficient relating the sensitivities of the FFM and AFM and the cantilever’s

normal bending angle. As discussed earlier, the material properties and cantilever

dimensions are sources of measurement uncertainties such that this method for

calculating the lateral force from the torsional stiffness may not be accurate.

4.4.3 Discussion

Table 4.2 lists the highlights for the lateral force and stiffness calibration methods

discussed above. Quantitative measurement and calibration of the lateral force is

not as straightforward as the corresponding methods for the normal force. This is

because lateral motion involves bending or torsion of the cantilever during sliding

in the parallel or perpendicular direction, relative to the long axis of the cantilever,

respectively. Aside from classifying the methods discussed above as either static or

dynamic, they can also be differentiated based on the measurable parameters that

each model provides. The axial bending, wedge, and compliance hysteresis tech-

niques all result in a value for the coefficient of friction. The lateral force can be

easily calculated afterwards. Meanwhile, the lever, particle interaction, torsional

added mass, and torsional resonance methods all give a value of the stiffness

(torsional, or torsional and lateral). The stiffness can be used to calculate the lateral

force, although it is not straightforward in the case of the torsional added mass and

torsional resonance methods.

The distinction can also be made based on classifying them as “one-step” and

“two-step” methods. Some methods, such as axial sliding and wedge, provide a

direct means (one-step) for obtaining the lateral force. Meanwhile, other calibration

techniques, such as the lever particle interaction, torsional added mass, and tor-

sional resonance methods, consist of two steps. The first step is the determination of

the torsional or lateral stiffness. The second step is the determination of the

photodetector sensitivity (V/rad or V/m).

In evaluating the various techniques for measuring the lateral force of the

cantilever, both the ease of implementation as well as the limitations of the respec-

tive models should be taken into consideration. The axial bending method is simple

to implement, but the requirement of measuring the length of the cantilever and the

tip introduces uncertainty into the resulting value of the coefficient of friction.
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The wedge method depends solely on the signals obtained during the friction

experiment (on the sloped surfaces) and not on any cantilever dimension or property,

which makes this technique desirable. Another benefit of this technique is that it can

be used to ascertain the state of tip geometry [72]. However, it should be noted that

the procedures described for performing the wedge method calibration have their

own caveats. The use of a relatively steep calibration standard limits the appli-

cability of the wedge method to sharp tips and colloidal probes with small radii of

curvature. As pointed out earlier, inaccuracies in the pull-off force could affect the

coefficient of friction obtained. Also, this method is not mathematically straight-

forward since careful consideration has to be made in selecting between the two

values obtained in the quadratic equation solving for the coefficient of friction.

The lever and particle interaction methods are based on measuring the angular

deflection of the cantilever and can measure both the torsional stiffness and lateral

force. However, both the lever and particle interaction methods appear to be compli-

cated to implement experimentally. The lever method is only practical for tipless

cantilevers, while there is a risk of damaging the cantilever or dislodging the

colloidal probe in the particle interaction method. The particle interaction method

is also limited because it is only applicable to colloidal probes.

The compliance hysteresis method is performed in the longitudinal direction and

yields a value of the coefficient of friction similar to the axial sliding and wedge

methods. However, the model requires the tilt of the cantilever and its length, which

may cause artifacts if measured incorrectly. Also, the computation method is not

very straightforward.

The lateral electrical nanobalance (LEN), Lorentz force induction, and diamag-

netic levitation spring methods are examples of novel calibration techniques that

require the use of additional instrumentation in order to induce cantilever twisting

andmeasure the resulting lateral displacement. It should be pointed out that there are

other instrument-based methods that have been proposed in the literature. However,

they were not included in the review, because either the measurement principle is

similar to the ones discussed here, or the method is largely dependent on cantilever

properties (such as mechanical properties of the cantilever and its dimensions).

Two of the calibration procedures discussed in Sect. 4.4.1 under “Miscellaneous

methods” are noteworthy due to their reported accuracy. Cumpson et al. [65] reported

that in the LEN method, the lateral force uncertainty is as low as �7%, while the

diamagnetic levitation method was reported to measure stiffness values with accu-

racy on the order of 0.1%. The Lorentz force induction method is of interest because

it does not require the application of normal load, such that deflection is nominally

zero, such that a pure torsional response is obtained. However, these potential

advantages are outweighed by the requirement to acquire (or construct) and calibrate

the measurement set-ups that will then be used to calibrate the cantilever.

The dynamic techniques (added mass and resonance) for determining the tor-

sional stiffness have advantages and disadvantages similar to the normal stiffness

methods that they were originally derived from. For the added mass technique, the

main concern is the possibility of cantilever damage from the added sphere. In

addition, the use of an inaccurate value for the sphere, as well as errors in placement
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of the sphere (e.g. off-axis), will lead to significant errors. For the resonance

technique, an advantage is that the procedure enables the simultaneous determina-

tion of both the torsional and normal stiffness. However, the need for the dimen-

sions of the cantilever (length and width) is a disadvantage as it adds some

uncertainty in the measurement. Another disadvantage is that the lateral force

cannot be determined easily from the torsional stiffness using these dynamic

methods. An additional procedure to determine the sensitivity of the photodetector

is necessary in order to complete the quantification of the lateral force.

Among all the techniques presented, the axial sliding, wedge and torsional

resonance methods are preferred for calibrating lateral forces. These techniques

are not limited to cantilever geometry and can be used on both integrated tips and

colloidal probes. The first one (axial sliding) is recommended due to its relative

simplicity, and the latter two, though not as convenient to implement, also have

minimal susceptibility to cantilever damage. However, it should be pointed out that

the wedge and torsional resonance methods have some susceptibility to measure-

ment uncertainties, as described earlier.

It should be noted that one of the sources of error not discussed so far is the

crosstalk (either optical or mechanical in nature) between the signals corresponding

to lateral and normal cantilever deflection, as this is difficult to eliminate in general.

Optical crosstalk takes place because of the rotational misalignment of the PSD.

This causes an error in the topography and friction measurements, and is particu-

larly pronounced for nanostructures with significant local variations in frictional

properties [73]. Various approaches exist in the literature to analyze optical cross-

talk [1, 2, 70]. Mechanical crosstalk is caused by the positional offset of the tip

relative to the symmetry axis of the cantilever. The mechanical crosstalk artifact

can be corrected for by using a set of relationships that account for the offset caused

by the non-orthogonal alignment of the PSD in combination with the AFM tip being

off-centered relative to the cantilever [74].

4.5 Outlook

Over the years, the use of the AFM has expanded beyond surface profiling to

capabilities such as the nanomanipulation and the measurement of various physical

properties. There is a need to calibrate the normal and lateral forces of AFM

cantilevers in order to properly use AFM data in studies of tribological and mecha-

nical properties, and as presented in this chapter, various techniques are available.

For calibrating the normal forces, the reference cantilever, resonance, and ther-

mal noise methods are desirable. The use of a reference cantilever is recommended

due to the simplicity of this method. The resonance and thermal noise methods are

both relatively simple to implement, and the latter technique is regarded to provide

accurate values of the normal stiffness as it is the least susceptible to measurement

uncertainties. For lateral forces, the axial sliding, wedge and torsional resonance

methods are desirable. The axial sliding technique is a simple technique. The wedge
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and torsional resonance methods are noteworthy as they possess minimal suscepti-

bility to cantilever damage. However, there are other sources of measurement

uncertainties involved with these techniques, most notably the effect of the pull-

off force on the wedge method and the need for cantilever dimensions in the tor-

sional resonance method.

There is a need to further understand the effect of optical and mechanical

crosstalk, with the latter having been less studied so far. It would be of great benefit

to experimentalists to have simple tools to deconvolute signal artifacts, thus ensur-

ing accuracy in the measurement and analysis of normal and lateral forces. Lastly, it

should be pointed out that most of the available calibration techniques are more

applicable to the rectangular cantilever due to the simplicity of its geometry. Since

in practice, triangular cantilevers are as widely-used as the rectangular cantilever,

more geometry-independent experimental techniques should be developed.

Appendix – Nomenclature

Roman Symbols
A Adhesive force

a Amplitude

b Cantilever width

bl Width of the leg in a triangular cantilever

c Photodetector sensitivity

d Distance of the tip to the edge of the cantilever

E Young’s modulus

F Friction force (lateral force)

f Frequency of the cantilever

G Shear modulus

H Piezo tube height in axial sliding method

h Cantilever thickness

I Area moment of inertia

J Mass moment of inertia

kB Boltzmann’s constant

kx Cantilever stiffness in the direction parallel to the longitudinal axis

kyB Cantilever stiffness in the direction perpendicular to the longitudinal axis due to

bending

kyT Cantilever stiffness in the direction perpendicular to the longitudinal axis due to

applied torque

kz Cantilever stiffness in the normal direction

kf Cantilever torsional stiffness

L Cantilever length

l Lever length

ℓ Tip length

MT Torsion moment

m Mass of the cantilever

m* Effective mass of the cantilever

ms Mass of added particle

(continued)
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P Normal load component in axial sliding method, or applied load in the wedge

method

p Area of the power spectrum in the thermal noise method

Q Quality factor

r Radius of added particle

T Temperature (in thermal tune method), or friction/horizontal force component

(in axial sliding, wedge and compliance hysteresis methods)

W Normal load

w Half width of the friction loop in the wedge method

z Cantilever deflection

Greek Symbols
a One-half the included angle between the legs of a triangular cantilever

ac,bc Lateral force calibration factors in the wedge method

g Cantilever tilt relative to horizontal axis

D Friction loop offset in the wedge method

dI,II Deflection of the cantilever in the parts I and II

e Calibration factor in the lever method

� Viscosity of fluid medium

m Coefficient of friction

n Poisson’s ratio

r Density

y Inclination of calibration standard in the wedge method

yII Rotation of the legs of a triangular cantilever in the longitudinal direction

f Cantilever rotation from applied torque

o Angular frequency of the cantilever

G Hydrodynamic function in the resonance method

B Damping ratio
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Chapter 5

Noncontact Atomic Force Microscopy

and Related Topics

Franz J. Giessibl, Yasuhiro Sugawara, Seizo Morita, Hirotaka Hosoi,

Kazuhisa Sueoka, Koichi Mukasa, Akira Sasahara, and Hiroshi Onishi

Abstract Scanning probe microscopy (SPM) methods such as scanning tunneling

microscopy (STM) and noncontact atomic force microscopy (NC-AFM) are the

basic technologies for nanotechnology and also for future bottom-up processes.

In Sect. 5.1, the principles of AFM such as its operating modes and the NC-AFM

frequency-modulation method are fully explained. Then, in Sect. 5.2, applications

of NC-AFM to semiconductors, which make clear its potential in terms of spatial

resolution and function, are introduced. Next, in Sect. 5.3, applications of NC-AFM

to insulators such as alkali halides, fluorides and transition-metal oxides are

introduced. Lastly, in Sect. 5.4, applications of NC-AFM to molecules such as

carboxylate (RCOO–) with R ¼ H, CH3, C(CH3)3 and CF3 are introduced. Thus,

NC-AFM can observe atoms and molecules on various kinds of surfaces such as

semiconductors, insulators and metal oxides with atomic or molecular resolution.

These sections are essential to understand the state of the art and future possibilities

for NC-AFM, which is the second generation of atom/molecule technology.

The scanning tunneling microscope (STM) is an atomic tool based on an electric

method that measures the tunneling current between a conductive tip and a

conductive surface. It can electrically observe individual atoms/molecules. It can

characterize or analyze the electronic nature around surface atoms/molecules. In

addition, it can manipulate individual atoms/molecules. Hence, the STM is the first

generation of atom/molecule technology. On the other hand, the atomic force

microscopy (AFM) is a unique atomic tool based on a mechanical method that

can even deal with insulator surfaces. Since the invention of noncontact AFM

(NC-AFM) in 1995, the NC-AFM and NC-AFM-based methods have rapidly

developed into powerful surface tools on the atomic/molecular scales, because

NC-AFM has the following characteristics: (1) it has true atomic resolution, (2) it

can measure atomic force (so-called atomic force spectroscopy), (3) it can observe

even insulators, and (4) it can measure mechanical responses such as elastic

deformation. Thus, NC-AFM is the second generation of atom/molecule technol-

ogy. Scanning probe microscopy (SPM) such as STM and NC-AFM is the basic

technology for nanotechnology and also for future bottom-up processes.

B. Bhushan (ed.), Nanotribology and Nanomechanics,
DOI 10.1007/978-3-642-15283-2_5, # Springer-Verlag Berlin Heidelberg 2011
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In Sect. 5.1, the principles of NC-AFMwill be fully introduced. Then, in Sect. 5.2,

applications to semiconductors will be presented. Next, in Sect. 5.3, applications to

insulators will be described. And, in Sect. 5.4, applications to molecules will be

introduced. These sections are essential to understanding the state of the art and

future possibilities for NC-AFM.

5.1 Atomic Force Microscopy (AFM)

The atomic force microscope (AFM), invented by Binnig [1] and introduced in

1986 by Binnig et al. [2] is an offspring of the scanning tunneling microscope

(STM) [3]. The STM is covered in several books and review articles, e.g. [4, 5, 6, 7,

8, 9]. Early in the development of STM it became evident that relatively strong

forces act between a tip in close proximity to a sample. It was found that these

forces could be put to good use in the atomic force microscope (AFM). Detailed

information about the noncontact AFM can be found in [10, 11, 12].

5.1.1 Imaging Signal in AFM

Figure 5.1 shows a sharp tip close to a sample. The potential energy between the tip

and the sample Vts causes a z-component of the tip–sample force Fts ¼�∂Vts/∂z.
Depending on the mode of operation, the AFM uses Fts, or some entity derived from

Fts, as the imaging signal.

Unlike the tunneling current, which has a very strong distance dependence, Fts

has long- and short-range contributions. We can classify the contributions by their

range and strength. In vacuum, there are van-der-Waals, electrostatic and magnetic

forces with a long range (up to 100 nm) and short-range chemical forces (fractions

of nm).

The van-der-Waals interaction is caused by fluctuations in the electric dipole

moment of atoms and their mutual polarization. For a spherical tip with radius R

Tip

Sample

Fig. 5.1 Schematic view of an AFM tip close to a sample
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next to a flat surface (z is the distance between the plane connecting the centers of

the surface atoms and the center of the closest tip atom) the van-der-Waals potential

is given by [13]

VvdW ¼ �AH

6z
: (5.1)

The Hamaker constant AH depends on the type of materials (atomic polarizability

and density) of the tip and sample and is of the order of 1 eV for most solids [13].

When the tip and sample are both conductive and have an electrostatic potential

difference U 6¼ 0, electrostatic forces are important. For a spherical tip with radius

R, the force is given by [14]

Felectrostatic ¼ � pe0RU2

z
: (5.2)

Chemical forces are more complicated. Empirical model potentials for chemical

bonds are the Morse potential (see e.g. [13])

VMorse ¼ �Ebond 2e�kðz�sÞ � e�2kðz�sÞ
� �

(5.3)

and the Lennard-Jones potential [13]

VLennard�Jones ¼ �Ebond 2
s6

z6
� s12

z12

� �
: (5.4)

These potentials describe a chemical bond with bonding energy Ebond and equilib-

rium distance s. The Morse potential has an additional parameter: a decay length k.

5.1.2 Experimental Measurement and Noise

Forces between the tip and sample are typically measured by recording the deflection

of a cantilever beam that has a tip mounted on its end (Fig. 5.2). Today’s micro-

fabricated silicon cantilevers were first created in the group of Quate [15, 16, 17]

and at IBM [18].

The cantilever is characterized by its spring constant k, eigenfrequency f0 and
quality factor Q.

For a rectangular cantilever with dimensions w, t and L (Fig. 5.2), the spring

constant k is given by [6]

k ¼ EYwt
3

4L3
; (5.5)
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where EY is the Young’s modulus. The eigenfrequency f0 is given by [6]

f0 ¼ 0:162
t

L2

ffiffiffi
E

r

s
; (5.6)

where r is the mass density of the cantilever material. The Q-factor depends on the
damping mechanisms present in the cantilever. For micromachined cantilevers

operated in air, Q is typically a few hundred, while Q can reach hundreds of

thousands in vacuum.

In the first AFM, the deflection of the cantilever was measured with an STM; the

back side of the cantilever was metalized, and a tunneling tip was brought close to it

to measure the deflection [2]. Today’s designs use optical (interferometer, beam-

bounce) or electrical methods (piezoresistive, piezoelectric) to measure the cantile-

ver deflection. A discussion of the various techniques can be found in [19],

descriptions of piezoresistive detection schemes are found in [17, 20] and piezo-

electric methods are explained in [21, 22, 5, 24].

The quality of the cantilever deflection measurement can be expressed in a

schematic plot of the deflection noise density versus frequency as in Fig. 5.3.

The noise density has a 1/f dependence for low frequency and merges into a

constant noise density (white noise) above the 1/f corner frequency.

5.1.3 Static AFM Operating Mode

In the static mode of operation, the force translates into a deflection q0 ¼ Fts/k of

the cantilever, yielding images as maps of z(x, y, Fts ¼ const.). The noise level

of the force measurement is then given by the cantilever’s spring constant k times

the noise level of the deflection measurement. In this respect, a small value for k
increases force sensitivity. On the other hand, instabilities are more likely to occur

with soft cantilevers (Sect. 5.1.1). Because the deflection of the cantilever should be

[110]

w
L

q'

[001]
t

Fig. 5.2 Top view and side view of a microfabricated silicon cantilever (schematic)
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significantly larger than the deformation of the tip and sample, the cantilever should

be much softer than the bonds between the bulk atoms in the tip and sample.

Interatomic force constants in solids are in the range 10–100 N/m; in biological

samples, they can be as small as 0.1 N/m. Thus, typical values for k in the static

mode are 0.01–5 N/m.

Even though it has been demonstrated that atomic resolution is possible with

static AFM, the method can only be applied in certain cases. The detrimental effects

of 1/f-noise can be limited by working at low temperatures [25], where the coeffi-

cients of thermal expansion are very small or by building the AFM using a material

with a low thermal-expansion coefficient [26]. The long-range attractive forces have

to be canceled by immersing the tip and sample in a liquid [26] or by partly

compensating the attractive force by pulling at the cantilever after jump-to-contact

has occurred [27]. Jarvis et al. have canceled the long-range attractive force with an

electromagnetic force applied to the cantilever [28]. Even with these restrictions,

static AFM does not produce atomic resolution on reactive surfaces like silicon,

as the chemical bonding of the AFM tip and sample poses an unsurmountable

problem [29, 30].

5.1.4 Dynamic AFM Operating Mode

In the dynamic operation modes, the cantilever is deliberately vibrated. There

are two basic methods of dynamic operation: amplitude-modulation (AM) and

frequency-modulation (FM) operation. In AM-AFM [31], the actuator is driven

1000

100

10

1

0.1
0.01 0.1 1 10 100 100001000

f (Hz)

Spectral noise density of cantilever deflection (pm/Hz0.5)

1/f noise

1/f corner at f = fc

With noise nq'

Fig. 5.3 Schematic view of 1/f noise apparent in force detectors. Static AFMs operate in a

frequency range from 0.01 Hz to a few hundred Hz, while dynamic AFMs operate at frequencies

around 10 kHz to a few hundred kHz. The noise of the cantilever deflection sensor is characterized

by the 1/f corner frequency fc and the constant deflection noise density nq0 for the frequency range

where white noise dominates
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by a fixed amplitude Adrive at a fixed frequency fdrive where fdrive is close to f0. When

the tip approaches the sample, elastic and inelastic interactions cause a change in

both the amplitude and the phase (relative to the driving signal) of the cantilever.

These changes are used as the feedback signal. While the AM mode was initially

used in a noncontant mode, it was later implemented very successfully at a closer

distance range in ambient conditions involving repulsive tip–sample interactions.

The change in amplitude in AM mode does not occur instantaneously with a

change in the tip–sample interaction, but on a timescale of tAM � 2Q/f0 and the

AM mode is slow with high-Q cantilevers. However, the use of high Q-factors
reduces noise. Albrecht et al. found a way to combine the benefits of high Q and

high speed by introducing the frequency-modulation (FM) mode [32], where the

change in the eigenfrequency settles on a timescale of tFM � 1/f0.
Using the FM mode, the resolution was improved dramatically and finally

atomic resolution [33, 34] was obtained by reducing the tip–sample distance and

working in vacuum. For atomic studies in vacuum, the FM mode (Sect. 5.1.6) is

now the preferred AFM technique. However, atomic resolution in vacuum can also

be obtained with the AM mode, as demonstrated by Erlandsson et al. [35].

5.1.5 The Four Additional Challenges Faced by AFM

Some of the inherent AFM challenges are apparent by comparing the tunneling

current and tip–sample force as a function of distance (Fig. 5.4).

The tunneling current is a monotonic function of the tip–sample distance and has

a very sharp distance dependence. In contrast, the tip–sample force has long- and

short-range components and is not monotonic.

4

3

2

1

0

– 1

– 2

– 3

– 4
0 5 10 15 20z (Å)

Fts (z) (nN) It(z) (nA)

Short-range force (Morse potential)
Long-range (vdW) force
Total force
Tunneling current

Fig. 5.4 Plot of the tunneling current It and force Fts (typical values) as a function of the distance

z between the front atom and surface atom layer
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Jump-to-Contact and Other Instabilities

If the tip is mounted on a soft cantilever, the initially attractive tip–sample forces

can cause a sudden jump-to-contact when approaching the tip to the sample. This

instability occurs in the quasistatic mode if [36, 37]

k <max � @2Vts

@z2

� �
¼ kmax

ts : (5.7)

Jump-to-contact can be avoided even for soft cantilevers by oscillating at a large

enough amplitude A [38]

kA >maxð�FtsÞ: (5.8)

If hysteresis occurs in the Fts(z)-relation, energy DEts needs to be supplied to the

cantilever for each oscillation cycle. If this energy loss is large compared to the

intrinsic energy loss of the cantilever, amplitude control can become difficult. An

additional approximate criterion for k and A is then

kA2

2
� DEtsQ

2p
: (5.9)

Contribution of Long-Range Forces

The force between the tip and sample is composed of many contributions: electro-

static, magnetic, van-der-Waals and chemical forces in vacuum. All of these force

types except for the chemical forces have strong long-range components which

conceal the atomic force components. For imaging by AFM with atomic resolution,

it is desirable to filter out the long-range force contributions and only measure the

force components which vary on the atomic scale. While there is no way to

discriminate between long- and short-range forces in static AFM, it is possible to

enhance the short-range contributions in dynamic AFM by proper choice of the

oscillation amplitude A of the cantilever.

Noise in the Imaging Signal

Measuring the cantilever deflection is subject to noise, especially at low frequencies

(1/f noise). In static AFM, this noise is particularly problematic because of the

approximate 1/f dependence. In dynamic AFM, the low-frequency noise is easily

discriminated when using a bandpass filter with a center frequency around f0.
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Nonmonotonic Imaging Signal

The tip–sample force is not monotonic. In general, the force is attractive for large

distances and, upon decreasing the distance between tip and sample, the force turns

repulsive (Fig. 5.4). Stable feedback is only possible on a monotonic subbranch of

the force curve.

Frequency-modulation AFM helps to overcome challenges. The nonmonotonic

imaging signal in AFM is a remaining complication for FM-AFM.

5.1.6 Frequency-Modulation AFM (FM-AFM)

In FM-AFM, a cantilever with eigenfrequency f0 and spring constant k is subject to
controlled positive feedback such that it oscillates with a constant amplitude A [32],

as shown in Fig. 5.5.

Experimental Set-Up

The deflection signal is phase-shifted, routed through an automatic gain control

circuit and fed back to the actuator. The frequency f is a function of f0, its quality
factor Q, and the phase shift f between the mechanical excitation generated at the

actuator and the deflection of the cantilever. If f ¼ p/2, the loop oscillates at f ¼ f0.
Three physical observables can be recorded: (1) a change in the resonance fre-

quency Df, (2) the control signal of the automatic gain control unit as a measure

of the tip–sample energy dissipation, and (3) an average tunneling current (for

conducting cantilevers and tips).

Applications

FM-AFMwas introduced by Albrecht and coworkers in magnetic force microscopy

[32]. The noise level and imaging speed was enhanced significantly compared to

Deflection
measuring

scheme

Bandpass
filter

Phase
shifter

Automatic
gain control

(AGC)

Actuator

Mount
Cantilever

Sample
Damping Frequency

Fig. 5.5 Block diagram of a

frequency-modulation force

sensor
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amplitude-modulation techniques. Achieving atomic resolution on the Si(111)-

(7�7) surface has been an important step in the development of the STM [39]

and, in 1994, this surface was imaged by AFM with true atomic resolution for the

first time [33] (Fig. 5.6).

The initial parameters which provided true atomic resolution (see caption of

Fig. 5.6) were found empirically. Surprisingly, the amplitude necessary to obtain

good results was very large compared to atomic dimensions. It turned out later that the

amplitudes had to be so large to fulfill the stability criteria listed in Sect. 5.1.5.

Cantilevers with k � 2,000 N/m can be operated with amplitudes in the Å-range

[24].

5.1.7 Relation Between Frequency Shift and Forces

The cantilever (spring constant k, effective mass m*) is a macroscopic object and its

motion can be described by classical mechanics. Figure 5.7 shows the deflection

q0(t) of the tip of the cantilever: it oscillates with an amplitude A at a distance q(t)
from a sample.

10 nm

Fig. 5.6 First AFM image of

the Si(111)-(7�7) surface.

Parameters: k ¼ 17 Nm,

f0 ¼ 114 kHz, Q ¼ 28000,

A ¼ 34 nm, Df ¼ �70 Hz,

Vt ¼ 0 V

Sample

d+2A

d+A

d
0

q(t) q'(t)

A

0

– A
d

Cantilever

Fig. 5.7 Schematic view of

an oscillating cantilever

and definition of geometric

terms

5 Noncontact Atomic Force Microscopy and Related Topics 203



Generic Calculation

The Hamiltonian of the cantilever is

H ¼ p2

2m� þ
kq0

2

2
þ VtsðqÞ (5.10)

where p ¼ m*dq0/dt. The unperturbed motion is given by

q0ðtÞ ¼ A cosð2p f0tÞ (5.11)

and the frequency is

f0 ¼ 1

2p

ffiffiffiffiffiffi
k

m�

r
: (5.12)

If the force gradient kts ¼�∂Fts/∂z ¼ ∂2Vts/∂z
2 is constant during the oscillation

cycle, the calculation of the frequency shift is trivial

Df ¼ f0
2k

kts: (5.13)

However, in classic FM-AFM kts varies over orders of magnitude during one

oscillation cycle and a perturbation approach, as shown below, has to be employed

for the calculation of the frequency shift.

Hamilton–Jacobi Method

The first derivation of the frequency shift in FM-AFM was achieved in 1997 [38]

using canonical perturbation theory [40]. The result of this calculation is

Df ¼ � f0
kA2

hFtsq
0i

¼ � f0
kA2

ð1=f0
0

Ftsðd þ Aþ q0ðtÞÞq0ðtÞdt:
(5.14)

The applicability of first-order perturbation theory is justified because, in FM-

AFM, E is typically in the range of several keV, while Vts is of the order of a few eV.

D ~A¼rig [41] found a generalized algorithm that even allows one to reconstruct the

tip–sample potential if not only the frequency shift, but the higher harmonics of the

cantilever oscillation are known.
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A Descriptive Expression for Frequency Shifts as a Function

of the Tip–Sample Forces

With integration by parts, the complicated expression (5.14) is transformed into a

very simple expression that resembles (5.13) [42]

Df ¼ f0
2k

ðA
�A

ktsðz� q0Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � q02

p
p
2
kA2

dq0: (5.15)

This expression is closely related to (5.13): the constant kts is replaced by a

weighted average, where the weight function w(q0, A) is a semicircle with radius

A divided by the area of the semicircle pA2/2 (Fig. 5.8). For A → 0, w(q0, A) is a
representation of Dirac’s delta function and the trivial zero-amplitude result of

(5.13) is immediately recovered. The frequency shift results from a convolution

between the tip–sample force gradient and weight function. This convolution can

easily be reversed with a linear transformation and the tip–sample force can be

recovered from the curve of frequency shift versus distance [42].

The dependence of the frequency shift on amplitude confirms an empirical

conjecture: small amplitudes increase the sensitivity to short-range forces. Adjust-

ing the amplitude in FM-AFM is comparable to tuning an optical spectrometer to

a passing wavelength. When short-range interactions are to be probed, the ampli-

tude should be in the range of the short-range forces. While using amplitudes in

the Å-range has been elusive with conventional cantilevers because of the instabil-

ity problems described in Sect. 5.1.5, cantilevers with a stiffness of the order

z (Å)

kts (N/m), weight function w(z,A) (0.1/nm)
75

50

25

0

– 25

– 50
2 3 4 5 6 7 8 9 10 11 12 13

Tip–sample force gradient 

w (z, A = 1 Å)

w (z, A = 5 Å)

w (z, A = 10 Å)

Fig. 5.8 The tip–sample force gradient kts and weight function for the calculation of the

frequency shift
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of 1,000 N/m like those introduced in [23] are well suited for small-amplitude

operation.

5.1.8 Noise in Frequency Modulation AFM:
Generic Calculation

The vertical noise in FM-AFM is given by the ratio between the noise in the

imaging signal and the slope of the imaging signal with respect to z

dz ¼ dDf
@Df
@z

����
����
: (5.16)

Figure 5.9 shows a typical curve of frequency shift versus distance. Because the

distance between the tip and sample is measured indirectly through the frequency

shift, it is clearly evident from Fig. 5.9 that the noise in the frequency measurement

dDf translates into vertical noise dz and is given by the ratio between dDf and the

slope of the frequency shift curve Df(z) (5.16). Low vertical noise is obtained for a

low-noise frequency measurement and a steep slope of the frequency-shift curve.

The frequency noise dDf is typically inversely proportional to the cantilever

amplitude A [32, 43]. The derivative of the frequency shift with distance is constant

for A � l where l is the range of the tip–sample interaction and proportional to

A�1.5 for A � l [38]. Thus, minimal noise occurs if [44]

Aoptimal � l (5.17)

for chemical forces, l �1 Å. However, for stability reasons, (Sect. 5.1.5) extremely

stiff cantilevers are needed for small-amplitude operation. The excellent noise

z (arb. units) 

Δ f (arb. units) 

δΔ f

δz

Fig. 5.9 Plot of the frequency shift Df as a function of the tip–sample distance z. The noise in the
tip–sample distance measurement is given by the noise of the frequency measurement dDf divided
by the slope of the frequency shift curve

206 F.J. Giessibl et al.



performance of the stiff cantilever and the small-amplitude technique has been

verified experimentally [24].

5.1.9 Conclusion

Dynamic force microscopy, and in particular frequency-modulation atomic force

microscopy has matured into a viable technique that allows true atomic resolution

of conducting and insulating surfaces and spectroscopic measurements on individ-

ual atoms [10, 45]. Even true atomic resolution in lateral force microscopy is now

possible [46]. Challenges remain in the chemical composition and structural

arrangement of the AFM tip.

5.2 Applications to Semiconductors

For the first time, corner holes and adatoms on the Si(111)-(7�7) surface have been

observed in very local areas by Giessible using pure noncontact AFM in ultrahigh

vacuum (UHV) [33]. This was the breakthrough of true atomic-resolution imaging

on a well-defined clean surface using the noncontact AFM. Since then, Si(111)-

(7�7) [34, 35, 45, 47], InP(110) [48] and Si(100)-(2�1) [34] surfaces have been

successively resolved with true atomic resolution. Furthermore, thermally induced

motion of atoms or atomic-scale point defects on a InP(110) surface have been

observed at room temperature [48]. In this section we will describe typical results of

atomically resolved noncontact AFM imaging of semiconductor surfaces.

5.2.1 Si(111)-(7�7) Surface

Figure 5.10 shows the atomic-resolution images of the Si(111)-(7�7) surface [49].

Here, Fig. 5.10a (type I) was obtained using the Si tip without dangling, which is

covered with an inert oxide layer. Figure 5.10b (type II) was obtained using the Si

tip with a dangling bond, on which the Si atoms were deposited due the mechanical

soft contact between the tip and the Si surface. The variable frequency shift mode

was used. We can see not only adatoms and corner holes but also missing adatoms

described by the dimer–adatom–stacking (DAS) fault model. We can see that the

image contrast in Fig. 5.10b is clearly stronger than that in Fig. 5.10a.

Interestingly, by using the Si tip with a dangling bond, we observed contrast

between inequivalent halves and between inequivalent adatoms of the 7�7 unit

cell. Namely, as shown in Fig. 5.11a, the faulted halves (surrounded with a solid

line) are brighter than the unfaulted halves (surrounded with a broken line). Here,

the positions of the faulted and unfaulted halves were determined from the step
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direction. From the cross-sectional profile along the long diagonal of the 7�7 unit

cell in Fig. 5.11b, the heights of the corner adatoms are slightly higher than those of

the adjacent center adatoms in the faulted and unfaulted halves of the unit cell.

The measured corrugation are in the following decreasing order: Co-F > Ce-F >
Co-U > Ce-U, where Co-F and Ce-F indicate the corner and center adatoms in

faulted halves, and Co-U and Ce-U indicate the corner and center adatoms in

unfaulted halves, respectively. Averaging over several units, the corrugation height

differences are estimated to be 0.25 Å, 0.15 Å and 0.05 Å for Co-F, Ce-F and

Co-U, respectively, with respect to to Ce-U. This tendency, that the heights of the

corner adatoms are higher than those of the center adatoms, is consistent with the

experimental results using a silicon tip [47], although they could not determine

the faulted and unfaulted halves of the unit cell in the measured AFM images.

15 Hz

46.6 Å

b

3 Hza
a b c

Fig. 5.10 Noncontact-mode AFM images of a Si(111)-(7�7) reconstructed surface obtained

using the Si tips (a) without and (b) with a dangling bond. The scan area is 99 Å�99 Å. (c) The

cross-sectional profiles along the long diagonal of the 7�7 unit cell indicated by the white lines in
(a) and (b)

1.4 Å

23.3Å

1.7Å

a

b

Fig. 5.11 (a) Noncontact

mode AFM image

with contrast of inequivalent

adatoms and (b) a cross-

sectional profile indicated

by the white line. The halves
of the 7�7 unit cell

surrounded by the solid line
and broken line correspond to

the faulted and unfaulted

halves, respectively. The scan

area is 89 Å�89 Å
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However, this tendency is completely contrary to the experimental results using

a tungsten tip [35]. This difference may originate from the difference between the

tip materials, which seems to affect the interaction between the tip and the reactive

sample surface. Another possibility is that the tip is in contact with the surface

during the small fraction of the oscillating cycle in their experiments [35].

We consider that the contrast between inequivalent adatoms is not caused by tip

artifacts for the following reasons: (1) each adatom, corner hole and defect was

clearly observed, (2) the apparent heights of the adatoms are the same whether they

are located adjacent to defects or not, and (3) the same contrast in several images for

the different tips has been observed.

It should be noted that the corrugation amplitude of adatoms � 1.4 Å in

Fig. 5.11b is higher than that of 0.8–1.0 Å obtained with the STM, although the

depth of the corner holes obtained with noncontact AFM is almost the same as that

observed with STM. Moreover, in noncontact-mode AFM images, the corrugation

amplitude of adatoms was frequently larger than the depth of the corner holes. The

origin of such large corrugation of adatoms may be due to the effect of the chemical

interaction, but is not yet clear.

The atom positions, surface energies, dynamic properties and chemical reactiv-

ities on the Si(111)-(7�7) reconstructed surface have been extensively investigated

theoretically and experimentally. From these investigations, the possible origins of

the contrast between inequivalent adatoms in AFM images are the followings: the

true atomic heights that correspond to the adatom core positions, the stiffness (spring

constant) of interatomic bonding with the adatoms corresponding to the frequencies

of the surface mode, the charge on the adatom, and the chemical reactivity of the

adatoms. Table 5.1 summarizes the decreasing orders of the inequivalent adatoms for

individual property. From Table 5.1, we can see that the calculated adatom heights

and the stiffness of interatomic bonding cannot explain the AFM data, while the

amount of charge of adatom and the chemical reactivity of adatoms can explain

the our data. The contrast due to the amount of charge of adatom means that the

AFM image is originated from the difference of the vdW or electrostatic

physical interactions between the tip and the valence electrons at the adatoms.

The contrast due to the chemical reactivity of adatoms means that the AFM

image is originated from the difference of covalent bonding chemical interaction

between the atoms at the tip apex and dangling bond of adatoms. Thus, we can

see there are two possible interactions which explain the strong contrast between

Table 5.1 Comparison between the adatom heights observed in an AFM image and the variety of

properties for inequivalent adatoms

Decreasing order Agreement

AFM image Co-F > Ce-F > Co-U > Ce-U –

Calculated height Co-F > Co-U > Ce-F > Ce-U �
Stiffness of interatomic bonding Ce-U > Co-U > Ce-F > Co-F �
Amount of charge of adatom Co-F > Ce-F > Co-U > Ce-U ○
Calculated chemical reactivity Faulted > unfaulted ○
Experimental chemical reactivity Co-F > Ce-F > Co-U > Ce-U ○
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inequivalent adatoms of 7�7 unit cell observed using the Si tip with dangling

bond.

The weak-contrast image in Fig. 5.10a is due to vdW and/or electrostatic force

interactions. On the other hand, the strong-contrast images in Figs. 5.10b and 5.11a

are due to a covalent bonding formation between the AFM tip with Si atoms and Si

adatoms. These results indicate the capability of the noncontact-mode AFM to

image the variation in chemical reactivity of Si adatoms. In the future, by

controlling an atomic species at the tip apex, the study of chemical reactivity on

an atomic scale will be possible using noncontact AFM.

5.2.2 Si(100)-(2�1) and Si(100)-(2�1):H Monohydride
Surfaces

In order to investigate the imaging mechanism of the noncontact AFM, a compara-

tive study between a reactive surface and an insensitive surface using the same tip

is very useful. Si(100)-(2�1):H monohydride surface is a Si(100)-(2�1) recon-

structed surface that is terminated by a hydrogen atom. It does not reconstruct as

metal is deposited on the semiconductor surface. The surface structure hardly

changes. Thus, the Si(100)-(2�1):H monohydride surface is one of most useful

surface for a model system to investigate the imaging mechanism, experimentally

and theoretically. Furthermore, whether the interaction between a very small atom

such as hydrogen and a tip apex is observable with noncontact AFM is interested.

Here, we show noncontact AFM images measured on a Si(100)-(2�1) recon-

structed surface with a dangling bond and on a Si(100)-(2�1):H monohydride

surface on which the dangling bond is terminated by a hydrogen atom [50].

Figure 5.12a shows the atomic-resolution image of the Si(100)-(2�1) recon-

structed surface. Pairs of bright spots arranged in rows with a 2�1 symmetry were

observed with clear contrast. Missing pairs of bright spots were also observed, as

indicated by arrows. Furthermore, the pairs of bright spots are shown by the white

dashed arc and appear to be the stabilize-buckled asymmetric dimer structure.

Furthermore, the distance between the pairs of bright spots is 3.2 	 0.1 Å.

Figure 5.13a shows the atomic-resolution image of the Si(100)-(2�1):H mono-

hydride surface. Pairs of bright spots arranged in rows were observed. Missing

paired bright spots as well as those paired in rows and single bright spots were

observed, as indicated by arrows. Furthermore, the distance between paired bright

spots is 3.5 	 0.1 Å. This distance of 3.5 	 0.1 Å is 0.2 Å larger than that of the

Si(100)-(2�1) reconstructed surface. Namely, it is found that the distance between

bright spots increases in size due to the hydrogen termination.

The bright spots in Fig. 5.12 do not merely image the silicon-atom site, because

the distance between the bright spots forming the dimer structure of Fig. 5.12a,

3.2 	 0.1 Å, is lager than the distance between silicon atoms of every dimer

structure model. (The maximum is the distance between the upper silicones in an
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asymmetric dimer structure 2.9 Å). This seems to be due to the contribution to the

imaging of the chemical bonding interaction between the dangling bond from the

apex of the silicon tip and the dangling bond on the Si(100)-(2�1) reconstructed

surface. Namely, the chemical bonding interaction operates strongly, with strong

direction dependence, between the dangling bond pointing out of the silicon dimer

structure on the Si(100)-(2�1) reconstructed surface and the dangling bond point-

ing out of the apex of the silicon tip; a dimer structure is obtained with a larger

separation than between silicones on the surface.

The bright spots in Fig. 5.13 seem to be located at hydrogen atom sites on the

Si(100)-(2�1):H monohydride surface, because the distance between the bright

b

a

A

3.2±0.1 Å

B

46 Å

9 Hz

Fig. 5.12 (a) Noncontact

AFM image of a Si(001)

(2�1) reconstructed surface.

The scan area was 69�46 Å.

One 2�1 unit cell is

outlined with a box. White
rows are superimposed to

show the bright spots

arrangement. The distance

between the bright spots on

the dimer row is 3.2 	 0.1 Å.

On the white arc, the
alternative bright spots are

shown. (b) Cross-sectional

profile indicated by the white
dotted line

34 Å

6 Hz

b

a

3.5±0.1 Å

Fig. 5.13 (a) Noncontact

AFM image of Si(001)-

(2�1):H surface. The scan

area was 69�46 Å. One 2�1

unit cell is outlined with a

box. White rows are
superimposed to show the

bright spots arrangement. The

distance between the bright

spots on the dimer row is

3.5 	 0.1 Å. (b) Cross-

sectional profile indicated by

the white dotted line
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spots forming the dimer structure (3.5 	 0.1 Å) approximately agrees with the

distance between the hydrogens, i.e., 3.52 Å. Thus, the noncontact AFM atomically

resolved the individual hydrogen atoms on the topmost layer. On this surface, the

dangling bond is terminated by a hydrogen atom, and the hydrogen atom on the

topmost layer does not have chemical reactivity. Therefore, the interaction between

the hydrogen atom on the topmost layer and the apex of the silicon tip does not

contribute to the chemical bonding interaction with strong direction dependence as

on the silicon surface, and the bright spots in the noncontact AFM image corre-

spond to the hydrogen atom sites on the topmost layer.

5.2.3 Metal Deposited Si Surface

In this section, we will introduce the comparative study of force interactions

between a Si tip and a metal-deposited Si surface, and between a metal adsorbed

Si tip and a metal-deposited Si surface [51, 52]. As for the metal-deposited Si

surface, Si(111)-
ffiffiffi
3

p � ffiffiffi
3

p
-Ag (hereafter referred to as

ffiffiffi
3

p
-Ag) surface was used.

For the
ffiffiffi
3

p
-Ag surface, the honeycomb-chained trimer (HCT) model has been

accepted as the appropriate model. As shown in Fig. 5.14, this structure contains a

Si trimer in the second layer, 0.75 Å below the Ag trimer in the topmost layer. The

topmost Ag atoms and lower Si atoms form covalent bonds. The interatomic

distances between the nearest-neighbor Ag atoms forming the Ag trimer and

between the lower Si atoms forming the Si trimer are 3.43 and 2.31 Å, respectively.

The apexes of the Si trimers and Ag trimers face the ½11�2
 direction and the

direction tilted a little to the ½�1�12
 direction, respectively.
In Fig. 5.15, we show the noncontact AFM images measured using a normal Si

tip at a frequency shift of (a) �37 Hz, (b) �43 Hz and (c) �51 Hz, respectively.

These frequency shifts correspond to tip–sample distances of about 0–3 Å. We

defined the zero position of the tip–sample distance, i.e., the contact point, as the

point at which the vibration amplitude began to decrease. The rhombus indicates

the
ffiffiffi
3

p � ffiffiffi
3

p
unit cell. When the tip approached the surface, the contrast of the

noncontact AFM images become strong and the pattern changed remarkably. That

is, by approaching the tip toward the sample surface, the hexagonal pattern, the

trefoil-like pattern composed of three dark lines, and the triangle pattern can be

observed sequentially. In Fig. 5.15a, the distance between the bright spots is

3.9 	 0.2Å. In Fig. 5.15c, the distance between the bright spots is 3.0 	 0.2 Å,

and the direction of the apex of all the triangles composed of three bright spots

is ½11�2
.
In Fig. 5.16, we show the noncontact AFM images measured by using

Ag-absorbed tip at a frequency shift of (a) �4.4 Hz, (b) �6.9 Hz and (c) �9.4 Hz,

respectively. The tip–sample distances Z are roughly estimated to be Z ¼ 1.9, 0.6

and � 0 Å (in the noncontact region), respectively. When the tip approached the

surface, the pattern of the noncontact AFM images did not change, although the
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contrast become clearer. A triangle pattern can be observed. The distance between

the bright spots is 3.5 	 0.2 Å. The direction of the apex of all the triangles

composed of three bright spots is tilted a little from the ½�1�12
 direction.
Thus, noncontact AFM images measured on Si(111)-ð ffiffiffi

3
p � ffiffiffi

3
p Þ-Ag surface

showed two types of distance dependence in the image patterns depending on the

atom species on the apex of the tip.

By using the normal Si tip with a dangling bond, in Fig. 5.15a, the measured

distance between the bright spot of 3.9 	 0.2 Å agrees with the distance of 3.84 Å

between the centers of the Ag trimers in the HCT model within the experimental

error. Furthermore, the hexagonal pattern composed of six bright spots also agrees

with the honeycomb structure of the Ag trimer in HCT model. So the most

Top view

Side view

[112]

[112]

Si

2.31 Å

6.65 Å
Ag

3.43 Å

0.75 Å

Fig. 5.14 HCT model for the structure of the Si(111)-ð ffiffiffi
3

p � ffiffiffi
3

p Þ-Ag surface. Black closed circle,
gray closed circle, open circle, and closed circle with horizontal line indicate Ag atom at the

topmost layer, Si atom at the second layer, Si atom at the third layer, and Si atom at the fourth

layer, respectively. The rhombus indicates the
ffiffiffi
3

p � ffiffiffi
3

p
unit cell. The thick, large, solid triangle

indicates an Ag trimer. The thin, small, solid triangle indicates a Si trimer
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appropriate site corresponding to the bright spots in Fig. 5.15a is the site of the

center of Ag trimers. In Fig. 5.15c, the measured distance of 3.0 	 0.2 Å between

the bright spots forming the triangle pattern agrees with neither the distance

between the Si trimer of 2.31 Å nor the distance between the Ag trimer of 3.43 Å

in the HCT model, while the direction of the apex of the triangles composed of three

bright spots agrees with the ½11�2
 direction of the apex of the Si trimer in the HCT

model. So the most appropriate site corresponding to the bright spots in Fig. 5.15c is

the intermediate site between the Si atoms and Ag atoms. On the other hand, by

using the Ag-adsorbed tip, the measured distance between the bright spots of

3.5 	 0.2 Å in Fig. 5.16 agrees with the distance of 3.43 Å between the nearest-

neighbor Ag atoms forming the Ag trimer in the topmost layer in the HCT model

within the experimental error. Furthermore, the direction of the apex of the triangles

composed of three bright spots also agrees with the direction of the apex of the Ag

trimer, i.e., tilted ½�1�12
, in the HCT model. So, the most appropriate site

corresponding to the bright spots in Fig. 5.16 is the site of individual Ag atoms

forming the Ag trimer in the topmost layer.

It should be noted that, by using the noncontact AFM with a Ag-adsorbed tip, for

the first time, the individual Ag atom on the
ffiffiffi
3

p
-Ag surface could be resolved in real

space, although by using the noncontact AFM with an Si tip, it could not be

3.0 Å3.9 Å

[112]
–

[112]
–

[112]
–

a b c

Fig. 5.15 Noncontact AFM images obtained at frequency shifts of (a) �37 Hz, (b) �43 Hz, and

(c)�51 Hz on a Si(111)-ð ffiffiffi
3

p � ffiffiffi
3

p Þ-Ag surface. This distance dependence was obtained with a Si
tip. The scan area is 38 Å�34 Å. A rhombus indicates the

ffiffiffi
3

p � ffiffiffi
3

p
unit cell

≈ 3.5 Å

[112
–

] [112] [112
–

]

a b c

–

Fig. 5.16 Noncontact AFM images obtained at frequency shifts of (a)�4.4 Hz, (b)�6.9 Hz, and

(c)�9.4 Hz on a Si(111)-ð ffiffiffi
3

p � ffiffiffi
3

p Þ-Ag surface. This distance dependence was obtained with the
Ag-adsorbed tip. The scan area is 38 Å�34 Å
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resolved. So far, the
ffiffiffi
3

p
-Ag surface has been observed by a scanning tunneling

microscope (STM) with atomic resolution. However, the STM can also measure the

local charge density of states near the Fermi level on the surface. From first-

principle calculations, it was proven that unoccupied surface states are densely

distributed around the center of the Ag trimer. As a result, bright contrast is

obtained at the center of the Ag trimer with the STM.

Finally, we consider the origin of the atomic-resolution imaging of the individ-

ual Ag atoms on the
ffiffiffi
3

p
-Ag surface. Here, we discuss the difference between

the force interactions when using the Si tip and the Ag-adsorbed tip. As shown

in Fig. 5.17a, when using the Si tip, there is a dangling bond pointing out of the

topmost Si atom on the apex of the Si tip. As a result, the force interaction is

dominated by physical bonding interactions, such as the Coulomb force, far from

the surface and by chemical bonding interaction very close to the surface. Namely,

if a reactive Si tip with a dangling bond approaches a surface, at distances far from

the surface the Coulomb force acts between the electron localized on the dangling

bond pointing out of the topmost Si atom on the apex of the tip, and the positive

charge distributed around the center of the Ag trimer. At distances very close to the

surface, the chemical bonding interaction will occur due to the onset of orbital

hybridization between the dangling bond pointing out of the topmost Si atom on the

apex of the Si tip and a Si–Ag covalent bond on the surface. Hence, the individual

Ag atoms will not be resolved and the image pattern will change depending on the

tip–sample distance. On the other hand, as shown in Fig. 5.17b, by using the

Ag-adsorbed tip, the dangling bond localized out of topmost Si atom on the apex

of the Si tip is terminated by the adsorbed Ag atom. As a result, even at very close

tip–sample distances, the force interaction is dominated by physical bonding inter-

actions such as the vdW force. Namely, if the Ag-adsorbed tip approaches the

Dangling
bond

Adsorbed
Ag atom

Si tip

Si

Ag

Si tip

Si

Si

Si

Ag

Ag

a b

Fig. 5.17 Schematic

illustration of (a) the Si atom

with dangling bond and (b)

the Ag-adsorbed tip above the

Si–Ag covalent bond on a Si

(111)-ð ffiffiffi
3

p � ffiffiffi
3

p Þ-Ag surface
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surface, the vdW force acts between the Ag atom on the apex of the tip and the Ag

or Si atom on the surface. Ag atoms in the topmost layer of the
ffiffiffi
3

p
-Ag surface are

located higher than the Si atoms in the lower layer. Hence, the individual Ag atoms

(or their nearly true topography) will be resolved, and the image pattern will not

change even at very small tip–sample distances. It should be emphasized that there

is a possibility to identify or recognize atomic species on a sample surface using

noncontact AFM if we can control the atomic species at the tip apex.

5.3 Applications to Insulators

Insulators such as alkali halides, fluorides, and metal oxides are key materials in

many applications, including optics, microelectronics, catalysis, and so on. Surface

properties are important in these technologies, but they are usually poorly under-

stood. This is due to their low conductivity, which makes it difficult to investigate

them using electron- and ion-based measurement techniques such as low-energy

electron diffraction, ion-scattering spectroscopy, and scanning tunneling micros-

copy (STM). Surface imaging by noncontact atomic force microscopy (NC-AFM)

does not require a sample surface with a high conductivity because NC-AFM

detects a force between the tip on the cantilever and the surface of the sample.

Since the first report of atomically resolved NC-AFM on a Si(111)-(7�7) surface

[33], several groups have succeeded in obtaining true atomic resolution images of

insulators, including defects, and it has been shown that NC-AFM is a powerful

new tool for atomic-scale surface investigation of insulators.

In this section we will describe typical results of atomically resolved NC-AFM

imaging of insulators such as alkali halides, fluorides and metal oxides. For the

alkali halides and fluorides, we will focus on contrast formation, which is the most

important issue for interpreting atomically resolved images of binary compounds

on the basis of experimental and theoretical results. For the metal oxides, typical

examples of atomically resolved imaging will be exhibited and the difference

between the STM and NC-AFM images will be demonstrated. Also, theoretical

studies on the interaction between realistic Si tips and representative oxide surfaces

will be shown. Finally, we will describe an antiferromagnetic NiO(001) surface

imaged with a ferromagentic tip to explore the possibility of detecting short-range

magnetic interactions using the NC-AFM.

5.3.1 Alkali Halides, Fluorides and Metal Oxides

The surfaces of alkali halides were the first insulating materials to be imaged by

NC-AFM with true atomic resolution [53]. To date, there have been reports on

atomically resolved images of (001) cleaved surfaces for single-crystal NaF, RbBr,

LiF, KI, NaCl, [54], KBr [55] and thin films of NaCl(001) on Cu(111) [56]. In this
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section we describe the contrast formation of alkali halides surfaces on the basis of

experimental and theoretical results.

Alkali Halides

In experiments on alkali halides, the symmetry of the observed topographic

images indicates that the protrusions exhibit only one type of ions, either the

positive or negatively charged ions. This leads to the conclusion that the atomic

contrast is dominantly caused by electrostatic interactions between a charged

atom at the apex of the tip and the surface ions, i.e. long-range forces between

the macroscopic tip and the sample, such as the van der Waals force, are

modulated by an alternating short-range electrostatic interaction with the surface

ions. Theoretical work employing the atomistic simulation technique has revealed

the mechanism for contrast formation on an ionic surface [57]. A significant part

of the contrast is due to the displacement of ions in the force field, not only

enhancing the atomic corrugations, but also contributing to the electrostatic

potential by forming dipoles at the surface. The experimentally observed atomic

corrugation height is determined by the interplay of the long- and short-range

forces. In the case of NaCl, it has been experimentally demonstrated that a blunter

tip produces a lager corrugation when the tip–sample distance is shorter [54].

This result shows that the increased long-range forces induced by a blunter tip

allow for more stable imaging closer to the surface. The stronger electrostatic

short-range interaction and lager ion displacement produce a more pronounced

atomic corrugation. At steps and kinks on an NaCl thin film on Cu(111), the

corrugation amplitude of atoms with low coordination number has been observed

to increase by a factor of up to two more than that of atomically flat terraces [56].

The low coordination number of the ions results in an enhancement of the

electrostatic potential over the site and an increase in the displacement induced

by the interaction with the tip.

Theoretical study predicts that the image contrast depends on the chemical

species at the apex of the tip. Bennewitz et al. [56] have performed the calculations

using an MgO tip terminated by oxygen and an Mg ion. The magnitude of the

atomic contrast for the Mg-terminated tip shows a slight increase in comparison

with an oxygen-terminated tip. The atomic contrast with the oxygen-terminated tip

is dominated by the attractive electrostatic interaction between the oxygen on the

tip apex and the Na ion, but the Mg-terminated tip attractively interacts with the Cl

ion. In other words, these results demonstrated that the species of the ion imaged as

the bright protrusions depends on the polarity of the tip apex.

These theoretical results emphasized the importance of the atomic species at the

tip apex for the alkali halide (001) surface, while it is not straightforward to define

the nature of the tip apex experimentally because of the high symmetry of the

surface structure. However, there are a few experiments exploring the possibilities

to determine the polarity of the tip apex. Bennewitz et al. [58] studied imaging of

surfaces of a mixed alkali halide crystal, which was designed to observe the
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chemically inhomogeneous surface. The mixed crystal is composed of 60% KCl

and 40% KBr, with the Cl and Br ions interfused randomly in the crystal. The image

of the cleaved KCl0.6Br0.4(001) surface indicates that only one type of ion is imaged

as protrusions, as if it were a pure alkali halide crystal. However, the amplitude of

the atomic corrugation varies strongly between the positions of the ions imaged as

depressions. This variation in the corrugations corresponds to the constituents of the

crystal, i.e. the Cl and Br ions, and it is concluded that the tip apex is negatively

charged. Moreover, the deep depressions can be assigned to Br ions by comparing

the number with the relative density of anions. The difference between Cl and Br

anions with different masses is enhanced in the damping signal measured simulta-

neously with the topographic image [59]. The damping is recorded as an increase in

the excitation amplitude necessary to maintain the oscillation amplitude of the

cantilever in the constant-amplitude mode [56]. Although the dissipation phenom-

ena on an atomic scale are a subject under discussion, any dissipative interaction

must generally induce energy losses in the cantilever oscillation [60, 61]. The

measurement of energy dissipation has the potential to enable chemical discrimi-

nation on an atomic scale. Recently, a new procedure for species recognition on a

alkali halide surface was proposed [62]. This method is based on a comparison

between theoretical results and the site-specific measurement of frequency versus

distance. The differences in the force curves measured at the typical sites, such as

protrusion, depression, and their bridge position, are compared to the corresponding

differences obtained from atomistic simulation. The polarity of the tip apex can be

determined, leading to the identification of the surface species. This method is

applicable to highly symmetric surfaces and is useful for determining the sign of the

tip polarity.

Fluorides

Fluorides are important materials for the progress of an atomic-scale-resolution

NC-AFM imaging of insulators. There are reports in the literature of surface images

for single-crystal BaF2, SrF2 [63], CaF2 [64, 65, 66] and a CaF bilayer on Si(111)

[67]. Surfaces of fluorite-type crystals are prepared by cleaving along the (111)

planes. Their structure is more complex than the structure of alkali halides, which

have a rock-salt structure. The complexity is of great interest for atomic-resolution

imaging using NC-AFM and also for theoretical predictions of the interpretation of

the atomic-scale contrast information.

The first atomically resolved images of a CaF2(111) surface were obtained in

topographic mode [65], and the surface ions mostly appear as spherical caps.

Barth et al. [68] have found that the CaF2(111) surface images obtained by using

the constant-height mode, in which the frequency shift is recorded with a very low

loop gain, can be categorized into two contrast patterns. In the first of these the

ions appear as triangles and in the second they have the appearance of circles,

similar to the contrast obtained in a topographic image. Theoretical studies

demonstrated that these two different contrast patterns could be explained as
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a result of imaging with tips of different polarity [68, 69, 70]. When imaging with

a positively charged (cation-terminated) tip, the triangular pattern appears. In this

case, the contrast is dominated by the strong short-range electrostatic attraction

between the positive tip and the negative F ions. The cross section along the [121]

direction of the triangular image shows two maxima: one is a larger peak over the

F(I) ions located in the topmost layer and the other is a smaller peak at the position

of the F(III) ions in the third layer. The minima appear at the position of the

Ca ions in the second layer. When imaging with a negatively charged (anion-

terminated) tip, the spherical image contrast appears and the main periodicity is

created by the Ca ions between the topmost and the third F ion layers. In the cross

section along the [121] direction, the large maxima correspond to the Ca sites

because of the strong attraction of the negative tip and the minima appear at the

sites of maximum repulsion over the F(I) ions. At a position between two F ions,

there are smaller maxima. This reflects the weaker repulsion over the F(III) ion

sites compared to the protruding F(I) ion sites and a slower decay in the contrast

on one side of the Ca ions.

The triangular pattern obtained with a positively charged tip appears at rela-

tively large tip–sample distance, as shown in Fig. 5.18a. The cross section along

the [121] direction, experiment results and theoretical studies both demonstrate

the large-peak and small-shoulder characteristic for the triangular pattern image

(Fig. 5.18d). When the tip approaches the surface more closely, the triangular

pattern of the experimental images is more vivid (Fig. 5.18b), as predicted in the

theoretical works. As the tip approaches, the amplitude of the shoulder increases

until it is equal to that of the main peak, and this feature gives rise to the

honeycomb pattern image, as shown in Fig. 5.18c. Moreover, theoretical results

predict that the image contrast changes again when the tip apex is in close

proximity to surface. Recently, Giessibl and Reichling [71] achieved atomic

imaging in the repulsive region and proved experimentally the predicted change

of the image contrast. As described here, there is good correspondence in the

distance dependency of the image obtained by experimental and theoretical

investigations.

From detailed theoretical analysis of the electrostatic potential [72], it was

suggested that the change in displacement of the ions due to the proximity of the

tip plays an important role in the formation of the image contrast. Such a drastic

change in image contrast, depending on both the polarity of the terminated tip atom

and on the tip–sample distance, is inherent to the fluoride (111) surface, and this

image-contrast feature cannot be seen on the (001) surface of alkali halides with a

simple crystal structure.

The results of careful experiments show another feature: that the cross sections

taken along the three equivalent [121] directions do not yield identical results [68].

It is thought that this can be attributed to the asymmetry of the nanocluster at the tip

apex, which leads to different interactions in the equivalent directions. A better

understanding of the asymmetric image contrast may require more complicated

modeling of the tip structure. In fact, it should be mentioned that perfect tips on an

atomic scale can occasionally be obtained. These tips do yield identical results in
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forward and backward scanning, and cross sections in the three equivalent direc-

tions taken with this tip are almost identical [74].

The fluoride (111) surface is an excellent standard surface for calibrating tips on

an atomic scale. The polarity of the tip-terminated atom can be determined from the

image contrast pattern (spherical or triangular pattern). The irregularities in the tip

structure can be detected, since the surface structure is highly symmetric. There-

fore, once such a tip has been prepared, it can be used as a calibrated tip for imaging

unknown surfaces.

The polarity and shape of the tip apex play an important role in interpreting

NC-AFM images of alkali halide and fluorides surfaces. It is expected that the

achievement of good correlation between experimental and theoretical studies will

help to advance surface imaging of insulators by NC-AFM.
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Fig. 5.18 (a)–(c) CaF2(111) surface images obtained by using the constant-height mode. From

(a) to (c) the frequency shift was lowered. The white lines represent the positions of the cross

section. (d)–(f) The cross section extracted from the Fourier-filtered images of (a)–(c) (The

white and black arrows represent the scanning direction. The images and the cross sections are

from [68])
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Metal Oxides

Most of the metal oxides that have attracted strong interest for their technological

importance are insulating. Therefore, in the case of atomically resolved imaging of

metal oxide surfaces by STM, efforts to increase the conductivity of the sample are

needed, such as, the introduction of anions or cations defects, doping with other

atoms and surface observations during heating of the sample. However, in princi-

ple, NC-AFM provides the possibility of observing nonconductive metal oxides

without these efforts. In cases where the conductivity of the metal oxides is high

enough for a tunneling current to flow, it should be noted that most surface images

obtained by NC-AFM and STM are not identical.

Since the first report of atomically resolved images on a TiO2(110) surface with

oxygen point defects [75], they have also been reported on rutile TiO2(100) [76, 77, 78],

anatase TiO2(001) thin film on SrTiO3(100) [79] and on LaAO3(001) [80], SnO2(110)

[81], NiO(001) [82, 83], SrTiO3(100) [84], CeO2(111) [85] and MoO3(010) [86]

surfaces. Also, Barth and Reichling have succeeded in obtaining atomically resolved

NC-AFM images of a clean a-Al2O3(0001) surface [73] and of a UHV cleaved MgO

(001) [87] surface, which are impossible to investigate using STM. In this section we

describe typical results of the imaging of metal oxides by NC-AFM.

The a-Al2O3(0001) surface exists in several ordered phases that can reversibly be

transformed into each other by thermal treatments and oxygen exposure. It is known

that the high-temperature phase has a large ð ffiffiffiffiffi
31

p � ffiffiffiffiffi
31

p ÞR	 9� unit cell. However,
the details of the atomic structure of this surface have not been revealed, and two

models have been proposed. Barth and Reichling [73] have directly observed this

reconstructed a-Al2O3(0001) surface by NC-AFM. They confirmed that the domi-

nant contrast of the low-magnification image corresponds to a rhombic grid repre-

senting a unit cell of ð ffiffiffiffiffi
31

p � ffiffiffiffiffi
31

p ÞRþ 9�, as shown in Fig. 5.19a. Also, more details

of the atomic structures were determined from the higher-magnification image

1 nm3 nm

+9°

C

[1120]

a b c d

Fig. 5.19 (a) Image of the high-temperature, reconstructed clean a-Al2O3 surface obtained by

using the constant-height mode. The rhombus represents the unit cell of the ð ffiffiffiffiffi
31

p � ffiffiffiffiffi
31

p ÞRþ 9�

reconstructed surface. (b)Higher-magnification image of (a). Imaging was performed at a reduced

tip–sample distance. (c) Schematic representation of the indicating regions of hexagonal order in

the center of reconstructed rhombi. (d) Superposition of the hexagonal domain with reconstruction

rhombi found by NC-AFM imaging. Atoms in the gray shaded regions are well ordered (The

images and the schematic representations are from [73])
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(Fig. 5.19b), which was taken at a reduced tip–sample distance. In this atomically

resolved image, it was revealed that each side of the rhombus is intersected by ten

atomic rows, and that a hexagonal arrangement of atoms exists in the center of the

rhombi (Fig. 5.19c). This feature agrees with the proposed surface structure that

predicts order in the center of the hexagonal surface domains and disorder at the

domain boundaries. Their result is an excellent demonstration of the capabilities of

the NC-AFM for the atomic-scale surface investigation of insulators.

The atomic structure of the SrTiO3(100)-ð
ffiffiffi
5

p � ffiffiffi
5

p ÞR26:6� surface, as well as

that of Al2O3(0001) can be determined on the basis of the results of NC-AFM

imaging [84]. SrTiO3 is one of the perovskite oxides, and its (100) surface exhibits

the many different kinds of reconstructed structures. In the case of the

(
ffiffiffi
5

p � ffiffiffi
5

p ÞR26� reconstruction, the oxygen vacancy–Ti3+–oxygen model (where

the terminated surface is TiO2 and the observed spots are related to oxygen

vacancies) was proposed from the results of STM imaging. As shown in

Fig. 5.20, Kubo and Nozoye [84] have performed measurements using both STM

and NC-AFM, and have found that the size of the bright spots as observed by

NC-AFM is always smaller than that for STMmeasurement, and that the dark spots,

which are not observed by STM, are arranged along the [001] and [010] directions

in the NC-AFM image. A theoretical simulation of the NC-AFM image using

first-principles calculations shows that the bright and dark spots correspond to Sr

and oxygen atoms, respectively. It has been proposed that the structural model of

the reconstructed surface consists of an ordered Sr adatom located at the oxygen

fourfold site on the TiO2-terminated layer (Fig. 5.20c).

Because STM images are related to the spatial distribution of the wave functions

near the Fermi level, atoms without a local density of states near the Fermi level are

generally invisible even on conductive materials. On the other hand, the NC-AFM

image reflects the strength of the tip–sample interaction force originating from

chemical, electrostatic and other interactions. Therefore, even STM and NC-AFM

images obtained using an identical tip and sample may not be identical generally.

The simultaneous imaging of a metal oxide surface enables the investigation of a

2 nm c10 nm ba

a b c

ba

Sr atom
Ti atom
O atom

[010]

[001]

Fig. 5.20 (a) STM and (b) NC-AFM images of a SrTiO3(100) surface. (c) A proposed model of

the SrTiO3(100)-ð
ffiffiffi
5

p � ffiffiffi
5

p ÞR26.6� surface reconstruction. The images and the schematic repre-

sentations are from [84]
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more detailed surface structure. The images of a TiO2(110) surface simultaneously

obtained with STM and NC-AFM [78] are a typical example. The STM image

shows that the dangling-bond states at the tip apex overlap with the dangling bonds

of the 3d states protruding from the Ti atom, while the NC-AFM primarily imaged

the uppermost oxygen atom.

Recently, calculations of the interaction of a Si tip with metal oxides surfaces,

such as Al2O3(0001), TiO2(110), and MgO(001), were reported [88, 89]. Previous

simulations of AFM imaging of alkali halides and fluorides assume that the tip

would be oxides or contaminated and hence have been performed with a model of

ionic oxide tips. In the case of imaging a metal oxide surface, pure Si tips are

appropriate for a more realistic tip model because the tip is sputtered for cleaning in

many experiments. The results of ab initio calculations for a Si tip with a dangling

bond demonstrate that the balance between polarization of the tip and covalent

bonding between the tip and the surface should determine the tip–surface force.

The interaction force can be related to the nature of the surface electronic structure.

For wide-gap insulators with a large valence-band offset that prevents significant

electron-density transfer between the tip and the sample, the force is dominated by

polarization of the tip. When the gap is narrow, the charge transfer increase and

covalent bonding dominates the tip–sample interaction. The forces over anions

(oxygen ions) in the surface are larger than over cations (metal ions), as they play a

more significant role in charge transfer. This implies that a pure Si tip would always

show the brightest contrast over the highest anions in the surface. In addition, Foster

et al. [88] suggested the method of using applied voltage, which controls the charge

transfer, during an AFM measurement to define the nature of tip apex.

The collaboration between experimental and theoretical studies has made great

progress in interpreting the imaging mechanism for binary insulators surface and

reveals that a well-defined tip with atomic resolution is preferable for imaging a

surface. As described previously, a method for the evaluation of the nature of the tip

has been developed. However, the most desirable solution would be the develop-

ment of suitable techniques for well-defined tip preparation and a few attempts at

controlled production of Si tips have been reported [24, 90, 91].

5.3.2 Atomically Resolved Imaging of a NiO(001) Surface

The transition metal oxides, such as NiO, CoO, and FeO, feature the simultaneous

existence of an energy gap and unpaired electrons, which gives rise to a variety of

magnetic property. Such magnetic insulators are widely used for the exchange

biasing for magnetic and spintronic devices. NC-AFM enables direct surface

imaging of magnetic insulators on an atomic scale. The forces detected by

NC-AFM originate from several kinds of interaction between the surface and the

tip, including magnetic interactions in some cases. Theoretical studies predict that

short-range magnetic interactions such as the exchange interaction should enable

the NC-AFM to image magnetic moments on an atomic scale. In this section, we
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will describe imaging of the antiferromagnetic NiO(001) surface using a ferromag-

netic tip. Also, theoretical studies of the exchange force interaction between a

magnetic tip and a sample will be described.

Theoretical Studies of the Exchange Force

In the system of a magnetic tip and sample, the interaction detected by NC-AFM

includes the short-range magnetic interaction in addition to the long-range mag-

netic dipole interaction. The energy of the short-range interaction depends on the

electron spin states of the atoms on the apex of the tip and the sample surface, and

the energy difference between spin alignments (parallel or antiparallel) is referred

to as the exchange interaction energy. Therefore, the short-range magnetic interac-

tion leads to the atomic-scale magnetic contrast, depending on the local energy

difference between spin alignments.

In the past, extensive theoretical studies on the short-range magnetic interaction

between a ferromagnetic tip and a ferromagnetic sample have been performed

by a simple calculation [92], a tight-binding approximation [93] and first-principles

calculations [94]. In the calculations performed by Nakamura et al. [94], three-

atomic-layer Fe(001) films are used as a model for the tip and sample. The

exchange force is defined as the difference between the forces in each spin confi-

guration of the tip and sample (parallel and antiparallel). The result of this calcula-

tion demonstrates that the amplitude of the exchange force is measurable for AFM

(about 0.1 nN). Also, they forecasted that the discrimination of the exchange force

would enable direct imaging of the magnetic moments on an atomic scale. Foster

and Shluger [95] have theoretically investigated the interaction between a spin-

polarized H atom and a Ni atom on a NiO(001) surface. They demonstrated that the

difference in magnitude in the exchange interaction between opposite-spin Ni ions

in a NiO surface could be sufficient to be measured in a low-temperature NC-AFM

experiment. Recently, first-principles calculation of the interaction of a ferromag-

netic Fe tip with an NiO surface has demonstrated that it should be feasible to

measure the difference in exchange force between opposite-spin Ni ions [96].

Atomically Resolved Imaging Using Noncoated

and Fe-Coated Si Tips

The detection of the exchange interaction is a challenging task for NC-AFM

applications. An antiferromagnetic insulator NiO single crystal that has regularly

aligned atom sites with alternating electron spin states is one of the best candidates

to prove the feasibility of detecting the exchange force for the following reason.

NiO has an antiferromagnetic AF2 structure as the most stable below the Néel

temperature of 525 K. This well-defined magnetic structure, in which Ni atoms on

the (001) surface are arranged in a checkerboard pattern, leads to the simple

interpretation of an image containing the atomic-scale contrast originating in the

exchange force. In addition, a clean surface can easily be prepared by cleaving.
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Figure 5.21a shows an atomically resolved image of a NiO(001) surface with a

ferromagnetic Fe-coated tip [97]. The bright protrusions correspond to atoms

spaced about 0.42 nm apart, consistent with the expected periodic arrangement of

the NiO(001) surface. The corrugation amplitude is typically 30 pm, which is

comparable to the value previously reported [82, 83, 98, 99, 100], as shown in

Fig. 5.21b. The atomic-resolution image (Fig. 5.21b), in which there is one maxi-

mum and one minimum within the unit cell, resembles that of the alkali halide (001)

surface. The symmetry of the image reveals that only one type of atom appears to be

at the maximum. From this image, it seems difficult to distinguish which of the

atoms are observed as protrusions. The theoretical works indicate that a metal tip

interacts strongly with the oxygen atoms on the MgO(001) surface [95]. From this

result, it is presumed that the bright protrusions correspond to the oxygen atoms.

However, it is still questionable which of the atoms are visible with a Fe-coated tip.

If the short-range magnetic interaction is included in the atomic image, the

corrugation amplitude of the atoms should depend on the direction of the spin

over the atom site. From the results of first-principles calculations [94], the contri-

bution of the short-range magnetic interaction to the measured corrugation ampli-

tude is expected to be about a few percent of the total interaction. Discrimination of

such small perturbations is therefore needed. In order to reduce the noise, the

corrugation amplitude was added on the basis of the periodicity of the NC-AFM

image. In addition, the topographical asymmetry, which is the index characterizing
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Fig. 5.21 (a) Atomically

resolved image obtained with

an Fe-coated tip. (b) Shows

the cross sections of the

middle part in (a). Their

corrugations are about 30 pm
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the difference in atomic corrugation amplitude, has been defined [101]. The result

shows that the value of the topographical asymmetry calculated from the image

obtained with an Fe-coated Si tip depends on the direction of summing of the

corrugation amplitude, and that the dependency corresponds to the antiferromag-

netic spin ordering of the NiO(001) surface [101, 102]. Therefore, this result

implies that the dependency of the topographical asymmetry originates in the

short-range magnetic interaction. However, in some cases the topographic asymme-

try with uncoated Si tips has a finite value [103]. The possibility that the asymmetry

includes the influence of the structure of tip apex and of the relative orientation

between the surface and tip cannot be excluded. In addition, it is suggested that the

absence of unambiguous exchange contrast is due to the fact that surface ion

instabilities occur at tip–sample distances that are small enough for a magnetic

interact [100]. Another possibility is that the magnetic properties of the tips are not

yet fully controlled because the topographic asymmetries obtained by Fe- and

Ni-coated tips show no significant difference [103]. In any cases, a careful compari-

son is needed to evaluate the exchange interaction included in an atomic image.

From the aforementioned theoretical works, it is presumed that a metallic tip has

the capability to image an oxygen atom as a bright protrusion. Recently, the

magnetic properties of the NiO(001) surface were investigated by first-principles

electronic-structure calculations [104]. It was shown that the surface oxygen has

finite spin magnetic moment, which originates from symmetry breaking. We must

take into account the possibility that a metal atom at the ferromagnetic tip apex may

interact with a Ni atom on the second layer through a magnetic interaction mediated

by the electrons in an oxygen atom on the surface.

The measurements presented here demonstrate the feasibility of imaging mag-

netic structures on an atomic scale by NC-AFM. In order to realize explicit

detection of exchange force, further experiments and a theoretical study are

required. In particular, the development of a tip with well-defined atomic structure

and magnetic properties is essential for exchange force microscopy.

5.4 Applications to Molecules

In the future, it is expected that electronic, chemical, and medical devices will be

downsized to the nanometer scale. To achieve this, visualizing and assembling

individual molecular components is of fundamental importance. Topographic imag-

ing of nonconductive materials, which is beyond the range of scanning tunneling

microscopes, is a challenge for atomic force microscopy (AFM). Nanometer-sized

domains of surfactants terminated with different functional groups have been identi-

fied by lateral force microscopy (LFM) [106] and by chemical force microscopy

(CFM) [107] as extensions of AFM. At a higher resolution, a periodic array of

molecules, Langmuir–Blodgett films [108] for example, was recognized by AFM.

However, it remains difficult to visualize an isolated molecule, molecule vacancy, or

the boundary of different periodic domains, with a microscope with the tip in contact.
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5.4.1 Why Molecules and Which Molecules?

Access to individual molecules has not been a trivial task even for noncontact

atomic force microscopy (NC-AFM). The force pulling the tip into the surface is

less sensitive to the gap width (r), especially when chemically stable molecules

cover the surface. The attractive potential between two stable molecules is shallow

and exhibits r�6 decay [13].

High-resolution topography of formate (HCOO–) [109] was first reported in

1997 as a molecular adsorbate. The number of imaged molecules is now increasing

because of the technological importance of molecular interfaces. To date, the

following studies on molecular topography have been published: C60 [105, 110],

DNAs [111, 112], adenine and thymine [113], alkanethiols [113, 114], a perylene

derivative (PTCDA) [115], a metal porphyrin (Cu-TBPP) [116], glycine sulfate

[117], polypropylene [118], vinylidene fluoride [119], and a series of carboxylates

(RCOO–) [120, 121, 122, 123, 124, 125, 126]. Two of these are presented in

Figs. 5.22 and 5.23 to demonstrate the current stage of achievement. The proceed-

ings of the annual NC-AFM conference represent a convenient opportunity for us to

update the list of molecules imaged.

5.4.2 Mechanism of Molecular Imaging

A systematic study of carboxylates (RCOO–) with R ¼ H, CH3, C(CH3)3, C�CH,

and CF3 revealed that the van der Waals force is responsible for the molecule-

dependent microscope topography despite its long-range (r�6) nature. Carboxylates

adsorbed on the (110) surface of rutile TiO2 have been extensively studied as a

prototype for organic materials interfaced with an inorganic metal oxide [127].

Fig. 5.22 The constant

frequency-shift topography of

domain boundaries on a

C60 multilayered film

deposited on a Si(111)

surface based on [105].

Image size: 35�35 nm2
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A carboxylic acid molecule (RCOOH) dissociates on this surface to a carboxylate

(RCOO–) and a proton (H+) at room temperature, as illustrated in Fig. 5.24. The pair

of negatively charged oxygen atoms in the RCOO– coordinate two positively

charged Ti atoms on the surface. The adsorbed carboxylates create a long-range

ordered monolayer. The lateral distances of the adsorbates in the ordered monolayer

are regulated at 0.65 and 0.59 nm along the [110] and [001] directions. By scanning

a mixed monolayer containing different carboxylates, the microscope topography

of the terminal groups can be quantitatively compared while minimizing tip-

dependent artifacts.

Figure 5.25 presents the observed constant frequency-shift topography of four

carboxylates terminated by different alkyl groups. On the formate-covered surface

of panel (a), individual formates (R ¼ H) were resolved as protrusions of uniform

brightness. The dark holes represent unoccupied surface sites. The cross section in

the lower panel shows that the accuracy of the height measurement was 0.01 nm or

better. Brighter particles appeared in the image when the formate monolayer

was exposed to acetic acid (CH3COOH) as shown in panel (b). Some formates

were exchanged with acetates (R ¼ CH3) impinging from the gas phase [129].

Because the number of brighter spots increased with exposure time to acetic acid,

the brighter particle was assigned to the acetate [121]. Twenty-nine acetates and

≈ 0.33 nm
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Fig. 5.23 The constant

frequency-shift topography of

a DNA helix on a mica

surface based on [111].

Image size: 43�43 nm2.

The image revealed features

with a spacing of 3.3 nm,

consistent with the helix turn

of B-DNA
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188 formates were identified in the topography. An isolated acetate and its sur-

rounding formates exhibited an image height difference of 0.06 nm. Pivalate

is terminated by bulky R ¼ (CH3)3. Nine bright pivalates were surrounded by

formates of ordinary brightness in the image of panel (c) [123]. The image height

difference of an isolated pivalate over the formates was 0.11 nm. Propiolate

with C�CH is a needle-like adsorbate of single-atom diameter. That molecule

exhibited in panel (d) a microscope topography 0.20 nm higher than that of the

formate [125].
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Fig. 5.25 The constant frequency-shift topography of carboxylate monolayers prepared on the

TiO2(110) surface based on [121,123,125]. Image size: 10 �10 nm2. (a) Pure formate mono-

layer; (b) formate–acetate mixed layer; (c) formate–pivalate mixed layer; (d) formate–propiolate

mixed layer. Cross sections determined on the lines are shown in the lower panel
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Fig. 5.24 The carboxylates and TiO2 substrate. (a) Top and side view of the ball model. Small
shaded and large shaded balls represent Ti and O atoms in the substrate. Protons yielded in the

dissociation reaction are not shown. (b) Atomic geometry of formate, acetate, pivalate, propiolate,

and trifluoroacetate adsorbed on the TiO2(110) surface. The O–Ti distance and O–C–O angle of

the formate were determined in the quantitative analysis using photoelectron diffraction [128]
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The image topography of formate, acetate, pivalate, and propiolate followed the

order of the size of the alkyl groups. Their physical topography can be assumed

based on the C–C and C–H bond lengths in the corresponding RCOOHmolecules in

the gas phase [130], and is illustrated in Fig. 5.24. The top hydrogen atom of the

formate is located 0.38 nm above the surface plane containing the Ti atom pair,

while three equivalent hydrogen atoms of the acetate are more elevated at 0.46 nm.

The uppermost H atoms in the pivalate are raised by 0.58 nm relative to the Ti plane.

The H atom terminating the triple-bonded carbon chain in the propiolate is at

0.64 nm. Figure 5.26 summarizes the observed image heights relative to the for-

mate, as a function of the physical height of the topmost H atoms given in the model.

The straight line fitted the four observations [122]. When the horizontal axis was

scaled with other properties (molecular weight, the number of atoms in a molecule,

or the number of electrons in valence states), the correlation became poor.

On the other hand, if the tip apex traced the contour of a molecule composed of

hard-sphere atoms, the image topography would reproduce the physical topography

in a one-to-one ratio, as shown by the broken line in Fig. 5.26. However, the slope

of the fitted line was 0.7. A slope of less than unity is interpreted as the long-range

nature of the tip–molecule force. The observable frequency shift reflects the sum of

the forces between the tip apex and individual molecules. When the tip passes

above a tall molecule embedded in short molecules, it is pulled up to compensate

for the increased force originating from the tall molecule. Forces between the lifted

tip and the short molecules are reduced due to the increased tip–surface distance.

Feedback regulation pushes down the probe to restore the lost forces.

This picture predicts that microscope topography is sensitive to the lateral

distribution of the molecules, and that was in fact the case. Two-dimensionally

clustered acetates exhibited enhanced image height over an isolated acetate [121].

The tip–molecule force therefore remained nonzero at distances over the lateral

separation of the carboxylates on this surface (0.59–0.65 nm). Chemical bond

interactions cannot be important across such a wide tip–molecule gap, whereas

atom-scale images of Si(111)(7�7) are interpreted with the fractional formation of

tip–surface chemical bonds [24, 45, 49]. Instead, the attractive component of the

0.70.60.50.40.3
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Microscope topography relative to formate (nm)Fig. 5.26 The constant

frequency-shift topography of
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van der Waals force is probable responsible for the observed molecule-dependent

topography. The absence of the tip–surface chemical bond is reasonable on the

carboxylate-covered surface terminated with stable C–H bonds.

The attractive component of the van der Waals force contains electrostatic

terms caused by permanent-dipole/permanent-dipole coupling, permanent-dipole/

induced-dipole coupling, and induced-dipole/induced-dipole coupling (dispersion

force). The four carboxylates examined are equivalent in terms of their permanent

electric dipole, because the alkyl groups are nonpolar. The image contrast of one

carboxylate relative to another is thus ascribed to the dispersion force and/or the

force created by the coupling between the permanent dipole on the tip and the

induced dipole on the molecule. If we further assume that the Si tip used exhibits

the smallest permanent dipole, the dispersion force remains dominant to create the

NC-AFM topography dependent on the nonpolar groups of atoms. A numerical

simulation based on this assumption [125] successfully reproduced the propiolate

topography of Fig. 5.25d. A calculation that does not include quantum chemical

treatment is expected to work, unless the tip approaches the surface too closely, or

the molecule possesses a dangling bond.

In addition to the contribution of the dispersion force, the permanent dipole

moment of molecules may perturb the microscope topography through electrostatic

coupling with the tip. Its possible role was demonstrated by imaging a fluorine-

substituted acetate. The strongly polarized C–F bonds were expected to perturb

the electrostatic field over the molecule. The constant frequency-shift topography

of acetate (R ¼ CH3) and trifluoroacetate (R ¼ CF3) was indeed sensitive to

the fluorine substitution. The acetate was observed to be 0.05 nm higher than the

trifluoroacetate [122], although the F atoms in the trifluoroacetate as well as the

H atoms in the acetate were lifted by 0.46 nm from the surface plane, as illustrated

in Fig. 5.24.

5.4.3 Perspectives

The experimental results summarized in this section prove the feasibility of using

NC-AFM to identify individual molecules. A systematic study on the constant

frequency-shift topography of carboxylates with R ¼ CH3, C(CH3)3, C�CH,

and CF3 has revealed the mechanism behind the high-resolution imaging of the

chemically stable molecules. The dispersion force is primarily responsible for the

molecule-dependent topography. The permanent dipole moment of the imaged

molecule, if it exists, perturbs the topography through the electrostatic coupling

with the tip. A tiny calculation containing empirical force fields works when

simulating the microscope topography.

These results make us optimistic about analyzing physical and chemical proper-

ties of nanoscale supramolecular assemblies constructed on a solid surface. If the

accuracy of topographic measurement is developed by one more order of magni-

tude, which is not an unrealistic target, it may be possible to identify structural
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isomers, chiral isomers, and conformational isomers of a molecule. Kelvin probe

force microscopy (KPFM), an extension of NC-AFM, provides a nanoscale analysis

of molecular electronic properties [118, 119]. Force spectroscopy with chemically

modified tips seems promising for the detection of a selected chemical force.

Operation in a liquid atmosphere [131] is required for the observation of biochemi-

cal materials in their natural environment.
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35. R. Erlandsson, L. Olsson, P. Mårtensson: Inequivalent atoms and imaging mechanisms in

AC-mode atomic-force microscopy of Si(111)7�7, Phys. Rev. B 54, R8309–R8312 (1996).

36. N. Burnham, R.J. Colton: Measuring the nanomechanical and surface forces of materials

using an atomic force microscope, J. Vac. Sci. Technol. A 7, 2906–2913 (1989).

37. D. Tabor, R.H.S. Winterton: Direct measurement of normal and related van der Waals

forces, Proc. R. Soc. Lond. A 312, 435 (1969).

38. F.J. Giessibl: Forces and frequency shifts in atomic resolution dynamic force microscopy,

Phys. Rev. B 56, 16011–16015 (1997).

39. G. Binnig, H. Rohrer, C. Gerber, E. Weibel: 7�7 reconstruction on Si(111) resolved in real

space, Phys. Rev. Lett. 50, 120–123 (1983).

40. H. Goldstein: Classical Mechanics (Addison Wesley, Reading, 1980).

41. U. D€urig: Interaction sensing in dynamic force microscopy, New J. Phys. 2, 5.1–5.12 (2000).

42. F.J. Giessibl: A direct method to calculate tip–sample forces from frequency shifts in

frequency-modulation atomic force microscopy, Appl. Phys. Lett. 78, 123–125 (2001).

43. U. D€urig, H.P. Steinauer, N. Blanc: Dynamic force microscopy by means of the phase-

controlled oscillator method, J. Appl. Phys. 82, 3641–3651 (1997).

44. F.J. Giessibl, H. Bielefeldt, S. Hembacher, J. Mannhart: Calculation of the optimal imaging

parameters for frequency modulation atomic force microscopy, Appl. Surf. Sci. 140,

352–357 (1999).

45. M.A. Lantz, H.J. Hug, R. Hoffmann, P.J.A. van Schendel, P. Kappenberger, S. Martin,

A. Baratoff, H.-J. G€untherodt: Quantitative measurement of short-range chemical bonding

forces, Science 291, 2580–2583 (2001).

46. F.J. Giessibl, M. Herz, J. Mannhart: Friction traced to the single atom, Proc. Natl. Acad. Sci.

USA 99, 12006–12010 (2002).

47. N. Nakagiri, M. Suzuki, K. Oguchi, H. Sugimura: Site discrimination of adatoms in Si(111)-

7�7 by noncontact atomic force microscopy, Surf. Sci. Lett. 373, L329–L332 (1997).

48. Y. Sugawara, M. Ohta, H. Ueyama, S. Morita: Defect motion on an InP(110) surface

observed with noncontact atomic force microscopy, Science 270, 1646–1648 (1995).

5 Noncontact Atomic Force Microscopy and Related Topics 233



49. T. Uchihashi, Y. Sugawara, T. Tsukamoto, M. Ohta, S. Morita: Role of a covalent bonding

interaction in noncontact-mode atomic-force microscopy on Si(111)7�7, Phys. Rev. B 56,

9834–9840 (1997).

50. K. Yokoyama, T. Ochi, A. Yoshimoto, Y. Sugawara, S. Morita: Atomic resolution imaging

on Si(100)2�1 and Si(100)2�1-H surfaces using a non-contact atomic force microscope,

Jpn. J. Appl. Phys. 39, L113–L115 (2000).

51. Y. Sugawara, T. Minobe, S. Orisaka, T. Uchihashi, T. Tsukamoto, S. Morita: Non-contact

AFM images measured on Si(111)3�3-Ag and Ag(111) surfaces, Surf. Interface Anal. 27,

456–461 (1999).

52. K. Yokoyama, T. Ochi, Y. Sugawara, S. Morita: Atomically resolved Ag imaging on Si(111)3�
3-Ag surface with noncontact atomic force microscope, Phys. Rev. Lett. 83, 5023–5026 (1999).

53. M. Bammerlin, R. L€uthi, E. Meyer, A. Baratoff, J. L€u, M. Guggisberg, C. Gerber, L. Howald,

H.-J. G€untherodt: True atomic resolution on the surface of an insulator via ultrahigh vacuum

dynamic force microscopy, Probe Microsc. J. 1, 3–7 (1997).

54. M. Bammerlin, R. L€uthi, E. Meyer, A. Baratoff, J. L€u, M. Guggisberg, C. Loppacher,

C. Gerber, H.-J. G€untherodt: Dynamic SFM with true atomic resolution on alkali halide

surfaces, Appl. Phys. A 66, S293–S294 (1998).

55. R. Hoffmann, M.A. Lantz, H.J. Hug, P.J.A. van Schendel, P. Kappenberger, S. Martin, A.

Baratoff, H.-J. G€untherodt: Atomic resolution imaging and force versus distance measure-

ments on KBr(001) using low temperature scanning force microscopy, Appl. Surf. Sci. 188,

238–244 (2002).

56. R. Bennewitz, A.S. Foster, L.N. Kantotovich, M. Bammerlin, C. Loppacher, S. Sch€ar, M.

Guggisberg, E. Meyer, A.L. Shluger: Atomically resolved edges and kinks of NaCl islands

on Cu(111): Experiment and theory, Phys. Rev. B 62, 2074–2084 (2000).

57. A.I. Livshits, A.L. Shluger, A.L. Rohl, A.S. Foster: Model of noncontact scanning force

microscopy on ionic surfaces, Phys. Rev. 59, 2436–2448 (1999).

58. R. Bennewitz, O. Pfeiffer, S. Sch€ar, V. Barwich, E. Meyer, L.N. Kantorovich: Atomic

corrugation in nc-AFM of alkali halides, Appl. Surf. Sci. 188, 232–237 (2002).

59. R. Bennewitz, S. Sch€ar, E. Gnecco, O. Pfeiffer, M. Bammerlin, E. Meyer: Atomic structure

of alkali halide surfaces, Appl. Phys. A 78, 837–841 (2004).

60. M. Gauthier, L. Kantrovich, M. Tsukada: Theory of energy dissipation into surface vibla-

tionsed, in Noncontact Atomic Force Microscopy, ed. by S. Morita, R. Wiesendanger, E.

Meyer (Springer, Berlin/Heidelberg, 2002) pp.371–394.

61. H.J. Hug, A. Baratoff: Measurement of dissipation induced by tip–sample interactions, in

Noncontact Atomic Force Microscopy, ed. by S. Morita, R. Wiesendanger, E. Meyer

(Springer, Berlin/Heidelberg, 2002) pp.395–431.

62. R. Hoffmann, L.N. Kantorovich, A. Baratoff, H.J. Hug, H.-J. G€untherodt: Sublattice identi-
fication in scanning force microscopy on alkali halide surfaces, Phys. Rev. B 92,

146103–1–146103–4 (2004).

63. C. Barth, M. Reichling: Resolving ions and vacancies at step edges on insulating surfaces,

Surf. Sci. 470, L99–L103 (2000).
64. R. Bennewitz, M. Reichling, E. Matthias: Force microscopy of cleaved and electron-irra-

diated CaF_2(111) surfaces in ultra-high vacuum, Surf. Sci. 387, 69–77 (1997).

65. M. Reichling, C. Barth: Scanning force imaging of atomic size defects on the CaF2(111)

surface, Phys. Rev. Lett. 83, 768–771 (1999).

66. M. Reichling, M. Huisinga, S. Gogoll, C. Barth: Degradation of the CaF2(111) surface by air

exposure, Surf. Sci. 439, 181–190 (1999).

67. A. Klust, T. Ohta, A.A. Bostwick, Q. Yu, F.S. Ohuchi, M.A. Olmstead: Atomically resolved

imaging of a CaF bilayer on Si(111): Subsurface atoms and the image contrast in scanning

force microscopy, Phys. Rev. B 69, 035405–1–035405–5 (2004).

68. C. Barth, A.S. Foster, M. Reichling, A.L. Shluger: Contrast formation in atomic resolution

scanning force microscopy of CaF2(111): Experiment and theory, J. Phys. Condens. Matter

13, 2061–2079 (2001).

234 F.J. Giessibl et al.



69. A.S. Foster, C. Barth, A.L. Shulger, M. Reichling: Unambiguous interpretation of atomically

resolved force microscopy images of an insulator, Phys. Rev. Lett. 86, 2373–2376 (2001).

70. A.S. Foster, A.L. Rohl, A.L. Shluger: Imaging problems on insulators: What can be learnt

from NC-AFM modeling on CaF2?, Appl. Phys. A 72, S31–S34 (2001).

71. F.J. Giessibl, M. Reichling: Investigating atomic details of the CaF2(111) surface with a

qPlus sensor, Nanotechnology 16, S118–S124 (2005).

72. A.S. Foster, C. Barth, A.L. Shluger, R.M. Nieminen, M. Reichling: Role of tip structure and

surface relaxation in atomic resolution dynamic force microscopy: CaF2(111) as a reference

surface, Phys. Rev. B 66, 235417–1–235417–10 (2002).

73. C. Barth, M. Reichling: Imaging the atomic arrangements on the high-temperature recon-

structed a-Al2O3 surface, Nature 414, 54–57 (2001).

74. M. Reichling, C. Barth: Atomically resolution imaging on fluorides, in Noncontact
Atomic Force Microscopy, ed. by S. Morita, R. Wiesendanger, E. Meyer (Springer, Berlin/

Heidelberg, 2002) pp.109–123.

75. K. Fukui, H. Ohnishi, Y. Iwasawa: Atom-resolved image of the TiO2(110) surface by

noncontact atomic force microscopy, Phys. Rev. Lett. 79, 4202–4205 (1997).

76. H. Raza, C.L. Pang, S.A. Haycock, G. Thornton: Non-contact atomic force microscopy

imaging of TiO2(100) surfaces, Appl. Surf. Sci. 140, 271–275 (1999).

77. C.L. Pang, H. Raza, S.A. Haycock, G. Thornton: Imaging reconstructed TiO2(100) surfaces

with non-contact atomic force microscopy, Appl. Surf. Sci. 157, 223–238 (2000).

78. M. Ashino, T. Uchihashi, K. Yokoyama, Y. Sugawara, S. Morita, M. Ishikawa: STM and

atomic-resolution noncontact AFM of an oxygen-deficient TiO2(110) surface, Phys. Rev. B

61, 13955–13959 (2000).

79. R.E. Tanner, A. Sasahara, Y. Liang, E.I. Altmann, H. Onishi: Formic acid adsorption on

anatase TiO2(001)-(1�4) thin films studied by NC-AFM and STM, J. Phys. Chem. B 106,

8211–8222 (2002).

80. A. Sasahara, T.C. Droubay, S.A. Chambers, H. Uetsuka, H. Onishi: Topography of anatase

TiO2 film synthesized on LaAlO3(001), Nanotechnology 16, S18–S21 (2005).

81. C.L. Pang, S.A. Haycock, H. Raza, P.J. Møller, G. Thornton: Structures of the 4�1 and 1�2

reconstructions of SnO2(110), Phys. Rev. B 62, R7775–R7778 (2000).

82. H. Hosoi, K. Sueoka, K. Hayakawa, K. Mukasa: Atomic resolved imaging of cleaved NiO

(100) surfaces by NC-AFM, Appl. Surf. Sci. 157, 218–221 (2000).

83. W. Allers, S. Langkat, R. Wiesendanger: Dynamic low-temperature scanning force micros-

copy on nickel oxide (001), Appl. Phys. A 72, S27–S30 (2001).

84. T. Kubo, H. Nozoye: Surface Structure of SrTiO3(100)-(5�5)-R 26.6�, Phys. Rev. Lett. 86,
1801–1804 (2001).

85. K. Fukui, Y. Namai, Y. Iwasawa: Imaging of surface oxygen atoms and their defect

structures on CeO2(111) by noncontact atomic force microscopy, Appl. Surf. Sci. 188,

252–256 (2002).

86. S. Suzuki, Y. Ohminami, T. Tsutsumi, M.M. Shoaib, M. Ichikawa, K. Asakura: The first

observation of an atomic scale noncontact AFM image of MoO3(010), Chem. Lett. 32,

1098–1099 (2003).

87. C. Barth, C.R. Henry: Atomic resolution imaging of the (001) surface of UHV cleaved MgO

by dynamic scanning force microscopy, Phys. Rev. Lett. 91, 196102–1–196102–4 (2003).

88. A.S. Foster, A.Y. Gal, J.M. Airaksinen, O.H. Pakarinen, Y.J. Lee, J.D. Gale, A.L. Shluger,

R.M. Nieminen: Towards chemical identification in atomic-resolution noncontact AFM

imaging with silicon tips, Phys. Rev. B 68, 195420–1–195420–8 (2003).

89. A.S. Foster, A.Y. Gal, J.D. Gale, Y.J. Lee, R.M. Nieminen, A.L. Shluger: Interaction of

silicon dangling bonds with insulating surfaces, Phys. Rev. Lett. 92, 036101–1–036101–4

(2004).

90. T. Eguchi, Y. Hasegawa: High resolution atomic force microscopic imaging of the Si(111)-

(7�7) surface: Contribution of short-range force to the images, Phys. Rev. Lett. 89,

266105–1–266105–4 (2002).

5 Noncontact Atomic Force Microscopy and Related Topics 235



91. T. Arai, M. Tomitori: A Si nanopillar grown on a Si tip by atomic force microscopy

in ultrahigh vacuum for a high-quality scanning probe, Appl. Phys. Lett. 86,

073110–1–073110–3 (2005).

92. K. Mukasa, H. Hasegawa, Y. Tazuke, K. Sueoka, M. Sasaki, K. Hayakawa: Exchange

interaction between magnetic moments of ferromagnetic sample and tip: Possibility of

atomic-resolution images of exchange interactions using exchange force microscopy, Jpn.

J. Appl. Phys. 33, 2692–2695 (1994).

93. H. Ness, F. Gautier: Theoretical study of the interaction between a magnetic nanotip and a

magnetic surface, Phys. Rev. B 52, 7352–7362 (1995).

94. K. Nakamura, H. Hasegawa, T. Oguchi, K. Sueoka, K. Hayakawa, K. Mukasa: First-

principles calculation of the exchange interaction and the exchange force between magnetic

Fe films, Phys. Rev. B 56, 3218–3221 (1997).

95. A.S. Foster, A.L. Shluger: Spin-contrast in non-contact SFM on oxide surfaces: Theoretical

modeling of NiO(001) surface, Surf. Sci. 490, 211–219 (2001).

96. T. Oguchi, H. Momida: Electronic structure and magnetism of antiferromagnetic oxide

surface – First-principles calculations, J. Surf. Sci. Soc. Jpn. 26, 138–143 (2005).

97. H. Hosoi, M. Kimura, K. Sueoka, K. Hayakawa, K. Mukasa: Non-contact atomic force

microscopy of an antiferromagnetic NiO(100) surface using a ferromagnetic tip, Appl. Phys.

A 72, S23–S26 (2001).

98. H. H€olscher, S.M. Langkat, A. Schwarz, R. Wiesendanger: Measurement of three-dimensional

force fields with atomic resolution using dynamic force spectroscopy, Appl. Phys. Lett. 81,

4428–4430 (2002).

99. S.M. Langkat, H. H€olscher, A. Schwarz, R. Wiesendanger: Determination of site specific

interaction forces between an iron coated tip and the NiO(001) surface by force field

spectroscopy, Surf. Sci. 527, 12–20 (2003).

100. R. Hoffmann, M.A. Lantz, H.J. Hug, P.J.A. van Schendel, P. Kappenberger, S. Martin,

A. Baratoff, H.-J. G€untherodt: Atomic resolution imaging and frequency versus distance

measurement on NiO(001) using low-temperature scanning force microscopy, Phys. Rev. B

67, 085402–1–085402–6 (2003).

101. H. Hosoi, K. Sueoka, K. Hayakawa, K. Mukasa: Atomically resolved imaging of a NiO(001)

surface, in Noncontact Atomic Force Microscopy, ed. by S. Morita, R. Wiesendanger,

E. Meyer (Springer, Berlin/Heidelberg, 2002) pp.125–134.

102. K. Sueoka, A. Subagyo, H. Hosoi, K. Mukasa: Magnetic imaging with scanning force

microscopy, Nanotechnology 15, S691–S698 (2004).

103. H. Hosoi, K. Sueoka, K. Mukasa: Investigations on the topographic asymmetry of non-

contact atomic force microscopy images of NiO(001) surface observed with a ferromagnetic

tip, Nanotechnology 15, 505–509 (2004).

104. H. Momida, T. Oguchi: First-principles studies of antiferromagnetic MnO and NiO surfaces,

J. Phys. Soc. Jpn. 72, 588–593 (2003).

105. K. Kobayashi, H. Yamada, T. Horiuchi, K. Matsushige: Structures and electrical properties

of fullerene thin films on Si(111)-7�7 surface investigated by noncontact atomic force

microscopy, Jpn. J. Appl. Phys. 39, 3821–3829 (2000).

106. R.M. Overney, E. Meyer, J. Frommer, D. Brodbeck, R. L€uthi, L. Howald, H.-J. G€untherodt,
M. Fujihira, H. Takano, Y. Gotoh: Friction measurements on phase-separated thin films with

amodified atomic force microscope, Nature 359, 133–135 (1992).

107. D. Frisbie, L.F. Rozsnyai, A. Noy, M.S. Wrighton, C.M. Lieber: Functional group imaging

by chemical force microscopy, Science 265, 2071–2074 (1994).

108. E. Meyer, L. Howald, R.M. Overney, H. Heinzelmann, J. Frommer, H.-J. G€untherodt,
T. Wagner, H. Schier, S. Roth: Molecular-resolution images of Langmuir–Blodgett films

using atomic force microscopy, Nature 349, 398–400 (1992).

109. K. Fukui, H. Onishi, Y. Iwasawa: Imaging of individual formate ions adsorbed on TiO2(110)

surface by non-contact atomic force microscopy, Chem. Phys. Lett. 280, 296–301 (1997).

110. K. Kobayashi, H. Yamada, T. Horiuchi, K. Matsushige: Investigations of C60 molecules

deposited on Si(111) by noncontact atomic force microscopy, Appl. Surf. Sci. 140, 281–286

(1999).

236 F.J. Giessibl et al.



111. T. Uchihashi, M. Tanigawa, M. Ashino, Y. Sugawara, K. Yokoyama, S. Morita, M. Ishikawa:

Identification of B-form DNA in an ultrahigh vacuum by noncontact-mode atomic force

microscopy, Langmuir 16, 1349–1353 (2000).

112. Y. Maeda, T. Matsumoto, T. Kawai: Observation of single- and double-strand DNA using

non-contact atomic force microscopy, Appl. Surf. Sci. 140, 400–405 (1999).

113. T. Uchihashi, T. Ishida, M. Komiyama, M. Ashino, Y. Sugawara, W. Mizutani,

K. Yokoyama, S. Morita, H. Tokumoto, M. Ishikawa: High-resolution imaging of organic

monolayers using noncontact AFM, Appl. Surf. Sci. 157, 244–250 (2000).

114. T. Fukuma, K. Kobayashi, T. Horiuchi, H. Yamada, K. Matsushige: Alkanethiol self-

assembled monolayers on Au(111) surfaces investigated by non-contact AFM, Appl. Phys.

A 72, S109–S112 (2001).

115. B. Gotsmann, C. Schmidt, C. Seidel, H. Fuchs: Molecular resolution of an organic mono-

layer by dynamic AFM, Eur. Phys. J. B 4, 267–268 (1998).

116. C. Loppacher, M. Bammerlin, M. Guggisberg, E. Meyer, H.-J. G€untherodt, R. L€uthi,
R. Schlittler, J.K. Gimzewski: Forces with submolecular resolution between the probing

tip and Cu-TBPP molecules on Cu(100) observed with a combined AFM/STM, Appl. Phys.

A 72, S105–S108 (2001).

117. L.M. Eng, M. Bammerlin, C. Loppacher, M. Guggisberg, R. Bennewitz, R. L€uthi, E. Meyer,

H.-J. G€untherodt: Surface morphology, chemical contrast, and ferroelectric domains in TGS

bulk single crystals differentiated with UHV non-contact force microscopy, Appl. Surf. Sci.

140, 253–258 (1999).

118. S. Kitamura, K. Suzuki, M. Iwatsuki: High resolution imaging of contact potential difference

using a novel ultrahigh vacuum non-contact atomic force microscope technique, Appl. Surf.

Sci. 140, 265–270 (1999).

119. H. Yamada, T. Fukuma, K. Umeda, K. Kobayashi, K. Matsushige: Local structures and

electrical properties of organic molecular films investigated by non-contact atomic force

microscopy, Appl. Surf. Sci. 188, 391–398 (2000).

120. K. Fukui, Y. Iwasawa: Fluctuation of acetate ions in the (2�1)-acetate overlayer on

TiO2(110)-(1�1) observed by noncontact atomic force microscopy, Surf. Sci. 464,

L719–L726 (2000).

121. A. Sasahara, H. Uetsuka, H. Onishi: Singlemolecule analysis by non-contact atomic force

microscopy, J. Phys. Chem. B 105, 1–4 (2001).

122. A. Sasahara, H. Uetsuka, H. Onishi: NC-AFM topography of HCOO and CH3COO mole-

cules co-adsorbed on TiO2(110), Appl. Phys. A 72, S101–S103 (2001).

123. A. Sasahara, H. Uetsuka, H. Onishi: Image topography of alkyl-substituted carboxylates

observed by noncontact atomic force microscopy, Surf. Sci. 481, L437–L442 (2001).

124. A. Sasahara, H. Uetsuka, H. Onishi: Noncontact atomic force microscope topography

dependent on permanent dipole of individual molecules, Phys. Rev. B 64, 121406 (2001).

125. A. Sasahara, H. Uetsuka, T. Ishibashi, H. Onishi: A needle-like organic molecule imaged by

noncontact atomic force microscopy, Appl. Surf. Sci. 188, 265–271 (2002).

126. H. Onishi, A. Sasahara, H. Uetsuka, T. Ishibashi: Molecule-dependent topography deter-

mined by noncontact atomic force microscopy: Carboxylates on TiO2(110), Appl. Surf. Sci.

188, 257–264 (2002).

127. H. Onishi: Carboxylates adsorbed on TiO2(110), in Chemistry of Nano-molecular Systems,
ed. by T. Nakamura (Springer, Berlin/Heidelberg, 2002) pp.75–89.

128. S. Thevuthasan, G.S. Herman, Y.J. Kim, S.A. Chambers, C.H.F. Peden, Z. Wang,

R.X. Ynzunza, E.D. Tober, J. Morais, C.S. Fadley: The structure of formate on TiO2(110) by

scanned-energy and scanned-angle photoelectron diffraction, Surf. Sci. 401, 261–268 (1998).

129. H. Uetsuka, A. Sasahara, A. Yamakata, H. Onishi: Microscopic identification of a bimolec-

ular reaction intermediate, J. Phys. Chem. B 106, 11549–11552 (2002).

130. D.R. Lide: Handbook of Chemistry and Physics, 81st edn. (CRC, Boca Raton, 2000).
131. K. Kobayashi, H. Yamada, K. Matsushige: Dynamic force microscopy using FM detection in

various environments, Appl. Surf. Sci. 188, 430–434 (2002).

5 Noncontact Atomic Force Microscopy and Related Topics 237



Chapter 6

Low-Temperature Scanning Probe Microscopy

Markus Morgenstern, Alexander Schwarz, and Udo D. Schwarz

Abstract This chapter is dedicated to scanning probe microscopy (SPM) operated

at cryogenic temperatures, where the more fundamental aspects of phenomena

important in the field of nanotechnology can be investigated with high sensitivity

under well-defined conditions. In general, scanning probe techniques allow the

measurement of physical properties down to the nanometer scale. Some techniques,

such as scanning tunneling microscopy and scanning force microscopy, even go

down to the atomic scale. Various properties are accessible. Most importantly, one

can image the arrangement of atoms on conducting surfaces by scanning tunneling

microscopy and on insulating substrates by scanning force microscopy. However,

the arrangement of electrons (scanning tunneling spectroscopy), the force interac-

tion between different atoms (scanning force spectroscopy), magnetic domains

(magnetic force microscopy), the local capacitance (scanning capacitance micros-

copy), the local temperature (scanning thermo microscopy), and local light-induced

excitations (scanning near-field microscopy) can also be measured with high spatial

resolution. In addition, some techniques even allow the manipulation of atomic

configurations.

Probably the most important advantage of the low-temperature operation of

scanning probe techniques is that they lead to a significantly better signal-to-

noise ratio than measuring at room temperature. This is why many researchers

work below 100 K. However, there are also physical reasons to use low-temperature

equipment. For example, the manipulation of atoms or scanning tunneling spec-

troscopy with high energy resolution can only be realized at low temperatures.

Moreover, some physical effects such as superconductivity or the Kondo effect

are restricted to low temperatures. Here, we describe the design criteria of low-

temperature scanning probe equipment and summarize some of the most spectacu-

lar results achieved since the invention of the method about 30 years ago. We first

focus on the scanning tunneling microscope, giving examples of atomic manipula-

tion and the analysis of electronic properties in different material arrangements.

Afterwards, we describe results obtained by scanning force microscopy, showing

atomic-scale imaging on insulators, as well as force spectroscopy analysis. Finally,

the magnetic force microscope, which images domain patterns in ferromagnets

and vortex patterns in superconductors, is discussed. Although this list is far from

B. Bhushan (ed.), Nanotribology and Nanomechanics,
DOI 10.1007/978-3-642-15283-2_6, # Springer-Verlag Berlin Heidelberg 2011

239



complete, we feel that it gives an adequate impression of the fascinating possibi-

lities of low-temperature scanning probe instruments.

In this chapter low temperatures are defined as lower than about 100 K and are

normally achieved by cooling with liquid nitrogen or liquid helium. Applications in

which SPMs are operated close to 0 �C are not covered in this chapter.

Nearly three decades ago, the first design of an experimental setup was presented

where a sharp tip was systematically scanned over a sample surface in order to

obtain local information on the tip–sample interaction down to the atomic scale.

This original instrument used the tunneling current between a conducting tip and a

conducting sample as a feedback signal and was thus named the scanning tunneling
microscope [1]. Soon after this historic breakthrough, it became widely recognized

that virtually any type of tip–sample interaction could be used to obtain local

information on the sample by applying the same general principle, provided that

the selected interaction was reasonably short-ranged. Thus, a whole variety of new

methods has been introduced, which are denoted collectively as scanning probe
methods. An overview is given, e.g., by Wiesendanger [2].

The various methods, especially the above mentioned scanning tunneling

microscopy (STM) and scanning force microscopy (SFM) – which is often further

classified into subdisciplines such as topography-reflecting atomic force micros-

copy (AFM), magnetic force microscopy (MFM) or electrostatic force microscopy

(EFM) – have been established as standard methods for surface characterization on

the nanometer scale. The reason is that they feature extremely high resolution (often

down to the atomic scale for STM and AFM), despite a principally simple, compact,

and comparatively inexpensive design.

A side-effect of the simple working principle and the compact design of many

scanning probe microscopes (SPMs) is that they can be adapted to different

environments such as air, all kinds of gaseous atmospheres, liquids or vacuum

with reasonable effort. Another advantage is their ability to work within a wide

temperature range. A microscope operation at higher temperatures is chosen to

study surface diffusion, surface reactivity, surface reconstructions that only mani-

fest at elevated temperatures, high-temperature phase transitions, or to simulate

conditions as they occur, e.g., in engines, catalytic converters or reactors. Ulti-

mately, the upper limit for the operation of an SPM is determined by the stability of

the sample, but thermal drift, which limits the ability to move the tip in a controlled

manner over the sample, as well as the depolarization temperature of the piezoelec-

tric positioning elements might further restrict successful measurements.

On the other hand, low-temperature (LT) application of SPMs is much more

widespread than operation at high temperatures. Essentially five reasons make

researchers adapt their experimental setups to low-temperature compatibility.

These are: (1) the reduced thermal drift, (2) lower noise levels, (3) enhanced

stability of tip and sample, (4) the reduction in piezo hysteresis/creep, and (5)

probably the most obvious, the fact that many physical effects are restricted to low

temperature. Reasons 1–4 only apply unconditionally if the whole microscope body

240 M. Morgenstern et al.



is kept at low temperature (typically in or attached to a bath cryostat, see Sect. 6.2).

Setups in which only the sample is cooled may show considerably less favorable

operating characteristics. As a result of 1–4, ultrahigh resolution and long-term

stability can be achieved on a level that significantly exceeds what can be accom-

plished at room temperature even under the most favorable circumstances. Typical

examples of effect 5 are superconductivity [3] and the Kondo effect [4].

6.1 Microscope Operation at Low Temperatures

Nevertheless, before we devote ourselves to a short overview of experimental

LT-SPM work, we will take a closer look at the specifics of microscope operation

at low temperatures, including a discussion of the corresponding instrumentation.

6.1.1 Drift

Thermal drift originates from thermally activated movements of the individual

atoms, which are reflected by the thermal expansion coefficient. At room tempera-

ture, typical values for solids are on the order of (1–50) �10�6 K�1. If the temper-

ature could be kept precisely constant, any thermal drift would vanish, regardless of

the absolute temperature of the system. The close coupling of the microscope to a

large temperature bath that maintains a constant temperature ensures a significant

reduction in thermal drift and allows for distortion-free long-term measurements.

Microscopes that are efficiently attached to sufficiently large bath cryostats, there-

fore, show a one- to two-order-of-magnitude increase in thermal stability compared

with nonstabilized setups operated at room temperature.

A second effect also helps suppress thermally induced drift of the probing tip

relative to a specific location on the sample surface. The thermal expansion coeffi-

cients at liquid-helium temperatures are two or more orders of magnitude smaller

than at room temperature. Consequently, the thermal drift during low-temperature

operation decreases accordingly.

For some specific scanning probe methods, there may be additional ways in

which a change in temperature can affect the quality of the data. In frequency-
modulation SFM (FM-SFM), for example, the measurement principle relies on

the accurate determination of the eigenfrequency of the cantilever, which is

determined by its spring constant and its effective mass. However, the spring

constant changes with temperature due to both thermal expansion (i.e., the

resulting change in the cantilever dimensions) and the variation of the Young’s

modulus with temperature. Assuming drift rates of about 2 mK/min, as is typical

for room-temperature measurements, this effect might have a significant influence

on the obtained data.
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6.1.2 Noise

The theoretically achievable resolution in SPM often increases with decreasing

temperature due to a decrease in thermally induced noise. An example is the thermal

noise in SFM, which is proportional to the square root of the temperature [5, 6].

Lowering the temperature from T ¼ 300 K to T ¼ 10 K thus results in a reduction

of the thermal frequency noise by more than a factor of five. Graphite, e.g., has been

imaged with atomic resolution only at low temperatures due to its extremely low

corrugation, which was below the room-temperature noise level [7, 8].

Another, even more striking, example is the spectroscopic resolution in scanning
tunneling spectroscopy (STS). This depends linearly on the temperature [2] and is

consequently reduced even more at LT than the thermal noise in AFM. This

provides the opportunity to study structures or physical effects not accessible at

room temperature such as spin and Landau levels in semiconductors [9].

Finally, it might be worth mentioning that the enhanced stiffness of most

materials at low temperatures (increased Young’s modulus) leads to a reduced

coupling to external noise. Even though this effect is considered small [6], it should

not be ignored.

6.1.3 Stability

There are two major stability issues that considerably improve at low temperature.

First, low temperatures close to the temperature of liquid helium inhibit most of the

thermally activated diffusion processes. As a consequence, the sample surfaces

show a significantly increased long-term stability, since defect motion or adatom

diffusion is massively suppressed. Most strikingly, even single xenon atoms depos-

ited on suitable substrates can be successfully imaged [10, 11] or even manipulated

[12]. In the same way, low temperatures also stabilize the atomic configuration at

the tip end by preventing sudden jumps of the most loosely bound, foremost tip

atom(s). Secondly, the large cryostat that usually surrounds the microscope acts as

an effective cryo-pump. Thus samples can be kept clean for several weeks, which is

a multiple of the corresponding time at room temperature (about 3–4 h).

6.1.4 Piezo Relaxation and Hysteresis

The last important benefit from low-temperature operation of SPMs is that

artifacts from the response of the piezoelectric scanners are substantially reduced.

After applying a voltage ramp to one electrode of a piezoelectric scanner, its

immediate initial deflection, l0, is followed by a much slower relaxation, Dl, with
a logarithmic time dependence. This effect, known as piezo relaxation or creep,
diminishes substantially at low temperatures, typically by a factor of ten or more.
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As a consequence, piezo nonlinearities and piezo hysteresis decrease accordingly.

Additional information is given by Hug et al. [13].

6.2 Instrumentation

The two main design criteria for all vacuum-based scanning probe microscope

systems are: (1) to provide an efficient decoupling of the microscope from the

vacuum system and other sources of external vibrations, and (2) to avoid most

internal noise sources through the high mechanical rigidity of the microscope body

itself. In vacuum systems designed for low-temperature applications, a significant

degree of complexity is added, since, on the one hand, close thermal contact of the

SPM and cryogen is necessary to ensure the (approximately) drift-free conditions

described above, while, on the other hand, good vibration isolation (both from the

outside world, as well as from the boiling or flowing cryogen) has to be maintained.

Plenty of microscope designs have been presented in the last 10–15 years,

predominantly in the field of STM. Due to the variety of the different approaches,

we will, somewhat arbitrarily, give two examples at different levels of complexity

that might serve as illustrative model designs.

6.2.1 A Simple Design for a Variable-Temperature STM

A simple design for a variable-temperature STM system is presented in Fig. 6.1;

similar systems are also offered by Omicron (Germany) or Jeol (Japan). It should

give an impression of what the minimum requirements are, if samples are to be

investigated successfully at low temperatures. It features a single ultrahigh-vacuum

(UHV) chamber that houses the microscope in its center. The general idea to keep

the setup simple is that only the sample is cooled, by means of a flow cryostat that

ends in the small liquid-nitrogen (LN) reservoir. This reservoir is connected to the

sample holder with copper braids. The role of the copper braids is to attach the LN

reservoir thermally to the sample located on the sample holder in an effective

manner, while vibrations due to the flow of the cryogen should be blocked as

much as possible. In this way, a sample temperature of about 100 K is reached.

Alternatively, with liquid-helium operation, a base temperature of below 30 K can

be achieved, while a heater that is integrated into the sample stage enables high-

temperature operation up to 1,000 K.

A typical experiment would run as follows. First, the sample is brought into the

system by placing it in the so-called load-lock. This small part of the chamber can

be separated from the rest of the system by a valve, so that the main part of the

system can remain under vacuum at all times (i.e., even if the load-lock is opened to

introduce the sample). After vacuum is reestablished, the sample is transferred to the

main chamber using the transfer arm. A linear-motion feedthrough enables the
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storage of sample holders or, alternatively, specialized holders that carry replace-

ment tips for the STM. Extending the transfer arm further, the sample can be placed

on the sample stage and subsequently cooled down to the desired temperature.

The scan head, which carries the STM tip, is then lowered with the scan-head

manipulator onto the sample holder (see Fig. 6.2). The special design of the scan
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Fig. 6.1 One-chamber UHV system with variable-temperature STM based on a flow cryostat

design. (# RHK Technology, USA)
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Fig. 6.2 Photograph of the
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system sketched in Fig. 6.1.
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(# RHK Technology, USA)
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head (see [14] for details) allows not only flexible positioning of the tip on any

desired location on the sample surface but also compensates to a certain degree for

the thermal drift that inevitably occurs in such a design due to temperature gradients.

In fact, thermal drift is often much more prominent in LT-SPM designs, where

only the sample is cooled, than in room-temperature designs. Therefore, to benefit

fully from the high-stability conditions described in the introduction, it is manda-

tory to keep the whole microscope at the exact same temperature. This is mostly

realized by using bath cryostats, which add a certain degree of complexity.

6.2.2 A Low-Temperature SFM Based on a Bath Cryostat

As an example of an LT-SPM setup based on a bath cryostat, let us take a closer

look at the LT-SFM system sketched in Fig. 6.3, which has been used to acquire the
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drive

Main
chamber

Vertical
chain transfer

Preparation
chamber

Getter
pump

Turbo
pump

Table

Pneumatic
leg

Dewar

Cryostat

Copper
cone

SFM

Sand

Separate foundation
with pit

Fig. 6.3 Three-chamber

UHV and bath cryostat

system for scanning force

microscopy, front view
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images on graphite, xenon, NiO, and InAs presented in Sect. 6.4. The force

microscope is built into a UHV system that comprises three vacuum chambers:

one for cantilever and sample preparation, which also serves as a transfer chamber,

one for analysis purposes, and a main chamber that houses the microscope. A

specially designed vertical transfer mechanism based on a double chain allows

the lowering of the microscope into a UHV-compatible bath cryostat attached

underneath the main chamber. To damp the system, it is mounted on a table carried

by pneumatic damping legs, which, in turn, stand on a separate foundation to

decouple it from building vibrations. The cryostat and dewar are separated from

the rest of the UHV system by a bellow. In addition, the dewar is surrounded by

sand for acoustic isolation.

In this design, tip and sample are exchanged at room temperature in the main

chamber. After the transfer into the cryostat, the SFM can be cooled by either liquid

nitrogen or liquid helium, reaching temperatures down to 10 K. An all-fiber inter-

ferometer as the detection mechanism for the cantilever deflection ensures high

resolution, while simultaneously allowing the construction of a comparatively

small, rigid, and symmetric microscope.

Figure 6.4 highlights the layout of the SFM body itself. Along with the careful

choice of materials, the symmetric design eliminates most of the problems with

Fiber

Macor body

Fiber approach

Piezo tube

Cantilever stage

Sample

Sample approach

Sapphire prism

a b

Fig. 6.4a, b The scanning force microscope incorporated into the system presented in Fig. 6.3.

(a) Section along plane of symmetry. (b) Photo from the front
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drift inside the microscope encountered when cooling or warming it up. The

microscope body has an overall cylindrical shape with a height of 13 cm and a

diameter of 6 cm and exact mirror symmetry along the cantilever axis. The main

body is made of a single block of macor, a machinable glass ceramic, which ensures

a rigid and stable design. For most of the metallic parts titanium was used, which

has a temperature coefficient similar to macor. The controlled but stable accom-

plishment of movements, such as coarse approach and lateral positioning in other

microscope designs, is a difficult task at low temperatures. The present design uses

a special type of piezo motor that moves a sapphire prism (see the fiber approach
and the sample approach labels in Fig. 6.4); it is described in detail in [15]. More

information regarding this design is given in [16].

6.3 Scanning Tunneling Microscopy and Spectroscopy

In this section, we review some of the most important results achieved by LT-STM.

After summarizing the results, placing emphasis on the necessity for LT equipment,

we turn to the details of the different experiments and the physical meaning of the

results obtained.

As described in Sect. 6.1, the LT equipment has basically three advantages

for scanning tunneling microscopy (STM) and spectroscopy (STS): First, the instru-

ments are much more stable with respect to thermal drift and coupling to external

noise, allowing the establishment of new functionalities of the instrument. In

particular, the LT-STM has been used to move atoms on a surface [12], cut

molecules into pieces [17], reform bonds [18], charge individual atoms [19], and,

consequently, establish new structures on the nanometer scale. Also, the detection of

light resulting from tunneling into a particular molecule [20, 21], the visualization

of thermally induced atomic movements [22], and the detection of hysteresis curves

of individual atoms [23] require LT instrumentation.

Second, the spectroscopic resolution in STS depends linearly on temperature and

is, therefore, considerably reduced at LT. This provides the opportunity to study

physical effects inaccessible at room temperature. Examples are the resolution of

spin and Landau levels in semiconductors [9], or the investigation of lifetime-

broadening effects on the nanometer scale [24]. Also the imaging of distinct

electronic wavefunctions in real space requires LT-STM [25]. More recently,

vibrational levels, spin-flip excitations, and phonons have been detected with high

spatial resolution at LT using the additional inelastic tunneling channel [26, 27, 28].

Third, many physical effects, in particular, effects guided by electronic correla-

tions, are restricted to low temperature. Typical examples are superconductivity [3],

the Kondo effect [4], and many of the electron phases found in semiconductors [29].

Here, LT-STM provides the possibility to study electronic effects on a local scale,

and intensive work has been done in this field, the most elaborate with respect to

high-temperature superconductivity [30, 31, 32].
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6.3.1 Atomic Manipulation

Although manipulation of surfaces on the atomic scale can be achieved at room

temperature [33, 34], only the use of LT-STM allows the placement of individual

atoms at desired atomic positions [35]. The main reason is that rotation, diffusion or

charge transfer of entities could be excited at higher temperature, making the

intentionally produced configurations unstable.

The usual technique to manipulate atoms is to increase the current above a

certain atom, which reduces the tip–atom distance, then to move the tip with the

atom to a desired position, and finally to reduce the current again in order to

decouple the atom and tip. The first demonstration of this technique was per-

formed by Eigler and Schweizer [12], who used Xe atoms on a Ni(110) surface to

write the three letters “IBM” (their employer) on the atomic scale (Fig. 6.5a).

Fig. 6.5 (a) STM image of single Xe atoms positioned on a Ni(110) surface in order to realize the

letters “IBM” on the atomic scale (# D. Eigler, Almaden); (b–f) STM images recorded after

different positioning processes of CO molecules on a Cu(110) surface; (g) final artwork greeting

the new millennium on the atomic scale ((b–g)# G. Meyer, Z€urich). (h–m) Synthesis of biphenyl

from two iodobenzene molecules on Cu(111): First, iodine is abstracted from both molecules (i, j);

then the iodine between the two phenyl groups is removed from the step (k), and finally one of the

phenyls is slid along the Cu step (l) until it reacts with the other phenyl (m); the line drawings

symbolize the actual status of the molecules ((h–m) # S. W. Hla and K. H. Rieder, Berlin)

248 M. Morgenstern et al.



Nowadays, many laboratories are able to move different kinds of atoms and

molecules on different surfaces with high precision. An example featuring CO

molecules on Cu(110) is shown in Fig. 6.5b–g. Even more complex structures

than the “2,000”, such as cascades of CO molecules that by mutual repulsive

interaction mimic different kinds of logic gates, have been assembled and their

functionality tested [36]. Although these devices are slow and restricted to low

temperature, they nicely demonstrate the high degree of control achieved on the

atomic scale.

The basic modes of controlled motion of atoms and molecules by the tip are

pushing, pulling, and sliding. The selection of the particular mode depends on

the tunneling current, i.e., the distance between tip and molecule, as well as on

the particular molecule–substrate combination [37]. It has been shown experi-

mentally that the potential landscape for the adsorbate movement is modified by

the presence of the tip [38, 39] and that excitations induced by the tunneling

current can trigger atomic or molecular motion [40, 41]. Other sources of motion

are the electric field between tip and molecule or electromigration caused by the

high current density [35]. The required lateral tip force for atomic motion has

been measured for typical adsorbate–substrate combinations to be � 0.1 nN

[42]. Other types of manipulation on the atomic scale are feasible. Some of

them require a selective inelastic tunneling into vibrational or rotational modes

of the molecules [43]. This leads to controlled desorption [44], diffusion [45],

molecular rotation [46, 47], conformational change [48] or even controlled pick-

up of molecules by the tip [18]. Dissociation can be achieved by voltage pulses

[17] inducing local heating, even if the pulse is applied at distances of 100 nm

away from the molecule [49]. Also, association of individual molecules [18, 50,

51, 52] can require voltage pulses in order to overcome local energy barriers.

The process of controlled bond formation can even be used for doping of single

C60 molecules by up to four potassium atoms [53]. As an example of controlled

manipulation, Fig. 6.5h–m shows the production of biphenyl from two iodoben-

zene molecules [54]. The iodine is abstracted by voltage pulses (Fig. 6.5i, j),

then the iodine is moved to the terrace by the pulling mode (Fig. 6.5k, l), and

finally the two phenyl parts are slid along the step edge until they are close

enough to react (Fig. 6.5m). The chemical identification of the product is not

deduced straightforwardly and partly requires detailed vibrational STM spec-

troscopy (see below and [55]).

Finally, also the charge state of a single atom or molecule can be manipulated,

tested, and read out. A Au atom has been switched reversibly between two charge

states using an insulating thin film as the substrate [19]. In addition, the carrier

capture rate of a single impurity level within the bandgap of a semiconductor has

been quantified [56], and the point conductance of a single atom has been

measured and turned out to be a reproducible quantity [57]. These promising

results might trigger a novel electronic field of manipulation of matter on the

atomic scale, which is tightly related to the currently very popular field of

molecular electronics.
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6.3.2 Imaging Atomic Motion

Since individual manipulation processes last seconds to minutes, they probably

cannot be used to manufacture large and repetitive structures. A possibility to

construct such structures is self-assembled growth [58]. This partly relies on the

temperature dependence of different diffusion processes on the surface. Detailed

knowledge of the diffusion parameters is required, which can be deduced from

sequences of STM images measured at temperatures close to the onset of the process

[59]. Since many diffusion processes have their onset at LT, LT are partly required

[22]. Consecutive images of so-called hexa-tert-butyl-decacyclene (HtBDC)

molecules on Cu(110) recorded at T ¼194 K are shown in Fig. 6.6a–c [60].
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Fig. 6.6 (a–c) Consecutive

STM images of hexa-tert-
butyl decacyclene molecules

on Cu(110) imaged at

T ¼194 K; arrows indicate
the direction of motion of the

molecules between two

images. (d) Arrhenius plot of

the hopping rate h determined

from images such as (a–c) as

a function of inverse

temperature (grey symbols);
the brown symbols show the

corresponding diffusion

constant D; lines are fit results
revealing an energy barrier

of 570 meV for molecular

diffusion ((a–d)

# M. Schunack and

F. Besenbacher, Aarhus).

(e) Arrhenius plot for

D (crosses) and H (circles) on
Cu(001). The constant

hopping rate of H below 65 K

indicates a nonthermal

diffusion process, probably

tunneling (# W. Ho, Irvine)
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As indicated by the arrows, the positions of the molecules change with time,

implying diffusion. Diffusion parameters are obtained from Arrhenius plots of

the determined hopping rate h, as shown in Fig. 6.6d. Of course, one must make

sure that the diffusion process is not influenced by the presence of the tip, since

it is known from manipulation experiments that the presence of the tip can

move a molecule. However, particularly at low tunneling voltages, these condi-

tions can be fulfilled.

Besides the determination of diffusion parameters, studies of the diffusion of

individual molecules showed the importance of mutual interactions in diffusion,

which can lead to concerted motion of several molecules [22], directional motion

where smaller molecules carry larger ones [61] or, very interestingly, the influence

of quantum tunneling [62]. The latter is deduced from the Arrhenius plot of hopping

rates of H and D on Cu(001), as shown in Fig. 6.6e. The hopping rate of H levels off

at about 65 K, while the hopping rate of the heavier D atom goes down to nearly

zero, as expected from thermally induced hopping. Quantum tunneling has surpris-

ingly also been found for vertical Sn displacements within a Sn adsorbate layer on

Si(111) [63].

Other diffusion processes investigated by LT-STM include the movement of

surface vacancies [64] or bulk interstitials close to the surface [65], the Brownian

motion of vacancy islands [66] as well as laser-induced diffusion distinct from

thermally excited diffusion [67].

6.3.3 Detecting Light from Single Atoms and Molecules

It had already been realized in 1988 that STM experiments are accompanied by

light emission [68]. The fact that molecular resolution in the light intensity was

achieved at LT (Fig. 6.7a, b) [20] raised the hope of performing quasi-optical

experiments on the molecular scale. Meanwhile, it is clear that the basic emission

process observed on metals is the decay of a local plasmon induced in the area

around the tip by inelastic tunneling processes [69, 70]. Thus, the molecular

resolution is basically a change in the plasmon environment, largely given by the

increased height of the tip with respect to the surface above the molecule [71].

However, the electron can, in principle, also decay via single-particle excitations.

Indeed, signatures of single-particle levels have been observed for a Na monolayer

on Cu(111) [72] as well as for Ag adatom chains on NiAl(110) [21]. As shown in

Fig. 6.7c, the peaks of differential photon yield dY/dV as a function of applied bias V
are at identical voltages to the peaks in dI/dV intensity. This is evidence that the

density of states of the Ag adsorbates is responsible for the radiative decay. Photon

emission spectra displaying much more details could be detected by depositing the

adsorbates of interest on a thin insulating film [73, 74]. Figure 6.7d shows spectra of

ZnEtiol deposited on a 0.5 nm-thick Al2O3 layer on NiAl(110). Importantly, the

peaks within the light spectra do not shift with applied voltage, ruling out that they

are due to a plasmon mode induced by the tip. As shown in Fig. 6.7e, the photon
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spectra show distinct variations by changing the position within the molecule,

demonstrating that atomically resolved maps of the excitation probability can be

measured by STM.

Meanwhile, external laser light has also been coupled to the tunneling contact

between the STM tip and a molecule deposited on an insulating film. A magnesium

porphine molecule positioned below the tip could be charged reversibly either by

increasing the voltage of the tip or by increasing the photon energy of the laser. This

indicates selective absorption of light energy by the molecule leading to population

of a novel charge level by tunneling electrons [75], a result that raises the hope that

STM can probe photochemistry on the atomic scale. STM-induced light has also

been detected from semiconductors [76], including heterostructures [77]. This light

is again caused by single-particle relaxation of injected electrons, but without

contrast on the atomic scale.

6.3.4 High-Resolution Spectroscopy

One of the most important modes of LT-STM is STS, which detects the differential

conductivity dI=dV as a function of the applied voltage V and the position (x, y).
The dI=dV signal is basically proportional to the local density of states (LDOS) of

the sample, the sum over squared single-particle wavefunctions Ci [2]

dI

dV
ðV; x; yÞ / LDOSðE; x; yÞ

¼
X
DE

CiðE; x; yÞj j2; (6.1)

where DE is the energy resolution of the experiment. In simple terms, each state

corresponds to a tunneling channel, if it is located between the Fermi levels (EF)

of the tip and the sample. Thus, all states located in this energy interval contrib-

ute to I, while dI=dVðVÞ detects only the states at the energy E corresponding

to V. The local intensity of each channel depends further on the LDOS of the

state at the corresponding surface position and its decay length into vacuum. For

s-like tip states, Tersoff and Hamann have shown that it is simply proportional to

�

Fig. 6.7 (continued) tunneling voltage V ¼�2.8 V (# R. Berndt, Kiel (a, b)). (c) Photon yield

spectroscopy dY/dV(V) obtained above Ag chains (Agn) of different length consisting of n atoms.

For comparison, the differential conductivity dI/dV(V) is also shown. The Ag chains are deposited
on NiAl(110). The photon yield Y is integrated over the spectral range from 750 to 775 nm. (d)

Photon yield spectra Y(E) measured at different tip voltages as indicated. The tip is positioned

above a ZnEtiol molecule deposited on Al2O3/NiAl(110). Note that the peaks in Y(E) do not shift

with applied tip voltage; (e) Y(E) spectra determined at different positions above the ZnEtiol

molecule, V ¼2.35 V, I ¼0.5 nA. ((c–e) # W. Ho, Irvine)
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the LDOS at the position of the tip [78]. Therefore, as long as the decay length is

spatially constant, one measures the LDOS at the surface (6.1). Note that the

contributing states are not only surface states, but also bulk states. However,

surface states usually dominate if present. Chen has shown that higher orbital tip

states lead to the so-called derivation rule [79]: pz-type tip states detect

dðLDOSÞ=dz, dz2 -states detect d2ðLDOSÞ=dz2, and so on. As long as the decay

into vacuum is exponential and spatially constant, this leads only to an additional,

spatially constant factor in dI=dV. Thus, it is still the LDOS that is measured

(6.1). The requirement of a spatially constant decay is usually fulfilled on larger

length scales, but not on the atomic scale [79]. There, states located close to the

atoms show a stronger decay into vacuum than the less localized states in the

interstitial region. This effect can lead to STS corrugations that are larger than

the real LDOS corrugations [80].

The voltage dependence of dI=dV is sensitive to a changing decay length

with V, which increases with V. This influence can be reduced at higher V by

displaying dI/dV/(I/V) [81]. Additionally, dI=dVðVÞ curves might be influenced

by possible structures in the DOS of the tip, which also contributes to the number

of tunneling channels [82]. However, these structures can usually be identified,

and only tips free of characteristic DOS structures are used for quantitative

experiments.

Importantly, the energy resolution DE is largely determined by temperature. It is

defined as the smallest energy distance of two d-peaks in the LDOS that can still be

resolved as two individual peaks in dI=dVðVÞ curves and is DE ¼3.3 kBT [2]. The

temperature dependence is nicely demonstrated in Fig. 6.8, where the tunneling gap

of the superconductor Nb is measured at different temperatures [83]. The peaks at

Differential conductance (arb. units)
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8.6 K
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5 K
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1.6 K

380 mK

Fig. 6.8 Differential

conductivity curve dI=dVðVÞ
measured on a Au surface by

a Nb tip (circles). Different
temperatures are indicated;

the lines are fits according
to the superconducting

gap of Nb folded with the

temperature-broadened Fermi

distribution of the Au

(# S.H. Pan, Houston)
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the rim of the gap get wider at temperatures well below the critical temperature of

the superconductor (Tc ¼9.2 K).

Lifetime Broadening

Besides DE, intrinsic properties of the sample lead to a broadening of spectroscopic

features. Basically, the finite lifetime of the electron or hole in the corresponding

state broadens its energetic width. Any kind of interaction such as electron–electron

interaction can be responsible. Lifetime broadening has usually been measured by

photoemission spectroscopy (PES), but it turned out that lifetimes of surface states

on noble-metal surfaces determined by STS (Fig. 6.9a, b) are up to a factor of three

larger than those measured by PES [84]. The reason is probably that defects

broaden the PES spectrum. Defects are unavoidable in a spatially integrating

technique such as PES, thus STS has the advantage of choosing a particularly

clean area for lifetime measurements. The STS results can be successfully com-

pared with theory, highlighting the dominating influence of intraband transitions for

the surface-state lifetime on Au(111) and Cu(111), at least close to the onset of the

surface band [24].

With respect to band electrons, the analysis of the width of the band onset on

dI=dVðVÞ curves has the disadvantage of being restricted to the onset energy.

Another method circumvents this problem by measuring the decay of standing

electron waves scattered from a step edge as a function of energy [85]. Figure

6.9c,d shows the resulting oscillating dI=dV signal measured for two different

energies. To deduce the coherence length LF, which is inversely proportional to

the lifetime tF, one has to consider that the finite energy resolution DE in the

experiment also leads to a decay of the standing wave away from the step edge.

The dotted fit line using LF ¼ 1 indicates this effect and, more importantly,

shows a discrepancy from the measured curve. Only including a finite coherence

length of 6.2 nm results in good agreement, which in turn determines LF and thus

tF, as displayed in Fig. 6.9c. The found 1/E2 dependence of tF points to a

dominating influence of electron–electron interactions at higher energies in the

surface band.

Landau and Spin Levels

Moreover, the increased energy resolution at LT allows the resolution of electronic

states that are not resolvable at room temperature (RT); for example, Landau and

spin quantization appearing in a magnetic field B have been probed on InAs(110)

[9, 86]. The corresponding quantization energies are given by ELandau ¼ �heB/meff

and Espin ¼ gmB. Thus InAs is a good choice, since it exhibits a low effective mass

meff/me ¼ 0.023 and a high g-factor of 14 in the bulk conduction band. The values

in metals are meff/me � 1 and g � 2, resulting in energy splittings of only 1.25 and
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1.2 meV at B ¼ 10 T. This is obviously lower than the typical lifetime broadenings

discussed in the previous section and also close to DE ¼ 1.1 meV achievable at

T ¼ 4 K.
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Fortunately, the electron density in doped semiconductors is much lower, and

thus the lifetime increases significantly. Figure 6.10a shows a set of spectroscopy

curves obtained on InAs(110) in different magnetic fields [9]. Above EF, oscilla-

tions with increasing intensity and energy distance are observed. They show the

separation expected from Landau quantization. In turn, they can be used to deduce

meff from the peak separation (Fig. 6.10b). An increase ofmeff with increasing E has

been found, as expected from theory. Also, at high fields, spin quantization is

observed (Fig. 6.10c). It is larger than expected from the bare g-factor due to

contributions from exchange enhancement [87].

Atomic Energy Levels

Another opportunity at LT is to study electronic states and resonances of single

adatoms. A complicated resonance is the Kondo resonance described below. A

simpler resonance is a surface state bound at the adatom potential. It appears as a

spatially localized peak below the onset of the extended surface state (Fig. 6.9a)

[88, 89]. A similar resonance caused by a mixing of bulk states of the NiAl(110)

substrate with atomic Au levels has been used to detect exchange splitting in Au

dimers as a function of interatomic distance [90]. Single magnetic adatoms on the

same surface also exhibit a double-peak resonance, but here due to the influence of

spin-split d-levels of the adsorbate [91]. Atomic and molecular states decoupled
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Fig. 6.10 (a) dI=dV curves of n-InAs(110) at different magnetic fields, as indicated; EBCBM

marks the bulk conduction band minimum; oscillations above EBCBM are caused by Landau

quantization; the double peaks at B ¼ 6 T are caused by spin quantization. (b) Effective-mass

data deduced from the distance of adjacent Landau peaks DE according to DE ¼ heB/meff (open
symbols); filled symbols are data from planar tunnel junctions (Tsui), the solid line is a mean-

square fit of the data and the dashed line is the expected effective mass of InAs according to k � p
theory. (c) Magnification of a dI=dV curve at B ¼ 6 T, exhibiting spin splitting; the Gaussian

curves marked by arrows are the fitted spin levels
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from the substrate have finally been observed, if the atoms or molecules are

deposited on an insulating thin film [19, 51].

Vibrational Levels

As discussed with respect to light emission in STM, inelastic tunneling processes

contribute to the tunneling current. The coupling of electronic states to vibrational

levels is one source of inelastic tunneling [26]. It provides additional channels

contributing to dI=dVðVÞ with final states at energies different from V. The final

energy is simply shifted by the energy of the vibrational level. If only discrete

vibrational energy levels couple to a smooth electronic DOS, one expects a peak in

d2I=dV2 at the vibrational energy. This situation appears for molecules on noble-

metal surfaces. As usual, the isotope effect can be used to verify the vibrational

origin of the peak. First indications of vibrational levels have been found for H2O

and D2O on TiO2 [92], and completely convincing work has been performed for

C2H2 and C2D2 on Cu(001) [26] (Fig. 6.11a). The technique has been used to

identify individual molecules on the surface by their characteristic vibrational

levels [55]. Moreover, the orientation of complexes with respect to the surface

can be determined to a certain extent, since the vibrational excitation depends on

the position of the tunneling current within the molecule. Finally, the excitation of

certain molecular levels can induce such corresponding motions as hopping [45],

rotation [47] (Fig. 6.11b–e) or desorption [44], leading to additional possibilities for

manipulation on the atomic scale.

In turn, the manipulation efficiency as a function of applied voltage can be used

to identify vibrational energies within the molecule, even if they are not detectable

directly by d2I/dV2 spectroscopy [93]. Multiple vibronic excitations are found by

positioning the molecule on an insulating film, leading to the observation of

equidistant peaks in d2I/dV2(V) [94].

Other Inelastic Excitations

The tunneling current can not only couple to vibrational modes of molecules, but

also to other degrees of freedom. It has been shown that phonon modes can be

observed in carbon nanotubes [95, 96], on graphite [97], and on metal surfaces [28].

One finds distinct dependencies of excitation probability on the position of the STM

tip with respect to the investigated structure.

First indications for the d2I/dV2(V)-based detection of extended magnons [98]

and plasmons [97] have also been published.

The inelastic tunneling current has, moreover, been used to study single spin-flip

excitations in magnetic field for atoms and atomic assemblies deposited on a thin

insulator. The excitation probability was high enough to observe the spin flip even

as a step in dI/dV instead of as a peak in d2I/dV2. Figure 6.12a shows the dI/dV
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curves recorded above a single Mn atom on Al2O3/NiAl(110) at different B fields.

The linear shift of the step with B field is obvious, and the step voltage can be fitted

by eV ¼ gmBBwith mB being the Bohr magneton and a reasonable g-factor of g � 2

[27]. Figure 6.12b shows the dI/dV spectra obtained on a Mn dimer embedded in

CuN/Cu(100). A step is already visible at B ¼0 T, splitting into three steps at

higher field. This result can be explained straightforwardly, as sketched in the inset,

by a singlet–triplet transition of the combined two spins (coupled by an exchange

energy of J � 6 meV). Investigating longer chains revealed an even–odd asymme-

try, i.e., chains consisting of 2, 4, 6, . . . atoms exhibit a singlet–triplet transition,

while chains of 1, 3, 5, . . . atoms exhibit a transition from S ¼ 5/2 to S ¼ 3/2. This

indicates antiferromagnetic coupling within the chain [99]. Figure 6.12c shows
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(d,e) energy and intensity of the steps in dI/dV measured with magnetic field along the direction

of the N rows of the CuN surface (symbols) in comparison with calculated results (lines)
(# A. Heinrich, C. F. Hirjibehedin, Almaden)
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spectra of a single Fe atom embedded within CuN. The spectrum reveals several

steps already at B ¼0 T, showing that different spin orientations Sz must exhibit

different energies due to magnetic anisotropy. In order to determine the anisotropy,

the step energies and intensities were measured at different magnetic fields applied

in three different directions. Amazingly, the results could be fitted completely by a

single model with an out-of-plane anisotropy of D ¼�1.55 meV and an in-plane

anisotropy of E ¼0.31 meV. Therefore, one has to assume five different spin states

of the Fe being mixtures of the five Sz states of a total Fe spin of jSj¼ 2. The

excellent fit is shown for energy and intensity of a particular B-field direction in

Fig. 6.12d, e [100].

The different experiments of inelastic tunneling demonstrate that details of

atomic excitations in a solid environment can be probed by LT-STM, even if they

are not of primary electronic origin. This might be a highly productive method in

the near future. A complementary novel approach to inelastic effects might be the

recently developed radiofrequency STM [101], which could give access to low-

energy excitations, such as GHz spin-wave modes in nanostructures, which are not

resolvable by d2I/dV2 at LT.

Kondo Resonance

A rather intricate interaction effect is the Kondo effect. It results from a second-

order scattering process between itinerate states and a localized state [102]. The two

states exchange some degree of freedom back and forth, leading to a divergence of

the scattering probability at the Fermi level of the itinerate state. Due to the

divergence, the effect strongly modifies sample properties. For example, it leads

to an unexpected increase in resistance with decreasing temperature for metals

containing magnetic impurities [4]. Here, the exchanged degree of freedom is the

spin. A spectroscopic signature of the Kondo effect is a narrow peak in the DOS at

the Fermi level, continuously disappearing above a characteristic temperature (the

Kondo temperature). STS provides the opportunity to study this effect on the local

scale [103, 104].

Figure 6.13a–d shows an example of Co clusters deposited on a carbon nanotube

[105]. While only a small dip at the Fermi level, probably caused by curvature

influences on the p-orbitals, is observed without Co (Fig. 6.13b) [106], a strong

peak is found around a Co cluster deposited on top of the tube (Co cluster is marked

in Fig. 6.13a). The peak is slightly shifted with respect to V ¼ 0 mV due to the so-

called Fano resonance [107], which results from interference of the tunneling

processes into the localized Co level and the itinerant nanotube levels. The reso-

nance disappears within several nanometers of the cluster, as shown in Fig. 6.13d.

The Kondo effect has also been detected for different magnetic atoms deposited

on noble-metal surfaces [103, 104]. There, it disappears at about 1 nm from the

magnetic impurity, and the effect of the Fano resonance is more pronounced,

contributing to dips in dI=dVðVÞ curves instead of peaks. Detailed investigations

show that the d-level occupation of the adsorbate [108] as well as the surface charge
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density [109, 110] matter for the Kondo temperature. Exchange interaction between

adsorbates tunable by their mutual distance can be used to tune the Kondo temper-

ature [111] or even to destroy the Kondo resonance completely [112]. Meanwhile,

magnetic molecules have also been shown to exhibit Kondo resonances. This

increases the tunability of the Kondo effect, e.g., by the selection of adequate

ligands surrounding the localized spins [113, 114], by distant association of other

molecules [115] or by conformational changes within the molecule [116].

A fascinating experiment has been performed by Manoharan et al. [117], who

used manipulation to form an elliptic cage for the surface states of Cu(111)

(Fig. 6.13e, bottom). This cage was constructed to have a quantized level at EF.

Then, a cobalt atom was placed in one focus of the elliptic cage, producing a Kondo

resonance. Surprisingly, the same resonance reappeared in the opposite focus, but

not away from the focus (Fig. 6.13e, top). This shows amazingly that complex local

effects such as the Kondo resonance can be wave-guided to remote points.

Bias voltage (V)
–0.2 0 0.2

dI/dV (arb. units)dI/dV (arb. units)

a c

b d

e
Bias voltage (V)

–0.2 0 0.2

SWNT

Co

Co

Fig. 6.13 (a) STM image

of a Co cluster on a

single-wall carbon nanotube

(SWNT). (b) dI=dV curves

taken directly above the Co

cluster (Co) and far away

from the Co cluster (SWNT);

the arrow marks the Kondo

peak. (c) STM image of

another Co cluster on a

SWNT with symbols marking

the positions where the dI=dV
curves displayed in (d) are

taken. (d) dI=dV curves taken

at the positions marked in

(c) ((a–d) # C. Lieber,

Cambridge). (e) Lower part:
STM image of a quantum

corral of elliptic shape made

from Co atoms on Cu(111);

one Co atom is placed at one

of the foci of the ellipse.

Upper part: map of the

strength of the Kondo signal

in the corral; note that there is

also a Kondo signal at the

focus that is not covered by a

Co atom ((e) # D. Eigler,

Almaden)
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6.3.5 Imaging Electronic Wavefunctions

Bloch Waves

Since STS measures the sum of squared wavefunctions (6.1), it is an obvious task to

measure the local appearance of the most simple wavefunctions in solids, namely

Bloch waves. The atomically periodic part of the Bloch wave is always measured if

atomic resolution is achieved (inset of Fig. 6.15a). However, the long-range wavy

part requires the presence of scatterers. The electron wave impinges on the scatterer

and is reflected, leading to self-interference. In other words, the phase of the Bloch

wave becomes fixed by the scatterer.

Such self-interference patterns were first found on graphite(0001) [118] and later

on noble-metal surfaces, where adsorbates or step edges scatter the surface states

(Fig. 6.14a) [25]. Fourier transforms of the real-space images reveal the k-space
distribution of the corresponding states [119], which may include additional con-

tributions besides the surface state [120]. Using particular geometries such as

so-called quantum corrals, the Bloch waves can be confined (Fig. 6.14b). Depending

on the geometry of the corral, the result state looks rather complex, but it can usually

be reproduced by simple calculations involving single-particle states only [121].

Meanwhile, Bloch waves in semiconductors scattered at charged dopants

(Fig. 6.14c, d) [122], Bloch states confined in semiconducting or organic quantum

dots (Fig. 6.14e–g) [123, 124, 125], and quantum wells [126], as well as Bloch

waves confined in short-cut carbon nanotubes (Fig. 6.14h, i) [127, 128] have been

visualized. In special nanostructures, it was even possible to extract the phase of the

wavefunction by using the mathematically known transformation matrices of

so-called isospectral structures, i.e., geometrically different structures exhibiting

exactly the same spatially averaged density of states. The resulting wavefunctions

C(x) are shown in Fig. 6.14j [129].

More localized structures, where a Bloch wave description is not appropriate,

have been imaged, too. Examples are the highest occupied molecular orbital

(HOMO) and lowest unoccupied molecular orbital (LUMO) of pentacene mole-

cules deposited on NaCl/Cu(100) (Fig. 6.14k, l) [51], the different molecular states

of C60 on Ag(110) (Fig. 6.3m–o) [130], the anisotropic states of Mn acceptors in a

semiconducting host [131, 132], and the hybridized states developing within short

monoatomic Au chains, which develop particular states at the end of the chains

[133, 134]. Using pairs of remote Mn acceptors, even symmetric and antisymmetric

pair wavefunctions have been imaged in real space [135].

The central requirements for a detailed imaging of wavefunctions are LT for an

appropriate energetic distinction of an individual state, adequate decoupling of

the state from the substrate in order to decrease lifetime-induced broadening effects,

and, partly, the selection of a system with an increased Bohr radius in order to

increase the spatial extension of details above the lateral resolution of STM,

thereby improving, e.g., the visibility of bonding and antibonding pair states within

a dimer [135].
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Fig. 6.14 (a) Low-voltage STM image of Cu(111) including two defect atoms; the waves are

electronic Bloch waves scattered at the defects; (b) low-voltage STM image of a rectangular
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Wavefunctions in Disordered Systems

More complex wavefunctions result from interactions. A nice playground to study

such interactions is doped semiconductors. The reduced electron density with

respect to metals increases the importance of electron interactions with potential

disorder and other electrons. Applying a magnetic field quenches the kinetic

energy, thus enhancing the importance of interactions. A dramatic effect can be

observed on InAs(110), where three-dimensional (3-D) bulk states are measured.

While the usual scattering states around individual dopants are observed at B ¼ 0 T

(Fig. 6.15a) [136], stripe structures are found at high magnetic field (Fig. 6.15b)

[137]. They run along equipotential lines of the disorder potential. This can be

understood by recalling that the electron tries to move in a cyclotron circle, which

becomes a cycloid path along an equipotential line within an inhomogeneous

electrostatic potential [138].

The same effect has been found in two-dimensional (2-D) electron systems

(2-DES) of InAs at the same large B-field (Fig. 6.15d) [139]. However the scatter-

ing states at B ¼ 0 T are much more complex in 2-D (Fig. 6.15c) [140]. The reason

is the tendency of a 2-DES to exhibit closed scattering paths [141]. Consequently,

the self-interference does not result from scattering at individual scatterers, but

from complicated self-interference paths involving many scatterers. Nevertheless,

the wavefunction pattern can be reproduced by including these effects within the

calculations.

Reducing the dimensionality to one dimension (1-D) leads again to compli-

cated self-interference patterns due to the interaction of the electrons with several

impurities [142, 143]. For InAs, they can be reproduced by single-particle

�

Fig. 6.14 (continued) quantum corral made from single atoms on Cu(111); the pattern inside the

corral is the confined state of the corral close to EF; (# D. Eigler, Almaden (a, b)); (c) STM image

of GaAs(110) around a Si donor, V ¼ �2.5 V; the line scan along A, shown in (d), exhibits an

additional oscillation around the donor caused by a standing Bloch wave; the grid-like pattern

corresponds to the atomic corrugation of the Bloch wave (# H. van Kempen, Nijmegen (c, d));

(e–g) dI/dV images of a self-assembled InAs quantum dot deposited on GaAs(100) and measured

at different V ((e) 1.05 V, (f) 1.39 V, (g) 1.60 V). The images show the squared wavefunctions

confined within the quantum dot, which exhibit zero, one, and two nodal lines with increasing

energy. (h) STM image of a short-cut carbon nanotube; (i) greyscale plot of the dI/dV intensity

inside the short-cut nanotube as a function of position (x-axis) and tunneling voltage (y-axis);
four wavy patterns of different wavelength are visible in the voltage range from � 0.1 to 0.15 V

(# C. Dekker, Delft (h, i)); (j) two reconstructed wavefunctions confined in so-called isospectral

corrals made of CO molecules on Cu(111). Note that C(x) instead of jC(x)j2 is displayed,

exhibiting positive and negative values. This is possible since the transplantation matrix trans-

forming one isospectral wavefunction into another is known (#H.Manoharan, Stanford (j)); (k, l)

STM images of a pentacene molecule deposited on NaCl/Cu(100) and measured with a pentacene

molecule at the apex of the tip at V ¼ �2.5 V ((k), HOMO ¼ highest occupied molecular orbital)

and V ¼ 2.5 V ((l), LUMO¼ lowest unoccupied molecular orbital) (# J. Repp, Regensburg (k, l));

(m) STM image of a C60 molecule deposited on Ag(100), V ¼ 2.0 V; (n, o) dI/dV images of the

same molecule at V ¼ 0.4 V (n), 1.6 V (n) ((m–o)) # M. Crommie, Berkeley
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calculations. However, experiments imaging self-interference patterns close to

the end of a C-nanotube are interpreted as indications of spin-charge separation,

a genuine property of 1-D electrons not feasible within the single-particle descrip-

tion [144].

Charge Density Waves, Jahn–Teller Distortion

Another interaction modifying the LDOS is the electron–phonon interaction.

Phonons scatter electrons between different Fermi points. If the wavevectors con-

necting Fermi points exhibit a preferential orientation, a so-called Peierls instability

occurs [145]. The corresponding phonon energy goes to zero, the atoms are

slightly displaced with the periodicity of the corresponding wavevector, and a

charge density wave (CDW) with the same periodicity appears. Essentially, the

CDW increases the overlap of the electronic states with the phonon by phase-fixing

with respect to the atomic lattice. The Peierls transition naturally occurs in one-

dimensional (1-D) systems, where only two Fermi points are present and hence

preferential orientation is pathological. It can also occur in 2-D systems if large

parts of the Fermi line run in parallel.

STS studies of CDWs are numerous (e.g., [146, 147]). Examples of a 1-D

CDW on a quasi-1-D bulk material and of a 2-D CDW are shown in Fig. 6.16a–d

and Fig. 6.16e–h, respectively [148, 149]. In contrast to usual scattering states,

where LDOS corrugations are only found close to the scatterer, the corrugations

100 nm

a

b

c

d

100 nm

100 nm 100 nm

5Å

Fig. 6.15 (a) dI=dV image of

InAs(110) at V ¼ 50 mV,

B ¼ 0 T; circular wave

patterns corresponding to

standing Bloch waves around

each sulphur donor are

visible; inset shows a
magnification revealing the

atomically periodic part of the

Bloch wave. (b) Same as (a),

but at B ¼ 6 T; the stripe

structures are drift states.

(c) dI=dV image of a 2-D

electron system on InAs(110)

induced by the deposition of

Fe, B ¼ 0 T. (d) Same as

(c) but at B ¼ 6 T; note that

the contrast in (a) is increased

by a factor of ten with respect

to (b–d)
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of CDWs are continuous across the surface. Heating the substrate toward

the transition temperature leads to a melting of the CDW lattice, as shown in

Fig. 6.16f–h.

CDWs have also been found on monolayers of adsorbates such as a monolayer

of Pb on Ge(111) [150]. These authors performed a nice temperature-dependent

study revealing that the CDW is nucleated by scattering states around defects, as

one might expect [151]. Some of the transitions have been interpreted as more

complex Mott–Hubbard transitions caused primarily by electron–electron interac-

tions [152]. One-dimensional systems have also been prepared on surfaces showing

Peierls transitions [153, 154]. Finally, the energy gap occurring at the transition has

been studied by measuring dI=dVðVÞ curves [155].
A more local crystallographic distortion due to electron–lattice interactions is

the Jahn–Teller effect. Here, symmetry breaking by elastic deformation can lead to

the lifting of degeneracies close to the Fermi level. This results in an energy gain

due to the lowering of the energy of the occupied levels. By tuning the Fermi level

of an adsorbate layer to a degeneracy via doping, such a Jahn–Teller deformation

has been induced on a surface and visualized by STM [156].

b
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Fig. 6.16 (a) STM image of the ab-plane of the organic quasi-1-D conductor tetrathiafulvalene

tetracyanoquinodimethane (TTF-TCNQ), T ¼ 300 K; while the TCNQ chains are conducting, the

TTF chains are insulating. (b) Stick-and-ball model of the ab-plane of TTF-TCNQ. (c) STM image

taken at T ¼ 61 K; the additional modulation due to the Peierls transition is visible in the profile

along line AB shown in (d); the brown triangles mark the atomic periodicity and the black
triangles the expected CDW periodicity ((a–d)#M. Kageshima, Kanagawa). (e–h) Low-voltage

STM images of the two-dimensional CDW system 1 T-TaS2 at T ¼ 242 K (e), 298 K (f), 349 K

(g), and 357 K (h). A long-range, hexagonal modulation is visible besides the atomic spots; its

periodicity is highlighted by large white dots in (e); the additional modulation obviously weakens

with increasing T, but is still apparent in (f) and (g), as evidenced in the lower-magnification

images in the insets ((e–h) # C. Lieber, Cambridge)
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Superconductors

An intriguing effect resulting from electron–phonon interaction is superconductiv-

ity. Here, the attractive part of the electron–phonon interaction leads to the coupling

of electronic states with opposite wavevector and mostly opposite spin [157]. Since

the resulting Cooper pairs are bosons, they can condense at LT, forming a coherent

many-particle phase, which can carry current without resistance. Interestingly,

defect scattering does not influence the condensate if the coupling along the

Fermi surface is homogeneous (s-wave superconductor). The reason is that the

symmetry of the scattering of the two components of a Cooper pair effectively leads

to a scattering from one Cooper pair state to another without affecting the conden-

sate. This is different if the scatterer is magnetic, since the different spin compo-

nents of the pair are scattered differently, leading to an effective pair breaking,

which is visible as a single-particle excitation within the superconducting gap. On a

local scale, this effect was first demonstrated by putting Mn, Gd, and Ag atoms on a

Nb(110) surface [158]. While the nonmagnetic Ag does not modify the gap shown

in Fig. 6.17a, it is modified in an asymmetric fashion close to Mn or Gd adsorbates,

as shown in Fig. 6.17b. The asymmetry of the additional intensity is caused by the

breaking of the particle–hole symmetry due to the exchange interaction between the

localized Mn state and the itinerate Nb states.

Another important local effect is caused by the relatively large coherence length

of the condensate. At a material interface, the condensate wavefunction cannot stop

abruptly, but overlaps into the surrounding material (proximity effect). Conse-

quently, a superconducting gap can be measured in areas of nonsuperconducting

material. Several studies have shown this effect on the local scale using metals and

doped semiconductors as surrounding materials [159, 160].

While the classical type I superconductors are ideal diamagnets, the so-called

type II superconductors can contain magnetic flux. The flux forms vortices, each

containing one flux quantum. These vortices are accompanied by the disappear-

ance of the superconducting gap and, therefore, can be probed by STS [161].

LDOS maps measured inside the gap lead to bright features in the area of the

vortex core. Importantly, the length scale of these features is different from the

length scale of the magnetic flux due to the difference between the London

penetration depth and the electronic coherence length. Thus, STS probes a differ-

ent property of the vortex than the usual magnetic imaging techniques (see Sect.

6.4.4). Surprisingly, first measurements of the vortices on NbSe2 revealed vortices

shaped as a sixfold star [162] (Fig. 6.17c). With increasing voltage inside the gap,

the orientation of the star rotates by 30� (Fig. 6.17d, e). The shape of these stars

could finally be reproduced by theory, assuming an anisotropic pairing of elec-

trons in the superconductor (Fig. 6.17f–h) [163]. Additionally, bound states inside

the vortex core, which result from confinement by the surrounding superconduct-

ing material, are found [162]. Further experiments investigated the arrangement of

the vortex lattice, including transitions between hexagonal and quadratic lattices

[164], the influence of pinning centers [165], and the vortex motion induced by

current [166].
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Fig. 6.17 (a) dI=dV curve of Nb(110) at T ¼ 3.8 K (symbols) in comparison with a BCS fit of the

superconducting gap of Nb (line). (b) Difference between the dI=dV curve taken directly above a

Mn atom on Nb(110) and the dI=dV curve taken above clean Nb(110) (symbols) in comparison

with a fit using the Bogulubov–de Gennes equations (line) (# D. Eigler, Almaden (a, b)). (c–e)

dI=dV images of a vortex core in the type II superconductor 2H-NbSe2 at 0 mV (c), 0.24 mV (d),

and 0.48 mV (e) ((c–e) # H. F. Hess). (f–h) Corresponding calculated LDOS images within

the Eilenberger framework ((f–h) # K. Machida, Okayama). (i) Overlap of an STM image at

V ¼ �100 mV (background 2-D image) and a dI=dV image at V ¼0 mV (overlapped 3-D image)

of optimally doped Bi2Sr2CaCu2O8+d containing 0.6% Zn impurities. The STM image shows the

atomic structure of the cleavage plane, while the dI=dV image shows a bound state within the
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A central topic is still the understanding of high-temperature superconductors

(HTCS). An almost accepted property of HTCS is their d-wave pairing symmetry,

which is partly combined with other contributions [167]. The corresponding

k-dependent gap (where k is the reciprocal lattice vector) can be measured indi-

rectly by STS using a Fourier transformation of the LDOS(x, y) determined at

different energies [168]. This shows that LDOS modulations in HTCS are domi-

nated by simple self-interference patterns of the Bloch-like quasiparticles [169].

However, scattering can also lead to pair breaking (in contrast to s-wave super-

conductors), since the Cooper-pair density vanishes in certain directions. Indeed,

scattering states (bound states in the gap) around nonmagnetic Zn impurities have

been observed in Bi2Sr2CaCu2O8+d (BSCCO) (Fig. 6.17i, j) [170]. They reveal a

d-like symmetry, but not the one expected from simple Cooper-pair scattering.

Other effects such as magnetic polarization in the environment probably have to be

taken into account [171]. An interesting topic is the importance of inhomogeneities

in HTCS materials. Evidence for inhomogeneities has indeed been found in under-

doped materials, where puddles of the superconducting phase identified by the

coherence peaks around the gap are shown to be embedded in nonsuperconducting

areas [30].

In addition, temperature-dependent measurements of the gap size development

at each spatial position exhibit a percolation-type behavior above Tc [32]. This

stresses the importance of inhomogeneities, but the observed percolation tempera-

ture being higher than Tc shows that Tc is not caused by percolation of super-

conducting puddles only. On the other hand, it was found that for overdoped and

optimally doped samples the gap develops continuously across Tc, showing a

universal relation between the local gap size D(T ¼ 0) (measured at low tempera-

ture) and the local critical temperature Tp (at which the gap completely disappears):

2D(T ¼ 0)/kBTp � 8. The latter result is evidence that the so-called pseudogap

phase is a phase with incoherent Cooper pairs. The results are less clear in the

underdoped region, where probably two gaps complicate the analysis. Below Tc, it
turns out that the strength of the coherence peak is anticorrelated to the local oxygen

acceptor density [169] and, in addition, correlated to the energy of an inelastic

phonon excitation peak in dI/dV spectra [31]. Figure 6.17j shows corresponding

Fig. 6.17 (continued) superconducting gap, which is located around a single Zn impurity. The

fourfold symmetry of the bound state reflects the d-like symmetry of the superconducting pairing

function; (j) dI/dV spectra of Bi2Sr2CaCu2O8+d measured at different positions of the surface at

T ¼ 4.2 K; the phonon peaks are marked by arrows, and the determined local gap size D is

indicated; note that the strength of the phonon peak increases with the strength of the coherence

peaks surrounding the gap; (k) LDOS in the vortex core of slightly overdoped Bi2Sr2CaCu2O8+d,

B ¼ 5 T; the dI=dV image taken at B ¼ 5 T is integrated over V ¼ 1–12 mV, and the

corresponding dI=dV image at B ¼ 0 T is subtracted to highlight the LDOS induced by the

magnetic field. The checkerboard pattern within the seven vortex cores exhibits a periodicity,

which is fourfold with respect to the atomic lattice shown in (i) and is thus assumed to be a CDW;

(l) STM image of cleaved Ca1.9Na0.1CuO2Cl2 at T ¼ 0.1 K, i.e., within the superconducting phase

of the material; a checkerboard pattern with fourfold periodicity is visible on top of the atomic

resolution (# S. Davis, Cornell and S. Uchida, Tokyo (i–l))
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spectra taken at different positions, where the coherence peaks and the nearby

phonon peaks marked by arrows are clearly visible. The phonon origin of the peak

has been proven by the isotope effect, similar to Fig. 6.11a. The strong intensity of

the phonon side-peak as well as the correlation of its strength with the coherence

peak intensity points towards an important role of electron–phonon coupling for the

pairing mechanism. However, since the gap size does not scale with the strength of

the phonon peak [172], other contributions must be involved too.

Of course, vortices have also been investigated for HTCS [173]. Bound states are

found, but at energies that are in disagreement with simple models, assuming a

Bardeen–Cooper–Schrieffer (BCS)-like d-wave superconductor [174, 175]. Theory

predicts, instead, that the bound states are magnetic-field-induced spin density

waves, stressing the competition between antiferromagnetic order and supercon-

ductivity in HTCS materials [176]. Since the spin density wave is accompanied by a

charge density wave of half wavelength, it can be probed by STS [177]. Indeed, a

checkerboard pattern of the right periodicity has been found in and around vortex

cores in BSCCO (Fig. 6.17k). Similar checkerboards, which do not show any E(k)
dispersion, have also been found in the underdoped pseudogap phase at tempera-

tures higher than the superconducting transition temperature [178] or at dopant

densities lower than the critical doping [179]. Depending on the sample, the

patterns can be either homogeneous or inhomogeneous and exhibit slightly differ-

ent periodicities. However, the fact that the pattern persists within the supercon-

ducting phase as shown in Fig. 6.17l, at least for Na-CCOC, indicates that the

corresponding phase can coexist with superconductivity. This raises the question of

whether spin density waves are the central opponent to HTCS. Interestingly, a

checkerboard pattern of similar periodicity, but without long-range order, is also

found, if one displays the particle–hole asymmetry of dI/dV(V) intensity in under-

doped samples at low temperature [180]. Since the observed asymmetry is known to

be caused by the lifting of the correlation gap with doping, the checkerboard pattern

might be directly linked to the corresponding localized holes in the CuO planes

appearing at low doping. Although a comprehensive model for HTCS materials is

still lacking, STS contributes significantly to disentangling this puzzle.

Even more complex superconductors are based on heavy fermions, where

superconductivity is known to coexist with ferromagnetism. First attempts to obtain

information about these materials by STM have been made using very low temper-

ature (190 mK). They exhibit indeed spatial fluctuations of the superconducting gap

[181, 182]. However, the key issue for these materials is still the preparation of

high-quality surfaces similar to the HTCS materials, where cleavage was extremely

advantageous to obtain high-quality data.

Notice that all the measurements described above have probed the supercon-

ducting phase only indirectly by measuring the quasiparticle LDOS. The super-

conducting condensate itself could principally also be probed directly using

Cooper-pair tunneling between a superconducting tip and a superconducting sam-

ple. A proof of principle of this detection scheme has indeed been given at low

tunneling resistance (R � 50 kO) [183], but meaningful spatially resolved data are

still lacking.
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Complex Systems (Manganites)

Complex phase diagrams are not restricted to HTCS materials (cuprates). They

exist with similar complexity for other doped oxides such as manganites. Only a

few studies of these materials have been performed by STS. Some of them show

the inhomogeneous evolution of metallic and insulating phases across a metal–

insulator transition [184, 185]. Within layered materials, such a phase separation

has been found to be absent [186]. This experiment performed on LaSrMnO

revealed, in addition, a peculiar atomic structure, which appears only locally. It

has been attributed to the observation of a local polaron bound to a defect. Since

inhomogeneities seem to be crucial also in these materials, a local method such

as STS might continue to be important for the understanding of their complex

properties.

6.3.6 Imaging Spin Polarization: Nanomagnetism

Conventional STS couples to the LDOS, i.e., the charge distribution of the

electronic states. Since electrons also have spin, it is desirable to also probe the

spin distribution of the states. This can be achieved by spin-polarized STM

(SP-STM) using a tunneling tip covered by a ferromagnetic material [187]. The

coating acts as a spin filter or, more precisely, the tunneling current depends on the

relative angle aij between the spins of the tip and the sample according to cos (aij).
Consequently, a particular tip is not sensitive to spin orientations of the sample

perpendicular to the spin orientation of the tip. Different tips have to be prepared to

detect different spin orientations. Moreover, the stray magnetic field of the tip can

perturb the spin orientation of the sample. To avoid this, a technique using antifer-

romagnetic Cr as a tip coating material has been developed [188]. This avoids stray

fields, but still provides a preferential spin orientation of the few atoms at the tip

apex that dominate the tunneling current. Depending on the thickness of the Cr

coating, spin orientations perpendicular or parallel to the sample surface, implying

corresponding sensitivities to the spin directions of the sample, are achieved.

SP-STM has been used to image the evolution of magnetic domains with increas-

ing B field (Fig. 6.18a–d) [189], the antiferromagnetic order of a Mn monolayer on

W(110) [190], as well as of a Fe monolayer on W(100) (Fig. 6.18e) [191], and the

out-of-plane orientation of a magnetic vortex core in the center of a nanomagnet

exhibiting the flux closure configuration [192].

In addition, more complex atomic spin structures showing chiral or noncollinear

arrangements have been identified [193, 194, 195]. Even the spin orientation of a

single adatom could be detected, if the adatom is placed either directly on a

ferromagnetic island [196] or close to a ferromagnetic stripe [23]. In the latter

case, hysteresis curves of the ferromagnetic adatoms could be measured, as shown

in Fig. 6.18f–h. It was found that the adatoms couple either ferromagnetically

(Fig. 6.18g) or antiferromagnetically (Fig. 6.18h) to the close-by magnetic stripe;
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i.e., the hysteresis is either in phase or out of phase with the hysteresis of the

stripe. This behavior, depending on adatom–stripe distance in an oscillating

fashion, directly visualizes the famous Ruderman–Kittel–Kasuya–Yoshida (RKKY)

interaction [23].
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Fig. 6.18 (a–d) Spin-polarized STM images of 1.65 monolayers of Fe deposited on a stepped W

(110) surface measured at different B fields, as indicated. Double-layer and monolayer Fe stripes

are formed on the W substrate; only the double-layer stripes exhibit magnetic contrast with an

out-of-plane sensitive tip, as used here. White and grey areas correspond to different domains.

Note that more white areas appear with increasing field (# M. Bode, Argonne (a–d)). (e) STM

image of an antiferromagnetic Fe monolayer onW(001) exhibiting a checkerboard pattern of spin-

down (dark) and spin-up (bright) atoms (# A. Kubetzka, Hamburg); (f) STM image of a Pt(111)

surface with a Co stripe deposited at the Pt edge as marked. Single Co atoms, visible as three hills,
are deposited subsequently on the surface at T ¼ 25 K; (g, h) dI/dV(B) curves obtained above the

Co atoms marked in (f) using a spin-polarized tip at V ¼ 0.3 V. The colors mark the sweeping

direction of the B field. Obviously the resulting contrast is hysteretic with B and opposite for

the two Co atoms. This indicates a different sign of ferromagnetic coupling to the Co stripe.

(# J. Wiebe, Hamburg (f–h)); (i) observed incidences of differential conductivities above a single

monolayer Fe island on W(110) with a spin-polarized tip. The three curves are recorded at

different tunneling currents and the increasing asymmetry shows a preferential spin direction

with increasing spin-polarized current. Inset: dI/dV image of the Fe island at T ¼ 56 K showing

the irregular change of dI/dV intensity (# S. Krause, Hamburg)

6 Low-Temperature Scanning Probe Microscopy 273



An interesting possibility of SP-STM is the observation of magnetodynamics

on the nanoscale. Nanoscale ferromagnetic islands become unstable at a certain

temperature, the so-called superparamagnetic transition temperature. Above this

temperature, the direction of magnetization switches back and forth due to thermal

excitations. This switching results in a stripe-like contrast in SP-STM images, as

visible in the inset of Fig. 6.18i. The island appears dark during the time when the

orientation of the island spin is opposite to the orientation of the tip spin, and

switches to bright when the island spin orientation changes. By observing the

switching as a function of time on different islands at different temperatures the

energy barriers of individual islands can be determined [197]. Even more impor-

tantly, the preferential orientation during switching can be tuned by the tunneling

current. This is visible in Fig. 6.18i, which shows the measured orientational

probability at different tunneling currents [198]. The observed asymmetry in the

peak intensity increases with current, providing evidence that current-induced mag-

netization switching is possible even on the atomic scale.

6.4 Scanning Force Microscopy and Spectroscopy

The examples discussed in the previous section show the wide variety of physical

questions that have been tackled with the help of LT-STM. Here, we turn to the

other prominent scanning probe method that is applied at low temperatures, namely

SFM, which gives complementary information on sample properties on the atomic

scale.

The ability to detect forces sensitively with spatial resolution down to the atomic

scale is of great interest, since force is one of the most fundamental quantities in

physics. Mechanical force probes usually consist of a cantilever with a tip at its free

end that is brought close to the sample surface. The cantilever can be mounted

parallel or perpendicular to the surface (general aspects of force probe designs are

described in Chap. 3). Basically, two methods exist to detect forces with cantilever-

based probes: the static and the dynamic mode (see Chap. 2). They can be used to

generate a laterally resolved image (microscopy mode) or determine its distance

dependence (spectroscopy mode). One can argue about this terminology, since

spectroscopy is usually related to energies and not to distance dependencies.

Nevertheless, we will use it throughout the text, because it avoids lengthy para-

phrases and is established in this sense throughout the literature.

In the static mode, a force that acts on the tip bends the cantilever. By measuring

its deflection Dz the tip–sample force Fts can be directly calculated from Hooke’s

law: Fts ¼ czDz, where cz denotes the spring constant of the cantilever. In the

various dynamic modes, the cantilever is oscillated with amplitude A at or near

its eigenfrequency f0, but in some applications also off-resonance. At ambient

pressures or in liquids, amplitude modulation (AM-SFM) is used to detect ampli-

tude changes or the phase shift between the driving force and cantilever oscillation.

In vacuum, the frequency shift Df of the cantilever due to a tip–sample interaction is
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measured by the frequency-modulation technique (FM-SFM). The nomenclature is

not standardized. Terms such as tapping mode or intermittent contact mode are used

instead of AM-SFM, and NC-AFM (noncontact atomic force microscopy) or DFM

(dynamic force microscopy) instead of FM-SFM or FM-AFM. However, all these

modes are dynamic, i.e., they involve an oscillating cantilever and can be used in

the noncontact, as well as in the contact, regime. Therefore, we believe that the best

and most consistent way is to distinguish them by their different detection schemes.

Converting the measured quantity (amplitude, phase or frequency shift) into a

physically meaningful quantity, e.g., the tip–sample interaction force Fts or the

force gradient @Fts=@z, is not always straightforward and requires an analysis of the
equation of motion of the oscillating tip (see Chaps. 5 and 7).

Whatever method is used, the resolution of a cantilever-based force detection

is fundamentally limited by its intrinsic thermomechanical noise. If the cantilever
is in thermal equilibrium at a temperature T, the equipartition theorem predicts

a thermally induced root-mean-square (RMS) motion of the cantilever in the

z direction of zRMS ¼ (kBT/ceff)
1/2, where kB is the Boltzmann constant and

ceff ¼ cz þ @Fts=@z. Note that usually dFts=dz � cz in the contact mode and

dFts=dz < cz in the noncontact mode. Evidently, this fundamentally limits the

force resolution in the static mode, particularly if operated in the noncontact

mode. Of course, the same is true for the different dynamic modes, because the

thermal energy kBT excites the eigenfrequency f0 of the cantilever. Thermal noise is

white noise, i.e., its spectral density is flat. However, if the cantilever transfer

function is taken into account, one can see that the thermal energy mainly excites

f0. This explains the term “thermo” in thermomechanical noise, but what is the

“mechanical” part?

A more detailed analysis reveals that the thermally induced cantilever motion is

given by

zRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kBTB

pcz f0Q

s
; (6.2)

where B is the measurement bandwidth and Q is the quality factor of the cantilever.

Analogous expressions can be obtained for all quantities measured in dynamic

modes, because the deflection noise translates, e.g., into frequency noise [5]. Note

that f0 and cz are correlated with each other via 2pf0 ¼ (cz/meff)
1/2, where the

effective mass meff depends on the geometry, density, and elasticity of the material.

The Q-factor of the cantilever is related to the external damping of the cantilever

motion in a medium and to the intrinsic damping within the material. This is the

“mechanical” part of the fundamental cantilever noise.

It is possible to operate a low-temperature force microscope directly immersed

in the cryogen [199, 200] or in the cooling gas [201], whereby the cooling is simple

and very effective. However, it is evident from (6.2) that the smallest fundamental

noise is achievable in vacuum, where the Q-factors are more than 100 times larger

than in air, and at low temperatures.
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The best force resolution up to now, which is better than 1�10�18 N/Hz1/2, has

been achieved by Mamin et al. [202] in vacuum at a temperature below 300 mK.

Due to the reduced thermal noise and the lower thermal drift, which results in a

higher stability of the tip–sample gap and a better signal-to-noise ratio, the highest

resolution is possible at low temperatures in ultrahigh vacuum with FM-SFM. A

vertical RMS noise below 2 pm [203, 204] and a force resolution below 1 aN [202]

have been reported.

Besides the reduced noise, the application of force detection at low temperatures

is motivated by the increased stability and the possibility to observe phenomena

that appear below a certain critical temperature Tc, as outlined on page 664. The

experiments, which have been performed at low temperatures until now, were

motivated by at least one of these reasons and can be roughly divided into four

groups:

(i) Atomic-scale imaging

(ii) Force spectroscopy

(iii) Investigation of quantum phenomena by measuring electrostatic forces

(iv) Utilizing magnetic probes to study ferromagnets, superconductors, and single

spins

In the following, we describe some exemplary results.

6.4.1 Atomic-Scale Imaging

In a simplified picture, the dimensions of the tip end and its distance to the surface

limit the lateral resolution of force microscopy, since it is a near-field technique.

Consequently, atomic resolution requires a stable single atom at the tip apex that

has to be brought within a distance of some tenths of a nanometer of an atomically

flat surface. The latter condition can only be fulfilled in the dynamic mode, where

the additional restoring force czA at the lower turnaround point prevents the jump-

to-contact. As described in Chap. 5, by preventing the so-called jump-to-contact,

true atomic resolution is nowadays routinely obtained in vacuum by FM-AFM. The

nature of the short-range tip–sample interaction during imaging with atomic reso-

lution has been studied experimentally as well as theoretically. Si(111)-(7 � 7) was

the first surface on which true atomic resolution was achieved [205], and several

studies have been performed at low temperatures on this well-known material [206,

207, 208]. First-principles simulations performed on semiconductors with a silicon

tip revealed that chemical interactions, i.e., a significant charge redistribution

between the dangling bonds of the tip and sample, dominate the atomic-scale

contrast [209, 210, 211]. On V–III semiconductors, it was found that only one

atomic species, the group V atoms, is imaged as protrusions with a silicon tip [210,

211]. Furthermore, these simulations revealed that the sample, as well as the tip

atoms, are noticeably displaced from their equilibrium position due to the interac-

tion forces. At low temperatures, both aspects could be observed with silicon tips on
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indium arsenide [203, 212]. On weakly interacting surfaces the short-range inter-

atomic van der Waals force has been believed responsible for the atomic-scale

contrast [213, 214, 215].

Chemical Sensitivity of Force Microscopy

The (110) surface of the III–V semiconductor indium arsenide exhibits both atomic

species in the top layer (see Fig. 6.19a). Therefore, this sample is well suited to

study the chemical sensitivity of force microscopy [203]. In Fig. 6.19b, the usually

observed atomic-scale contrast on InAs(110) is displayed. As predicted, the arsenic

atoms, which are shifted by 80 pm above the indium layer due to the (1 � 1)

relaxation, are imaged as protrusions. While this general appearance was similar for

most tips, two other distinctively different contrasts were also observed: a second

protrusion (Fig. 6.19c) and a sharp depression (Fig. 6.19d). The arrangement of

these two features corresponds well to the zigzag configuration of the indium and

arsenic atoms along the ½110� direction. A sound explanation would be as follows:

the contrast usually obtained with one feature per surface unit cell corresponds to a

silicon-terminated tip, as predicted by simulations. A different atomic species at the

tip apex, however, can result in a very different charge redistribution. Since the

atomic-scale contrast is due to a chemical interaction, the two other contrasts would

then correspond to a tip that has been accidentally contaminated with sample

material (an arsenic- or indium-terminated tip apex). Nevertheless, this explanation

has not yet been verified by simulations for this material.

Tip-Induced Atomic Relaxation

Schwarz et al. [203] were able to visualize directly the predicted tip-induced

relaxation during atomic-scale imaging near a point defect. Figure 6.20 shows
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Fig. 6.19a–d The structure of InAs(110) as seen from above (a) and three FM-AFM images of

this surface obtained with different tips at 14 K (b–d). In (b), only the arsenic atoms are imaged as

protrusions, as predicted for a silicon tip. The two features in (c) and (d) corresponds to the zigzag

arrangement of the indium and arsenic atoms. Since force microscopy is sensitive to short-range

chemical forces, the appearance of the indium atoms can be associated with a chemically different

tip apex
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two FM-AFM images of the same point defect recorded with different constant

frequency shifts on InAs(110), i.e., the tip was closer to the surface in Fig. 6.20b

compared with Fig. 6.20a. The arsenic atoms are imaged as protrusions with the

silicon tip used. From the symmetry of the defect, an indium-site defect can be

inferred, since the distance-dependent contrast is consistent with what is expected

for an indium vacancy. This expectation is based on calculations performed for the

similar III–V semiconductor GaP(110), where the two surface gallium atoms

around a P-vacancy were found to relax downward [216]. This corresponds to the

situation in Fig. 6.20a, where the tip is relatively far away and an inward relaxation

of the two arsenic atoms is observed. The considerably larger attractive force in

Fig. 6.20b, however, pulls the two arsenic atoms toward the tip. All other arsenic

atoms are also pulled, but they are less displaced, because they have three bonds to

the bulk, while the two arsenic atoms in the neighborhood of an indium vacancy

have only two bonds. This direct experimental proof of the presence of tip-induced

relaxations is also relevant for STM measurements, because the tip–sample dis-

tances are similar during atomic-resolution imaging. Moreover, the result demon-

strates that FM-AFM can probe elastic properties on an atomic level.
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Fig. 6.20a, b Two FM-AFM

images of the identical

indium-site point defect

(presumably an indium

vacancy) recorded at 14 K.

If the tip is relatively far

away, the theoretically

predicted inward relaxation

of two arsenic atoms adjacent

to an indium vacancy is

visible (a). At a closer

tip–sample distance (b),

the two arsenic atoms are

pulled farther toward the tip

compared with the other

arsenic atoms, since they have

only two instead of three

bonds
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Imaging of Weakly Interacting van der Waals Surfaces

For weakly interacting van der Waals surfaces, much smaller atomic corrugation

amplitudes are expected compared with strongly interacting surfaces of semicon-

ductors. A typical example is graphite, a layered material, where the carbon atoms

are covalently bonded and arranged in a honeycomb structure within the (0001)

plane. Individual graphene layers stick together by van der Waals forces. Due to the

ABA stacking, three distinctive sites exist on the (0001) surface: carbon atoms with

(A-type) and without (B-type) neighbor in the next graphite layer and the hollow site
(H-site) in the hexagon center. In static contact force microscopy as well as in

STM the contrast usually exhibits a trigonal symmetry with a periodicity of

246 pm, where A- and B-site carbon atoms could not be distinguished. However,

in high-resolution FM-AFM images acquired at low temperatures, a large maxi-

mum and two different minima have been resolved, as demonstrated by the profiles

along the three equivalent [1-100] directions in Fig. 6.21a. A simulation using the

Lennard-Jones (LJ) potential, given by the short-range interatomic van der Waals

force, reproduced these three features very well (dotted line). Therefore, the large

maximum could be assigned to the H-site, while the two different minima represent

A- and B-type carbon atoms [214].

Compared with graphite, the carbon atoms in a single-walled carbon nanotube

(SWNT), which consists of a single rolled-up graphene layer, are indistinguishable.

For the first time Ashino et al. [215] successfully imaged the curved surface of a

SWNT with atomic resolution. Note that, for geometric reasons, atomic resolution

is only achieved on the top (see Fig. 6.21b). Indeed, as shown in Fig. 6.21b, all

profiles between two hollow sites across two neighboring carbon atoms are sym-

metric [217]. Particularly, curves 1 and 2 exhibit two minima of equal depth, as

predicted by theory (cf., dotted line). The assumption used in the simulation (dotted

lines in the profiles of Fig. 6.21) that interatomic van der Waals forces are

responsible for the atomic-scale contrast has been supported by a quantitative

evaluation of force spectroscopy data obtained on SWNTs [215].

Interestingly, the image contrast on graphite and SWNTs is inverted with

respect to the arrangement of the atoms, i.e., the minima correspond to the positions

of the carbon atoms. This can be related to the small carbon–carbon distance of only

142 pm, which is in fact the smallest interatomic distance that has been resolved

with FM-AFM so far. The van der Waals radius of the front tip atom, (e.g., 210 pm

for silicon) has a radius that is significantly larger than the intercarbon distance.

Therefore, next-nearest-neighbor interactions become important and result in con-

trast inversion [217].

While experiments on graphite and SWNTs basically take advantage of the

increased stability and signal-to-noise ratio at low temperatures, solid xenon (melting

temperature Tm ¼ 161 K) can only be observed at sufficient low temperatures [8].

In addition, xenon is a pure van der Waals crystal and, since it is an insulator,

FM-AFM is the only real-space method available today that allows the study of

solid xenon on the atomic scale.

6 Low-Temperature Scanning Probe Microscopy 279



Allers et al. [8] adsorbed a well-ordered xenon film on cold graphite(0001)

(T < 55 K) and studied it subsequently at 22 K by FM-AFM (Fig. 6.21c). The

sixfold symmetry and the distance between the protrusions corresponds well with

the nearest-neighbor distance in the close-packed (111) plane of bulk xenon, which

crystallizes in a face-centered cubic structure. A comparison between experiment

and simulation confirmed that the protrusions correspond to the position of the

xenon atoms [214]. However, the simulated corrugation amplitudes do not fit

as well as for graphite (see sections in Fig. 6.21c). A possible reason is that
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Fig. 6.21a–c FM-AFM

images of (a) graphite(0001),

(b) a single-walled carbon

nanotube (SWNT), and (c)Xe

(111) recorded at 22 K. On

the right side, line sections

taken from the experimental

data (solid lines) are
compared with simulations

(dotted lines). A- and B-type
carbon atoms, as well as the

hollow site (H-site) on
graphite can be distinguished,

but are imaged with inverted
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tip-induced relaxations, which were not considered in the simulations, are more

important for this pure van der Waals crystal xenon than they are for graphite,

because in-plane graphite exhibits strong covalent bonds. Nevertheless, the results

demonstrated for the first time that a weakly bonded van der Waals crystal could be

imaged nondestructively on the atomic scale. Note that on Xe(111) no contrast

inversion exists, presumably because the separation between Xe sites is about

450 pm, i.e., twice as large as the van der Waals radius of a silicon atom at the

tip end.

Atomic Resolution Using Small Oscillation Amplitudes

All the examples above described used spring constants and amplitudes on the order

of 40 N/m and 10 nm, respectively, to obtain atomic resolution. However, Giessibl

et al. [218] pointed out that the optimal amplitude should be on the order of the

characteristic decay length l of the relevant tip–sample interaction. For short-range

interactions, which are responsible for the atomic-scale contrast, l is on the order of
0.1 nm. On the other hand, stable imaging without a jump-to-contact is only

possible as long as the restoring force czA at the lower turnaround point of each

cycle is larger than the maximal attractive tip–sample force. Therefore, reducing

the desired amplitude by a factor of 100 requires a 100 times larger spring constant.

Indeed, Hembacher et al. [219] could demonstrate atomic resolution with small

amplitudes (about 0.25 nm) and large spring constants (about 1,800 N/m) utilizing

a qPlus sensor [220]. Figure 6.22 shows a constant-height image of graphite recorded

at 4.9 K within the repulsive regime. Note that, compared with Fig. 6.21a, b, the

contrast is inverted, i.e., the carbon atoms appear as maxima. This is expected,

because the imaging interaction is switched from attractive to repulsive regime

[213, 217].
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Fig. 6.22 Constant-height

FM-AFM image of graphite

(0001) recorded at 4.9 K

using a small amplitude

(A ¼ 0.25 nm) and

a large spring constant

(cz ¼ 1, 800 N/m). As in

Fig. 6.20a, A- and B-site
carbon atoms can be

distinguished. However, they

appear as maxima, because

imaging has been performed

in the repulsive regime

(# F. J. Giessibl [219])
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6.4.2 Force Spectroscopy

A wealth of information about the nature of the tip–sample interaction can be

obtained by measuring its distance dependence. This is usually done by recording

the measured quantity (deflection, frequency shift, amplitude change, phase shift)

and applying an appropriate voltage ramp to the z-electrode of the scanner piezo,

while the z-feedback is switched off. According to (6.2), low temperatures and high

Q-factors (vacuum) considerably increase the force resolution. In the static mode,

long-range forces and contact forces can be examined. Force measurements at small

tip–sample distances are inhibited by the jump-to-contact phenomenon: If the force

gradient @Fts=@z becomes larger than the spring constant cz, the cantilever cannot

resist the attractive tip–sample forces and the tip snaps onto the surface. Sufficiently

large spring constants prevent this effect, but reduce the force resolution. In the

dynamic modes, the jump-to-contact can be avoided due to the additional restoring

force (czA) at the lower turnaround point. The highest sensitivity can be achieved in
vacuum by using the FM technique, i.e., by recording Df(z) curves. An alternative

FM spectroscopy method, the recording of Df(A) curves, has been suggested by

H€olscher et al. [221]. Note that, if the amplitude is much larger than the character-

istic decay length of the tip–sample force, the frequency shift cannot simply be

converted into force gradients by using @Fts=@z ¼ 2czDf=f0 [222]. Several methods

have been published to convert Df(z) data into the tip–sample potential Vts(z) and
tip–sample force Fts(z) [223, 224, 225, 226].

Measurement of Interatomic Forces at Specific Atomic Sites

FM force spectroscopy has been successfully used to measure and determine

quantitatively the short-range chemical force between the foremost tip atom and

specific surface atoms [177, 227, 228]. Figure 6.23 displays an example for the

quantitative determination of the short-range force. Figure 6.23a shows two Df(z)
curves measured with a silicon tip above a corner hole and above an adatom. Their

position is indicated by arrows in the inset, which displays the atomically resolved

Si(111)-(7 � 7) surface. The two curves differ from each other only for small

tip–sample distances, because the long-range forces do not contribute to the

atomic-scale contrast. The low, thermally induced lateral drift and the high stability

at low temperatures were required to precisely address the two specific sites. To

extract the short-range force, the long-range van der Waals and/or electrostatic

forces can be subtracted from the total force. The black curve in Fig. 6.23b has

been reconstructed from the Df(z) curve recorded above an adatom and represents

the total force. After removing the long-range contribution from the data, the

much steeper brown line is obtained, which corresponds to the short-range force

between the adatom and the atom at the tip apex. The measured maximum attractive

force (�2.1 nN) agrees well with that obtained from first-principles calculations

(�2.25 nN).
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By determining the maximal attractive short-range force between tip apex atom

and surface atom as a fingerprint Sugimoto et al. [229] were able to utilize force

spectroscopy data for chemical identification. They demonstrated this concept

using a Si tip and a surface with Sn, Pb, and Si adatoms located at equivalent lattice

sites on a Si(111) substrate. Since the experiment was performed at room tempera-

ture, the signal-to-noise-ratio had to be increased by averaging about 100 curves at

every atom species, which required an appropriate atom tracking scheme [230].

Three-Dimensional Force Field Spectroscopy

Further progress with the FM technique has been made by H€olscher et al. [231].
They acquired a complete 3-D force field on NiO(001) with atomic resolution (3-D
force field spectroscopy). In Fig. 6.24, the atomically resolved FM-AFM image of

NiO(001) is shown together with the coordinate system used and the tip to illustrate

the measurement principle. NiO(001) crystallizes in the rock-salt structure. The

distance between the protrusions corresponds to the lattice constant of 417 pm,
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Fig. 6.23a, b FM force

spectroscopy on specific

atomic sites at 7.2 K. In (a),

an FM-SFM image of the

Si(111)-(7 � 7) surface is

displayed together with two

Df(z) curves, which have been
recorded at the positions

indicated by the arrows,
i.e., above the corner hole

(black) and above an adatom

(brown). In (b), the total force
above an adatom (black line)
has been recovered from the

Df(z) curve. After subtraction
of the long-range part, the

short-range force can be

determined (brown line)
(Courtesy of H. J. Hug;

cf. [227])
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i.e., only one type of atom (most likely the oxygen) is imaged as a protrusion. In an

area of 1 nm �1 nm, 32 � 32 individual Df(z) curves have been recorded at

every (x, y) image point and converted into Fts(z) curves. The Df(x, y, z) data set

is thereby converted into the 3-D force field Fts(x, y, z). Figure 6.24, where a

specific x–z-plane is displayed, demonstrates that atomic resolution is achieved. It

represents a 2-D cut Fts(x, y ¼ const, z) along the [100] direction (corresponding to
the shaded slice marked in Fig. 6.24). Since a large number of curves have

been recorded, Langkat et al. [228] could evaluate the whole data set by

standard statistical means to extract the long- and short-range forces. A possible

future application of 3-D force field spectroscopy could be to map the short-range

forces of complex molecules with functionalized tips in order to resolve locally

their chemical reactivity. A first step in this direction has been accomplished on

SWNTs. Its structural unit, a hexagonal carbon ring, is common to all aromatic

molecules. Like the constant frequency-shift image of an SWNT shown in

Fig. 6.21b the force map shows clear differences between hollow sites and carbon

sites [215]. Analyzing site-specific individual force curves extracted from the

3-D data revealed a maximum attractive force of ��0.106 nN above H-sites
and � �0.075 nN above carbon sites. Since the attraction is one order of magni-

tude weaker than on Si(111)-(7 � 7) (Fig. 6.23b), it has been inferred that the short-

range interatomic van der Waals force and not a chemical force is responsible for

atomic-scale contrast formation on such nonreactive surfaces. It is worth mention-

ing that 3-D force field spectroscopy data have been acquired at room temperature

as well [232, 233].

Apart from calculating the vertical tip–sample force Schwarz et al. [234]

demonstrated that it is also possible to obtain the lateral tip–sample force from

3-D data sets. First, the tip–sample potential Vts(x, y, z) has to be determined. Then
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Fig. 6.24a, b Principle of the 3-D force field spectroscopy method (a) and a 2-D cut through the

3-D force field Fts(x, y, z) recorded at 14 K (b). At all 32 � 32 image points of the 1 nm � 1 nm

scan area on NiO(001), a Df(z) curve has been recorded. The Df(x, y, z) data set obtained is then

converted into the 3-D tip–sample force field Fts(x, y, z). The shaded slice Fts(x, y ¼ const, z) in
(a) corresponds to a cut along the [100] direction and demonstrates that atomic resolution has been

obtained, because the distance between the protrusions corresponds well to the lattice constant of

nickel oxide
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the lateral force components can be calculated by taking the derivative with respect

to the x- and y-coordinate, respectively. This technique has been employed to

determine the lateral force needed to move an atom sideways by Ternes et al.

[42]. They recorded constant-height data at different tip–sample distances to obtain

first Vts(x, z) and then the lateral force Fx(x, z) ¼ d/dxVts(x, z). Four curves of the
whole data set are displayed in Fig. 6.25. The discontinuity of the lateral force at the

lowest adjusted tip–sample distance (z ¼ 160 pm) indicates the jump of the Co

atom from one hollow site to the next on Pt(111), cf., inset. It takes place at about

210 pN.

6.4.3 Atomic Manipulation

Nowadays, atomic-scale manipulation is routinely performed using an STM tip

(see Sect. 6.3.1). In most of these experiments an adsorbate is dragged with the

tip by using an attractive force between the foremost tip apex atoms and the

adsorbate. By adjusting a large or a small tip–surface distance via the tunneling

resistance, it is possible to switch between imaging and manipulation. Recently, it

has been demonstrated that controlled manipulation of individual atoms is also

possible in the dynamic mode of atomic force microscopy, i.e., FM-AFM. Vertical

manipulation was demonstrated by pressing the tip in a controlled manner into a

Si(111)-(7 � 7) surface [236]. The strong repulsion leads to the removal of the

selected silicon atom. The process could be traced by recording the frequency shift

and the damping signal during the approach. For lateral manipulation a rubbing

z = 160 pm
z = 170 pm
z = 195 pm
z = 245 pm

–600 –400 –200 0 200 400 600

Lateral force Fx (nN)
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0.2

0.1

0

–0.1

–0.2

x

Fig. 6.25 Lateral force

curves recorded at constant

tip–sample separation z. At
the lowest separation a

discontinuity appears, which

marks the jump of the Co

atom form one site to the next

as indicated in the inset
(#. M. Ternes [42]).
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technique has been utilized [235], where the slow scan axis is halted above a

selected atom, while the tip–surface distance is gradually reduced until the selected

atom hops to a new stable position. Figure 6.26 shows a Ge adatom on Ge(111)-c

(2 � 8) that was moved during scanning in two steps from its original position

(Fig. 6.26a) to its final position (Fig. 6.26c). In fact, manipulation by FM-AFM is

reproducible and fast enough to write nanostructures in a bottom-up process with

single atoms [237].

6.4.4 Electrostatic Force Microscopy

Electrostatic forces are readily detectable by a force microscope, because the tip

and sample can be regarded as two electrodes of a capacitor. If they are electrically

connected via their back sides and have different work functions, electrons will

flow between the tip and sample until their Fermi levels are equalized. As a result,

an electric field, and consequently an attractive electrostatic force, exists between

them at zero bias. This contact potential difference can be balanced by applying an

appropriate bias voltage. It has been demonstrated that individual doping atoms in

semiconducting materials can be detected by electrostatic interactions due to the

local variation of the surface potential around them [238, 239].

Detection of Edge Channels in the Quantum Hall Regime

At low temperatures, electrostatic force microscopy has been used to measure the

electrostatic potential in the quantum Hall regime of a two-dimensional electron
gas (2-DEG) buried in epitaxially grown GaAs/AlGaAs heterostructures [240, 241,

242, 243]. In the 2-DEG, electrons can move freely in the x–y-plane, but

they cannot move in z-direction. Electrical transport properties of a 2-DEG are

Fig. 6.26a–c Consecutively recorded FM-AFM images showing the tip-induced manipulation

of a Ge adatom on Ge(111)-c(2 � 8) at 80 K. Scanning was performed from bottom to top

(# N. Oyabu [235])
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very different compared with normal metallic conduction. Particularly, the Hall

resistance RH ¼ h/ne2 (where h represents Planck’s constant, e is the electron

charge, and n ¼ 1, 2,. . .) is quantized in the quantum Hall regime, i.e., at suffi-

ciently low temperatures (T < 4 K) and high magnetic fields (up to 20 T). Under

these conditions, theoretical calculations predict the existence of edge channels in a
Hall bar. A Hall bar is a strip conductor that is contacted in a specific way to allow

longitudinal and transversal transport measurements in a perpendicular magnetic

field. The current is not evenly distributed over the cross-section of the bar, but

passes mainly along rather thin paths close to the edges. This prediction has been

verified by measuring profiles of the electrostatic potential across a Hall bar in

different perpendicular external magnetic fields [240, 241, 242].

Figure 6.27a shows the experimental setup used to observe these edge channels

on top of a Hall bar with a force microscope. The tip is positioned above the surface

of a Hall bar under which the 2-DEG is buried. The direction of the magnetic field is

oriented perpendicular to the 2-DEG. Note that, although the 2-DEG is located

several tens of nanometers below the surface, its influence on the electrostatic

surface potential can be detected. In Fig. 6.27b, the results of scans perpendicular

to the Hall bar are plotted against the magnitude of the external magnetic field. The

value of the electrostatic potential is grey-coded in arbitrary units. In certain field

ranges, the potential changes linearly across the Hall bar, while in other field ranges

the potential drop is confined to the edges of the Hall bar. The predicted edge

channels can explain this behavior. The periodicity of the phenomenon is related to

the filling factor n, i.e., the number of Landau levels that are filled with electrons

(Sect. 6.3.4). Its value depends on 1/B and is proportional to the electron concen-

tration ne in the 2-DEG (n ¼ neh/eB, where h represents Planck’s constant and e the
electron charge).
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Fig. 6.27a, b Configuration of the Hall bar within a low-temperature (T < 1 K) force micro-

scope (a) and profiles (y-axis) at different magnetic field (x-axis) of the electrostatic potential

across a 14-mm-wide Hall bar in the quantum Hall regime (b). The external magnetic field is

oriented perpendicular to the 2-DEG, which is buried below the surface. Bright and dark regions
reflect the characteristic changes of the electrostatic potential across the Hall bar at different

magnetic fields and can be explained by the existence of the theoretically predicted edge channels

(# E. Ahlswede [242])
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6.4.5 Magnetic Force Microscopy

To detect magnetostatic tip–sample interactions with magnetic force microscopy

(MFM), a ferromagnetic probe has to be used. Such probes are readily prepared by

evaporating a thin magnetic layer, e.g., 10 nm iron, onto the tip. Due to the in-plane

shape anisotropy of thin films, the magnetization of such tips lies predominantly

along the tip axis, i.e., perpendicular to the surface. Since magnetostatic interac-

tions are long range, they can be separated from the topography by scanning at a

certain constant height (typically around 20 nm) above the surface, where the

z-component of the sample stray field is probed (Fig. 6.28a). Therefore, MFM is

always operated in noncontact mode. The signal from the cantilever is directly

recorded while the z-feedback is switched off. MFM can be operated in the static

mode or in the dynamic modes (AM-MFM at ambient pressures and FM-MFM in

vacuum). A lateral resolution below 50 nm can be routinely obtained.

Observation of Domain Patterns

MFM is widely used to visualize domain patterns of ferromagnetic materials. At

low temperatures, Moloni et al. [244] observed the domain structure of magnetite

below its Verwey transition temperature (TV ¼ 122 K), but most of the work has

400 mT

800 mT

b c

d e f

0 mT

205 mT

360 mT

Fig. 6.28a–f Principle of MFM operation (a) and field-dependent domain structure of a ferro-

magnetic thin film (b–f) recorded at 5.2 K with FM-MFM. All images were recorded on the same

4 mm � 4 mm scan area. The La0.7Ca0.3MnO3/LaAlO3 system exhibits a substrate-induced out-of-

plane anisotropy. Bright and dark areas are visible and correspond to attractive and repulsive

magnetostatic interactions, respectively. The series shows how the domain pattern evolves along

the major hysteresis loop, i.e., from zero field to saturation at 600 mT and back to zero field

288 M. Morgenstern et al.



concentrated on thin films of La1–xCaxMnO3 [245, 246, 247]. Below TV, the

conductivity decreases by two orders of magnitude and a small structural distortion

is observed. The domain structure of this mixed-valence manganite is of great

interest, because its resistivity strongly depends on the external magnetic field, i.e.,

it exhibits a large colossal-magnetoresistive effect. To investigate the field depen-

dence of the domain patterns under ambient conditions, electromagnets have to be

used. They can cause severe thermal drift problems due to Joule heating of the coils

by large currents. Flux densities on the order of 100 mT can be achieved. In

contrast, much larger flux densities (more than 10 T) can be rather easily produced

by implementing a superconducting magnet in low-temperature setups. Using such

a design, Liebmann et al. [247] recorded the domain structure along the major

hysteresis loop of La0.7Ca0.3MnO3 epitaxially grown on LaAlO3 (Fig. 6.28b–f). The

film geometry (with thickness of 100 nm) favors an in-plane magnetization, but the

lattice mismatch with the substrate induces an out-of-plane anisotropy. Thereby, an

irregular pattern of strip domains appears at zero field. If the external magnetic field

is increased, the domains with antiparallel orientation shrink and finally disappear

in saturation (Fig. 6.28b, c). The residual contrast in saturation (Fig. 6.28d) reflects

topographic features. If the field is decreased after saturation (Fig. 6.28e, f),

cylindrical domains first nucleate and then start to grow. At zero field, the maze-

type domain pattern has evolved again. Such data sets can be used to analyze

domain nucleation and the domain growth mode. Moreover, due to the negligible

drift, domain structure and surface morphology can be directly compared, because

every MFM can be used as a regular topography-imaging force microscope.

Detection of Individual Vortices in Superconductors

Numerous low-temperature MFM experiments have been performed on super-

conductors [248, 249, 250, 251, 252, 253, 254, 255]. Some basic features of

superconductors have been mentioned already in Sect. 6.3.5. The main difference

of STM/STS compared to MFM is its high sensitivity to the electronic properties of

the surface. Therefore, careful sample preparation is a prerequisite. This is not so

important for MFM experiments, since the tip is scanned at a certain distance above

the surface.

Superconductors can be divided into two classes with respect to their behavior in

an external magnetic field. For type I superconductors, all magnetic flux is entirely

excluded below their critical temperature Tc (Meissner effect), while for type II

superconductors, cylindrical inclusions (vortices) of normal material exist in a

superconducting matrix (vortex state). The radius of the vortex core, where the

Cooper-pair density decreases to zero, is on the order of the coherence length x.
Since the superconducting gap vanishes in the core, they can be detected by STS

(see Sect. 6.3.5). Additionally, each vortex contains one magnetic quantum

flux F ¼ h/2e (where h represents Planck’s constant and e the electron charge).

Circular supercurrents around the core screen the magnetic field associated with a

vortex; their radius is given by the London penetration depth l of the material.
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This magnetic field of the vortices can be detected by MFM. Investigations have

been performed on the two most popular copper oxide high-Tc superconductors,
YBa2Cu3O7 [248, 249, 251] and Bi2Sr2CaCu2O8 [249, 255], on the only elemental

conventional type II superconductor Nb [252, 253] and on the layered compound

crystal NbSe2 [250, 252].

Most often, vortices have been generated by cooling the sample from the normal

state to below Tc in an external magnetic field. After such a field-cooling procedure,
the most energetically favorable vortex arrangement is a regular triangular Abri-

kosov lattice. Volodin et al. [250] were able to observe such an Abrikosov lattice

on NbSe2. The intervortex distance d is related to the external field during B cool

down via d ¼ (4/3)1/4(F/B)1/2. Another way to introduce vortices into a type II

superconductor is vortex penetration from the edge by applying a magnetic field at

temperatures below Tc. According to the Bean model, a vortex density gradient

exists under such conditions within the superconducting material. Pi et al. [255]

slowly increased the external magnetic field until the vortex front approaching from

the edge reached the scanning area.

If the vortex configuration is dominated by the pinning of vortices at randomly

distributed structural defects, no Abrikosov lattice emerges. The influence of

pinning centers can be studied easily by MFM, because every MFM can be used

to scan the topography in its AFM mode. This has been done for natural growth

defects by Moser et al. [251] on YBa2Cu3O7 and for YBa2Cu3O7 and niobium thin

films, respectively, by Volodin et al. [254]. Roseman and Gr€utter [256] investigated
the formation of vortices in the presence of an artificial structure on niobium films,

while Pi et al. [255] produced columnar defects by heavy-ion bombardment in a

Bi2Sr2CaCu2O8 single crystal to study the strong pinning at these defects.

Figure 6.29 demonstrates that MFM is sensitive to the polarity of vortices. In

Fig. 6.29a, six vortices have been produced in a niobium film by field cooling in

þ0.5 mT. The external magnetic field and tip magnetization are parallel, and

a b

Fig. 6.29a, b Two 5 mm �5 mm FM-MFM images of vortices in a niobium thin film after field-

cooling at 0.5 mT (a) and�0.5 mT (b), respectively. Since the external magnetic field was parallel

in (a) and antiparallel in (b) with respect to the tip magnetization, the vortices exhibit opposite

contrast. Strong pinning dominates the position of the vortices, since they appear at identical

locations in (a) and (b) and are not arranged in a regular Abrikosov lattice (# P. Gr€utter [253])

290 M. Morgenstern et al.



therefore the tip–vortex interaction is attractive (bright contrast). To remove the

vortices, the niobium was heated above Tc (� 9 K). Thereafter, vortices of opposite

polarity were produced by field-cooling in �0.5 mT, which appear dark in

Fig. 6.29b. The vortices are probably bound to strong pinning sites, because the

vortex positions are identical in both images of Fig. 6.29. By imaging the vortices at

different scanning heights, Roseman et al. [253] tried to extract values for the

London penetration depth from the scan-height dependence of their profiles. While

good qualitative agreement with theoretical predictions has been found, the abso-

lute values do not agree with published literature values. The disagreement was

attributed to the convolution between the tip and vortex stray fields. Better values

might be obtained with calibrated tips.

6.4.6 Magnetic Exchange Force Microscopy

The resolution of MFM is limited to the nanometer range, because the long-range

magnetostatic tip–sample interaction is not localized between individual surface

atoms and the foremost tip apex atom [257]. As early as 1991 Wiesendanger et al.

[258] proposed that the short-range magnetic exchange interaction could be utilized

to image the configuration of magnetic moments with atomic resolution. For

the suggested test system NiO(001), an antiferromagnetic insulator, Momida and

Oguchi [259] provided density-functional calculations. They found a magnetic

exchange force between the magnetic moments of a single iron atom (the tip) and

nickel surface atoms of more than 0.1 nN at tip–sample distances below 0.5 nm.

Recently, Kaiser et al. [260] were able to prove the feasibility of magnetic exchange

force microscopy (MExFM) on NiO(001). The superexchange between neighboring

{111} planes via bridging oxygen atoms results in a row-wise antiferromagnetic

configuration of magnetic moments on the (001) surface. Hence the magnetic

surface unit cell is twice as large as the chemical surface unit cell. Figure 6.30a

shows the atomic-scale contrast due to a pure chemical interaction. Maxima and

minima correspond to the oxygen and nickel atoms, respectively. Their arrangement

represents the (1 � 1) surface unit cell. Figure 6.30b exhibits an additional modula-

tion on chemically and structurally equivalent rows of nickel atoms (the minima).

The structure corresponds to the (2 � 1) magnetic surface unit cell. Since the

spin-carrying nickel 3d states are highly localized, the magnetic contrast only

becomes significant at very small tip–sample distances. More recently Schmidt

et al. [261] were able to perform MExFM with much better signal-to-noise ratio

on an itinerant metallic system: the antiferromagnetic iron monolayer on W(001).

Density-functional theory performed with a realistic tip model indicated significant

relaxations of tip and sample atoms during imaging.Moreover, a comparison between

simulation and experimental data revealed complex interplay between chemical and

magnetic interaction, which results in the observed atomic-scale contrast.

Even more ambitious is the proposed detection of individual nuclear spins by

magnetic resonance force microscopy (MRFM) using a magnetic tip [263, 264].
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Conventionally, nuclear spins are investigated by nuclear magnetic resonance

(NMR), a spectroscopic technique to obtain microscopic chemical and physical

information about molecules. An important application of NMR for medical diag-

nostics of the inside of humans is magnetic resonance imaging (MRI). This

tomographic imaging technique uses the NMR signal from thin slices through the

body to reconstruct its three-dimensional structure. Currently, at least 1012 nuclear

spins must be present in a given volume to obtain a significant MRI signal. The

ultimate goal of MRFM is to combine aspects of force microscopy with MRI to

achieve true 3-D imaging with atomic resolution and elemental selectivity.

The experimental setup is sketched in Fig. 6.31. An oscillating cantilever with a

magnetic tip at its end points toward the surface. The spherical resonant slice within

1 mn1 mn

a b

[110]
[100]

[010]

Fig. 6.30 (a) Pure chemical contrast on NiO(001) obtained with AFM using a nonmagnetic tip.

Oxygen and nickel atoms are represented as maxima and minima, respectively, forming the

(1 � 1) surface unit cell (black square). Arrows indicate the main crystallographic directions.

(b) Additional modulation on neighboring nickel rows along the [110] direction (see arrows) due
to the magnetic exchange interaction obtained with MExFM using a magnetic tip. The (2 � 1)

structure (black rectangle in the inset) represents the magnetic surface unit cell. The inset is tiled
together from the averaged magnetic unit cell calculated from the raw data, whereby the signal-to-

noise ratio is significantly increased
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Fig. 6.31 MRFM setup.

The cantilever with

the magnetic tip oscillates

parallel to the surface. Only

electron spins within a

hemispherical slice, where

the stray field of the tip plus

the external field matches

the condition for magnetic

resonance, can contribute to

the MRFM signal due to

cyclic spin inversion

(# D. Rugar [262])
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the sample represents those points where the stray field from the tip and the external

field match the condition for magnetic resonance. The cyclic spin flip causes a

slight shift of the cantilever frequency due to the magnetic force exerted by the spin

on the tip. Since the forces are extremely small, very low temperatures are required.

To date, no individual nuclear spins have been detected by MRFM. However,

the design of ultrasensitive cantilevers has made considerable progress, and the

detection of forces below 1�10�18 N has been achieved [202]. Therefore, it has

become possible to perform nuclear magnetic resonance [265], and ferromagnetic

resonance [266] experiments of spin ensembles with micrometer resolution. More-

over, in SiO2 the magnetic moment of a single electron, which is three orders of

magnitude larger than the nuclear magnetic moment, could be detected [262] using

the setup shown in Fig. 6.31 at 1.6 K. This major breakthrough demonstrates the

capability of force microscopy to detect single spins.
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Chapter 7

Dynamic Modes of Atomic Force Microscopy

André Schirmeisen, Boris Anczykowski, Hendrik H€olscher,
and Harald Fuchs

Abstract This chapter presents an introduction to the concept of the dynamic

operational modes of the atomic force microscope (dynamic AFM). While the static

(or contact-mode) AFM is a widespread technique to obtain nanometer-resolution

images on a wide variety of surfaces, true atomic-resolution imaging is routinely

observed only in the dynamic mode. We will explain the jump-to-contact pheno-

menon encountered in static AFM and present the dynamic operational mode as a

solution to avoid this effect. The dynamic force microscope is modeled as a harmonic

oscillator to gain a basic understanding of the underlying physics in this mode.

On closer inspection, the dynamic AFM comprises a whole family of operational

modes. A systematic overview of the different modes typically found in force

microscopy is presented with special attention paid to the distinct features of each

mode. Two modes of operation dominate the application of dynamic AFM. First,

the amplitude modulation mode (also called tapping mode) is shown to exhibit an

instability, which separates the purely attractive force interaction regime from the

attractive–repulsive regime. Second, the self-excitation mode is derived and its

experimental realization is outlined. While the tapping mode is primarily used for

imaging in air and liquid, the self-excitation mode is typically used under ultrahigh

vacuum (UHV) conditions for atomic-resolution imaging. In particular, we explain

the influence of different forces on spectroscopy curves obtained in dynamic force

microscopy. A quantitative link between the experimental spectroscopy curves and

the interaction forces is established.

Force microscopy in air suffers from small quality factors of the force sensor

(i.e., the cantilever beam), which are shown to limit the resolution. Also, the above-

mentioned instability in the amplitude modulation mode often hinders imaging of

soft and fragile samples. A combination of the amplitude modulation with the self-

excitation mode is shown to increase the quality, or Q-factor, and extend the regime

of stable operation. This so-called Q-control module allows one to increase as well

as decrease the Q-factor. Apart from the advantages of dynamic force microscopy

as a nondestructive, high-resolution imaging method, it can also be used to obtain

information about energy-dissipation phenomena at the nanometer scale. This mea-

surement channel can provide crucial information on electric and magnetic surface

properties. Even atomic-resolution imaging has been obtained in the dissipation mode.

B. Bhushan (ed.), Nanotribology and Nanomechanics,
DOI 10.1007/978-3-642-15283-2_7, # Springer-Verlag Berlin Heidelberg 2011
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Therefore, in the last section, the quantitative relation between the experimental

measurement channels and the dissipated power is derived.

7.1 Motivation – Measurement of a Single Atomic Bond

The direct measurement of the force interaction between two distinct molecules

has been a challenge for scientists for many years now. The fundamental forces

responsible for the solid state of matter can be directly investigated, ultimately

between defined single molecules. However, it has not been until 2001 that the

chemical forces could be quantitatively measured for a single atomic bond [1]. How

can we reliably measure forces that may be as small as one billionth of 1 N? How

can we identify one single pair of atoms as the source of the force interaction?

The same mechanical principle that is used to measure the gravitational force

exerted by your body weight (e.g., with the scale in your bathroom) can be employed

to measure the forces between single atoms. A spring with a defined elasticity is

compressed by an arbitrary force (e.g., your weight). The compression Dz of the
spring (with spring constant k) is a direct measure of the force F exerted, which in

the regime of elastic deformation obeys Hooke’s law

F ¼ kDz: (7.1)

The only difference with regard to your bathroom scale is the sensitivity of the

measurement. Typically springs with a stiffness of 0.1–10 N/m are used, which will

be deflected by 0.1–10 nm upon application of an interatomic force of some nN.

Experimentally, a laser deflection technique is used to measure the movement of the

spring. The spring is a bendable cantilever microfabricated from a silicon wafer. If

a sufficiently sharp tip, usually directly attached to the cantilever, is approached

toward a surface within some nanometers, we can measure the interaction forces

through changes in the deflected laser beam. This is a static measurement and

is hence called static AFM. Alternatively, the cantilever can be excited to vibrate at its

resonant frequency. Under the influence of tip–sample forces the resonant fre-

quency (and consequently also the amplitude and phase) of the cantilever will change

and serve as measurement parameters. This approach is called dynamic AFM. Due

to the multitude of possible operational modes, expressions such as noncontact

mode, intermittent contact mode, tapping mode, frequency modulation (FM) mode,

amplitude-modulation (AM) mode, self-excitation mode, constant-excitation mode,

or constant-amplitude mode are found in the literature, which will be systematically

categorized in the following paragraphs.

In fact, the first AFMs were operated in dynamic mode. In 1986, Binnig et al.

presented the concept of the atomic force microscope [2]. The deflection of the

cantilever with the tip was measured with subangstrom precision by an additional

scanning tunneling microscope (STM). While the cantilever was externally oscil-

lated close to its resonant frequency, the amplitude and phase of the oscillation were

measured. If the tip is approached toward the surface, the oscillation parameters,
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amplitude and phase, are influenced by the tip–surface interaction, and can there-

fore be used as feedback channels. Typically, a certain setpoint for the amplitude

is defined, and the feedback loop will adjust the tip–sample distance such that

the amplitude remains constant. The control parameter is recorded as a function of

the lateral position of the tip with respect to the sample, and the scanned image

essentially represents the surface topography.

What then is the difference between the static and dynamic modes of operation

for the AFM? Static deflection AFM directly gives the interaction force between tip

and sample using (7.1). In the dynamic mode, we find that the resonant frequency,

amplitude, and phase of the oscillation change as a consequence of the interaction

forces (and also dissipative processes, as discussed in the final section).

In order to obtain a basic understanding of the underlying physics, it is instructive

to consider a highly simplified case. Assume that the vibration amplitude is small

compared with the range of force interaction. Since van der Waals forces range

over typical distances of 10 nm, the vibration amplitude should be less than 1 nm.

Furthermore, we require that the force gradient ∂Fts/∂z does not vary significantly

over one oscillation cycle. We can view the AFM setup as a coupling of two springs

(Fig. 7.1). Whereas the cantilever is represented by a spring with spring constant k,
the force interaction between the tip and the surface can be modeled by a second

spring. The derivative of the force with respect to the tip–sample distance is the

force gradient and represents the spring constant kts of the interaction spring. This

spring constant kts is constant only with respect to one oscillation cycle, but varies

with the average tip–sample distance as the probe is approached to the sample. The

two springs are effectively coupled in parallel, since sample and tip support are

rigidly connected for a given value of z0. Therefore, we can write for the total spring
constant of the AFM system

ktotal ¼ k þ kts ¼ k � @Fts

@z
: (7.2)

From the simple harmonic oscillator (neglecting any damping effects) we find

that the resonant frequency o of the system is shifted by Do from the free resonant

frequency o0 due to the force interaction

z0Tip

Sample

z

k

kts

Fig. 7.1 Model of the AFM

tip while experiencing

tip–sample forces. The tip is

attached to a cantilever with

spring constant k, and the

force interaction is modeled

by a spring with a stiffness

equal to the force gradient.

Note that the force interaction

spring is not constant, but

depends on the tip–sample

distance z
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o2 ¼ ðo0 þ DoÞ2 ¼ ktotal
m� ¼ k þ @Fts

@z

� �
m� : (7.3)

Here m* represents the effective mass of the cantilever. A detailed analysis of

how m* is related to the geometry and total mass of the cantilever can be found in

the literature [3]. In the approximation that Do is much smaller than o0, we can

write

Do
o0

ffi � 1

2k

@Fts

@z
: (7.4)

Therefore, we find that the frequency shift of the cantilever resonance is propor-

tional to the force gradient of the tip–sample interaction.

Although the above consideration is based on a highly simplified model, it shows

qualitatively that in dynamic force microscopy we will find that the oscillation

frequency depends on the force gradient, whereas static force microscopy measures

the force itself. In principle, we can calculate the force curve from the force gradient

and vice versa (neglecting a constant offset). It seems, therefore, that the two methods

are equivalent, and our choice will depend on whether we can measure the beam

deflection or the frequency shift with better precision at the cost of technical effort.

However, we have neglected one important issue for the operation of the AFM thus

far: the mechanical stability of the measurement. In static AFM, the tip is slowly

approached toward the surface. The force between the tip and the surface will always

be counteracted by the restoring force of the cantilever. Figure 7.2 shows a typical

force–distance curve. Upon approach of the tip toward the sample, the negative

attractive forces, representing van der Waals or chemical interaction forces, incre-

ase until a maximum is reached. This turnaround point is due to the onset of repul-

sive forces caused by Coulomb repulsion, which will start to dominate upon further

approach. The spring constant of the cantilever is represented by the slope of the

straight line. The position of the z-transducer (typically a piezoelectric element),

which moves the probe, is at the intersection of the line with the horizontal axis.

The position of the tip, shifted from the probe’s base due to the lever bending, can be

found at the intersection of the cantilever line with the force curve. Hence, the total

force is zero, i.e., the cantilever is in its equilibrium position (note that the spring

constant line here shows attractive forces, although in reality the forces are repulsive,

i.e., pulling the tip back from the surface). As soon as position A in Fig. 7.2 is reached,

we find two possible intersection points, and upon further approach there are

even three force equilibrium points. However, between points A and B the tip is at

a local energy minimum and, therefore, will still follow the force curve. However, at

point B, when the adhesion force upon further approach would become larger than

the spring restoring force, the tip will suddenly jump to point C. We can then probe

the predominantly repulsive force interaction by further reducing the tip–sample

distance. When retracting the tip, we will pass point C, because the tip is still in a

local energyminimum.Only at position Dwill the tip jump suddenly to point A again,
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since the restoring force now exceeds the adhesion. From Fig. 7.2 we can see that the

sudden instability will happen at exactly the point where the slope of the adhesion

force exceeds the slope of the spring constant. Therefore, if the negative force grad-

ient of the tip–sample interaction will at any point exceed the spring constant, a

mechanical instability occurs. Mathematically speaking, we demand that for a stable

measurement

� @Fts

@z

����
z

< k; for all points z: (7.5)

This mechanical instability is often referred to as the jump-to-contact
phenomenon.

Looking at Fig. 7.2, we realize that large parts of the force curve cannot be

measured if the jump-to-contact phenomenon occurs. We will not be able to mea-

sure the point at which the attractive forces reach their maximum, representing the

temporary chemical bonding of the tip and the surface atoms. Secondly, the sudden

instability, the jump-to-contact, will often cause the tip to change the very last tip or

surface atoms. A smooth, careful approach needed to measure the full force curve

does not seem feasible. Our goal of measuring the chemical interaction forces of

two single molecules may become impossible.

Force

Static mode
Dynamic mode

Probe–sample
distance z0

Oscillation amplitude

AB

C

D

Fig. 7.2 Force–distance curve of a typical tip–sample interaction. In static-mode AFM the tip

would follow the force curve until point B is reached. If the slope of the force curve becomes larger

than the spring constant of the cantilever (dashed line) the tip will suddenly jump to position C.

Upon retraction a different path will be followed along D and A again. In dynamic AFM the

cantilever oscillates with amplitude. Although the equilibrium position of the oscillation is far

from the surface, the tip will experience the maximum attractive force at point D during some parts

of the oscillation cycle. However, the total force is always pointing away from the surface,

therefore avoiding an instability
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There are several solutions to the jump-to-contact problem: On the one hand, we

can simply choose a sufficiently stiff spring, so that (7.5) is fulfilled at all points of

the force curve. On the other hand, we can resort to a trick to enhance the counter-

acting force of the cantilever: We can oscillate the cantilever with large amplitude,

thereby making it virtually stiffer at the point of strong force interaction.

Consider the first solution, which seems simpler at first glance. Chemical bond-

ing forces extend over a distance range of about 0.1 nm. Typical binding energies of

a couple of eV will lead to adhesion forces on the order of some nN. Force gradients

will, therefore, reach values of some 10 N/m. A spring for stable force measure-

ments will have to be as stiff as 100 N/m to ensure that no instability occurs

(a safety factor of ten seems to be a minimum requirement, since usually one cannot

be sure a priori that only one atom will dominate the interaction). In order to

measure the nN interaction force, a static cantilever deflection of 0.01 nm has to

be detected. With standard beam deflection AFM setups this becomes a challenging

task.

This problem was solved by using an in situ optical interferometer measuring

the beam deflection at liquid-nitrogen temperature in a UHV environment [4, 5].

In order to ensure that the force gradients are smaller than the lever spring constant

(50 N/m), the tips were fabricated to terminate in only three atoms, thereby mini-

mizing the total force interaction. The field ion microscope (FIM) is a tool which

allows scanning probe microscopy (SPM) tips to be engineered down to atomic

dimensions. This technique not only allows imaging of the tip apex with atomic

precision, but also can be used to manipulate the tip atoms by field evaporation [6],

as shown in Fig. 7.3. Atomic interaction forces were measured with subnanonewton

precision, revealing force curves of only a few atoms interacting without mechani-

cal hysteresis. However, the technical effort to achieve this type of measurement is

considerable, and most researchers today have resorted to the second solution.

The alternative solution can be visualized in Fig. 7.2. The straight, dashed line

now represents the force values of the oscillating cantilever, with amplitude A

Fig. 7.3 Manipulation of the

apex atoms of an AFM tip

using field ion microscopy

(FIM). Images were acquired
at a tip bias of 4.5 kV. The

last six atoms of the tip can be

inspected in this example.

Field evaporation to remove

single atoms is performed by

increasing the bias voltage for

a short time to 5.2 kV. Each

of the outer three atoms can

be consecutively removed,

eventually leaving a trimer tip

apex
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assuming Hooke’s law is valid. This is the tensile force of the cantilever spring

pulling the tip away from the sample. The restoring force of the cantilever is at all

points stronger than the adhesion force. For example, the total force at point D is still

pointing away from the sample, although the spring has the same stiffness as before.

Mathematically speaking, the measurement is stable as long as the cantilever spring

force Fcb ¼ kA is larger than the attractive tip–sample force Fts [7]. In the static mode

we would already experience an instability at that point. However, in the dynamic

mode, the spring is preloaded with a force stronger than the attractive tip–sample

force. The equilibrium point of the oscillation is still far away from the point of

closest contact of the tip and surface atoms. The total force curve can now be probed

by varying the equilibrium point of the oscillation, i.e., by adjusting the z-piezo.
The diagram also shows that the oscillation amplitude has to be quite large

if fairly soft cantilevers are to be used. With lever spring constants of 10 N/m,

the amplitude must be at least 1 nm to ensure that forces of 1 nN can be reliably

measured. In practical applications, amplitudes of 10–100 nm are used to stay on

the safe side. This means that the oscillation amplitude is much larger than the force

interaction range. The above simplification, that the force gradient remains cons-

tant within one oscillation cycle, does not hold anymore. Measurement stability is

gained at the cost of a simple quantitative analysis of the experiments. In fact,

dynamic AFM was first used to obtain atomic resolution images of clean surfaces

[8], and it took another 6 years [1] before quantitative measurements of single bond

forces were obtained.

The technical realization of dynamic-mode AFMs is based on the same key

components as a static AFM setup. The most common principle is the method of

laser deflection sensing (Fig. 7.4). A laser beam is focused on the back side of a

Photodiode

BA
DC

LaserMirror

Cantilever

Scanner
z

x
y

Fig. 7.4 Representation of an AFM setup with the laser beam deflection method. Cantilever and

tip are microfabricated from silicon wafers. A laser beam is deflected from the back side of the

cantilever and again focused on a photosensitive diode via an adjustable mirror. The diode is

segmented into four quadrants, which allows measurement of vertical and torsional bending of the

cantilever (artwork by D. Ebeling rendered with POV-Ray)
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microfabricated cantilever. The reflected laser spot is detected with a position-

sensitive diode (PSD). This photodiode is sectioned into two parts that are read out

separately (usually even a four-quadrant diode is used to detect torsional move-

ments of the cantilever for lateral friction measurements). With the cantilever at

equilibrium, the spot is adjusted such that the two sections show the same intensity.

If the cantilever bends up or down, the spot moves, and the difference signal bet-

ween the upper and lower sections is a measure of the bending.

In order to enhance sensitivity, several groups have adopted an interferometer

system to measure the cantilever deflection. A thorough comparison of differ-

ent measurement methods with analysis of sensitivity and noise level is given in

reference [3].

The cantilever is mounted on a device that allows the beam to be oscillated.

Typically a piezo element directly underneath the cantilever beam serves this

purpose. The reflected laser beam is analyzed for oscillation amplitude, frequency,

and phase difference. Depending on the mode of operation, a feedback mechanism

will adjust oscillation parameters and/or tip–sample distance during the scanning.

The setup can be operated in air, UHV, and even fluids. This allows measurement

of a wide range of surface properties from atomic-resolution imaging [8] up to

studying biological processes in liquid [9,10].

7.2 Harmonic Oscillator: a Model System for Dynamic AFM

The oscillating cantilever has three degrees of freedom: the amplitude, the frequency,

and the phase difference between excitation and oscillation. Let us consider the

damped driven harmonic oscillator. The cantilever is mounted on a piezoelectric

element that is oscillating with amplitude Ad at frequency o

zdðtÞ ¼ Ad cosðotÞ: (7.6)

We assume that the cantilever spring obeys Hooke’s law. Secondly, we intro-

duce a friction force that is proportional to the speed of the cantilever motion,

whereas a denotes the damping coefficient (Amontons’ law). With Newton’s first

law we find for the oscillating system the following equation of motion for the

position z(t) of the cantilever tip (Fig. 7.1)

m€zðtÞ ¼ a _zðtÞ � kzðtÞ � kzdðtÞ: (7.7)

We define o0
2 ¼ k/m*, which turns out to be the resonant frequency of the free

(undamped, i.e., a ¼ 0) oscillating beam. We further define the dimensionless

quality factorQ ¼ m*o0/a, antiproportional to the damping coefficient. The quality

factor describes the number of oscillation cycles after which the damped oscillation

amplitude decays to 1/e of the initial amplitude with no external excitation

(Ad ¼ 0). After some basic math, this results in
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€zðtÞ þ o0

Q
_zðtÞ þ o2

0zðtÞ ¼ Ado2
0 cosðotÞ: (7.8)

The solution is a linear combination of two regimes [11]. Starting from rest

and switching on the piezo excitation at t ¼ 0, the amplitude will increase from

zero to the final magnitude and reach a steady state, where the amplitude, phase, and

frequency of the oscillation stay constant over time. The steady-state solution z1(t)
is reached after 2Q oscillation cycles and follows the external excitation with

amplitude A0 and phase difference ’

z1ðtÞ ¼ A0 cosðotþ ’Þ: (7.9)

The oscillation amplitude in the transient regime during the first 2Q cycles is

z2ðtÞ ¼ Ate
�o0 t
2Q sinðo0tþ ftÞ: (7.10)

We emphasize the important fact that the exponential term causes z2(t) to

decrease exponentially with time constant t

t ¼ 2Q

o0

: (7.11)

In vacuum conditions, only the internal dissipation due to bending of the

cantilever is present, and Q reaches values of 10,000 at typical resonant frequencies

of 100,000 Hz. These values result in a relatively long transient regime of t 30 ms,

which limits the possible operational modes for dynamic AFM (for a detailed

analysis see Albrecht et al. [11]). Changes in the measured amplitude, which reflect

a change of atomic forces, will have a time lag of 30 ms, which is very slow consi-

dering one wants to scan a 200 � 200 point image within a few minutes. In air,

however, viscous damping due to air friction dominates and Q drops to less than

1,000, resulting in a time constant below the millisecond level. This response time

is fast enough to use the amplitude as a measurement parameter.

If we evaluate the steady-state solution z1(t) in the differential equation, we find

the following well-known solution for amplitude and phase of the oscillation as a

function of the excitation frequency o:

A0 ¼ AdQo2
0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

o2o2
0 þ Q2 o2

0 � o2
� �2q ; (7.12)

’ ¼ arctan

�
oo0

Qðo2
0 � o2Þ

�
(7.13)

Amplitude and phase diagrams are depicted in Fig. 7.5. As can be seen from

(7.12), the amplitude will reach its maximum at a frequency different from o0 if Q
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has a finite value. The damping term of the harmonic oscillator causes the resonant

frequency to shift from o0 to o0
*

o�
0 ¼ o0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

2Q2
:

s
(7.14)

The shift is negligible for Q-factors of 100 and above, which is the case for most

applications in vacuum or air. However, for measurements in liquids, Q can be

smaller than 10 and o0 differs significantly from o0
*. As we will discuss later, it is

also possible to enhance Q by using a special excitation method called Q-control.
In the case that the excitation frequency is equal to the resonant frequency of the

undamped cantilever o ¼ o0, we find the useful relation

A0 ¼ Q Ad; for o ¼ o0: (7.15)

Sinceo0
* � o0 for most cases, we find that (7.15) holds true for exciting the cantilever

at its resonance. From a similar argument, the phase becomes approximately 90� for the
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Fig. 7.5 Curves of amplitude

and phase versus excitation

frequency for the damped

harmonic oscillator, with a

quality factor of Q ¼ 4
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resonance case.We also see that, in order to reach vibration amplitudes of some 10 nm,

the excitation only has to be as small as 1 pm, for typical cantilevers operated in

vacuum.

So far we have not considered an additional force term, describing the interac-

tion between the probing tip and the sample. For typical, large vibration amplitudes

of 10–100 nm the tip experiences a whole range of force interactions during one

single oscillation cycle, rather than one defined tip–sample force. How this problem

can be attacked will be shown in the next paragraphs.

7.3 Dynamic AFM Operational Modes

While the quantitative interpretation of force curves in contact AFM is straightfor-

ward using (7.1), we explained in the previous paragraphs that its application to

assess short-range attractive interatomic forces is rather limited. The dynamic mode

of operation seems to open a viable direction toward achieving this task. However

interpretation of the measurements generally appears to be more difficult. Different

operational modes are employed in dynamic AFM, and the following paragraphs

are intended to distinguish these modes and categorize them in a systematic way.

The oscillation trajectory of a dynamically driven cantilever is determined by

three parameters: the amplitude, the phase, and the frequency. Tip–sample interac-

tions can influence all three parameters, in the following, termed the internal

parameters. The oscillation is driven externally, with excitation amplitude Ad and

excitation frequency o. These variables will be referred to as the external para-

meters. The external parameters are set by the experimentalist, whereas the internal

parameters are measured and contain the crucial information about the force inter-

action. In scanning probe applications, it is common to control the probe–surface

distance z0 in order to keep an internal parameter constant (i.e., the tunneling

current in STM or the beam deflection in contact AFM), which represents a certain

tip–sample interaction. In z-spectroscopy mode, the distance is varied in a certain

range, and the change of the internal parameters is measured as a fingerprint of the

tip–sample interactions.

In dynamic AFM the situation is rather complex. Any of the internal parameters

can be used for feedback of the tip–sample distance z0. However, we already

realized that, in general, the tip–sample forces could only be fully assessed by

measuring all three parameters. Therefore, dynamic AFM images are difficult

to interpret. A solution to this problem is to establish additional feedback loops,

which keep the internal parameters constant by adjusting the external variables.

In the simplest setup, the excitation frequency and the excitation amplitude are set

to predefined values. This is the so-called amplitude-modulation (AM) mode or

tapping mode. As stated before, in principle, any of the internal parameters can be

used for feedback to the tip–sample distance – in AM mode the amplitude signal is

used. A certain amplitude (smaller than the free oscillation amplitude) at a fre-

quency close to the resonance of the cantilever is chosen, the tip is approached
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toward the surface under investigation, and the approach is stopped as soon as the

setpoint amplitude is reached. The oscillation phase is usually recorded during

the scan; however, the shift of the resonant frequency of the cantilever cannot be

directly accessed, since this degree of freedom is blocked by the external excitation

at a fixed frequency. It turns out that this mode is simple to operate from a technical

perspective. Therefore, it is one of the most commonly used modes in dynamic

AFM operated in air, and even in liquid. The strength of this mode is the easy and

reliable high-resolution imaging of a large variety of surfaces.

It is interesting to discuss the AM mode in the situation that the external

excitation frequency is much lower than the resonant frequency [12,13]. This

results in a quasistatic measurement, although a dynamic oscillation force is

applied, and therefore this mode can be viewed as a hybrid between static and

dynamic AFM. Unfortunately, it has the drawbacks of the static mode, namely that

stiff spring constants must be used and therefore the sensitivity of the deflection

measurement must be very good, typically employing a high-resolution interfer-

ometer. Still, it has the advantage of the static measurement in terms of quantitative

interpretation, since in the regime of small amplitudes (<0.1 nm) direct interpre-

tation of the experiments is possible. In particular, the force gradient at tip–sample

distance z0 is given by the change of the amplitude A and the phase angle ’

@Fts

@z

����
z0

¼ k 1� A0

A
cosf

� �
: (7.16)

In effect, the modulated AFM technique can profit from an enhanced sensitivity

due to the use of lock-in techniques, which allows the measurement of the ampli-

tude and phase of the oscillation signal with high precision.

As stated before, the internal parameters can be fed back to the external excita-

tion variables. One of the most useful applications in this direction is the self-

excitation system. Here the resonant frequency of the cantilever is detected and

selected again as the excitation frequency. In a typical setup, the cantilever is self-

oscillated with a phase shift of 90� by feeding back the detector signal to the

excitation piezo. In this way the cantilever is always excited at its actual resonance

[14]. Tip–sample interaction forces then only influence the resonant frequency, but

do not change the two other parameters of the oscillation (amplitude and phase).

Therefore, it is sufficient to measure the frequency shift induced by the tip–sample

interaction. Since the phase remains at a fixed value, the oscillating system is much

better defined than before, and the degrees of freedom for the oscillation are

reduced. To even reduce the last degree of freedom an additional feedback loop

can be incorporated to keep the oscillation amplitude A constant by varying the

excitation amplitude Ad. Now, all internal parameters have a fixed relation to

the external excitation variables, the system is well defined, and all parameters

can be assessed during the measurement.

In the following section we want to discuss the two most popular operational

modes, tapping mode and self-excitation mode, in more detail.

318 A. Schirmeisen et al.



7.3.1 Amplitude-Modulation/Tapping-Mode AFM

In tapping mode, or AM-AFM, the cantilever is excited externally at a constant

frequency close to its resonance. Oscillation amplitude and phase during approach

of tip and sample serve as the experimental observation channels. Figure 7.6 shows

a diagram of a typical tapping-mode AFM setup. The oscillation of the cantilever is

detected with the photodiode, whose output signal is analyzed with a lock-in

amplifier to obtain amplitude and phase information. The amplitude is then com-

pared with the setpoint, and the resulting difference or error signal is fed into the

proportional–integral–differential (PID) controller, which adjusts the z-piezo, i.e.,
the probe–sample distance, accordingly. The external modulation unit supplies the

signal for the excitation piezo, and at the same time the oscillation signal serves as

the reference for the lock-in amplifier. As shown by the following applications the

tapping mode is typically used to measure surface topography and other material

parameters on the nanometer scale. The tapping mode is mostly used in ambient

conditions and in liquids.

High-resolution imaging has been extensively performed in the area of materials

science. Due to its technical relevance the investigation of polymers has been the

focus of many studies (see, e.g., a recent review about AFM imaging on polymers by

Magonov [16]). In Fig. 7.7 the topography of a diblock copolymer (BC0.26-

3A0.53F8H10) at different magnifications is shown [15]. On the large scan

(Fig. 7.7a) the large-scale structure of the microphase-separated polystyrene (PS)

cylinders (within a polyisoprene (PI) matrix) lying parallel to the substrate can be

seen. In the high-resolution image (Fig. 7.7b) a surface substructure of regular

domes can be seen, which were found to be related to the cooling process during the

polymer preparation.
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Fig. 7.6 Setup of a dynamic

force microscope operated in

the AM or tapping mode.

A laser beam is deflected by

the back side of the cantilever

and the deflection is detected

by a split photodiode. The
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Imaging in liquids opens up the possibility of the investigation of biological

samples in their natural environment. For example M€oller et al. [17] have obtained
high-resolution images of the topography of hexagonally packed intermediate

(HPI) layer of Deinococcus radiodurans with tapping-mode AFM. Another inter-

esting example is the imaging of DNA in liquid, as shown in Fig. 7.8. Jiao et al. [10]

measured the time evolution of a single DNA strand interacting with a molecule as

shown by a sequence of images acquired in liquid over a time period of several

minutes.

For a quantitative interpretation of tip–sample forces one has to consider that

during one oscillation cycle with amplitudes of 10–100 nm the tip–sample interac-

tion will range over a wide distribution of forces, including attractive as well as

repulsive forces. We will, therefore, measure a convolution of the force–distance

curve with the oscillation trajectory. This complicates the interpretation of

AM-AFM measurements appreciably.

At the same time, the resonant frequency of the cantilever will change due to the

appearing force gradients, as could already be seen in the simplified model in (7.4).

If the cantilever is excited exactly at its resonant frequency before, it will be excited

off resonance after interaction forces are encountered. This, in turn, changes the

amplitude and phase in (7.12) and (7.13), which serve as the measurement signals.

Consequently, a different amplitude will cause a change in the encountered effec-

tive force. We can see already from this simple gedanken experiment that the

interpretation of the measured phase and amplitude curves is not straightforward.

The qualitative behavior for amplitude versus z0-position curves is depicted in

Fig. 7.9. At large distances, where the forces between tip and sample are negligible,

the cantilever oscillates with its free oscillation amplitude. Upon approach of the

1.5
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Fig. 7.7 Tapping-mode images of BC0.26–3A0.53F8H10 at (a) low resolution and (b) high resolu-

tion. The height scale is 10 nm (After [15], # American Chemical Society, 2001)
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probe toward the surface the interaction forces cause the amplitude to change,

typically resulting in an amplitude that gets smaller with continuously dec-

reased tip–sample distance. This is expected, since the force–distance curve will

Amplitude

z-position

Setpoint

Fig. 7.9 Simplified model

showing the oscillation

amplitude in tapping-mode

AFM for various

probe–sample distances

12'49'' 14'22''

4'16''a

c d

b 6'13''

Fig. 7.8 Dynamic p53–DNA interactions observed by time-lapse tapping-mode AFM imaging in

solution. Both p53 protein and DNA were weakly adsorbed to a mica surface by balancing the

buffer conditions. (a) A p53 protein molecule (arrow) was bound to a DNA fragment. The protein

(b) dissociated from and then (c) reassociated with the DNA fragment. (d)A downward movement

of the DNA with respect to the protein occurred, constituting a sliding event whereby the protein

changes its position on the DNA. Image size: 620 nm. Grey scale (height) range: 4 nm. Time

units: min, s. (# T. Sch€affer, University of M€unster)
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eventually reach the repulsive part and the tip is hindered from indenting further

into the sample, resulting in smaller oscillation amplitudes.

However, in order to gain some qualitative insight into the complex relation-

ship between forces and oscillation parameters, we resort to numerical simula-

tions. Anczykowski et al. [18,19] have calculated the oscillation trajectory of the

cantilever under the influence of a given force model. van der Waals interactions

were considered the only effective attractive forces, and the total interaction

resembled a Lennard–Jones-type potential. Mechanical relaxations of the tip and

sample surface were treated in the limits of continuum theory with the numerical

Muller–Yushchenko–Derjaguin/Burgess–Hughes–White MYD/BHW [20,21] app-

roach, which allows the simulations to be compared with experiments.

The cantilever trajectory was analyzed by numerically solving the differential

equation (7.7) extended by the tip–sample force. The results of the simulation for

the amplitude and phase of the tip oscillation as a function of z-position of the

probe are presented in Fig. 7.10. One has to keep in mind that the z-position of

the probe is not equivalent to the real tip–sample distance at equilibrium position,

since the cantilever might bend statically due to the interaction forces.

The behavior of the cantilever can be subdivided into three different regimes.
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Fig. 7.10 Amplitude and phase diagrams with excitation frequency: (a) below, (b) exactly at, and

(c) above the resonant frequency for tapping-mode AFM from numerical simulations. Addition-

ally, the bottom diagrams show the interaction forces at the point of closest tip–sample distance,

i.e., the lower turnaround point of the oscillation
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We distinguish the cases in which the beam is oscillated below its resonant

frequency o0, exactly at o0, and above o0. In the following, we will refer to

o0 as the resonant frequency, although the correct resonant frequency is o0
* if

taking into account the finite Q-value.
Clearly, Fig. 7.10 exhibits more features than were anticipated from the initial,

simple arguments. Amplitude and phase seem to change rather abruptly at certain

points when the z0-position is decreased. Additionally, we find hysteresis between

approach and retraction.

As an example, let us start by discussing the discontinuous features in the AFM

spectroscopy curves of the first case, where the excitation frequency is smaller than

o0. Consider the oscillation amplitude as a function of excitation frequency in

Fig. 7.5. Upon approach of probe and sample, attractive forces will lower the

effective resonant frequency of the oscillator. Therefore, the excitation frequency

will now be closer to the resonant frequency, causing the vibration amplitude to

increase. This, in turn, reduces the tip–sample distance, which again gives rise to a

stronger attractive force. The system becomes unstable until the point z0 ¼ dapp is
reached, where repulsive forces stop the self-enhancing instability. This can be

clearly observed in Fig. 7.10a. Large parts of the force–distance curve cannot be

measured due to this instability.

In the second case, where the excitation equals the free resonant frequency, only

a small discontinuity is observed upon reduction of the z-position. Here, a shift of
the resonant frequency toward smaller values, induced by the attractive force

interaction, will reduce the oscillation amplitude. The distance between tip and

sample is, therefore, reduced as well, and the self-amplifying effect with the sudden

instability does not occur as long as repulsive forces are not encountered. However,

at closer tip–sample distances, repulsive forces will cause the resonant frequency to

shift again toward higher values, increasing the amplitude with decreasing tip–

sample distance. Therefore, a self-enhancing instability will also occur in this case,

but at the crossover from purely attractive forces to the regime where repulsive

forces occur. Correspondingly, a small kink in the amplitude curve can be observed

in Fig. 7.10b. An even clearer indication of this effect is manifested by the sudden

change in the phase signal at dapp.
In the last case, with o > o0, the effect of amplitude reduction due to the

resonant frequency shift is even larger. Again, we find no instability in the ampli-

tude signal during approach in the attractive force regime. However, as soon as the

repulsive force regime is reached, the instability occurs due to the induced positive

frequency shift. Consequently, a large jump in the phase curve from values smaller

than 90� to values larger than 90� is observed. The small change in the amplitude

curve is not resolved in the simulated curves in Fig. 7.10c; however, it can be

clearly seen in the experimental curves.

Figure 7.11 depicts the corresponding experimental amplitude and phase curves.

The measurements were performed in air with a Si cantilever approaching a silicon

wafer, with a cantilever resonant frequency of 299.95 kHz. Qualitatively, all

prominent features of the simulated curves can also be found in the experimental
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data sets. Hence, the above model seems to capture the important factors necessary

for an appropriate description of the experimental situation.

However, what is the reason for this unexpected behavior?We have to turn to the

numerical simulations again, where we have access to all physical parameters, in

order to understand the underlying processes. The lower part of Fig. 7.10 also shows

the interaction force between the tip and the sample at the point of closest approach,

i.e., the sample-sided turnaround point of the oscillation. We see that exactly at

the points of the discontinuities the total interaction force changes from the net-

attractive regime to the attractive–repulsive regime, also termed the intermittent

contact regime. The term net-attractive is used to emphasize that the total force is

attractive, despite the fact that some minor contributions might still originate from

repulsive forces. As soon as a minimum distance is reached, the tip also starts to

experience repulsive forces, which completely changes the oscillation behavior.

In other words, the dynamic system switches between two oscillatory states.

Directly related to this fact is the second phenomenon: the hysteresis effect. We

find separate curves for the approach of the probe toward the surface and the

retraction. This seems to be somewhat counterintuitive, since the tip is constantly

approaching and retracting from the surface and the average values of amplitude

and phase should be independent of the direction of the average tip–sample distance

movement. Hysteresis between approach and retraction within one oscillation due

to dissipative processes should directly influence amplitude and phase. However,

no dissipation models were included in the simulation. In this case, the hysteresis in

Fig. 7.11 is due to the fact that the oscillation jumps into different modes; the

system exhibits bistability. This effect is often observed in oscillators under the

influence of nonlinear forces (e.g., [22]).
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(c) above the resonant frequency for tapping-mode AFM from experiments with a Si cantilever on

a Si wafer in air
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For the interpretation of these effects it is helpful to look at Fig. 7.12, which

shows the behavior of the simulated tip trajectory and the force during one oscilla-

tion cycle over time. The data is shown for the z-positions where hysteresis is

observed, while Fig. 7.12a was taken during the approach and Fig. 7.12b during the

retraction. Excitation was in resonance, where the amplitude shows small hystere-

sis. Also note that the amplitude is almost exactly the same in Fig. 7.12a,b. We see

that the oscillation at the same z-position exhibits two different modes: Whereas in

Fig. 7.12a the experienced force is net-attractive, in Fig. 7.12b the tip is exposed to

attractive and repulsive interactions. Experimental and simulated data show that the

change between the net-attractive and intermittent contact mode takes place at

different z-positions (dapp and dret) for approach and retraction. Between dapp and
dret the system is in a bistable mode. Depending on the history of the measurement,

e.g., whether the position dapp during the approach (or dret during retraction) has

been reached, the system flips to the other oscillation mode. While the amplitude

might not be influenced strongly, the phase is a clear indicator of the mode switch.

On the other hand, if point dapp is never reached during the approach, the system

will stay in the net-attractive regime and no hysteresis is observed, i.e., the system

remains stable.

In conclusion, we find that, although a qualitative interpretation of the interac-

tion forces is possible from the amplitude and phase curves, they do not give direct

quantitative knowledge of tip–sample force interactions. However, it is a very

useful tool for imaging nanometer-sized structures in a wide variety of setups, in

air or even in liquid. We find that two distinct modes exist for the externally excited

oscillation – the net-attractive and the intermittent contact mode – which describe
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what kind of forces govern the tip–sample interaction. The phase can be used as an

indicator of the current mode of the system.

In particular, it can be easily seen that, if the free resonant frequency of the

cantilever is higher than the excitation frequency, the system cannot stay in the net-

attractive regime due to a self-enhancing instability. Since in many applications

involving soft and delicate biological samples strong repulsive forces should be

avoided, the tapping-mode AFM should be operated at frequencies equal to or

above the free resonant frequency [23]. Even then, statistical changes of tip–sample

forces during the scan might induce a sudden jump into the intermittent contact

mode, and the previously explained hysteresis will tend to keep the system in this

mode. It is, therefore, of great importance to tune the oscillation parameters in such

a way that the AFM stays in the net-attractive regime [24]. A concept that achieves

this task is the Q-control system, which will be discussed in some detail in the

forthcoming paragraphs.

A last word concerning the overlap of simulation and experimental data:

Whereas the qualitative agreement down to the detailed shape of hysteresis and

instabilities is rather striking, we still find some quantitative discrepancies between

the positions of the instabilities dapp and dret. This is probably due to the simplified

force model, which only takes into account van der Waals and repulsive forces.

Especially at ambient conditions, an omnipresent water meniscus between tip and

sample will give rise to much stronger attractive and also dissipative forces than

considered in the model. A very interesting feature is that the simulated phase

curves in the intermittent contact regime tend to have a steeper slope in the

simulation than in the experiments (Fig. 7.13). We will show later that this effect

is a fingerprint of an effect that had not been included in the above simulation at all:

dissipative processes during the oscillation, giving rise to an additional loss of

oscillation energy.

In the above paragraphs, we have outlined the influence of the tip–sample

interaction on the cantilever oscillation, calculated the maximum tip–sample inter-

action forces based on the assumption of a specific model force, and subsequently
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discussed possible routes for image optimization. However, in practical imaging,

the tip–sample interaction is not known a priori. In contrast, the ability to measure

the continuous tip–sample interaction force as a function of both the tip–sample

distance as well as the lateral location (e.g., in order to identify different bond

strengths on chemically inhomogeneous surfaces) would add a tool of great value to

the force-microscopist’s toolbox.

Surprisingly, despite the more than 15 years during which the amplitude-modu-

lation technique has been used, it was only recently that two solutions to this

inversion problem have been suggested [25,26]. As already discussed in the previ-

ous paragraphs, conventional force–distance curves suffer from a jump-to-contact
due to attractive surface forces. As a result, the most interesting range of the tip–

sample force, the last few nanometers above the surface, is left out, and conven-

tional force–distance curves thus mainly serve to determine adhesion forces.

As shown by H€olscher [25] the tip–sample force can be calculated with the help

of the integral equation

FtsðDÞ ¼ � @

@D

ðDþ2A

D

kðzÞffiffiffiffiffiffiffiffiffiffiffiffi
z� D

p dz; (7.17a)

where

k ¼ kA3=2ffiffiffi
2

p Ad cos’

A
� o2

0 � o2

o2

� �
: (7.17b)

It is now straightforward to recover the tip–sample force using (17a,b) from a

spectroscopy experiment, i.e., an experiment where the amplitude and the phase

are continuously measured as a function of the actual nearest tip–sample distance

D ¼ z0 � A at a fixed location above the sample surface. With this input, one first

calculates k as a function of D. In a second step, the tip–sample force is computed

by solving the integral in (7.17a) numerically.

A verification of the algorithm is shown in Fig. 7.14, which presents computer

simulations of the method by calculating numerical solutions of the equation of

motion. Figure 7.14a, b shows the resulting curves of amplitude and phase versus

distance during approach, respectively. The subsequent reconstruction of the tip–

sample interaction based on the data provided by the curves of amplitude and phase

versus distance is presented in Fig. 7.14d. The assumed tip–sample force and

energy dissipation are plotted by solid lines, while the reconstructed data is indi-

cated by symbols; the excellent agreement demonstrates the reliability of the

method. Nonetheless, it is important to recognize that the often observed instability

in the curves of amplitude and phase versus distance affects the reconstruction of

the tip–sample force. If such an instability occurs, experimentally accessible k(D)
values will feature a gap at a specific range of tip–sample distances D. This is

illustrated in Fig. 7.14c, where the gap is indicated by an arrow and the question
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mark. Since calculation of the integral (17a) requires knowledge of all k values

within the oscillation range, one might be tempted to extrapolate the missing values

in the gap. This could be a workable solution if, as in our example, the accessible

k values appear smooth and, in particular, the lower turning point of the k(D) values
is clearly visible. In most realistic cases, however, the curves are unlikely to look as

smooth as in our simulation and/or the lower turning point might not be reached,

and we thus advise utmost caution in applying any extrapolation for missing data

points.

7.3.2 Self-Excitation Modes

Despite the wide range of technical applications of the AMmode of dynamic AFM,

it has been found unsuitable for measurements in an environment extremely useful

for scientific research: vacuum or ultrahigh vacuum (UHV) with pressures reaching

10�10 mbar. The STM has already shown how much insight can be gained from

experiments under those conditions.

Consider (7.11) from the previous section. The time constant t for the amplitude

to adjust to a different tip–sample force scales with 1/Q. In vacuum applications, the

Q-factor of the cantilever is on the order of 10,000, which means that t is in
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the range of some 10 ms. This time constant is clearly too long for a scan of at least

100 � 100 data points. On the other hand, the resonant frequency of the system will

react instantaneously to tip–sample forces. This has led Albrecht et al. [11] to use a

modified excitation scheme.

The system is always oscillated at its resonant frequency. This is achieved by

feeding back the oscillation signal from the cantilever into the excitation piezo

element. Figure 7.15 pictures the method in a block diagram. The signal from the

PSD is phase-shifted by 90� (and, therefore, always exciting in resonance) and used
as the excitation signal of the cantilever. An additional feedback loop adjusts the

excitation amplitude in such a way that the oscillation amplitude remains constant.

This ensures that the tip–sample distance is not influenced by changes in the

oscillation amplitude. The only degree of freedom that the oscillation system still

has that can react to the tip–sample forces is the change of the resonant frequency.

This shift of the frequency is detected and used as the setpoint signal for surface

scans. Therefore, this mode is also called the frequency-modulation (FM) mode.

Let us take a look at the sensitivity of the dynamic AFM. If electronic noise,

laser noise, and thermal drift can be neglected, the main noise contribution will

come from thermal excitations of the cantilever. A detailed analysis of a dynamic

system yields for the minimum detectable force gradient the relation [11]
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����
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Fig. 7.15 Dynamic AFM operated in the self-excitation mode, where the oscillation signal is

directly fed back to the excitation piezo. The detector signal is amplified with the variable gain

G and phase-shifted by phase f. The frequency demodulator detects the frequency shift due to

tip–sample interactions, which serves as the control signal for the probe–sample distance

7 Dynamic Modes of Atomic Force Microscopy 329



Here, B is the bandwidth of the measurement, T the temperature, and z2osc
� 	

is

the mean-square amplitude of the oscillation. Please note that this sensitivity limit

was deliberately calculated for the FM mode. A similar analysis of the AM mode,

however, yields virtually the same result [27]. We find that the minimum detec-

table force gradient, i.e., the measurement sensitivity, is inversely proportional

to the square root of the Q-factor of the cantilever. This means that it should be

possible to achieve very high-resolution imaging under vacuum conditions where

the Q-factor is very high.

A breakthrough in high-resolution AFM imaging was the atomic resolution

imaging of the Si(111)-(7 � 7) surface reconstruction by Giessibl [8] under UHV

conditions. Moreover, Sugawara et al. [28] observed the motion of single atomic

defects on InP with true atomic resolution. However, imaging on conducting or

semiconducting surfaces is also possible with the scanning tunneling microscope

(STM) and these first noncontact atomic force microscopy (NC-AFM) images

provided little new information on surface properties. The true potential of

NC-AFM lies in the imaging of nonconducting surface with atomic precision,

which was first demonstrated by Bammerlin et al. [29] on NaCl. A long-standing

question about the surface reconstruction of the technological relevant material

aluminum oxide could be answered by Barth and Reichling [30], who imaged the

atomic structure of the high-temperature phase of a-Al2O3(0001).

The high-resolution capabilities of noncontact atomic force microscopy are

nicely demonstrated by the images shown in Fig. 7.16. Allers et al. [31] imaged

steps and defects on the insulator nickel oxide with atomic resolution. Recently,

Kaiser et al. [32] succeeded in imaging the antiferromagnetic structure of NiO

(001). Nowadays, true atomic resolution is routinely obtained by various research

groups (for an overview, see [33,34,35,36]).

However, we are concerned with measuring atomic force potentials of a single

pair of molecules. Clearly, FM-mode AFM will allow us to identify single atoms,

and with sufficient care we will be able to ensure that only one atom from the tip

contributes to the total force interaction. Can we, therefore, fill in the last piece of

information and find a quantitative relation between the oscillation parameters and

the force?

A good insight into the cantilever dynamics can be drawn from the tip potential

displayed in Fig. 7.17 [37]. If the cantilever is far away from the sample surface, the

tip moves in a symmetric parabolic potential (dotted line), and the oscillation

is harmonic. In such a case, the tip motion is sinusoidal and the resonant frequency

is determined by the eigenfrequency f0 of the cantilever. If the cantilever appro-

aches the sample surface, the potential is changed, given by an effective potential

Veff (solid line) which is the sum of the parabolic potential and the tip–sample

interaction potential Vts (dashed line). This effective potential differs from the ori-

ginal parabolic potential and shows an asymmetric shape. As a result the oscillation

becomes inharmonic, and the resonant frequency of the cantilever depends on the

oscillation amplitude.

Gotsmann and Fuchs [38] investigated this relation with a numerical simulation.

During each oscillation cycle the tip experiences a whole range of forces. For each
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step during the approach the differential equation for the whole oscillation loop

(including also the feedback system) was evaluated and finally the quantitative

relation between force and frequency shift was revealed.

a

b

Fig. 7.16 Imaging of a NiO

(001) sample surface with a

noncontact AFM. (a) Surface

step and an atomic defect.

The lateral distance between

two atoms is 4.17 Å. (b) A

dopant atom is imaged as a

light protrusion about 0.1 Å

higher as the other atoms.

(# of W. Allers, S. Langkat,

University of Hamburg)

0

Cantilever potential
Tip–sample potential
Effective potential

E

D
zzmin D + 2A

V(z)
Fig. 7.17 The frequency

shift in dynamic force

microscopy is caused by the

tip–sample interaction

potential (dashed line), which
alters the harmonic cantilever

potential (dotted line).
Therefore, the tip moves in an

anharmonic and asymmetric

effective potential (solid
line). Here z min is the

minimum position of the

effective potential

(After [37])
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However, there is also an analytical relationship, if some approximations are

accepted [39,40]. Here, we will follow the route as indicated by [40], although

alternative ways have also been proven successful. Consider the tip oscillation

trajectory reaching over a large part of force gradient curve in Fig. 7.2. We model

the tip–sample interaction as a spring constant of stiffness ktsðzÞ ¼ @F=@zjz0 as in
Fig. 7.1. For small oscillation amplitudes we already found that the frequency shift

is proportional to the force gradient in (7.4). For large amplitudes, we can calculate

an effective force gradient keff as a convolution of the force and the fraction of time

that the tip spends between the positions x and x þ dx

keffðzÞ ¼ 2

pA2

ðzþ2A

z

FðxÞg x� z

A
� 1


 �
dx;

with gðuÞ ¼ � uffiffiffiffiffiffiffiffiffiffiffiffiffi
1� u2

p :

(7.19)

In the approximation that the vibration amplitude is much larger than the range

of the tip–sample forces, (7.19) can be simplified to

keffðzÞ ¼
ffiffiffi
2

p

p
A3=2

ð1
z

FðxÞffiffiffiffiffiffiffiffiffiffi
x� z

p dx: (7.20)

This effective force gradient can now be used in (7.4), the relation between

frequency shift and force gradient. We find

Df ¼ f0ffiffiffi
2

p
pkA3=2

ð1
z

FðxÞffiffiffiffiffiffiffiffiffiffi
x� z

p dx: (7.21)

If we separate the integral from other parameters, we can define

Df ¼ f0
kA3=2

gðzÞ;

with gðzÞ ¼ 1ffiffiffi
2

p
p

ð1
z

FðxÞffiffiffiffiffiffiffiffiffiffi
x� z

p dx:
(7.22)

This means we can define g(z), which is only dependent on the shape of the

force curve F(z) but independent of the external parameters of the oscillation. The

function g(z) is also referred to as the normalized frequency shift [7], a very useful

parameter, which allows us to compare measurements independent of resonant

frequency, amplitude, and spring constant of the cantilever.
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The dependence of the frequency shift on the vibration amplitude is an espe-

cially useful relation, since this parameter can be easily varied during one experi-

ment. A nice example is depicted in Fig. 7.18, where frequency shift curves for

different amplitudes were found to collapse into one curve in the g(z)-diagram [41].

This relationship has been nicely exploited for the calibration of the vibration

amplitude by Guggisberg [42], which is a problem often encountered in dynamic

AFM operation and worthy of discussion. One approaches tip and sample and

records curves of frequency shift versus distance, which show a reproducible

shape. Then, the z-feedback is disabled, and several curves with different ampli-

tudes are acquired. The amplitudes are typically chosen by adjusting the amplitude

setpoint in volts. One has to take care that drift in the z-direction is negligible.

An analysis of the corresponding g(z)-curves will show the same curves (as in

Fig. 7.18), but the curves will be shifted in the horizontal axis. These shifts

correspond to the change in amplitude, allowing one to correlate the voltage values

with the z-distances.
For the often encountered force contributions from electrostatic, van der Waals,

and chemical binding forces the frequency shift has been calculated from the force

laws. In the approximation that the tip radius R is larger than the tip–sample

distance z, an electrostatic potential V will yield a normalized frequency shift

of [43]

gðzÞ ¼ pe 0RV2ffiffiffi
2

p z�1=2: (7.23)
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Fig. 7.18 (a) Frequency-shift curves for different oscillation amplitudes for a silicon tip on a

graphite surface in UHV, (b) g curves calculated from the Df curves in (a) (After [41], # The

American Physical Society)
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For van der Waals forces with Hamaker constant H and also with R larger than z
we find accordingly

gðzÞ ¼ HR

12
ffiffiffi
2

p z�3=2: (7.24)

Finally, short-range chemical forces represented by the Morse potential (with the

parameters binding energy U0, decay length l, and equilibrium distance zequ) yield

gðzÞ ¼ U0

ffiffiffi
2

pffiffiffiffiffiffi
pl

p exp �ðz� zequÞ
l

� �
: (7.25)

These equations allow the experimentalist to directly interpret the spectroscopic

measurements. For example, the contributions of the electrostatic and van der

Waals forces can be easily distinguished by their slope in a double-logarithmic

plot [43].

Alternatively, if the force law is not known beforehand, the experimentalist

wants to analyze the experimental frequency-shift data curves and extract the force

or energy potential curves. We therefore have to invert the integral in (7.21) to find

the tip–sample interaction potential Vts from the g(z)-curves [40]

VtsðzÞ ¼
ffiffiffi
2

p ð1
z

gðxÞffiffiffiffiffiffiffiffiffiffi
x� z

p dx: (7.26)

Using this method, quantitative force curves were extracted from Df spectros-
copy measurements on different, atomically resolved sites of the Si(111)-(7 � 7)

reconstruction [1]. Comparison with theoretical molecular dynamics (MD) simula-

tions showed good quantitative agreement with theory and confirmed the assump-

tion that force interactions were governed by a single atom at the tip apex. Our

initially formulated goal seems to be achieved: With FM-AFM we have found a

powerful method that allows us to measure the chemical bond formation of single

molecules. The last uncertainty, the exact shape and identity of the tip apex atom,

can possibly be resolved by employing the FIM technique to characterize the tip

surface in combination with FM-AFM.

All the above equations are only valid in the approximation that the oscillation

amplitudes are much larger than the distance range of the encountered forces.

However, for amplitudes of, e.g., 10 nm and long-range forces such as electrostatic

interactions this approximation is no longer valid. Several approaches have been

proposed by different authors to solve this issue [44,45,46]. The matrix method

[45,47] uses the fact that in a real experiment the frequency shift curve is not

continuous, but rather a set of discrete values acquired at equidistant points.

Therefore the integral in (18) can be substituted by a sum and the equation can be

rewritten as a linear equation system, which in return can be easily inverted by
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appropriate matrix operations. This matrix method is a very simple and general

method for the AFM user to extract force curves from experimental frequency-shift

curves without the restrictions of the large-amplitude approximation.

The concept of dynamic force spectroscopy can be also extended to three-

dimensional (3-D) force spectroscopy by mapping the complete force field above

the sample surface [48]. Figure 7.19a shows a schematic of the measurement

principle. Curves of frequency shift versus distance are recorded on a matrix of

points perpendicular to the sample surface. From this frequency shift data the

complete three-dimensional force field between tip and sample can be recovered

with atomic resolution. Figure 7.19b shows a cut through the force field as a two-

dimensional map. The 3-D force technique has been applied also to a NaCl(100)

surface, where not only conservative but also the dissipative tip–sample interaction

could be measured in full space [49]. On the one hand, the forces were measured in

the attractive as well as repulsive regime, allowing for the determination of the local

minima in the corresponding potential energy curves in Fig. 7.20. This information

is directly related to the atomic energy barriers responsible for a multitude of
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Fig. 7.19 (a) Principle of 3-D force spectroscopy. The cantilever oscillates near the sample

surface and measure the frequency shift in an xyz-box. The three-dimensional surface shows the

topography of the sample (image size 1 �1 nm2) obtained immediately before the recording of

the spectroscopy field. (b) The reconstructed force field of NiO(001) shows atomic resolution.

The data are taken along the line shown in (a)

20 0.5 1 1.5

Potential energy (eV)
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Fig. 7.20 (a) Three-dimensional representation of the interaction energy map determine from 3-D

force spectroscopy experiments on a NaCl(100) crystal surface. The circular depressions represent
the local energy minima. (b) Potential energy profile obtained from (a) by collecting the

minimum-energy values along the x-axis. This curve thus directly reveals the potential energy

barrier of DE ¼48 meV separating the local energy minima
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dynamic phenomena in surface science, such as diffusion, faceting, and crystalline

growth. The direct comparison of conservative with the simultaneously acquired

dissipative processes furthermore allowed the determination of atomic-scale

mechanical relaxation processes.

In this context it is worth pointing out a slightly different dynamic AFMmethod.

While in the typical FM-AFM setup the oscillation amplitude is controlled to stay

constant by a dedicated feedback circuit, one could simply keep the excitation

amplitude constant; this has been termed the constant-excitation (CE) mode, as

opposed to the constant-amplitude (CA) mode. It is expected that this mode will be

gentler to the surface, because any dissipative interaction will reduce the amplitude

and therefore prevent a further reduction of the effective tip–sample distance. This

mode has been employed to image soft biological molecules such as DNA or thiols

in UHV [50].

At first glance, quantitative interpretation of the obtained frequency spectra

seems more complicated, since the amplitude as well as the tip–sample distance

is altered during the measurement. However, it was found by H€olscher et al. [51]
that for the CE mode in the large-amplitude approximation the distance and the

amplitude channel can be decoupled by calculating the effective tip–sample dis-

tance from the piezo-controlled tip–sample distance z0 and the change in the ampli-

tude with distance A(z):D(z0) ¼ z0 � A(z0). As a result, (7.22) can then be directly

used to calculate the normalized frequency shift g(D) and consequently the force

curve can be obtained from (7.26). This concept has been verified in experiments by

Schirmeisen et al. [52] through a direct comparison of spectroscopy curves acquired

in the CE mode and CA mode.

Until now, we have always associated the self-excitation scheme with vacuum

applications. Although it is difficult to operate the FM-AFM in constant-amplitude

mode in air, since large dissipative effects make it difficult to ensure a constant

amplitude, it is indeed possible to use the constant-excitation FM-AFM in air or

even in liquid [51,53,54]. Interestingly, a low-budget construction set (employing a

tuning-fork force sensor) for a CE-mode dynamic AFM setup has been published on

the internet (http://sxm4.uni-muenster.de).

If it is possible to measure atomic-scale forces with the NC-AFM, it should vice

versa also be possible to exert forces with similar precision. In fact, the new and

exciting field of nanomanipulation would be driven to a whole new dimension if

defined forces could be reliably applied to single atoms or molecules. In this

respect, Loppacher et al. [55] managed to push different parts of an isolated

Cu-tetra-3,5 di-tertiary-butyl-phenyl porphyrin (Cu-TBBP) molecule, which is

known to possess four rotatable legs. They measured the force–distance curves

while pushing one of the legs with the AFM tip. From the force curves they were

able to determine the energy which was dissipated during the switching process of

the molecule. The manipulation of single silicon atoms with NC-AFM was

demonstrated by Oyabu et al. [56], who removed single atoms from a Si(111)-

7 � 7 surface with the AFM tip and could subsequently deposit atoms from the tip

on the surface again. This technique was further improved by Sugimoto et al. [57],

who wrote artificial atomic structures with single Sn atoms. The possibility to exert
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and measure forces simultaneously during single atom or molecule manipulation is

an exciting new application of high-resolution NC-AFM experiments.

7.4 Q-Control

We have already discussed the virtues of a high Q value for high-sensitivity

measurements: The minimum detectable force gradient was inversely proportional

to the square root of Q. In vacuum, Q mainly represents the internal dissipation of

the cantilever during oscillation, an internal damping factor. Low damping is

obtained by using high-quality cantilevers, which are cut (or etched) from defect-

free, single-crystal silicon wafers. Under ambient or liquid conditions, the quality

factor is dominated by dissipative interactions between the cantilever and the

surrounding medium, and Q values can be as low as 100 for air or even 5 in liquid.

Still, we ask if it is somehow possible to compensate for the damping effect by

exciting the cantilever in a sophisticated way.

It turns out that the shape of the resonance curves in Fig. 7.5 can be influenced

toward higher (or lower)Q values by an amplitude feedback loop. In principle, there

are several mechanisms to couple the amplitude signal back to the cantilever, e.g.,

by the photothermal effect [58] or capacitive forces [59]. Figure. 7.21 shows a

method in which the amplitude feedback is mediated directly by the excitation piezo

[60]. This has the advantage that no additional mechanical setups are necessary.

The working principle of the feedback loop can be understood by analyzing the

equation of motion of the modified dynamic system

G
Laser

Detector

Mirror

Lock-in
amplifier

Piezo

Adder

F

Cantilever
+ tip

Detector signal

Variable
phase shifter

Function
generator

Variable
gain amplifier

Phase

Amplitude

+

Fig. 7.21 Schematic diagram of a Q-control feedback circuit with an externally driven dynamic

AFM. The tapping-mode setup is in effect extended by an additional feedback loop
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m�€zðtÞ þ a _zðtÞ þ kzðtÞ � Fts½z0 þ zðtÞ�
¼ Fext cosðotÞ þ G eifzðtÞ: (7.27)

This ansatz takes into account the feedback of the detector signal through a

phase shifter, amplifier, and adder as an additional force, which is linked to the

cantilever deflection z(t) through the gain G and the phase shift eif. We assume that

the oscillation can be described by a harmonic oscillation trajectory. With a phase

shift of f ¼	p/2 we find

e	ip=2zðtÞ ¼ 	 1

o
_zðtÞ: (7.28)

This means, that the additional feedback force signal Gei’z(t) is proportional to
the velocity of the cantilever, just like the damping term in the equation of motion.

We can define an effective damping constant aeff, which combines the two terms

m�€zðtÞ þ aeff _zðtÞ þ kzðtÞ � Fts½z0 þ zðtÞ�
¼ Fext cosðotÞ;
with aeff ¼ a
 1

o
G; for f ¼ 	 p

2
: (7.29)

Equation 7.28 shows that the damping of the oscillator can be enhanced or

weakened by choosing f ¼ þ p
2
or f ¼ � p

2
, respectively. The feedback loop there-

fore allows us to vary the effective quality factor Qeff ¼ mo0/aeff of the complete

dynamic system. Hence, this system was termed Q-control. Figure 7.22 shows

experimental data regarding the effect of Q-control on the amplitude and phase as

a function of the external excitation frequency [60]. In this example, Q-control was
able to increase the Q-value by a factor of >40.

The effect of improved image contrast is demonstrated in Fig. 7.23. Here, a

computer hard disk was analyzed with a magnetic tip in tapping mode, where the

magnetic contrast is observed in the phase image. The upper part shows the

magnetic data structures recorded in standard mode, whereas in the lower part of

the image Q-control feedback was activated, giving rise to an improved signal, i.e.,

magnetic contrast. A more detailed analysis of measurements on a magnetic tape

shows that the signal amplitude (upper diagrams in Fig. 7.24) was increased by a

factor of 12.4 by theQ-control feedback. The lower image shows a noise analysis of

the signal, indicating an improvement of the signal-to-noise ratio by a factor of 2.3.

It might be interesting to note that Q-control can also be applied in FM mode,

which might be counterintuitive at first sight. However, it has been shown by

Ebeling et al. [61,62] that the increase of the Q-factor in liquids helps to increase

the imaging features of the FM mode in liquids.

The diagrams represent measurements in air with an AFM operated in AM

mode. Only then can we make a distinction between excitation and vibration

frequency, since in the FM mode these two frequencies are equal by definition.
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Although the relation between sensitivity and Q-factor in (7.17a) is the same for

AM and FM mode, it must be critically investigated to see whether the enhanced

quality factor by Q-control can be inserted into the equation for FM-mode AFM.

In vacuum applications, Q is already very high, which makes it unnecessary to

operate an additional Q-control module.

As stated before, we can also use Q-control to enhance the damping in the

oscillating system. This would decrease the sensitivity of the system. However, on

the other hand, the response time of the amplitude change is decreased as well.

For tapping-mode applications, where high-speed scanning is the goal, Q-control
was able to reduce the scan speed limiting relaxation time [63].

A large quality factor Q does not only have the virtue of increasing the force

sensitivity of the instrument. It also has the advantage of increasing the parameter

space of stable AFM operation in AM-mode AFM. Consider the resonance curve of

Fig. 7.5. When approaching the tip toward the surface there are two competing

mechanisms: On the one hand, we bring the tip closer to the sample, which results

in an increase in attractive forces (Fig. 7.2). On the other hand, for the case o > o0,

the resonant frequency of the cantilever is shifted toward smaller values due to the
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Fig. 7.22 Amplitude and
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air with a Si cantilever far

away from the sample. The
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by using the Q-control
feedback method
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attractive forces, which causes the amplitude to become smaller. This is the

desirable regime, where stable operation of the AFM is possible in the net-attractive

regime. However, as explained before, below a certain tip–sample separation dapp,
the system switches suddenly into intermittent contact mode, where surface mod-

ifications are more likely due to the onset of strong repulsive forces. The steeper the

amplitude curve, the larger the regime of stable, net-attractive AFM operation.

Looking at Fig. 7.22 we find that the slope of the amplitude curve is governed by the

quality factor Q. A high Q, therefore, facilitates stable operation of the AM-AFM in

the net-attractive regime. (A more detailed discussion about this topic can be found

in [64]).

An example can be seen in Fig. 7.25, which shows a surface scan of an ultrathin

organic film acquired in tapping mode under ambient conditions. First, the inner

square was scanned without the Q enhancement, and then a wider surface area was
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Fig. 7.23 Enhancement of the contrast in the phase channel due to Q-control on a magnetic hard

disk measured with a magnetic tip in tapping-mode AFM in air. Scan size 5 �5 mm, phase range

10 (www.nanoanalytics.com) (MFM – magnetic force microscopy)
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scanned with applied Q-control. The high quality factor provides a larger parameter

space for operating the AFM in the net-attractive regime, allowing good resolution

of the delicate organic surface structure. Without the Q-control the surface struc-

tures are deformed and even destroyed due to the strong repulsive tip–sample

interactions [65,66,67]. This also allowed imaging of DNA structures without

predominantly depressing the soft material during imaging. It was then possible

to observe a DNA diameter close to the theoretical value with the Q-control
feedback [68].

Q-control off

Q-control on

Fig. 7.24 Signal-to-noise

analysis with a magnetic tip in

tapping-mode AFM on a

magnetic tape sample with

Q-control

8

6

4

2

0
0 2 4 6 8

25 nm

12.5 nm

0 nm

µm

Tapping mode
with active
Q-control

Standard
tapping mode

Fig. 7.25 Imaging of a delicate organic surface withQ-control. Sample was a Langmuir–Blodgett

film (ethyl-2,3-dihydroxyoctadecanoate) on a mica substrate. The topographical image clearly

shows that the highly sensitive sample surface can only be imaged nondestructively with active

Q-control, whereas the periodic repulsive contact with the probe in standard operation without

Q-control leads to significant modification or destruction of the surface structure (# L. Chi and

coworkers, University of M€unster)
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The same technique has been successfully employed to minimize the interaction

forces during scanning in liquids. This is of special relevance for imaging delicate

biological samples in environments such as water or buffer solution. When the

AFM probe is submerged in a liquid medium, the oscillation of the AFM cantilever

is strongly affected by hydrodynamic damping. This typically leads to quality

factors <10 and accordingly to a loss in force sensitivity. However, the Q-control
technique allows the effective quality factor to be increased by about three orders of

magnitude in liquids. Figure 26 shows results of scanning DNA structures on a mica

substrate under buffer solution [69]. Comparison of the topographic data obtained

in standard tapping mode and under Q-control, in particular the difference in the

observed DNA height, indicates that the imaging forces were successfully reduced

by employing Q-control.
In conclusion, we have shown that, by applying an additional feedback circuit

to the dynamic AFM system, it is possible to influence the quality factor Q of

the oscillator system. High-resolution, high-speed, or low-force scanning is then

possible.
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Fig. 7.26 AFM images of DNA on mica scanned in buffer solution (600 �600 nm2). Each scan

line was scanned twice – in standard tapping mode during the first scan of the line (left data) and
with Q-control being activated by a trigger signal during the subsequent scan of the same line

(right data). This interleave technique allows direct comparison of the results of the two modes

obtained on the same surface area while minimizing drift effects. Cross-sections of the topographic

data reveal that the observed DNA height is significantly higher in the case of imaging under

Q-control (# D. Ebeling, University of M€unster)
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7.5 Dissipation Processes Measured with Dynamic AFM

Dynamic AFM methods have proven their great potential for imaging surface

structures at the nanoscale, and we have also discussed methods that allow the

assessment of forces between distinct single molecules. However, there is another

physical mechanism that can be analyzed with the dynamic mode and has been

mentioned in some previous paragraphs: energy dissipation.

In Fig. 7.12 we have already shown an example where the phase signal in

tapping mode cannot be explained by conservative forces alone; dissipative pro-

cesses must also play a role. In constant-amplitude FM mode, where the quan-

titative interpretation of experiments has proven to be less difficult, an intuitive

distinction between conservative and dissipative tip–sample interaction is possible.

We have shown the correlation between forces and frequency shifts of the oscillat-

ing system, but we have neglected one experimental input channel. The excitation

amplitude, which is necessary to keep the oscillation amplitude constant, is a direct

indication of the energy dissipated during one oscillation cycle. D€urig [70] and

H€olscher et al. [71] have shown that, in self-excitation mode (with an excitation–

oscillation phase difference of 90�), conservative and dissipative interactions can

be strictly separated. Part of this energy is dissipated in the cantilever itself; another

part is due to external viscous forces in the surrounding medium. However, more

interestingly, some energy is dissipated at the tip–sample junction. This mechanism

is the focus of the following paragraphs.

In contrast to conservative forces acting at the tip–sample junction, which at

least in vacuum can be understood in terms of van der Waals, electrostatic, and

chemical interactions, the dissipative processes are poorly understood. Stowe et al.

[72] have shown that, if a voltage potential is applied between tip and sample,

charges are induced in the sample surface, which will follow the tip motion (in their

setup the oscillation was parallel to the surface). Due to the finite resistance of the

sample material, energy will be dissipated during the charge movement. This effect

has been exploited to image the doping level of semiconductors. Energy dissipation

has also been observed in imaging magnetic materials. Liu and Gr€utter [73] found
that energy dissipation due to magnetic interactions was enhanced at the bound-

aries of magnetic domains, which was attributed to domain wall oscillations. Even a

simple system such as two clean metal surfaces which are moved in close proximity

can give rise to frictional forces. Stipe et al. [74] have measured the energy dissi-

pation due to fluctuating electromagnetic fields between two closely spaced gold

surfaces, which was later interpreted by Volokitin and Persson [75] in terms of

van der Waals friction.
However, also in the absence of external electromagnetic fields, energy dissi-

pation was observed in close proximity of tip and sample, within 1 nm. Clearly,

mechanical surface relaxations must give rise to energy losses. One could model the

AFM tip as a small hammer, hitting the surface at high frequency, possibly resulting

in phonon excitations. From a continuum-mechanics point of view, we assume that

the mechanical relaxation of the surface is not only governed by elastic responses.
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Viscoelastic effects of soft surfaces will also render a significant contribution to

energy dissipation. The whole area of phase imaging in tapping mode is concerned

with those effects [76,77,78,79].

In the atomistic view, the last tip atom can be envisaged to change position while

experiencing the tip–sample force field. A strictly reversible change of position

would not result in a loss of energy. Still, it has been pointed out by Sasaki and

Tsukada [80] that a change in atom position would result in a change in the force

interaction itself. Therefore, it is possible that the tip atom changes position at

different tip–surface distances during approach and retraction, effectively causing

atomic-scale hysteresis to develop. Hoffmann et al. [13] and Hembacher et al. [81]

have measured the short-range energy dissipation for different combinations of tip

and surface materials in UHV. For atomic-resolution experiments at low tempera-

tures on graphite [81] it was found that the energy dissipation is a step-like function.

A similar shape of dissipation curves was found in a theoretical analysis by

Kantorovich and Trevethan [82], where the energy dissipation was directly asso-

ciated with atomic instabilities at the sample surface.

The dissipation channel has also been used to image surfaces with atomic

resolution [83]. Instead of feeding back the distance on the frequency shift, the

excitation amplitude in FM mode has been used as the control signal. The Si(111)-

(7 � 7) reconstruction was successfully imaged in this mode. The step edges of

monatomic NaCl islands on single-crystalline copper have also rendered atomic-

resolution contrast in the dissipation channel [84]. The dissipation processes dis-

cussed so far are mostly in the configuration in which the tip is oscillated perpen-

dicular to the surface. Friction is usually referred to as the energy loss due to lateral

movement of solid bodies in contact. It is interesting to note in this context that

Israelachivili [85] has pointed out a quantitative relationship between lateral and

vertical (with respect to the surface) dissipation. He states that the hysteresis in

vertical force–distance curves should equal the energy loss in lateral friction. An

experimental confirmation of this conjecture at the molecular level is still lacking.

Physical interpretation of energy-dissipation processes at the atomic scale seems

to be a daunting task at this point. Notwithstanding, we can find a quantitative

relation between the energy loss per oscillation cycle and the experimental para-

meters in dynamic AFM, as will be shown in the following section.

In static AFM it was found that permanent changes of the sample surface by

indentations can cause hysteresis between approach and retraction. The area bet-

ween the approach and retraction curves in a force–distance diagram represents the

lost or dissipated energy caused by the irreversible change of the surface structure.

In dynamic-mode AFM, the oscillation parameters such as amplitude, frequency,

and phase must contain the information about the dissipated energy per cycle. So

far, we have resorted to a treatment of the equation of motion of the cantilever

vibration in order to find a quantitative correlation between forces and the experi-

mental parameters. For the dissipation it is useful to treat the system from the

energy-conservation point of view.

Assuming that a dynamic system is in equilibrium, the average energy input

must equal the average energy output or dissipation. Applying this rule to an AFM
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running in dynamic mode means that the average power fed into the cantilever

oscillation by an external driver, denoted by Pin, must equal the average

power dissipated by the motion of the cantilever beam P0 and by tip–sample

interaction Ptip

�Pin ¼ �P0 þ �Ptip: (7.30)

The term Ptip is what we are interested in, since it gives us a direct physical

quantity to characterize the tip–sample interaction. Therefore, we have first to

calculate and then measure the two other terms in (7.30) in order to determine the

power dissipated when the tip periodically probes the sample surface. This requires

an appropriate rheological model to describe the dynamic system. Although there

are investigations in which the complete flexural motion of the cantilever beam has

been considered [86], a simplified model, comprising a spring and two dashpots

(Fig. 7.27), represents a good approximation in this case [87].

The spring, characterized by the constant k according to Hooke’s law, represents
the only channel through which power Pin can be delivered to the oscillating tip z(t)
by the external driver zd(t). Therefore, the instantaneous power fed into the dynamic

system is equal to the force exerted by the driver times the velocity of the driver (the

force which is necessary to move the base side of the dashpot can be neglected,

since this power is directly dissipated and therefore does not contribute to the power

delivered to the oscillating tip)

PinðtÞ ¼ FdðtÞ _zdðtÞ ¼ k½zðtÞ � zdðtÞ� _zdðtÞ: (7.31)

Assuming a sinusoidal steady-state response and that the base of the cantilever is

driven sinusoidally (7.6) with amplitude Ad and frequency o, the deflection from

equilibrium of the end of the cantilever follows (7.9), where A and 0 � f � p are

the oscillation amplitude and phase shift, respectively. This allows us to calculate

the average power input per oscillation cycle by integrating (7.30) over one period

T ¼ 2p/o

zd(t)

zd(t)
z (t)z (t)

k
α1 α2

?

Fig. 7.27 Rheological models applied to describe the dynamic AFM system, comprising the

oscillating cantilever and tip interacting with the sample surface. The movement of the cantilever

base and the tip is denoted by zd(t) and z(t), respectively. The cantilever is characterized by the

spring constant k and the damping constant a. In a first approach, damping is broken into two

pieces a1 and a2: first, intrinsic damping caused by the movement of the cantilever’s tip relative to

its base, and second, damping related to the movement of the cantilever body in a surrounding

medium, e.g., air damping
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�Pin ¼ 1

T

ZT
0

PinðtÞdt ¼ 1

2
koAdA sinf: (7.32)

This contains the familiar result that the maximum power is delivered to an

oscillator when the response is 90� out of phase with the drive.

The simplified rheological model as depicted in Fig. 7.27 exhibits two major

contributions to the damping term P0. Both are related to the motion of the

cantilever body and assumed to be well modeled by viscous damping with coeffi-

cients a1 and a2. The dominant damping mechanism in UHV conditions is intrinsic

damping, caused by the deflection of the cantilever beam, i.e., the motion of the tip

relative to the cantilever base. Therefore the instantaneous power dissipated by such

a mechanism is given by

P01ðtÞ ¼ jF01ðtÞ _zðtÞj ¼ ja1½ _zðtÞ � _zdðtÞ� _zðtÞj: (7.33)

Note that the absolute value has to be calculated, since all dissipated power is

lost and therefore cannot be returned to the dynamic system.

However, when running an AFM in ambient conditions an additional damping

mechanism has to be considered. Damping due to the motion of the cantilever body

in the surrounding medium, e.g., air damping, is in most cases the dominant effect.

The corresponding instantaneous power dissipation is given by

P02ðtÞ ¼ F02ðtÞ _zðtÞj j ¼ a2 _z2ðtÞ: (7.34)

In order to calculate the average power dissipation, (7.33) and (7.34) have to be

integrated over one complete oscillation cycle. This procedure yields

�P01 ¼ 1

T

ðT
0

P01ðtÞdt

¼ 1

p
a1o2A ðA� Ad cos’Þarcsin½

� A� Ad cos’ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 þ A2

d � 2AAd cos’
p

 !
þ Ad sin ’

#
(7.35)

and

�P02 ¼ 1

T

ðT
0

P02ðtÞdt ¼ 1

2
a2o2A2: (7.36)

Considering the fact that commonly used cantilevers exhibit a quality factor of at

least several hundreds (in UHV even several tens of thousands), we can assume that
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the oscillation amplitude is significantly larger than the drive amplitude when the

dynamic system is driven at or near its resonance frequency: A � Ad. Therefore

(7.34) can be simplified in first-order approximation to an expression similar to

(35). Combining the two equations yields the total average power dissipated by the

oscillating cantilever

�P0 ¼ 1

2
ao2A2;with a ¼ a1 þ a2; (7.37)

where a denotes the overall effective damping constant.

We can now solve (7.30) for the power dissipation localized to the small

interaction volume of the probing tip with the sample surface, represented by the

question mark in Fig. 7.27. Furthermore by expressing the damping constant a in

terms of experimentally accessible quantities such as the spring constant k, the
quality factor Q, and the natural resonant frequency o0 of the free oscillating

cantilever, a ¼ k/Qo0, we obtain

�Ptip ¼ �Pin � �P0

¼ 1

2

ko
Q

QcantAdA sin’� A2 o
o0

� �
:

(7.38)

Note that so far no assumptions have been made on how the AFM is operated,

except that the motion of the oscillating cantilever has to remain sinusoidal to a

good approximation. Therefore (7.38) is applicable to a variety of different

dynamic AFM modes.

For example, in FM-mode AFM the oscillation frequency o changes due to

tip–sample interaction while at the same time the oscillation amplitude A is kept

constant by adjusting the drive amplitude Ad. By measuring these quantities, one

can apply (38) to determine the average power dissipation related to tip–sample

interaction. In spectroscopy applications usually Ad(z) is not measured directly, but

a signal G(z) proportional to Ad(z) is acquired, representing the gain factor applied

to the excitation piezo. With the help of (15) we can write

AdðzÞ ¼ A0GðzÞ
QG0

: (7.39)

where A0 and G0 are the amplitude and gain at large tip–sample distances where the

tip–sample interactions are negligible.

Now let us consider the tapping-mode AFM. In this case the cantilever is driven

at a fixed frequency and with constant drive amplitude, while the oscillation

amplitude and phase shift may change when the probing tip interacts with the

sample surface. Assuming that the oscillation frequency is chosen to beo0, (37) can

be further simplified again by employing (15) for the free oscillation amplitude A0.

This calculation yields
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�Ptip ¼ 1

2

ko0

Qcant

ðA0A sin’� A2Þ: (7.40)

Equation (40) implies that, if the oscillation amplitude A is kept constant by a

feedback loop, as is commonly done in tapping mode, simultaneously acquired

phase data can be interpreted in terms of energy dissipation [77,79,88,89]. When

analyzing such phase images [90,91,92] one has also to consider the fact that the

phase may also change due to the transition from net-attractive (’ > 90�) to

intermittent contact (’ <90�) interaction between the tip and the sample

[19,60,93,94]. For example, consider the phase shift in tapping mode as a function

of z-position (Fig. 7.12). If phase measurements are performed close to the point

where the oscillation switches from the net-attractive to the intermittent contact

regime, a large contrast in the phase channel is observed. However, this contrast is

not due to dissipative processes. Only a variation of the phase signal within the

intermittent contact regime will give information about the tip–sample dissipative

processes.

An example of dissipation measurement is depicted in Fig. 7.28. The surface of a

polymer blend was imaged in air, simultaneously acquiring the topography and

dissipation. The dissipation on the softer polyurethane matrix is significantly larger

than on the embedded, mechanically stiffer polypropylene particles.

7.6 Conclusions

Dynamic force microscopy is a powerful tool, which is capable of imaging surfaces

with atomic precision. It also allows us to look at surface dynamics and can operate

in vacuum, air or even liquid. However, the oscillating cantilever system introduces

a level of complexity which disallows straightforward interpretation of acquired

images. An exception is the self-excitation mode, where tip–sample forces can be

PP
PUR

Topogarphy Dissipation
x,y,z-range: 5 µm × 5 µm × 546 nm Data range: 3 pW or 257 eV

Fig. 7.28 Topography and phase image in tapping-mode AFM of a polymer blend composed of

polypropylene (PP) particles embedded in a polyurethane (PUR) matrix. The dissipation image

shows a strong contrast between the harder PP (little dissipation, dark) and the softer PUR (large

dissipation, bright) surface
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successfully extracted from spectroscopic experiments. However, not only conser-

vative forces can be investigated with dynamic AFM; energy dissipation also

influences the cantilever oscillation and can therefore serve as a new information

channel.

Open questions are still concerned with the exact geometric and chemical

identity of the probing tip, which significantly influences the imaging and spectro-

scopic results. Using predefined tips such as single-walled nanotubes or using

atomic-resolution techniques such as field ion microscopy to image the tip itself

are possible approaches addressing this issue.
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University, Montréal, 1999 pp. 29–38

7. F.J. Giessibl: Forces and frequency shifts in atomicresolution dynamic-force microscopy,

Phys. Rev. B 56, 16010–16015 (1997)

8. F.J. Giessibl: Atomic resolution of the silicon (111)-(7 � 7) surface by atomic force micros-

copy, Science 267, 68–71 (1995)

9. M. Bezanilla, B. Drake, E. Nudler, M. Kashlev, P.K. Hansma, H.G. Hansma: Motion and

enzymatic degradation of DNA in the atomic forcemicroscope, Biophys. J. 67, 2454–2459

(1994)

10. Y. Jiao, D.I. Cherny, G. Heim, T.M. Jovin, T.E. Sch€affer: Dynamic interactions of p53 with

DNA in solution by time-lapse atomic force microscopy, J. Mol. Biol. 314, 233–243 (2001)

11. T.R. Albrecht, P. Gr€utter, D. Horne, D. Rugar: Frequency modulation detection using high-Q
cantilevers for enhanced force microscopy sensitivity, J. Appl. Phys. 69, 668–673 (1991)

12. S.P. Jarvis, M.A. Lantz, U. D€urig, H. Tokumoto: Off resonance ac mode force spectroscopy

and imaging with an atomic force microscope, Appl. Surf. Sci. 140, 309–313 (1999)

13. P.M. Hoffmann, S. Jeffery, J.B. Pethica, H.Ö. Özer, A. Oral: Energy dissipation in atomic
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Chapter 8

Molecular Recognition Force Microscopy:

From Molecular Bonds to Complex Energy

Landscapes

Peter Hinterdorfer, Andreas Ebner, Hermann Gruber, Ruti Kapon,

and Ziv Reich

Abstract Atomic force microscopy (AFM), developed in the late 1980s to explore

atomic details on hard material surfaces, has evolved into a method capable of

imaging fine structural details of biological samples. Its particular advantage in

biology is that measurements can be carried out in aqueous and physiological

environments, which opens the possibility to study the dynamics of biological

processes in vivo. The additional potential of the AFM to measure ultralow forces

at high lateral resolution has paved the way for measuring inter- and intramolecular

forces of biomolecules on the single-molecule level. Molecular recognition studies

using AFM open the possibility to detect specific ligand–receptor interaction forces

and to observe molecular recognition of a single ligand–receptor pair. Applications

include biotin–avidin, antibody–antigen, nitrilotriacetate (NTA)–hexahistidine 6,

and cellular proteins, either isolated or in cell membranes.

The general strategy is to bind ligands to AFM tips and receptors to probe

surfaces (or vice versa). In a force–distance cycle, the tip is first approached

towards the surface, whereupon a single receptor–ligand complex is formed due to

the specific ligand receptor recognition. During subsequent tip–surface retraction a

temporarily increasing force is exerted on the ligand–receptor connection, thus

reducing its lifetime until the interaction bond breaks at a critical (unbinding)

force. Such experiments allow for estimation of affinity, rate constants, and struc-

tural data of the binding pocket. Comparing them with values obtained from

ensemble-average techniques and binding energies is of particular interest. The

dependences of unbinding force on the rate of load increase exerted on the recep-

tor–ligand bond reveal details of the molecular dynamics of the recognition process

and energy landscapes. Similar experimental strategies have also been used for

studying intramolecular force properties of polymers and unfolding–refolding

kinetics of filamentous proteins. Recognition imaging, developed by combing

dynamic force microscopy with force spectroscopy, allows for localization of

receptor sites on surfaces with nanometer positional accuracy.

B. Bhushan (ed.), Nanotribology and Nanomechanics,
DOI 10.1007/978-3-642-15283-2_8, # Springer-Verlag Berlin Heidelberg 2011

355



Abbreviations

AFM atomic force microscope

AFM atomic force microscopy

BFP biomembrane force probe

BSA bovine serum albumin

DC direct-current

DFM dynamic force microscopy

DFS dynamic force spectroscopy

DNA deoxyribonucleic acid

DTSSP 3,30-dithio-bis(sulfosuccinimidylproprionate)

FS force spectroscopy

GDP guanosine diphosphate

GTP guanosine triphosphate

HUVEC human umbilical venous endothelial cell

ICAM-1 intercellular adhesion molecules 1

ICAM-2 intercellular adhesion molecules 2

IgG immunoglobulin G

LFA-1 leukocyte function-associated antigen-1

MRFM magnetic resonance force microscopy

MRFM molecular recognition force microscopy

NHS N-hydroxysuccinimidyl

NTA nitrilotriacetate

OT optical tweezers

PDP 2-pyridyldithiopropionyl

PDP pyridyldithiopropionate

PEG polyethylene glycol

PSGL-1 P-selectin glycoprotein ligand-1

RGD arginine–glycine–aspartic

SATP (S-acetylthio)propionate
SFA surface forces apparatus

SFD shear flow detachment

TREC topography and recognition

Molecular recognition plays a pivotal role in nature. Signaling cascades, enzymatic

activity, genome replication and transcription, cohesion of cellular structures,

interaction of antigens and antibodies, and metabolic pathways all rely critically

on specific recognition. In fact, every process which requires molecules to interact

with each other in a specific manner requires that they be able to recognize each

other.

Molecular recognition studies emphasize specific interactions between receptors

and their cognitive ligands. Despite a growing body of literature on the structure

and function of receptor–ligand complexes, it is still not possible to predict reaction

kinetics or energetics for any given complex formation, even when the structures
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are known. Additional insights, in particular into the molecular dynamics within the

complex during the association and dissociation process, are needed. The high-end

strategy is to probe the energy landscape that underlies the interactions between

molecules whose structures are known with atomic resolution.

Receptor–ligand complexes are usually formed by a few, noncovalent weak

interactions between contacting chemical groups in complementary determining

regions, supported by framework residues providing structurally conserved scaf-

folding. Both the complementary determining regions and the framework have a

considerable amount of plasticity and flexibility, allowing for conformational

movements during association and dissociation. In addition to knowledge about

structure, energies, and kinetic constants, information about these movements is

required to understand the recognition process. Deeper insight into the nature of

these movements as well as the spatiotemporal action of the many weak interac-

tions, in particular the cooperativity of bond formation, is the key to understanding

receptor–ligand recognition.

For this, experiments at the single-molecule level, and on time scales typical

for receptor–ligand complex formation and dissociation, are required. The method-

ology described in this chapter for investigating molecular dynamics of receptor–

ligand interactions, molecular recognition force microscopy (MRFM) [1, 2, 3], is

based on atomic force microscope (AFM) technology [4]. The ability of the AFM

[4] to measure ultralow forces at high lateral resolution together with its unique

capability to operate in an aqueous and physiological environment opens the

possibility of studying biological recognition processes in vivo. The interaction

between a receptor and a ligand complex is studied by exerting a force on the

complex and following the dissociation process over time. Dynamic aspects of

recognition are addressed in force spectroscopy (FS) experiments, where distinct

force–loading rate profiles are used to provide insight into the energy landscape

underlying the reaction. It is also possible to investigate the force–time behavior

to unravel changes of conformation which occur during the dissociation process.

It will be shown that MRFM is a versatile tool to explore kinetic and structural

details of receptor–ligand recognition.

8.1 Ligand Tip Chemistry

In MRFM experiments, the binding of ligands immobilized on AFM tips to surface-

bound receptors (or vice versa) is studied by applying a force to the receptor–ligand

complex. The force reduces the lifetime of the bond, ultimately leading to its

disassociation. The distribution of forces at which rupture occurs, and its depen-

dence on parameters such as loading rate and temperature, can be used to provide

insight into the interaction. This type of setup requires careful AFM tip sensor

design, including tight attachment of the ligands to the tip surface. In the first

pioneering demonstrations of single-molecule recognition force measurements

[1, 2], strong physical adsorption of bovine serum albumin (BSA) was used to
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directly coat the tip [2] or a glass bead glued to it [1]. This physisorbed protein layer

then served as a matrix for biochemical modifications with chemically active

ligands (Fig. 8.1). In spite of the large number of probe molecules on the tip

(103–104 /nm2) the low fraction of properly oriented molecules, or internal blocks

of most reactive sites (Fig. 8.1), allowed measurement of single receptor–ligand

unbinding forces. Nevertheless, parallel breakage of multiple bonds was predomi-

nately observed with this configuration.

To measure interactions between isolated receptor–ligand pairs, strictly defined

conditions need to be fulfilled. Covalently coupling ligands to gold-coated tip

surfaces via freely accessible SH groups guarantees sufficiently stable attachment

because these bonds are about ten times stronger than typical ligand–receptor

interactions [5]. This chemistry has been used to detect the forces between comple-

mentary deoxyribonucleic acid (DNA) strands [1] as well as between isolated

nucleotides [6]. Self-assembled monolayers of dithio-bis(succinimidylundecanoate)

were formed to enable covalent coupling of biomolecules via amines [7] and were

used to study the binding strength between cell adhesion proteoglycans [8] and

between biotin-directed immunoglobulin G (IgG) antibodies and biotin [9]. Vecto-

rial orientation of Fab molecules on gold tips was achieved by site-directed

chemical binding via their SH groups [10], without the need for additional linkers.

To this end, antibodies were digested with papain and subsequently purified to

generate Fab fragments with freely accessible SH groups in the hinge region.

Gold surfaces exhibit a unique and selective affinity for thiols, although the

adhesion strength of the resulting bonds is comparatively weak [5]. Since all

commercially available AFM tips are etched from silicon nitride or silicon oxide

material, deposition of a gold layer onto the tip surface is required prior to using this

chemistry. Therefore, designing a sensor with covalent attachments of biomole-

cules to the silicon surface may be more straightforward. Amine functionalization

procedures, a strategy widely used in surface biochemistry, were applied using

ethanolamine [3, 11] and various silanization methods [12, 13, 14, 15], as a first step

in thoroughly developed surface anchoring protocols suitable for single-molecule

experiments. Since the amine surface density determines, to a large extent, the

Biotin

Avidin

With
blocking

Biotinylated agarose bead

Si3N4 AFM tip

Fig. 8.1 Avidin-

functionalized AFM tip. A

dense layer of biotinylated

BSA was adsorbed onto the

tip and subsequently saturated

with avidin. The biotinylated

agarose bead opposing the tip

also contained a high surface

density of reactive sites.

These were partly blocked

with avidin to achieve single-

molecule binding events

(After [2])
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number of ligands on the tip which can specifically bind to the receptors on the

surface, it has to be sufficiently low to guarantee single-molecular recognition events

[3, 11]. Typically, these densities are kept between 200 and 500 molecules/mm2,

which for AFM tips with radii of �5–20 nm, amounts to about one molecule per

effective tip area. A striking example of a minimally ligated tip was given byWong
et al. [16], who derivatized a few carboxyl groups present at the open end of carbon

nanotubes attached to the tips of gold-coated Si cantilevers.

In a number of laboratories, a distensible and flexible linker was used to distance

the ligand molecule from the tip surface (e.g., [3, 13]) (Fig. 8.2). At a given low

number of spacer molecules per tip, the ligand can freely orient and diffuse within a

certain volume, provided by the length of the tether, to achieve unconstrained

binding to its receptor. The unbinding process occurs with little torque and the

ligand molecule escapes the danger of being squeezed between the tip and the

surface. This approach also opens the possibility of site-directed coupling for

a defined orientation of the ligand relative to the receptor at receptor–ligand

unbinding. As a cross-linking element, polyethylene glycol (PEG), a water-soluble

nontoxic polymer with a wide range of applications in surface technology and

clinical research, was often used [17]. PEG is known to prevent surface adsorption

of proteins and lipid structures and therefore appears ideally suited for this purpose.

Glutaraldehyde [12] and DNA [1] were also successfully applied as molecular

spacers in recognition force studies. Cross-linker lengths, ideally arriving at a

good compromise between high tip molecule mobility and narrow lateral resolution

of the target recognition site, varied from 2 to 100 nm.

For coupling to the tip surface and to the ligand, the cross-linker typically carries

two different functional ends, e.g., an amine reactive N-hydroxysuccinimidyl

(NHS) group on one end, and a thiol reactive 2-pyridyldithiopropionyl group

(PDP) [18, 19] on the other (Fig. 8.2). This sulfur chemistry is highly advantageous,

NH2

NHS

Cantilever

PEG

PDP
Cys

Lig

NH2
NH2

NH2

Fig. 8.2 Linkage of ligands to AFM tips. Ligands were covalently coupled to AFM tips via

a heterobifunctional polyethylene glycol (PEG) derivative of 8 nm length. Silicon tips were first

functionalized with ethanolamine (NH2–C2H4OH � HCl). Then, the N-hydroxy-succinimide

(NHS)-end of the PEG linker was covalently bound to amines on the tip surface before ligands

were attached to the pyridyldithiopropionate (PDP) end via a free thiol or cysteine
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since it is very reactive and readily enables site-directed coupling. However, free

thiols are hardly available on native ligands and must often be added by chemical

derivatization.

Different strategies have been used to achieve this goal. Lysine residues were

derivatized with the short heterobifunctional linker N-succinimidyl-3-(S-acetylthio)
propionate (SATP) [18]. Subsequent deprotection with NH2OH led to reactive SH

groups. Alternatively, lysins can be directly coupled via aldehyde groups [15]. The

direct coupling of proteins via an NHS–PEG–aldehyde linker allows binding via

lysine groups without prederivatization. Nevertheless, since both ends are reactive

against amino groups, loop formation can occur between adjacent NH2 groups on

the tip. The probability for this side-effect is significantly lowered (1) by the much

higher amino reactivity of the NHS ester in comparison with the aldehyde function

and (2) by high linker concentration. Another disadvantage of the latter two

methods is that it does not allow for site-specific coupling of the cross-linker,

since lysine residues are quite abundant. Several protocols are commercially avail-

able (Pierce, Rockford, IL) to generate active antibody fragments with free

cysteines. Half-antibodies are produced by cleaving the two disulfide bonds in the

central region of the heavy chain using 2-mercaptoethylamine HCl [20], and Fab

fragments are generated from papain digestion [10]. The most elegant methods are

to introduce a cysteine into the primary sequence of proteins or to append a thiol

group to the end of a DNA strand [21], allowing for well-defined sequence-specific

coupling of the ligand to the cross-linker.

An attractive alternative for covalent coupling is provided by the widely used

nitrilotriacetate (NTA)-His6 system. The strength of binding in this system, which

is routinely used in chromatographic and biosensor matrices, is significantly larger

than that between most ligand–receptor pairs [22–24]. For receptor–ligand interac-

tions with very high unbinding force, NTA can be substituted with a recently

developed Tris-NTA linker [25, 26]. Since a His6 tag can be readily introduced in

recombinant proteins, a cross-linker containing an (Tris-)NTA residue is ideally

suited for coupling proteins to the AFM tip. This generic, site-specific coupling

strategy also allows rigorous and ready control of binding specificity by using Ni2+

as a molecular switch of the NTA–His6 bond. A detailed description of actual

coupling strategies can by found in [26].

8.2 Immobilization of Receptors onto Probe Surfaces

To enable force detection, the receptors recognized by the ligand-functionalized tip

need to be firmly attached to the probed surface. Loose association will unavoidably

lead to pull-off of the receptors from the surface by the tip-immobilized ligands,

precluding detection of the interaction force.

Freshly cleaved muscovite mica is a perfectly pure and atomically flat surface

and, therefore, ideally suited for MRFM studies. The strong negative charge of

mica also accomplishes very tight electrostatic binding of various biomolecules; for

360 P. Hinterdorfer et al.



example, lysozyme [20] and avidin [27] strongly adhere to mica at pH < 8. In such

cases, simple adsorption of the receptors from solution is sufficient, since attach-

ment is strong enough to withstand pulling. Nucleic acids can also be firmly bound

to mica through mediatory divalent cations such as Zn2+, Ni2+ or Mg2+ [28]. The

strongly acidic sarcoplasmic domain of the skeletal muscle calcium release channel

(RYR1) was likewise absorbed to mica via Ca2+ bridges [29]. By carefully optimiz-

ing buffer conditions, similar strategies were used to deposit protein crystals and

bacterial layers onto mica in defined orientations [30, 31].

The use of nonspecific electrostatic-mediated binding is however quite limited

and generally offers no means to orient the molecules over the surface in a

desirable direction. Immobilization by covalent attachment must therefore be

frequently explored. When glass, silicon or mica are used as probe surfaces,

immobilization is essentially the same as described above for tip functionalization.

The number of reactive SiOH groups of the chemically relatively inert mica can be

optionally increased by water plasma treatment [32]. As with tips, cross-linkers are

also often used to provide receptors with motional freedom and to prevent surface-

induced protein denaturation [3]. Immobilization can be controlled, to some

extent, by using photoactivatable cross-linkers such as N-5-azido-2-nitrobenzoyl-
oxysuccinimide [33].

A major limitation of silicon chemistry is that it does not allow for high surface

densities, i.e., >1,000/mm2. By comparison, the surface density of a monolayer of

streptavidin is about 60,000 molecules/mm2 and that of a phospholipid monolayer

may exceed 106 molecules/mm2. The latter high density is also achievable by

chemisorption of alkanethiols to gold. Tightly bound functionalized alkanethiol

monolayers formed on ultraflat gold surfaces provide excellent probes for AFM

[9] and readily allow for covalent and noncovalent attachment of biomolecules

[9, 34] (Fig. 8.3).

Kada et al. [35] reported on a new strategy to immobilize proteins on gold

surfaces using phosphatidyl choline or phosphatidyl ethanolamine analogues con-

taining dithiophospholipids at their hydrophobic tail. Phosphatidyl ethanolamine,

which is chemically reactive, was derivatized with a long-chain biotin for

molecular recognition of streptavidin molecules in an initial study [35]. These

self-assembled phospholipid monolayers closely mimic the cell surface and mini-

mize nonspecific adsorption. Additionally, they can be spread as insoluble mono-

layers at an air–water interface. Thereby, the ratio of functionalized thiolipids to

host lipids accurately defines the surface density of bioreactive sites in the mono-

layer. Subsequent transfer onto gold substrates leads to covalent, and hence tight,

attachment of the monolayer.

MRFM has also been used to study the interactions between ligands and cell

surface receptors in situ, on fixed or unfixed cells. In these studies, it was found that

the immobilization of cells strongly depends on cell type. Adherent cells are readily

usable for MRFM whereas cells that grow in suspension need to be adsorbed onto

the probe surface. Various protocols for tight immobilization of cells over a surface

are available. For adherent cells, the easiest approach is to grow the cells directly

on glass or other surfaces suitable for MRFM [36]. Firm immobilization of
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non- and weakly adhering cells can be achieved by various adhesive coatings such

as Cell-Tak [37], gelatin, or polylysine. Hydrophobic surfaces such as gold or

carbon are also very useful to immobilize nonadherent cells or membranes [38].

Covalent attachment of cells to surfaces can be accomplished by cross-linkers that

carry reactive groups, such as those used for immobilization of molecules [37].

Alternatively, one can use cross-linkers carrying a fatty-acid moiety that can

penetrate into the lipid bilayer of the cell membrane. Such linkers provide suffi-

ciently strong fixation without interference with membrane proteins [37].

8.3 Single-Molecule Recognition Force Detection

Measurements of interaction forces traditionally rely on ensemble techniques such

as shear flow detachment (SFD) [39] and the surface force apparatus (SFA) [40]. In

SFD, receptors are fixed to a surface to which ligands carried by beads or presented

on the cell surface bind specifically. The surface-bound particles are then subjected

to a fluid shear stress that disrupts the ligand–receptor bonds. However, the force

acting between single molecular pairs can only be estimated because the net force

applied to the particles can only be approximated and the number of bonds per

particle is unknown.

0 10 nm

100 nm

0 10 nm

100 nm

Fig. 8.3 AFM image of hisRNAP molecules specifically bound to nickel-NTA domains on a

functionalized gold surface. Alkanethiols terminated with ethylene glycol groups to resist unspe-

cific protein adsorption served as a host matrix and were doped with 10% nickel-NTA alkanthiols.

The sample was prepared to achieve full monolayer coverage. Ten individual hisRNAP molecules

can be clearly visualized bound to the surface. The more abundant, smaller, lower features are

NTA islands with no bound molecules. The underlying morphology of the gold can also be

distinguished (After [34])
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SFA measures the forces between two surfaces to which different interacting

molecules are attached, using a cantilever spring as force probe and interferometry

for detection. The technique, which has a distance resolution of �1Å, allows the

measurement of adhesive and compressive forces and rapid transient effects to be

followed in real time. However, the force sensitivity of the technique (�10 nN)

does not allow for single-molecule measurements of noncovalent interaction forces.

The biomembrane force probe (BFP) technique uses pressurized membrane

capsules rather than mechanical springs as a force transducer (Fig. 8.4; see, for

example, [41]). To form the transducer, a red blood cell or a lipid bilayer vesicle is

pressurized into the tip of a glass micropipette. The spring constant of the capsule

can then be varied over several orders of magnitude by suction. This simple but

highly effective configuration enables the measurement of forces ranging from

0.1–1,000 pN with a force resolution of about 1 pN, allowing probing of single-

molecular bonds.

In optical tweezers (OT), small dielectric particles (beads) are manipulated by

electromagnetic traps [42, 43]. Three-dimensional light intensity gradients of a

focused laser beam are used to pull or push particles with nanometer positional

accuracy. Using this technique, forces in the range of 10–13–10–10 N can be

measured accurately. Optical tweezers have been used extensively to measure the

force-generating properties of various molecular motors at the single-molecule

level [44–46] and to obtain force–extension profiles of single DNA [47] or protein

[48] molecules. Defined, force-controlled twisting of DNA using rotating magneti-

cally manipulated particles gave further insights into DNA’s viscoelastic properties

[49, 50].

AFM has successfully been used to measure the interaction forces between

various single-molecular pairs [1, 2, 3]. In these measurements, one of the binding

partners is immobilized onto a tip mounted at the end of a flexible cantilever that

functions as a force transducer and the other is immobilized over a hard surface

such as mica or glass. The tip is initially brought to, and subsequently retracted from

the surface, and the interaction (unbinding) force is measured by following the

Fig. 8.4 Experimental setup of the biomembrane force probe (BFP). The spring in the BFP is a

pressurized membrane capsule. Its spring constant is set by membrane tension, which is controlled

by micropipette suction. The BFP tip is formed by a glass microbead with diameter of 1–2 mm
chemically glued to the membrane. The BFP (on the left) was kept stationary and the test surface,

formed by another microbead (on the right), was translated to or from contact with the BFP tip by

precision piezoelectric control (After [41])
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cantilever deflection, which is monitored by measuring the reflection of a laser

beam focused on the back of the cantilever using a split photodiode. Approach and

retract traces obtained from the unbinding of a single-molecular pair is shown in

Fig. 8.5 [3]. In this experiment, the binding partners were immobilized onto their

respective surfaces through a distensible PEG tether.

Cantilever deflection, Dx, relates directly to the force F acting on it through

Hook’s law F ¼ kDx, where k is the spring constant of the cantilever. During most

of the approach phase (trace, and points 1–5), when the tip and the surface are

sufficiently far away from each other (1–4), cantilever deflection remains zero

because the molecules are still unbound from each other. Upon contact (4) the

cantilever bends upwards (4–5) due to a repulsive force that increases linearly as

the tip is pushed further into the surface. If the cycle was futile, and no binding had

occurred, retraction of the tip from the surface (retrace, 5–7) will lead to a gradual

relaxation of the cantilever to its rest position (5–4). In such cases, the retract curve

will look very much like the approach curve. On the other hand, if binding had

occurred, the cantilever will bend downwards as the cantilever is retracted from the

surface (retrace, 4–7). Since the receptor and ligand were tethered to the surfaces

through flexible cross-linkers, the shape of the attractive force–distance profile is

nonlinear, in contrast to the profile obtained during contact (4–7). The exact shape

of the retract curve depends on the elastic properties of the cross-linker used for
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Fig. 8.5 Single-molecule recognition event detected with AFM: a force–distance cycle, measured

with an amplitude of 100 nm at a sweep frequency of 1 Hz, for an antibody–antigen pair in PBS.

Binding of the antibody immobilized on the tip to the antigen on the surface, which occurs during

the approach (trace points 1–5), results in a parabolic retract force curve (points 6–7) reflecting the
extension of the distensible cross-linker antibody–antigen connection. The force increases until

unbinding occurs at a force of 268 pN (points 7 to 2) (After [3])
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immobilization [17, 51] and exhibits parabolic-like characteristics, reflecting an

increase of the spring constant of the cross-linker during extension. The downward

bending of the retracting cantilever continues until the ramping force reaches a

critical value that dissociates the ligand–receptor complex (unbinding force, 7).

Unbinding of the complex is indicated by a sharp spike in the retract curve that

reflects an abrupt recoil of the cantilever to its rest position. Specificity of binding is

usually demonstrated by block experiments in which free ligands are added to mask

receptor sites over the surface.

The force resolution of the AFM, DF ¼ (kBTk)
1/2, is limited by the thermal noise

of the cantilever which, in turn, is determined by its spring constant. A way to

reduce thermal fluctuations of cantilevers without changing their stiffness or low-

ering the temperature is to increase the apparent damping constant. Applying an

actively controlled external dissipative force to cantilevers to achieve such an

increase, Liang et al. [52] reported a 3.4-fold decrease in thermal noise amplitude.

The smallest forces that can be detected with commercially available cantilevers

are in the range of a few piconewtons. Decreasing cantilever dimensions enables

the range of detectable forces to be pushed to smaller forces since small cantilevers

have lower coefficients of viscous damping [53]. Such miniaturized cantilevers also

have much higher resonance frequencies than conventional cantilevers and, there-

fore, allow for faster measurements.

The atomic force microscope (AFM) [4] is the force-measuring method with the

smallest sensor and therefore provides the highest lateral resolution. Radii of

commercially available AFM tips vary between 2 and 50 nm. In contrast, the

particles used for force sensing in SFD, BFP, and OT are in the 1–10 mm range,

and the surfaces used in SFA exceed millimeter extensions. The small apex of the

AFM tip allows visualization of single biomolecules with molecular to submole-

cular resolution [28, 30, 31].

Besides the detection of intermolecular forces, the AFM also shows great

potential for measuring forces acting within molecules. In these experiments, the

molecule is clamped between the tip and the surface and its viscoelastic properties

are studied by force–distance cycles.

8.4 Principles of Molecular Recognition Force Spectroscopy

Molecular recognition is mediated by a multitude of noncovalent interactions

whose energy is only slightly higher than that of thermal energy. Due to the

power-law dependence of these interactions on distance, the attractive forces

between noncovalently interacting molecules are extremely short-ranged. A close

geometrical and chemical fit within the binding interface is therefore a prerequisite

for productive association. The weak bonds that govern molecular cohesion are

believed to be formed in a spatially and temporarily correlated fashion. Protein

binding often involves structural rearrangements that can be either localized or

global. These rearrangements often bear functional significance by modulating
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the activity of the interactants. Signaling pathways, enzyme activity, and the

activation and inactivation of genes all depend on conformational changes induced

in proteins by ligand binding.

The strength of binding is usually given by the binding energy Eb, which

amounts to the free energy difference between the bound and the free state, and

which can readily be determined by ensemble measurements. Eb determines the

ratio of bound complexes [RL] to the product of free reactants [R][L] at equilibrium

and is related to the equilibrium dissociation constant KD through Eb ¼ – RT ln

(KD), where R is the gas constant. KD itself is related to the empirical association

(kon) and dissociation (koff) rate constants through KD ¼ koff/kon. In order to obtain

an estimate for the interaction force f, from the binding energy Eb, the depth

of the binding pocket may be used as a characteristic length scale l. Using

typical values of Eb ¼ 20kBT and l ¼ 0.5 nm, an order-of-magnitude estimate of

f(¼ Eb/l) � 170 pN is obtained for the binding strength of a single-molecular pair.

Classical mechanics describes bond strength as the gradient in energy along the

direction of separation. Unbinding therefore occurs when the applied force exceeds

the steepest gradient in energy. This purely mechanical description of molecular

bonds, however, does not provide insights into the microscopic determinants of

bond formation and rupture.

Noncovalent bonds have limited lifetimes and will therefore break even in the

absence of external force on characteristic time scales needed for spontaneous

dissociation t 0ð Þ ¼ k�1
off

� �
. When pulled faster than t(0), however, bonds will resist

detachment. Notably, the unbinding force may approach and even exceed the

adiabatic limit given by the steepest energy gradient of the interaction potential,

if rupture occurs in less time than needed for diffusive relaxation (10–10–10–9 s for

biomolecules in viscous aqueous medium) and friction effects become dominant

[55]. Therefore, unbinding forces do not resemble unitary values and the dynamics

of the experiment critically affects the measured bond strengths. On the time scale

of AFM experiments (milliseconds to seconds), thermal impulses govern the

unbinding process. In the thermal activation model, the lifetime of a molecular

complex in solution is described by a Boltzmann ansatz, t(0) ¼ tosc exp [Eb/(kBT)]
[56], where tosc is the inverse of the natural oscillation frequency and Eb is the

height of the energy barrier for dissociation. This gives a simple Arrhenius depen-

dency of dissociation rate on barrier height.

A force acting on a complex deforms the interaction free energy landscape and

lowers barriers for dissociation (Fig. 8.6). As a result of the latter, bond lifetime is

shortened. The lifetime t( f ) of a bond loaded with a constant force f is given by

t( f ) ¼ tosc exp [(Eb – xb f )/(kBT )] [56], where xb marks the thermally averaged

projection of the energy barrier along the direction of the force. A detailed analysis

of the relation between bond strength and lifetime was performed by Evans and

Ritchie [57], using Kramers’ theory for overdamped kinetics. For a sharp barrier,

the lifetime t( f ) of a bond subjected to a constant force f relates to its characteristic
lifetime t(0) according to t( f ) ¼ t(0) exp [– xb f/(kBT )] [3]. However, in most

pulling experiments the applied force is not constant. Rather, it increases in a com-

plex, nonlinear manner, which depends on the pulling velocity, the spring constant
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of the cantilever, and the force–distance profile of the molecular complex. Neverthe-

less, contributions arising from thermal activation manifest themselves mostly near the

point of detachment. Therefore, the change of force with time or the loading rate r
(¼ df /dt) can be derived from the product of the pulling velocity and the effective

spring constant at the end of the force curve, just before unbinding occurs.

The dependence of the rupture force on the loading rate (force spectrum) in the

thermally activated regime was first derived by Evans and Ritchie [57] and

described further by Strunz et al. [54]. Forced dissociation of receptor–ligand

complexes using AFM or BFP can often be regarded as an irreversible process

because the molecules are kept away from each other after unbinding occurs

(rebinding can be safely neglected when measurements are made with soft springs).

Rupture itself is a stochastic process, and the likelihood of bond survival is

expressed in the master equation as a time-dependent probability N(t) to be in the

bound state under a steady ramp of force, namely dN(t)/dt ¼ – koff(rt)N(t) [54].
This results in a distribution of unbinding forces P(F) parameterized by the loading

rate [54, 57, 58]. The most probable force for unbinding f *, given by the maximum

of the distribution, relates to the loading rate through f � ¼ fb ln rk�1
off

.
fb

� �
, where

the force scale fb is set by the ratio of thermal energy to xb [54, 57]. Thus, the

unbinding force scales linearly with the logarithm of the loading rate. For a single

barrier, this would give rise to a simple, linear force spectrum f * versus log (r). In
cases where the escape path is traversed by several barriers, the curve will follow a

sequence of linear regimes, each marking a particular barrier [41, 57, 58]. Transi-

tion from one regime to the other is associated with an abrupt change of slope

determined by the characteristic barrier length scale and signifying that a crossover

between barriers has occurred.

Dynamic force spectroscopy (DFS) exploits the dependence of bond strength

on the loading rate to obtain detailed insights into intra- and intermolecular

interactions. By measuring bond strength over a broad range of loading rates,

length scales and relative heights of energy barriers traversing the free energy
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F
Fig. 8.6 Dissociation over

a single sharp energy barrier.
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surface can be readily obtained. The lifetime of a bond at any given force is

likewise contained in the complete force distribution [3]. Finally, one may

attempt to extract dissociation rate constants by extrapolation to zero force

[59]. However, the application of force acts to select the dissociation path.

Since the kinetics of reactions is pathway dependent, such a selection implies

that kinetic parameters extracted from force–probe experiments may differ

from those obtained from assays conducted in the absence of external force. For

extremely fast complexation/decomplexation kinetics the forces can be indepen-

dent of the loading rate, indicating that the experiments were carried out under

thermodynamic equilibrium [60].

8.5 Recognition Force Spectroscopy: From Isolated Molecules

to Biological Membranes

8.5.1 Forces, Energies, and Kinetic Rates

Conducted at fixed loading rates, pioneering measurements of interaction forces

provided single points in continuous spectra of bond strengths [41]. Not unexpect-

edly, the first interaction studied was that between biotin and its extremely high-

affinity receptors avidin [2] and streptavidin [1]. The unbinding forces measured for

these interactions were 250–300 pN and 160 pN, for streptavidin and avidin,

respectively. During this initial phase it was also revealed that different unbinding

forces can be obtained for the same pulling velocity if the spring constant of the

cantilever is varied [1], consistent with the aforementioned dependency of bond

strength on the loading rate. The interaction force between several biotin analogues

and avidin or streptavidin [61] and between biotin and a set of streptavidin mutants

[62] was investigated and found to generally correlate with the equilibrium binding

enthalpy and the enthalpic activation barrier. No correlation with the equilibrium

free energy of binding or the activation free energy barrier to dissociation was

observed, suggesting that internal energies rather than entropic contributions were

probed by the force measurements [62].

In another pioneering study, Lee et al. [21] measured the forces between comple-

mentary 20-base DNA strands covalently attached to a spherical probe and surface.

The interaction forces fell into three different distributions amounting to the rupture

of duplexes consisting of 12, 16, and 20 base pairs. The average rupture force per

base pair was�70 pN.When a long, single-stranded DNAwas analyzed, both intra-

and interchain forces were observed, the former probing the elastic properties of the

molecule. Hydrogen bonds between nucleotides have been probed for all 16 combi-

nations of the four DNA bases [6]. Directional hydrogen-bonding interactions were

measured only when complementary bases were present on tip and probe surface,

indicating that AFM can be used to follow specific pairing of DNA strands.
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Strunz et al. [14] measured the forces required to separate individual double-

stranded DNA molecules of 10, 20, and 30 base pairs (Fig. 8.7). The parameters

describing the energy landscape, i.e., the distance from the energy barrier to the

minimum energy along the separation path and the logarithm of the thermal

dissociation rate, were found to be proportional to the number of base pairs of the

DNA duplex. Such scaling suggests that unbinding proceeds in a highly cooperative

manner characterized by one length scale and one time scale. Studying the depen-

dence of rupture forces on temperature, it was proposed by Schumakovitch et al.

[63] that entropic contributions play an important role in the unbinding of comple-

mentary DNA strands [63].

Prevalent as it is, molecular recognition has mostly been discussed in the context

of interactions between antibodies and antigens. To maximize motional freedom

and to overcome problems associated with misorientation and steric hindrance,

antibodies and antigens were immobilized onto the AFM tip and probe surface via

flexible molecular spacers [3, 9, 12, 13]. By optimizing the antibody density over

the AFM tip [3, 11], the interaction between individual antibody–antigen pairs could

be examined. Binding of antigen to the two Fab fragments of the antibody was

shown to occur independently and with equal probability. Single antibody–antigen

recognition events were also recorded with tip-bound antigens interacting with

intact antibodies [9,12] or with single-chain Fv fragments [13]. The latter study

also showed that an Fv mutant whose affinity to the antigen was attenuated by about

10-fold dissociated from the antigen under applied forces that were 20% lower than

those required to unbind the wild-type (Fv) antibody.

Besides measurements of interaction forces, single-molecule force spectroscopy

also allows estimation of association and dissociation rate constants, notwithstand-

ing the concern stated above [3, 11, 23, 59, 64, 65], and measurement of structural

parameters of the binding pocket [3, 11, 14, 64, 65]. Quantification of the association
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Fig. 8.7 Dependence of the unbinding force between DNA single-strand duplexes on the retract

velocity. In addition to the expected logarithmic behavior on the loading rate, the unbinding force scales

with the length of the strands, increasing from the 10- to 20- to 30-base-pair duplexes (After [14])
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rate constant kon requires determination of the interaction time needed for half-

maximal probability of binding (t1/2). This can be obtained from experiments where

the encounter time between receptor and ligand is varied over a broad range [64].

Given that the concentration of ligand molecules on the tip available for interaction

with the surface-bound receptors ceff is known, the association rate constant can be

derived from kon ¼ t0.5
–1ceff

–1. Determination of the effective ligand concentration

requires knowledge of the effective volume Veff explored by the tip-tethered ligand

which, in turn, depends on the tether length. Therefore, only order-of-magnitude

estimates of kon can be obtained from such measurements [64].

Additional information about the unbinding process is contained in the distribu-

tions of the unbinding forces. Concomitant with the shift of maxima to higher

unbinding forces, increasing the loading rate also leads to an increase in the width s
of the distributions [23, 41], indicating that at lower loading rates the system adjusts

closer to equilibrium. The lifetime t(f) of a bond under an applied force was

estimated by the time the cantilever spends in the force window spanned by the

standard deviation of the most probable force for unbinding [3]. In the case of

Ni2+-His6, the lifetime of the complex decreased from 17 to 2.5 ms when the force

was increased from 150 to 194 pN [23]. The data fit well to Bell’s model, confirm-

ing the predicted exponential dependence of bond lifetime on the applied force, and

yielded an estimated lifetime at zero force of about 15 s. A more direct measure-

ment of t is afforded by force-clamp experiments in which the applied force is kept

constant by a feedback loop. This configuration was first adapted for use with AFM

by Oberhauser et al. [66], who employed it to study the force dependence of the

unfolding probability of the I27 and I28 modules of cardiac titin as well as of the

full-length protein [66].

However, as discussed above, in most experiments the applied force is not

constant but varies with time, and the measured bond strength depends on the

loading rate [55, 57, 67]. In accordance with this, experimentally measured unbind-

ing forces do not assume unitary values but rather vary with both pulling velocity

[59, 64] and cantilever spring constant [1]. The slopes of the force versus loading

rate curves contain information about the length scale xb of prominent energy

barriers along the force-driven dissociation pathway, which may be related to the

depth of the binding pocket of the interaction [64]. The predicted logarithmic

dependence of the unbinding force on the loading rate holds well when the barriers

are stationary with force, as confirmed by a large number of unbinding and

unfolding experiments [14, 23, 41, 59, 64, 65, 68]. However, if the position of the

transition state is expected to vary along the reaction coordinate with the force, as

for example when the curvature at the top of the barrier is small, the strict

logarithmic dependence gives way to more complex forms.

Schleirf and Rief [69] used a Kramers diffusion model to calculate the probabil-

ity force distributions when the barrier cannot be assumed to be stationary. Notably,

although the position of the transition state predicted by the Bell model was smaller

than that predicted by the Kramer analysis by 6Å, the most probable unfolding

forces showed an almost perfect logarithmic dependence on the pulling velocity,

indicating that great care should be taken before the linear theory of DFS is applied.
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Failure to fit force distributions at high loading rates using a Bell model was also

reported by Neuert et al. [70] for the interaction of digoxigenin and antidigoxigenin.

Poor matches were observed in the crossover region between the two linear regimes

of the force spectrum as well. Klafter et al. also suggested a method to analyze force

spectra which also does not assume stationarity of the energy barrier [71]. In their

treatment, they find a ( ln r)2/3 dependence of the mean force of dissociation, where r
is the loading rate. They also find the distribution of unbinding forces to be asymmet-

ric, as indeed observed many times. Evstigneev and Reimann [72] suggest that the

practice of fitting this asymmetric distribution with a Gaussian one in order to extract

the mean rupture leads to the latter’s overestimation and consequently to an overes-

timate of the force-free dissociation rate. They suggest an optimized statistical data

analysis which overcomes this limitation by combining data at many pulling rates

into a single distribution of the probability of rupture versus force.

The force spectra may also be used to derive the dissociation rate constant koff by
extrapolation to zero force [59, 64, 65]. As mentioned above, values derived in this

manner may differ from those obtained from bulk measurements because only a

subset of dissociation pathways defined by the force is sampled. Nevertheless, a

simple correlation between unbinding forces and thermal dissociation rates was

obtained for a set consisting of nine different Fv fragments constructed from point

mutations of three unrelated antifluorescein antibodies [65, 70]. This correlation,

which implies a close similarity between the force- and thermally driven pathways

explored during dissociation, was probably due to the highly rigid nature of the

interaction, which proceeds in a lock-and-key fashion. The force spectra obtained

for the different constructs exhibited a single linear regime, indicating that in all

cases unbinding was governed by a single prominent energy barrier (Fig. 8.8).
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Fig. 8.8 The dependence of the unbinding force on the loading rate for two antifluorescein

antibodies. For both FITC-E2 w.t. and 4D5-Flu a strictly single-exponential dependence was

found in the range accessed, indicating that only a single energy barrier was probed. The same

energy barrier dominates dissociation without forces applied because extrapolation to zero force

matches kinetic off-rates determined in solution (indicated by the arrow) (After [65])
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Interestingly, the position of the energy barrier along the forced-dissociation path-

way was found to be proportional to the height of the barrier and, thus, most likely

includes contributions arising from elastic stretching of the antibodies during the

unbinding process.

A good correspondence between dissociation rates derived from mechanical

unbinding experiments and from bulk assays was also reported by Neuert et al.

[70]. In this case, the experimental system consisted of digoxigenin and its

specific antibody. This pair is used as a noncovalent coupler in various applica-

tions, including forced-unbinding experiments. The force spectra obtained for the

complex suggested that the unbinding path is traversed by two activation energy

barriers located at xb ¼ 0.35 nm and xb ¼ 1.15 nm. Linear fit of the low-force

regime revealed a dissociation rate at zero force of 0.015 s–1, in close agreement

with the 0.023 s–1 value obtained from bulk measurements made on antidigoxi-

genin Fv fragments.

8.5.2 Complex Bonds and Energy Landscapes

The energy landscapes that describe proteins are generally not smooth. Rather, they

are traversed by multiple energy barriers of various heights that render them highly

corrugated or rugged. All these barriers affect the kinetics and conformational

dynamics of proteins and any one of them may govern interaction lifetime and

strength on certain time scales. Dynamic force spectroscopy provides an excellent

tool to detect energy barriers which are difficult or impossible to detect by conven-

tional, near-equilibrium assays and to probe the free energy surface of proteins and

protein complexes. It also provides a natural means to study interactions which are

normally subjected to varying mechanical loads [59, 64, 73, 74, 75].

A beautiful demonstration of the ability of dynamic force spectroscopy to reveal

hidden barriers was provided by Merkel et al. [41], who used BFP to probe bond

formation between biotin and streptavidin or avidin over a broad range of loading

rates. In contrast to early studies which reported fixed values of bond strength

[61, 62], a continuous spectrum of unbinding forces ranging from 5 to 170 pN was

obtained (Fig. 8.9). Concomitantly, interaction lifetime decreased from about 1 min

to 0.001 s, revealing the reciprocal relation between bond strength and lifetime

expected for thermally activated kinetics under a rising force. Most notably,

depending on the loading rate, unbinding kinetics was dominated by different

activation energy barriers positioned along the force-driven unbinding pathway.

Barriers emerged sequentially, with the outermost barrier appearing first, each

giving rise to a distinct linear regime in the force spectrum. Going from one linear

regime to the next was associated with an abrupt change in slope, indicating that a

crossover between an outer to (more) inner barrier had occurred. The position of

two of the three barriers identified in the force spectra was consistent with the

location of prominent transition states revealed by molecular dynamics simulations

[55, 67]. However, as was mentioned earlier, unbinding is not necessarily confined
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to a single, well-defined path, and may take different routes even when directed by

an external force. Molecular dynamics simulations of force-driven unbinding of an

antibody–antigen complex characterized by a highly flexible binding pocket

revealed a large heterogeneity of enforced dissociation pathways [76].

The rolling of leukocytes on activated endothelium is a first step in the emer-

gence of leukocytes out of the blood stream into sites of inflammation. This rolling,

which occurs under hydrodynamic shear forces, is mediated by selectins, a family

of extended, calcium-dependent lectin receptors present on the surface of endothe-

lial cells. To fulfill their function, selectins and their ligands exhibit a unique

combination of mechanical properties: they associate rapidly and avidly and can

tether cells over very long distances by their long, extensible structure. In addition,

complexes formed between selectins and their ligands can withstand high tensile

forces and dissociate in a controllable manner, which allows them to maintain

rolling without being pulled out of the cell membrane.

Fritz et al. [59] used dynamic force spectroscopy to study the interaction

between P-selectin and its leukocyte-expressed surface ligand P-selectin glycopro-

tein ligand-1 (PSGL-1). Modeling both intermolecular and intramolecular forces, as

well as adhesion probability, they were able to obtain detailed information on

rupture forces, elasticity, and the kinetics of the interaction. Complexes were able

to withstand forces up to 165 pN and exhibited a chain-like elasticity with a

molecular spring constant of 5.3 pN/nm and a persistence length of 0.35 nm.

Rupture forces and the lifetime of the complexes exhibited the predicted logarith-

mic dependence on the loading rate.

An important characteristics of the interaction between P-selectin and PSGL-1,

which is highly relevant to the biological function of the complex, was found by
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Fig. 8.9 Unbinding force distributions and energy landscape of a complex molecular bond. (a)

Force histograms of single biotin–streptavidin bonds recorded at different loading rates. The shift

in peak location and the increase in width with increasing loading rate is clearly demonstrated. (b)
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energy landscape traversed along a reaction coordinate under force. The external force f adds a
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to dominate when the outer has fallen below it due to the applied force (After [41])
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investigating the dependence of the adhesion probability between the two mole-

cules on the velocity of the AFM probe. Counterintuitively and in contrast to

experiments with avidin–biotin [61], antibody–antigen [3], or cell adhesion pro-

teoglycans [8], the adhesion probability between P-selectin and PSGL-1 was found

to increase with increasing velocities [59]. This unexpected dependency explains

the increase in leukocyte tethering probability with increased shear flow observed

in rolling experiments. Since the adhesion probability approached 1, it was con-

cluded that binding occurs instantaneously as the tip reaches the surface and, thus,

proceeds with a very fast on-rate. The complex also exhibited a fast forced off-rate.

Such a fast-on/fast-off kinetics is probably important for the ability of leukocytes to

bind and detach rapidly from the endothelial cell surface. Likewise, the long

contour length of the complex together with its high elasticity reduces the mechan-

ical loading on the complex upon binding and allows leukocyte rolling even at high

shear rates.

Evans et al. [73] used BPF to study the interaction between PSGL-1 and another

member of the selectin family, L-selectin. The force spectra, obtained over a range

of loading rates extending from 10 to 100000 pN/s, revealed two prominent energy

barriers along the unbinding pathway: an outer barrier, probably constituted by an

array of hydrogen bonds, that impeded dissociation under slow detachment, and an

inner, Ca2+-dependent barrier that dominated dissociation under rapid detachment.

The observed hierarchy of inner and outer activation barriers was proposed to be

important for multibond recruitment during selectin-mediated function.

Using force-clamp AFM [66], bond lifetimes were directly measured in depen-

dence on a constantly applied force. For this, lifetime–force relations of P-selectin

complexed to two forms of P-selectin glycoprotein ligand 1 (PSGL-1) and to G1, a

blocking monoclonal antibody against P-selectin, respectively, were determined

[75]. Both monomeric (sPSGL-1) and dimeric PSGL-1 exhibited a biphasic rela-

tionship between lifetime and force in their interaction to P-selectin (Fig. 8.10a,b).

The bond lifetimes initially increased, indicating the presence of catch bonds. After

reaching a maximum, the lifetimes decreased with force, indicating a catch bond. In
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contrast, the P-selectin/G1 bond lifetimes decreased exponentially with force

(Fig. 8.10c), displaying typical slip bond characteristics that are well described by

the single-energy-barrier Bell model. The curves of lifetime against force for the

two forms of PSGL1-1 had similar biphasic shapes (Fig. 8.10a,b), but the PSGL-1

curve (Fig. 8.10b) was shifted relative to the sPSGL-1 curve (Fig. 8.10a), approxi-

mately doubling the force and the lifetime. These data suggest that sPSGL-1 forms

monomeric bonds with P-selectin, whereas PSGL-1 forms dimeric bonds with

P-selectin. In agreement with the studies describes above, it was concluded that

the use of force-induced switching from catch to slip bonds might be physiologi-

cally relevant for the tethering and rolling process of leukocytes on selectins [75].

Baumgartner et al. [64] used AFM to probe specific trans-interaction forces and

conformational changes of recombinant vascular endothelial (VE)-cadherin strand

dimers. VE-cadherins are cell-surface proteins thatmediate the adhesion of cells in the

vascular endothelium through Ca2+-dependent homophilic interactions of their

N-terminal extracellular domains. Acting as such they play an important role in the

regulation of intercellular adhesion and communication in the inner surface of blood

vessels. Unlike selectin-mediated adhesion, association between trans-interacting VE

dimers was slow and independent of probe velocity, and complexes were ruptured at

relatively low forces. These differences were attributed to the fact that, as opposed to

selectins, cadherins mediate adhesion between resting cells. Mechanical stress on the

junctions is thus less intense and high-affinity binding is not required to establish and

maintain intercellular adhesion. Determination of Ca2+ dependency of recognition

events between tip- and surface-bound VE-cadherins revealed a surprisingly high

KD (1.15 mM), which is very close to the free extracellular Ca2+ concentration in the

body. Binding also revealed a strong dependence on calcium concentration, giving

rise to an unusually high Hill coefficient of�5. This steep dependency suggests that

local changes of free extracellular Ca2+ in the narrow intercellular space may

facilitate rapid remodeling of intercellular adhesion and permeability.

Odorico et al. [77] used DFS to explore the energy landscape underlying the

interaction between a chelated uranyl compound and a monoclonal antibody raised

against the uranyl-dicarboxy-phenanthroline complex. To isolate contributions of

the uranyl moiety to the binding interaction, measurements were performed with

and without the ion in the chelating ligand. In the presence of uranyl, the force

spectra contained two linear regimes, suggesting the presence of at least two major

energy barriers along the unbinding pathway. To relate the experimental data to

molecular events, the authors constructed a model with a variable fragment of the

antibody and used computational graphics to dock the chelated uranyl ion into the

binding pocket. The analysis suggested that the inner barrier (xb ¼ 0.5Å) reflects

the rupture of coordination bonds between the uranium atom and an Asp residue,

whereas the outer barrier (xb ¼ 3.9Å) amounts to the detachment of the entire

ligand from the Ab binding site.

Nevo et al. [78, 79] used single-molecule force spectroscopy to discriminate

between alternative mechanisms of protein activation (Fig. 8.11). The activation of

proteins by other proteins, protein domains or small ligands is a central process in

biology, e.g., in signalling pathways and enzyme activity. Moreover, activation and
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deactivation of genes both depend on the switching of proteins between alternative

functional states. Two general mechanisms have been proposed. The induced-fit

model assigns changes in protein activity to conformational changes triggered by

effector binding. The population-shift model, on the other hand, ascribes these

changes to a redistribution of preexisting conformational isomers. According to

this model, also known as the preequilibrium or conformational selection model,

protein structure is regarded as an ensemble of conformations existing in equilibrium.

The ligand binds to one of these conformations, i.e., the one to which it is most

complementary, thus shifting the equilibrium in favor of this conformation. Discrim-

ination between the two models of activation requires that the distribution of confor-

mational isomers in the ensemble is known. Such information, however, is very hard

to obtain from conventional bulk methods because of ensemble averaging.

Using AFM, Nevo and coworkers measured the unbinding forces of two related

protein complexes in the absence or presence of a common effector. The complexes

consisted of the nuclear transport receptor importin b(impb) and the small GTPase

Ran. The difference between them was the nucleotide-bound state of Ran, which

was either guanosine diphosphate (GDP) or guanosine-5’-triphosphate (GTP). The

effector molecule was the Ran-binding protein RanBP1. Loaded with GDP, Ran

associated weakly with impb to form a single bound state characterized by unim-

odal distributions of small unbinding forces (Fig. 8.11a, dotted line). Addition of

Ran BP1 resulted in a marked shift of the distribution to higher unbinding forces

(Fig. 8.11b, dashed to solid line). These results were interpreted to be consistent

with an induced-fit mechanism where binding of RanBP1 induces a conformational
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Fig. 8.11 Protein activation revealed by force spectroscopy. Ran and importin b (impb) were
immobilized onto the AFM cantilevered tip and mica, respectively, and the interaction force was

measured at different loading rates in the absence or presence of RanBP1, which was added as a

mobile substrate to the solution in the AFM liquid cell. Unbinding force distributions obtained for

impb–Ran complexes at pulling velocity of 2,000 nm/s. Association of impbwith Ran loaded with

GDP (a) or with nonhydrolyzable GTP analogue (GppNHp) (b) gives rise to uni- or bimodal force

distributions, respectively, reflecting the presence of one or two bound states. (b–c) Force spectra

obtained for complexes of impb with RanGDP or with RanGppNHp, in the absence (dashed lines)
or presence (solid lines) of RanBP1. The results indicate that activation of impb–RanGDP and

imp–RanGTP complexes by RanBP1 proceeds through induced-fit and dynamic population-shift

mechanisms, respectively (see text for details) (After [78,79])

376 P. Hinterdorfer et al.



change in the complex, which, in turn, strengthens the interaction between impb
and Ran(GDP). In contrast, association of RanGTP with impb was found to lead to

alternative bound states of relatively low and high adhesion strength represented by

partially overlapping force distributions (Fig. 8.11a, solid line). When RanBP1 was

added to the solution, the higher-strength population, which predominated the

ensemble in the absence of the effector (Fig. 8.11c, dashed lines), was diminished,

and the lower-strength conformation became correspondingly more populated

(Fig. 8.11c, solid line). The means of the distributions, however, remain unchanged,

indicating that the strength of the interaction in the two states of the complex had

not been altered by the effector. These data fit a dynamic population-shift mecha-

nism in which RanBP1 binds selectively to the lower-strength conformation of

RanGTP–impb, changing the properties and function of the complex by shifting the

equilibrium between its two states.

The complex between impb and RanGTP was also used in studies aimed to

measure the energy landscape roughness of proteins. The roughness of the energy

landscapes that describe proteins has numerous effects on their folding and binding

as well as on their behavior at equilibrium, since undulations in the free energy

surface can attenuate diffusion dramatically. Thus, to understand how proteins fold,

bind, and function, one needs to know not only the energy of their initial and final

states, but also the roughness of the energy surface that connects them. However,

for a long time, knowledge of protein energy landscape roughness came solely from

theory and simulations of small model proteins.

Adopting Zwanzig’s theory of diffusion in rough potentials [80], Hyeon and

Thirumalai [81] proposed that the energy landscape roughness of proteins can be

measured from single-molecule mechanical unfolding experiments conducted at

different temperatures. In particular, their simulations showed that at a constant

loading rate the most probable force for unfolding increases because of roughness

that acts to attenuate diffusion. Because this effect is temperature dependent, an

overall energy scale of roughness, e, can be derived from plots of force versus

loading rate acquired at two arbitrary temperatures. Extending this theory to the

case of unbinding, and performing single-molecule force spectroscopy measure-

ments, Nevo et al. [82] extracted the overall energy scale of roughness e for

RanGTP–impb. The results yielded e > 5kBT, indicating a bumpy energy surface,

which is consistent with the unusually high structural flexibility of impb and its

ability to interact with different, structurally distinct ligands in a highly specific

manner. This mechanistic principle may also be applicable to other proteins whose

function demands highly specific and regulated interactions with multiple ligands.

More recently, the same type of analysis using three temperatures and pulling

speeds in the range of 100 to 38,000 nm/s, was applied to derive e for the well-

studied streptavidin–biotin interaction [83]. Analysis of the Bell parameters revealed

considerable widening of the inner barrier for the transition with temperature,

reflecting perhaps a softening of the dominant hydrogen-bond network that stabi-

lizes the ground state of the complex. In contrast, the position of the outer barrier did

not change significantly upon increase of the temperature. Estimations of e were
made at four different forces, 75, 90, 135, and 156 pN, with the first two forces
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belonging to the first linear loading regime of the force spectrum (outer barrier) and

the last two to the second (inner barrier). The values obtained were consistent within
each of the two regimes, averaging at 7.5 and �5.5kBT along the outer and inner

barriers of the transition, respectively. The difference was attributed to contributions

from the intermediate state of the reaction, which is suppressed (along with the outer

barrier) at high loading rates. The origin of roughness was attributed to competition

of solvent water molecules with some of the hydrogen bonds that stabilize the

complex and to the aforementioned 3–4 loop of streptavidin, which is highly flexible

and, therefore, may induce the formation of multiple conformational substates in

the complex. It was also proposed by the authors that the large roughness detected in

the energy landscape of streptavidin–biotin is a significant contributor to the unusu-

ally slow dissociation kinetics of the complex and may account for the discrepancies

in the unbinding forces measured for this pair.

8.5.3 Live Cells and Membranes

Thus far, there have been only a few attempts to apply recognition force spectros-

copy to cells. In one of the early studies, Lehenkari and Horton [84] measured the

unbinding forces between integrin receptors present on the surface of intact cells

and several RGD-containing (Arg–Gly–Asp) ligands. The unbinding forces

measured were found to be cell and amino acid sequence specific, and sensitive

to pH and the divalent cation composition of the cellular culture medium. In

contrast to short linear RGD hexapeptides, larger peptides and proteins containing

the RGD sequence showed different binding affinities, demonstrating that the

context of the RGD motif within a protein has a considerable influence upon its

interaction with the receptor. In another study, Chen and Moy [85] used AFM to

measure the adhesive strength between concanavalin A (Con A) coupled to an AFM

tip and Con A receptors on the surface of NIH3T3 fibroblasts. Cross-linking of

receptors with either glutaraldehyde or 3, 30-dithio-bis(sulfosuccinimidylproprio-

nate) (DTSSP) led to an increase in adhesion that was attributed to enhanced

cooperativity among adhesion complexes. The results support the notion that

receptor cross-linking can increase adhesion strength by creating a shift towards

cooperative binding of receptors. Pfister et al. [86] investigated the surface

localization of HSP60 on stressed and unstressed human umbilical venous endo-

thelial cells (HUVECs). By detecting specific single-molecule binding events

between the monoclonal antibody AbII-13 tethered to AFM tips and HSP60

molecules on cells, clear evidence was found for the occurrence of HSP60 on the

surface of stressed HUVECs, but not on unstressed HUVECs.

The sidedness and accessibility of protein epitopes of the Na2+/D-glucose cotran-

sporter 1 (SGLT1) was probed in intact brush border membranes by a tip-bound

antibody directed against an amino acid sequence close to the glucose binding site

[38]. Binding of glucose and transmembrane transport altered both the binding

probability and the most probable unbinding force, suggesting changes in the

orientation and conformation of the transporter. These studies were extended to
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live SGLT1-transfected CHO cells [87]. Using AFM tips carrying the substrate 1-b-
thio-D-glucose, direct evidence could be obtained that, in the presence of sodium, a

sugar binding site appears on the SGLT1 surface. It was shown that this binding site

accepts the sugar residue of the glucoside phlorizin, free D-glucose and D-galactose,

but not free L-glucose. The data indicate the importance of stereoselectivity for

sugar binding and transport.

Studies on the interaction between leukocyte function-associated antigen-1

(LFA-1) and its cognate ligand, intercellular adhesion molecules 1 and 2

(ICAM-1 and ICAM-2), which play a crucial role in leukocyte adhesion, revealed

two prominent barriers [74, 88]. The experimental system consisted of LFA-1-

expressing Jurkat T-cells attached to the end of the AFM cantilever and surface-

immobilized ICAM-1 or -2. For both ICAM-1 and ICAM-2, the force spectra

exhibited fast and slow loading regimes, amounting to a sharp, inner energy barrier

(xb � 0.56Å and 1.5Å, for complexes formed with ICAM-1 and ICAM-2) and a

shallow, outer barrier (xb � 3.6Å and 4.9Å), respectively. Addition of Mg2+ led to

an increase of the rupture forces measured in the slow loading regime, indicating an

increment of the outer barrier in the presence of the divalent cation. Comparison

between the force spectra obtained for the complexes formed between LFA-1

and ICAM-1 or ICAM-2 indicated that, in the fast loading regime, the rupture

of LFA-1–ICAM-1 depends more steeply on the loading rate than that of

LFA-1–ICAM-2. The difference in dynamic strength between the two interactions

was attributed to the presence of wider barriers in the LFA-1–ICAM-2 complex,

which render the interaction more receptive to the applied load. The enhanced

sensitivity of complexes with ICAM-2 to pulling forces was proposed to be impor-

tant for the ability of ICAM-2 to carry out routine immune surveillance, which

might otherwise be impeded due to frequent adhesion events.

8.6 Recognition Imaging

Besides measuring interaction strengths, locating binding sites over biological

surfaces such as cells or membranes is of great interest. To achieve this goal,

force detection must be combined with high-resolution imaging.

Ludwig et al. [89] used chemical force microscopy to image a streptavidin

pattern with a biotinylated tip. An approach–retract cycle was performed at each

point of a raster, and topography, adhesion, and sample elasticity were extracted

from the local force ramps. This strategy was also used to map binding sites on

cells [90, 91] and to differentiate between red blood cells of different blood groups

(A and 0) using AFM tips functionalized with a group A-specific lectin [92].

Identification and localization of single antigenic sites was achieved by record-

ing force signals during the scanning of an AFM tip coated with antibodies along a

single line across a surface immobilized with a low density of antigens [3, 11].

Using this method, antigens could be localized over the surface with positional

accuracy of 1.5 nm. A similar configuration used by Willemsen et al. [93] enabled
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the simultaneous acquisition of height and adhesion-force images with near molec-

ular resolution.

The aforementioned strategies of force mapping either lack high lateral resolu-

tion [89] and/or are much slower [3, 11, 93] than conventional topographic imaging

since the frequency of the force-sensing retract–approach cycles is limited by

hydrodynamic damping. In addition, the ligand needs to be detached from the

receptor in each retract–approach cycle, necessitating large working amplitudes

(50 nm). Therefore, the surface-bound receptor is inaccessible to the tip-immobi-

lized ligand on the tip during most of the time of the experiment. This problem,

however, should be overcome with the use of small cantilevers [53], which should

increase the speed for force mapping because the hydrodynamic forces are signifi-

cantly reduced and the resonance frequency is higher than that of commercially

available cantilevers. Short cantilevers were recently applied to follow the associa-

tion and dissociation of individual chaperonin proteins, GroES to GroEL, in real

time using dynamic force microscopy topography imaging [94].

An imaging method for mapping antigenic sites on surfaces was developed [20]

by combining molecular recognition force spectroscopy [3] with dynamic force

microscopy (DFM) [28, 96]. In DFM, the AFM tip is oscillated across a surface and

the amplitude reduction arising from tip–surface interactions is held constant by a

feedback loop that lifts or lowers the tip according to the detected amplitude signal.

Since the tip contacts the surface only intermittently, this technique provides very

gentle tip–surface interactions and the specific interaction of the antibody on the tip

with the antigen on the surface can be used to localize antigenic sites for recording

recognition images. The AFM tip is magnetically coated and oscillated by an

alternating magnetic field at very small amplitudes while being scanned along the

surface. Since the oscillation frequency is more than a hundred times faster than

typical frequencies in conventional force mapping, the data acquisition rate is much

higher. This method was recently extended to yield fast, simultaneous acquisition

of two independent maps, i.e., a topography image and a lateral map of recognition

sites, recorded with nm resolution at experimental times equivalent to normal AFM

imaging [95, 97, 98].

Topography and recognition images were simultaneously obtained (TREC

imaging) using a special electronic circuit (PicoTrec, Agilent, Chandler, AZ)

(Fig. 8.12a). Maxima (Uup) and minima (Udown) of each sinusoidal cantilever

deflection period were depicted in a peak detector, filtered, and amplified. Direct-

current (DC) offset signals were used to compensate for the thermal drifts of the

cantilever. Uup and Udown were fed into the AFM controller, with Udown driving

the feedback loop to record the height (i.e., topography) image and Uup providing

the data for constructing the recognition image (Fig. 8.12a). Since we used canti-

levers with low Q-factor (�1 in liquid) driven at frequencies below resonance, the

two types of information were independent. In this way, topography and recogni-

tion image were recorded simultaneously and independently.

The circuit was applied to mica containing singly distributed avidin molecules

using a biotinylated AFM tip [95]. The sample was imaged with an antibody-

containing tip, yielding the topography (Fig. 8.12b, left image) and the recognition

380 P. Hinterdorfer et al.



image (Fig. 8.12b, right image) at the same time. The tip oscillation amplitude

(5 nm) was chosen to be slightly smaller than the extended cross-linker length

(8 nm), so that both the antibody remained bound while passing a binding site and

the reduction of the upwards deflection was of sufficient significance compared

with the thermal noise. Since the spring constant of the polymeric cross-linker

increases nonlinearly with the tip–surface distance (Fig. 8.5), the binding force is

only sensed close to full extension of the cross-linker (given at the maxima of the

oscillation period). Therefore, the recognition signals were well separated from

the topographic signals arising from the surface, in both space (Dz � 5 nm) and

time (half-oscillation period �0.1 ms).

The bright dots with 2–3 nm height and 15–20 nm diameter visible in the

topography image (Fig. 8.12b, left image) represent single avidin molecules

stably adsorbed onto the flat mica surface. The recognition image shows black

dots at positions of avidin molecules (Fig. 8.12b, right image) because the

oscillation maxima are lowered due to the physical avid–biotin connection estab-

lished during recognition. That the lateral positions of the avidin molecules

obtained in the topography image are spatially correlated with the recognition

signals of the recognition image is indicated by solid circles in the images

(Fig. 8.12). Recognition between the antibody on the tip and the avidin on the

surface took place for almost all avidin molecules, most likely because avidin

contains four biotin binding sites, two on either side. Thus, one would assume to

have always binding epitopes oriented away from the mica surface and accessible

to the biotinylated tip, resulting in a high binding efficiency. Structures observed

in the topography image and not detected in the recognition image were very rare

(dotted circle in Fig. 8.12b).

It is important to note that topography and recognition images were recorded at

speeds typical for standard AFM imaging and were therefore considerably faster than

conventional force mapping. With this methodology, topography and recognition
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Fig. 8.12 Simultaneous topography and recognition (TREC) imaging. (a) Principle: the cantile-

ver oscillation is split into lower and upper parts, resulting in simultaneously acquired topography

and recognition images. (b) Avidin was electrostatically adsorbed to mica and imaged with a

biotin-tethered tip. Good correlation between topography (left image, bright spots) and recognition
(right image, dark spots) was found (solid circles). Topographical spots without recognition

denote structures lacking specific interaction (dashed circle). Scan size was 500 nm (After [95])
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images can be obtained at the same time and distinct receptor sites in the recog-

nition image can be assigned to structures from the topography image. This method

is applicable to any ligand, and therefore it should prove possible to recognize

many types of proteins or protein layers and carry out epitope mapping on the nm

scale on membranes, cells, and complex biological structures. In a striking recent

example, histone proteins H3 were identified and localized in a complex chromatin

preparation [98].

Recently, TREC imaging was applied to gently fixed microvascular endothelial

cells from mouse myocardium (MyEnd) in order to visualize binding sites of VE-

cadherin, known to play a crucial role in homophilic cell adhesion [99]. TREC

images were acquired with AFM tips coated with a recombinant VE-cadherin. The

recognition images revealed prominent, irregularly shaped dark spots (domains)

with size from 30 to 250 nm. The domains enriched in VE-cadherins molecules

were found to be collocated with the cytoskeleton filaments supporting the anchor-

age of VE-cadherins to F-actin. Compared with conventional techniques such as

immunochemistry or single-molecule optical microscopy, TREC represents an

alternative method to quickly obtain the local distribution of receptors on cell

surface with unprecedented lateral resolution of several nanometers.

8.7 Concluding Remarks

Atomic force microscopy has evolved to become an imaging method that can yield

the finest structural details on live, biological samples in their native, aqueous

environment under ambient conditions. Due to its high lateral resolution and

sensitive force detection capability, it is now possible to measure molecular forces

of biomolecules on the single-molecule level. Well beyond the proof-of-principle

stage of the pioneering experiments, AFM has now developed into a high-end

analysis method for exploring kinetic and structural details of interactions underly-

ing protein folding and molecular recognition. The information obtained from force

spectroscopy, being on a single-molecule level, includes physical parameters not

accessible by other methods. In particular, it opens up new perspectives to explore

the dynamics of biological processes and interactions.

References

1. G.U. Lee, D.A. Kidwell, R.J. Colton, Sensing discrete streptavidin-biotin interactions with

atomic force microscopy. Langmuir 10, 354–357 (1994).

2. E.L. Florin, V.T. Moy, H.E. Gaub, Adhesion forces between individual ligand receptor pairs.

Science 264, 415–417 (1994).

3. P. Hinterdorfer, W. Baumgartner, H.J. Gruber, K. Schilcher, H. Schindler, Detection and

localization of individual antibody-antigen recognition events by atomic force microscopy.

Proc. Natl. Acad. Sci. USA 93, 3477–3481 (1996).

382 P. Hinterdorfer et al.



4. G. Binnig, C.F. Quate, C. Gerber, Atomic force microscope. Phys. Rev. Lett. 56, 930–933

(1986).

5. M. Grandbois, W. Dettmann, M. Benoit, H.E. Gaub, How strong is a covalent bond. Science

283, 1727–1730 (1999).

6. T. Boland, B.D. Ratner, Direct measurement of hydrogen bonding in DNA nucleotide bases

by atomic force microscopy. Proc. Natl. Acad. Sci. USA 92, 5297–5301 (1995).

7. P. Wagner, M. Hegner, P. Kernen, F. Zaugg, G. Semenza, Covalent immobilization of native

biomolecules onto Au(111) via N-hydroxysuccinimide ester functionalized self assembled

monolayers for scanning probe microscopy. Biophys. J. 70, 2052–2066 (1996).

8. U. Dammer, O. Popescu, P. Wagner, D. Anselmetti, H.-J. G€untherodt, G.M. Misevic, Binding

strength between cell adhesion proteoglycans measured by atomic force microscopy. Science

267, 1173–1175 (1995).

9. U. Dammer, M. Hegner, D. Anselmetti, P. Wagner, M. Dreier, W. Huber, H.-J. G€untherodt,
Specific antigen/antibody interactions measured by force microscopy. Biophys. J. 70,

2437–2441 (1996).

10. Y. Harada, M. Kuroda, A. Ishida, Specific and quantized antibody-antigen interaction by

atomic force microscopy. Langmuir 16, 708–715 (2000).

11. P. Hinterdorfer, K. Schilcher, W. Baumgartner, H.J. Gruber, H. Schindler, A mechanistic

study of the dissociation of individual antibody-antigen pairs by atomic force microscopy.

Nanobiology 4, 39–50 (1998).

12. S. Allen, X. Chen, J. Davies, M.C. Davies, A.C. Dawkes, J.C. Edwards, C.J. Roberts,

J. Sefton, S.J.B. Tendler, P.M. Williams, Spatial mapping of specific molecular recognition

sites by atomic force microscopy. Biochemistry 36, 7457–7463 (1997).

13. R. Ros, F. Schwesinger, D. Anselmetti, M. Kubon, R. Sch€afer, A. Pl€uckthun, L. Tiefenauer,
Antigen binding forces of individually addressed single-chain Fv antibody molecules. Proc.

Natl. Acad. Sci. USA 95, 7402–7405 (1998).

14. T. Strunz, K. Oroszlan, R. Sch€afer, H.-J. G€untherodt, Dynamic force spectroscopy of single

DNA molecules. Proc. Natl. Acad. Sci. USA 96, 11277–11282 (1999).

15. A. Ebner, P. Hinterdorfer, H.J. Gruber, Comparison of different aminofunctionalization

strategies for attachment of single antibodies to AFM cantilevers. Ultramicroscopy 107,

922–927 (2007).

16. S.S. Wong, E. Joselevich, A.T. Woolley, C.L. Cheung, C.M. Lieber, Covalently functiona-

lyzed nanotubes as nanometre-sized probes in chemistry and biology. Nature 394, 52–55

(1998).

17. P. Hinterdorfer, F. Kienberger, A. Raab, H.J. Gruber, W. Baumgartner, G. Kada, C. Riener,

S. Wielert-Badt, C. Borken, H. Schindler, Poly(ethylene glycol): An ideal spacer for molecu-

lar recognition force microscopy/spectroscopy. Single Mol. 1, 99–103 (2000).

18. T. Haselgr€ubler, A. Amerstorfer, H. Schindler, H.J. Gruber, Synthesis and applications of a

new poly(ethylene glycol) derivative for the crosslinking of amines with thiols. Bioconjug.

Chem. 6, 242–248 (1995).

19. A.S.M. Kamruzzahan, A. Ebner, L. Wildling, F. Kienberger, C.K. Riener, C.D. Hahn,

P.D. Pollheimer, P. Winklehner, M. Holzl, B. Lackner, D.M. Schorkl, P. Hinterdorfer,

H.J. Gruber, Antibody linking to atomic force microscope tips via disulfide bond formation.

Bioconjug. Chem. 17(6), 1473–1481 (2006).

20. A. Raab, W. Han, D. Badt, S.J. Smith-Gill, S.M. Lindsay, H. Schindler, P. Hinterdorfer,

Antibody recognition imaging by force microscopy. Nat. Biotech. 17, 902–905 (1999).

21. G.U. Lee, A.C. Chrisey, J.C. Colton, Direct measurement of the forces between complemen-

tary strands of DNA. Science 266, 771–773 (1994).

22. M. Conti, G. Falini, B. Samori, How strong is the coordination bond between a histidine tag

and Ni-nitriloacetate? An experiment of mechanochemistry on single molecules. Angew.

Chem. 112, 221–224 (2000).

23. F. Kienberger, G. Kada, H.J. Gruber, V.P. Pastushenko, C. Riener, M. Trieb, H.-G. Knaus,

H. Schindler, P. Hinterdorfer, Recognition force spectroscopy studies of the NTA-His6 bond.

Single Mol. 1, 59–65 (2000).

8 Molecular Recognition Force Microscopy 383



24. L. Schmitt, M. Ludwig, H.E. Gaub, R. Tampe, A metal-chelating microscopy tip as a new

toolbox for single-molecule experiments by atomic force microscopy. Biophys. J. 78,

3275–3285 (2000).

25. S. Lata, A. Reichel, R. Brock, R. Tampe, J. Piehler, High-affinity adaptors for switchable

recognition of histidine-tagged proteins. J. Am. Chem. Soc. 127, 10205–10215 (2005).

26. A. Ebner, L. Wildling, R. Zhu, C. Rankl, T. Haselgr€ubler, P. Hinterdorfer, H.J. Gruber,
Functionalization of probe tips and supports for single molecule force microscopy. Top.

Curr. Chem. 285, 29–76 (2008).

27. C. Yuan, A. Chen, P. Kolb, V.T. Moy, Energy landscape of avidin-biotin complexes measured

burey atomic force microscopy. Biochemistry 39, 10219–10223 (2000).

28. W. Han, S.M. Lindsay, M. Dlakic, R.E. Harrington, Kinked DNA. Nature 386, 563 (1997).

29. G. Kada, L. Blaney, L.H. Jeyakumar, F. Kienberger, V.P. Pastushenko, S. Fleischer,

H. Schindler, F.A. Lai, P. Hinterdorfer, Recognition force microscopy/spectroscopy of ion

channels: Applications to the skeletal muscle Ca2+ release channel (RYR1). Ultramicroscopy

86, 129–137 (2001).

30. D.J. M€uller, W. Baumeister, A. Engel, Controlled unzipping of a bacterial surface layer

atomic force microscopy. Proc. Natl. Acad. Sci. USA 96, 13170–13174 (1999).

31. F. Oesterhelt, D. Oesterhelt, M. Pfeiffer, A. Engle, H.E. Gaub, D.J. M€uller, Unfolding path-

ways of individual bacteriorhodopsins. Science 288, 143–146 (2000).

32. E. Kiss, C.-G. G€olander, Chemical derivatization of muscovite mica surfaces. Colloids Surf.

49, 335–342 (1990).

33. S. Karrasch, M. Dolder, F. Schabert, J. Ramsden, A. Engel, Covalent binding of biological

samples to solid supports for scanning probe microscopy in buffer solution. Biophys. J. 65,

2437–2446 (1993).

34. N.H. Thomson, B.L. Smith, N. Almqvist, L. Schmitt, M. Kashlev, E.T. Kool, P.K. Hansma,

Oriented, active escherichia coli RNA polymerase: An atomic force microscopy study.

Biophys. J. 76, 1024–1033 (1999).

35. G. Kada, C.K. Riener, P. Hinterdorfer, F. Kienberger, C.M. Stroh, H.J. Gruber, Dithio-

phospholipids for biospecific immobilization of proteins on gold surfaces. Single Mol. 3,

119–125 (2002).

36. C. LeGrimellec, E. Lesniewska, M.C. Giocondi, E. Finot, V. Vie, J.P. Goudonnet, Imaging of

the surface of living cells by low-force contact-mode atomic force microscopy. Biophys. J.

75(2), 695–703 (1998).

37. K. Schilcher, P. Hinterdorfer, H.J. Gruber, H. Schindler, A non-invasive method for the tight

anchoring of cells for scanning force microscopy. Cell. Biol. Int. 21, 769–778 (1997).

38. S. Wielert-Badt, P. Hinterdorfer, H.J. Gruber, J.-T. Lin, D. Badt, H. Schindler, R.K.-H. Kinne,

Single molecule recognition of protein binding epitopes in brush border membranes by force

microscopy. Biophys. J. 82, 2767–2774 (2002).

39. P. Bongrand, C. Capo, J.-L. Mege, A.-M. Benoliel, Use of hydrodynamic flows to study cell

adhesion, In Physical Basis of Cell Adhesion, ed. by P. Bongrand (CRC Press, Boca Raton,

1988) pp.125–156.

40. J.N. Israelachvili, Intermolecular and Surface Forces, 2nd edn. (Academic, New York, 1991).

41. R. Merkel, P. Nassoy, A. Leung, K. Ritchie, E. Evans, Energy landscapes of receptor-ligand

bonds explored by dynamic force spectroscopy. Nature 397, 50–53 (1999).

42. A. Askin, Optical trapping and manipulation of neutral particles using lasers. Proc. Natl.

Acad. Sci. USA 94, 4853–4860 (1997).

43. K.C. Neuman, S.M. Block, Optical trapping. Rev. Sci. Instrum. 75, 2787–2809 (2004).

44. K. Svoboda, C.F. Schmidt, B.J. Schnapp, S.M. Block, Direct observation of kinesin stepping

by optical trapping interferometry. Nature 365, 721–727 (1993).

45. S.M. Block, C.L. Asbury, J.W. Shaevitz, M.J. Lang, Probing the kinesin reaction cycle with a

2D optical force clamp. Proc. Natl. Acad. Sci. USA 100, 2351–2356 (2003).

46. A.E.M. Clemen, M. Vilfan, J. Jaud, J. Zhang, M. Barmann, M. Rief, Force-dependent stepping

kinetics of myosin-V. Biophys. J. 88, 4402–4410 (2005).

384 P. Hinterdorfer et al.



47. S. Smith, Y. Cui, C. Bustamante, Overstretching B-DNA: The elastic response of individual

double-stranded and single-stranded DNA molecules. Science 271, 795–799 (1996).

48. M.S.Z. Kellermayer, S.B. Smith, H.L. Granzier, C. Bustamante, Folding-unfolding transitions

in single titin molecules characterized with laser tweezers. Sience 276, 1112–1216 (1997).

49. T.R. Strick, J.F. Allemend, D. Bensimon, A. Bensimon, V. Croquette, The elasticity of a

single supercoiled DNA molecule. Biophys. J. 271, 1835–1837 (1996).

50. T. Lionnet, D. Joubaud, R. Lavery, D. Bensimon, V. Croquette, Wringing out DNA. Phys.

Rev. Lett. 96, 178102 (2006).

51. F. Kienberger, V.P. Pastushenko, G. Kada, H.J. Gruber, C. Riener, H. Schindler, P. Hinter-

dorfer, Static and dynamical properties of single poly(ethylene glycol) molecules investigated

by force spectroscopy. Single Mol. 1, 123–128 (2000).

52. S. Liang, D. Medich, D.M. Czajkowsky, S. Sheng, J.-Y. Yuan, Z. Shao, Thermal noise

reduction of mechanical oscillators by actively controlled external dissipative forces. Ultra-

microscopy 84, 119–125 (2000).

53. M.B. Viani, T.E. Sch€affer, A. Chand, M. Rief, H.E. Gaub, P.K. Hansma, Small cantilevers for

force spectroscopy of single molecules. J. Appl. Phys. 86, 2258–2262 (1999).

54. T. Strunz, K. Oroszlan, I. Schumakovitch, H.-J. G€untherodt, M. Hegner, Model energy

landscapes and the force-induced dissociation of ligand-receptor bonds. Biophys. J. 79,

1206–1212 (2000).

55. H. Grubm€uller, B. Heymann, P. Tavan, Ligand binding: Molecular mechanics calculation of

the streptavidin-biotin rupture force. Science 271, 997–999 (1996).

56. G.I. Bell, Models for the specific adhesion of cells to cells. Science 200, 618–627 (1978).

57. E. Evans, K. Ritchie, Dynamic strength of molecular adhesion bonds. Biophys. J. 72,

1541–1555 (1997).

58. E. Evans, K. Ritchie, Strength of a weak bondconnecting flexible polymer chains. Biophys.

J. 76, 2439–2447 (1999).

59. J. Fritz, A.G. Katopidis, F. Kolbinger, D. Anselmetti, Force-mediated kinetics of single

P-selectin/ligand complexes observed by atomic force microscopy. Proc. Natl. Acad. Sci.

USA 95, 12283–12288 (1998).

60. T. Auletta, M.R. de Jong, A. Mulder, F.C.J.M. van Veggel, J. Huskens, D.N. Reinhoudt,

S. Zou, S. Zapotocny, H. Sch€onherr, G.J. Vancso, L. Kuipers, b-cyclodextrin host-guest

complexes probed under thermodynamic equilibrium: Thermodynamics and force spectros-

copy. J. Am. Chem. Soc. 126, 1577–1584 (2004).

61. V.T. Moy, E.-L. Florin, H.E. Gaub, Adhesive forces between ligand and receptor measured by

AFM. Science 266, 257–259 (1994).

62. A. Chilkoti, T. Boland, B. Ratner, P.S. Stayton, The relationship between ligand-binding

thermodynamics and protein-ligand interaction forces measured by atomic force microscopy.

Biophys. J. 69, 2125–2130 (1995).

63. I. Schumakovitch, W. Grange, T. Strunz, P. Bertoncini, H.-J. G€untherodt, M. Hegner, Tem-

perature dependence of unbinding forces between complementary DNA strands. Biophys.

J. 82, 517–521 (2002).

64. W. Baumgartner, P. Hinterdorfer, W. Ness, A. Raab, D. Vestweber, H. Schindler, D. Drenc-

khahn, Cadherin interaction probed by atomic force microscopy. Proc. Natl. Acad. Sci. USA

8, 4005–4010 (2000).

65. F. Schwesinger, R. Ros, T. Strunz, D. Anselmetti, H.-J. G€untherodt, A. Honegger,

L. Jermutus, L. Tiefenauer, A. Pl€uckthun, Unbinding forces of single antibody-antigen

complexes correlate with their thermal dissociation rates. Proc. Natl. Acad. Sci. USA 29,

9972–9977 (2000).

66. A.F. Oberhauser, P.K. Hansma, M. Carrion-Vazquez, J.M. Fernandez, Stepwise unfolding of

titin under force-clamp atomic force microscopy. Proc. Natl. Acad. Sci. USA 16, 468–472

(2000).

67. S. Izraelev, S. Stepaniants, M. Balsera, Y. Oono, K. Schulten, Molecular dynamics study of
unbinding of the avidin-biotin complex. Biophys. J. 72, 1568–1581 (1997).

8 Molecular Recognition Force Microscopy 385



68. M. Rief, F. Oesterhelt, B. Heyman, H.E. Gaub, Single molecule force spectroscopy on

polysaccharides by atomic force microscopy. Science 275, 1295–1297 (1997).

69. M. Schlierf, M. Rief, Single-molecule unfolding force distributions reveal a funnel-shaped

energy landscape. Biophys. J. 90, L33 (2006).

70. G. Neuert, C. Albrecht, E. Pamir, H.D. Gaub, Dynamic force spectroscopy of the digoxigenin-

antibody complex. FEBS Letters 580, 505–509 (2006).

71. O.K. Dudko, A.E. Filippov, J. Klafter, M. Urback, Beyond the conventional description of

dynamic force spectroscopy of adhesion bonds. Proc. Natl. Acad. Sci. USA 100, 11378–11381

(2003).

72. M. Evstigneev, P. Reimann, Dynamic force spectroscopy: Optimized data analysis. Phys.

Rev. E 68, 045103(R) (2003).

73. E. Evans, E. Leung, D. Hammer, S. Simon, Chemically distinct transition states govern rapid

dissociation of single L-selectin bonds under force. Proc. Natl. Acad. Sci. USA 98, 3784–3789

(2001).

74. X. Zhang, E.Woijcikiewicz, V.T.Moy, Force spectroscopy of the leukocyte function-associated

antigen-1/intercellular adhesion molecule-1 interaction. Biophys. J. 83, 2270–2279 (2002).

75. B.T. Marshall, M. Long, J.W. Piper, T. Yago, R.P. McEver, Z. Zhu, Direct observation of

catch bonds involving cell adhesion molecules. Nature 423, 190–193 (2003).

76. B. Heymann, H. Grubm€uller, Molecular dynamics force probe simulations of antibody/

antigen unbinding: Entropic control and non additivity of unbinding forces. Biophys. J. 81,

1295–1313 (2001).

77. M. Odorico, J.M. Teulon, T. Bessou, C. Vidaud, L. Bellanger, S.W. Chen, E. Quemeneur,

P. Parot, J.L. Pellequer, Energy landscape of chelated uranyl: Antibody interactions by

dynamic force spectroscopy. Biophys. J. 93, 645 (2007).

78. R. Nevo, C. Stroh, F. Kienberger, D. Kaftan, V. Brumfeld, M. Elbaum, Z. Reich, P. Hinter-

dorfer, A molecular switch between two bound states in the RanGTP-importinb1 interaction.

Nat. Struct. Mol. Biol. 10, 553–557 (2003).

79. R. Nevo, V. Brumfeld, M. Elbaum, P. Hinterdorfer, Z. Reich, Direct discrimination between

models of protein activation by single-molecule force measurements. Biophys. J. 87,

2630–2634 (2004).

80. R. Zwanzig, Diffusion in a rough potential. Proc. Natl. Acad. Sci. USA 85, 2029–2030 (1988).

81. C.B. Hyeon, D. Thirumalai, Can energy landscape roughness of proteins and RNA be

measured by using mechanical unfolding experiments? Proc. Natl. Acad. Sci. USA 100,

10249–10253 (2003).

82. R. Nevo, V. Brumfeld, R. Kapon, P. Hinterdorfer, Z. Reich, Direct measurement of protein

energy landscape roughness. EMBO Reports 6, 482–486 (2005).

83. F. Rico, V.T. Moy, Energy landscape roughness of the streptavidin-biotin interaction. J. Mol.

Recognit. 20, 495–501 (2007).

84. P.P. Lehenkari, M.A. Horton, Single integrin molecule adhesion forces in intact cells

measured by atomic force microscopy. Biochem. Biophys. Res. Commun. 259, 645–650

(1999).

85. A. Chen, V.T. Moy, Cross-linking of cell surface receptors enhances cooperativity of molec-

ular adhesion. Biophys. J. 78, 2814–2820 (2000).

86. G. Pfister, C.M. Stroh, H. Perschinka, M. Kind, M. Knoflach, P. Hinterdorfer, G. Wick,

Detection of HSP60 on the membrane surface of stressed human endothelial cells by atomic

force and confocal microscopy. J. Cell Sci. 118, 1587–1594 (2005).

87. T. Puntheeranurak, L. Wildling, H.J. Gruber, R.K.H. Kinne, P. Hinterdorfer, Ligands on the

string: single molecule studies on the interaction of antibodies and substrates with the surface

of the Na+-glucose cotransporter SGLT1 in living cells. J. Cell Sci. 119, 2960–2967 (2006).

88. E.P. Wojcikiewicz, M.H. Abdulreda, X. Zhang, V.T. Moy, Force spectroscopy of LFA-1 and

its ligands, ICAM-1 and ICAM-2. Biomacromolecules 7, 3188 (2006).

89. M. Ludwig, W. Dettmann, H.E. Gaub, Atomic force microscopy imaging contrast based on

molecuar recognition. Biophys. J. 72, 445–448 (1997).

386 P. Hinterdorfer et al.



90. P.P. Lehenkari, G.T. Charras, G.T. Nyk€anen, M.A. Horton, Adapting force microscopy for

cell biology. Ultramicroscopy 82, 289–295 (2000).

91. N. Almqvist, R. Bhatia, G. Primbs, N. Desai, S. Banerjee, R. Lal, Elasticity and adhesion force

mapping reveals real-time clustering of growth factor receptors and associated changes in

local cellular rheological properties. Biophys. J. 86, 1753–1762 (2004).

92. M. Grandbois, M. Beyer, M. Rief, H. Clausen-Schaumann, H.E. Gaub, Affinity imaging of red

blood cells using an atomic force microscope. J. Histochem. Cytochem. 48, 719–724 (2000).

93. O.H. Willemsen, M.M.E. Snel, K.O. van der Werf, B.G. de Grooth, J. Greve, P. Hinterdorfer,

H.J. Gruber, H. Schindler, Y. van Kyook, C.G. Figdor, Simultaneous height and adhesion

imaging of antibody antigen interactions by atomic force microscopy. Biophys. J. 57,

2220–2228 (1998).

94. B.V. Viani, L.I. Pietrasanta, J.B. Thompson, A. Chand, I.C. Gebeshuber, J.H. Kindt,

M. Richter, H.G. Hansma, P.K. Hansma, Probing protein-protein interactions in real time.

Nat. Struct. Biol. 7, 644–647 (2000).

95. A. Ebner, F. Kienberger, G. Kada, C.M. Stroh, M. Geretschl€ager, A.S.M. Kamruzzahan,

L. Wildling, W.T. Johnson, B. Ashcroft, J. Nelson, S.M. Lindsay, H.J. Gruber, P. Hinterdorfer,

Localization of single avidin biotin interactions using simultaneous topography and molecular

recognition imaging. ChemPhysChem 6, 897–900 (2005).

96. W. Han, S.M. Lindsay, T. Jing, A magnetically driven oscillating probe microscope for

operation in liquid. Appl. Phys. Lett. 69, 1–3 (1996).

97. C.M. Stroh, A. Ebner, M. Geretschl€ager, G. Freudenthaler, F. Kienberger, A.S.M. Kamruzzahan,

S.J. Smith-Gill, H.J. Gruber, P. Hinterdorfer, Simultaneous topography and recognition

imaging using force microscopy. Biophys. J. 87, 1981–1990 (2004).

98. C. Stroh, H. Wang, R. Bash, B. Ashcroft, J. Nelson, H.J. Gruber, D. Lohr, S.M. Lindsay,

P. Hinterdorfer, Single-molecule recognition imaging microscope. Proc. Natl. Acad. Sci. USA

101, 12503–12507 (2004).

99. L. Chtcheglova, J. Waschke, L. Wildling, D. Drenckhahn, P. Hinterdorfer, Nano-scale

dynamic recognition imaging on vascular endothelial cells. Biophys. J. 9(3), L11–L13 (2007).

8 Molecular Recognition Force Microscopy 387



Part II

Nanomechanics



Chapter 9

Nanomechanical Properties of Solid Surfaces

and Thin Films

Adrian B. Mann

Abstract Instrumentation for the testing of mechanical properties on the submi-

cron scale has developed enormously in recent years. This has enabled the mechan-

ical behavior of surfaces, thin films, and coatings to be studied with unprecedented

accuracy. In this chapter, the various techniques available for studying nanomecha-

nical properties are reviewed with particular emphasis on nanoindentation. The

standard methods for analyzing the raw data obtained using these techniques are

described, along with the main sources of error. These include residual stresses,

environmental effects, elastic anisotropy, and substrate effects. The methods that

have been developed for extracting thin-film mechanical properties from the often

convoluted mix of film and substrate properties measured by nanoindentation are

discussed. Interpreting the data is frequently difficult, as residual stresses can

modify the contact geometry and, hence, invalidate the standard analysis routines.

Work hardening in the deformed region can also result in variations in mechanical

behavior with indentation depth. A further unavoidable complication stems from

the ratio of film to substrate mechanical properties and the depth of indentation in

comparison to film thickness. Even very shallow indentations may be influenced by

substrate properties if the film is hard and very elastic but the substrate is compliant.

Under these circumstances nonstandard methods of analysis must be used. For

multilayered systems many different mechanisms affect the nanomechanical behav-

ior, including Orowan strengthening, Hall–Petch behavior, image force effects,

coherency and thermal stresses, and composition modulation.

The application of nanoindentation to the study of phase transformations in

semiconductors, fracture in brittle materials, andmechanical properties in biological

materials are described. Recent developments such as the testing of viscoelasticity

using nanoindentation methods are likely to be particularly important in future

studies of polymers and biological materials. The importance of using a range of

complementary methods such as electron microscopy, in situ AFM imaging, acous-

tic monitoring, and electrical contact measurements is emphasized. These are

especially important on the nanoscale because so many different physical and

chemical processes can affect the measured mechanical properties.
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9.1 Introduction

When two bodies come into contact their surfaces experience the first and usually

largest mechanical loads. Hence, characterizing and understanding the mechanical

properties of surfaces is of paramount importance in a wide range of engineering

applications. Obvious examples of where surface mechanical properties are impor-

tant are in wear-resistant coatings on reciprocating surfaces and hard coatings for

machine tool bits. This chapter details the current methods for measuring the

mechanical properties of surfaces and highlights some of the key experimental

results that have been obtained.

The experimental technique that is highlighted in this chapter is nanoindenta-

tion. This is for the simple reason that it is now recognized as the preferred method

for testing thin film and surface mechanical properties. Despite this recognition,

there are still many pitfalls for the unwary researcher when performing nanoinden-

tation tests. The commercial instruments that are currently available all have

attractive, user-friendly software, which makes the performance and analysis of

nanoindentation tests easy. Hidden within the software, however, are a myriad of

assumptions regarding the tests that are being performed and the material that is

being examined. Unless the researcher is aware of these, there is a real danger that

the results obtained will say more about the analysis routines than they do about the

material being tested.

9.2 Instrumentation

The instruments used to examine nanomechanical properties of surfaces and

thin films can be split into those based on point probes and those complimentary

methods that can be used separately or in conjunction with point probes. The

complimentary methods include a wide variety of techniques ranging from

optical tests such as micro-Raman spectroscopy to high-energy diffraction

studies using X-rays, neutrons, or electrons to mechanical tests such as bulge

or blister testing.

Point-probe methods have developed from two historically different methodol-

ogies, namely, scanning probe microscopy [1] and microindentation [2]. The two

converge at a length scale between 10–1,000 nm. Point-probe mechanical tests in

this range are often referred to as nanoindentation.

9.2.1 AFM and Scanning Probe Microscopy

Atomic force microscopy (AFM) and other scanning probe microscopies are

covered in detail elsewhere in this volume, but it is worth briefly highlighting
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the main features in order to demonstrate the similarities to nanoindentation. There

are now a myriad of different variants on the basic scanning probe microscope. All

use piezoelectric stacks to move either a probe tip or the sample with subnanometer

precision in the lateral and vertical planes. The probe itself can be as simple as a

tungsten wire electrochemically polished to give a single atom at the tip, or as

complex as an AFM tip that is bio-active with, for instance, antigens attached. A

range of scanning probes have been developed with the intention of measuring

specific physical properties such as magnetism and heat capacity.

To measure mechanical properties with an AFM, the standard configuration is a

hard probe tip (such as silicon nitride or diamond) mounted on a cantilever (see

Fig. 9.1). The elastic deflection of the cantilever is monitored either directly or via a

feedback mechanism to measure the forces acting on the probe. In general, the

forces experienced by the probe tip split into attractive or repulsive forces. As the

tip approaches the surface, it experiences intermolecular forces that are attractive,

although they can be repulsive under certain circumstances [3]. Once in contact

with the surface the tip usually experiences a combination of attractive intermolec-

ular forces and repulsive elastic forces. Two schools of thought exist regarding the

attractive forces when the tip is in contact with the surface. The first is often referred

to as the DMT or Bradley model. It holds that attractive forces only act outside the

region of contact [4–7]. The second theory, usually called the JKR model, assumes

that all the forces experienced by the tip, whether attractive or repulsive, act in the

region of contact [8]. Most real nanoscale contacts lie somewhere between these

two theoretical extremes.

4-quadrant
detector

Laser diode

Cantilever and tip

x
z

y

Fig. 9.1 Diagram of a

commercial AFM. The AFM

tip is mounted on a compliant

cantilever, and a laser light is

reflected off the back of the

cantilever onto a position-

sensitive detector (four-

quadrant detector). Any

movements of the cantilever

beam cause a deflection of the

laser light that the detector

senses. The sample is moved

using piezo-electric stack,

and forces are calculated from

the cantilever’s stiffness and

the measured deflection
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9.2.2 Nanoindentation

The fundamental difference between AFM and nanoindentation is that during a

nanoindentation experiment an external load is applied to the indenter tip. This load

enables the tip to be pushed into the sample, creating a nanoscale impression on the

surface, otherwise referred to as a nanoindentation or nanoindent.

Conventional indentation or microindentation tests involve pushing a hard tip of

known geometry into the sample surface using a fixed peak load. The area of

indentation that is created is then measured, and the mechanical properties of the

sample, in particular its hardness, is calculated from the peak load and the indenta-

tion area. Various types of indentation testing are used in measuring hardness,

including Rockwell, Vickers, and Knoop tests. The geometries and definitions of

hardness used in these tests are shown by Fig. 9.2.

Ball sizes:
1/2 ''
1/4 ''
1/8 ''

1/16 ''

Rockwell hardness

d1 d2

10 kgf minor load

Vickers hardness

d3

10 kgf minor load60 kgf, 100 kgf, 150 kgf
Major loads:

HV = Load (kgf)/Impression area (mm2)
Load (kgf)

Bottom
view

Side view

Knoop hardness

KHN = 14,229  Load (gf) / Length2 (μm)

Load (kgf)

136°

Length (μm) Side views

Bottom view

130° 172° 30’

a

b

c

Fig. 9.2 (a) The standard Rockwell hardness test involves pushing a ball into the sample with a

minor load, recording the depth, d1, then applying a major load and recording the depth, d2, then
returning to the lower load and recording the depth, d3. Using the depths, the hardness is calculated.
(b) Vickers hardness testing uses a four-sided pyramid pushed into the sample with a known load.

The area of the resulting indentation is measured optically and the hardness calculated as the load is

divided by area. (c) Knoop indentation uses the same definition of hardness as the Vickers test, load

divided by area, but the indenter geometry has one long diagonal and one short diagonal
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When indentations are performed on the nanoscale there is a basic problem in

measuring the size of the indents. Standard optical techniques cannot easily be used

to image anything smaller than a micron, while electron microscopy is simply

impractical due to the time involved in finding and imaging small indents. To

overcome these difficulties, nanoindentation methods have been developed that

continuously record the load, displacement, time, and contact stiffness throughout

the indentation process. This type of continuously recording indentation testing was

originally developed in the former Soviet Union [9–13] as an extension of micro-

indentation tests. It was applied to nanoscale indentation testing in the early 1980s

[14, 15], hence, giving rise to the field of nanoindentation testing.

In general, nanoindentation instruments include a loading system that may be

electrostatic, electromagnetic, or mechanical, along with a displacement measuring

system that may be capacitive or optical. Schematics of several commercial

nanoindentation instruments are shown in Fig. 9.3a–c.

Loading coil

Capacitive
displacement

plates
Support
springs

Permanent
magnet

Sample

Loading coil
and magnets

Indenter shaft

“Frictionless” pivots

Diamond indenter tip

Diamond
indenter tip

Displacement
and loading
plates

Diamond indenter

Capacitive Plates

Sample

Sample

a

b

c
Fig. 9.3 Schematics of three

commercial nanoindentation

devices made by (a) MTS

Nanoinstruments, Oak Ridge,

Tennessee, (b) Hysitron Inc.,

Minneapolis, Minnesota, (c)

Micro Materials Limited,

Wrexham, UK. Instruments

and use electromagnetic

loading, while uses

electrostatic loads
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Among the many advantages of nanoindentation over conventional microinden-

tation testing is the ability to measure the elastic, as well as the plastic properties of

the test sample. The elastic modulus is obtained from the contact stiffness (S) using
the following equation that appears to be valid for all elastic contacts [16, 17]:

S ¼ 2ffiffiffi
p
p Er

ffiffiffi
A
p

: (9.1)

A is the contact area and Er is the reduced modulus of the tip and sample as

given by:

1

Er

¼ 1� n2t
� �

Et

þ 1� n2s
� �

Es

; (9.2)

where Et, nt and Es, ns are the elastic modulus and Poissons ratio of the tip and

sample, respectively.

9.2.3 Adaptations of Nanoindentation

Several adaptations to the basic nanoindentation setup have been used to obtain

additional information about the processes that occur during nanoindentation test-

ing, for example, in situ measurements of acoustic emissions and contact resistance.

Environmental control has also been used to examine the effects of temperature and

surface chemistry on the mechanical behavior of nanocontacts. In general, it is fair

to say that the more information that can be obtained and the greater the control

over the experimental parameters the easier it will be to understand the nanoinden-

tation results. Load-displacement curves provide a lot of information, but they are

only part of the story.

During nanoindentation testing discontinuities are frequently seen in the

load–displacement curve. These are often called “pop-ins” or “pop-outs”, depend-

ing on their direction. These sudden changes in the indenter displacement, at a

constant load (see Fig. 9.4), can be caused by a wide range of events, including

fracture, delamination, dislocation multiplication, or nucleation and phase trans-

formations. To help distinguish between the various sources of discontinuities,

acoustic transducers have been placed either in contact with the sample or immedi-

ately behind the indenter tip. For example, the results of nanoindentation tests that

monitor acoustic emissions have shown that the phase transformations seen in

silicon during nanoindentation are not the sudden events that they would appear

to be from the load–displacement curve. There is no acoustic emission associated

with the pop-out seen in the unloading curve of silicon [18]. An acoustic emission

would be expected if there were a very rapid phase transformation causing a sudden

change in volume. Fracture and delamination of films, however, give very strong
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acoustic signals [19], but the exact form of the signal appears to be more closely

related to the sample geometry than to the event [20].

Additional information about the nature of the deformed region under the

nanoindentation can be obtained by performing in situ measurements of contact

resistance. The basic setup for this type of testing is shown in Fig. 9.5. An

electrically conductive tip is needed to study contact resistance. Consequently,

a conventional diamond tip is of limited use. Elastic, hard, and metallically con-

ductive materials such as vanadium carbide can be used as substitutes for diamond

[21, 22], or a thin conductive film (e.g., Ag) can be deposited on the diamond’s

surface (such a film is easily transferred to the indented surface so great care must

be taken if multiple indents are performed). Measurements of contact resistance

have been most useful for examining phase transformations in semiconductors

[21, 22] and the dielectric breakdown of oxide films under mechanical loading [23].

One factor that is all too frequently neglected during nanoindentation testing is

the effect of the experimental environment. Two obvious ways in which the

environment can affect the results of nanoindentation tests are increases in temper-

ature, which give elevated creep rates, and condensation of water vapor, which

modifies the tip-sample interactions. Both of these environmental effects have been

shown to significantly affect the measured mechanical properties and the modes of

deformation that occur during nanoindentation [24–27]. Other environmental

Load

“pop-in”

“pop-out”

Displacement

Fig. 9.4 Sketch of a load/

displacement curve showing a

pop-in and a pop-out

Small hole

Indenter shank

Tungsten wire
(Low stiffness)

Resistance meter

VC tip

Ohmic contact

Fig. 9.5 Schematic of the

basic setup for making

contact resistance

measurements during

nanoindentation testing
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effects, for instance, those due to photoplasticity or hydrogen ion absorption, are

also possible, but they are generally less troublesome than temperature fluctuations

and variations in atmospheric humidity.

9.2.4 Complimentary Techniques

Nanoindentation testing is probably the most important technique for characteriz-

ing the mechanical properties of thin films and surfaces, but there are many

alternative or additional techniques that can be used. One of the most important

alternative methods for measuring the mechanical properties of thin films uses

bulge or blister testing [28]. Bulge tests are performed on thin films mounted on

supporting substrates. A small area of the substrate is removed to give a window

of unsupported film. A pressure is then applied to one side of the window causing

it to bulge. By measuring the height of the bulge, the stress-strain curve and the

residual stress are obtained. The basic configuration for bulge testing is shown in

Fig. 9.6.

9.2.5 Bulge Tests

The original bulge tests used circular windows because they are easier to analyze

mathematically, but now square and rectangular windows have become common

[29]. These geometries tend to be easier to fabricate. Unfortunately, there are

several sources of errors in bulge testing that can potentially lead to large errors

in the measured mechanical properties. These errors at one time led to the belief

that multilayer films can show a “super modulus” effect, where the elastic modulus

Michelson
interferometer

Pressure sensor

Sample geometry
(viewed from below)

Outlet
Syringe

Fig. 9.6 Schematic of the

basic setup for bulge testing.

The sample is prepared so that

it is a thin membrane, and

then a pressure is applied to

the back of the membrane to

make it bulge upwards. The

height of the bulge is

measured using an

interferometer
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of the multilayer is several times that of its constituent layers [30]. It is now

accepted that any enhancement to the elastic modulus in multilayer films is small,

on the order of 15% [31]. The main sources of error stem from compressive stresses

in the film (tensile stress is not a problem), small variations in the dimensions

of the window, and uncertainty in the exact height of the bulge. Despite these

difficulties, one advantage of bulge testing over nanoindentation testing is that the

stress state is biaxial, so that only properties in the plane of the film are measured.

In contrast, nanoindentation testing measures a combination of in-plane and out-

of-plane properties.

9.2.6 Acoustic Methods

Acoustic and ultrasonic techniques have been used for many years to study the

elastic properties of materials. Essentially, these techniques take advantage of the

fact that the velocity of sound in a material is dependent on the inter-atomic or inter-

molecular forces in the material. These, of course, are directly related to the

material’s elastic constants. In fact, any nonlinearity of inter-atomic forces enables

slight variations in acoustic signals to be used as a measure of residual stress.

An acoustic method ideally suited to studying surfaces is scanning acoustic

microscopy (SAM) [32]. There are also several other techniques that have been

used to study surface films and multilayers, but we will first consider SAM in detail.

In a SAM, a lens made of sapphire is used to bring acoustic waves to focus via a

coupling fluid on the surface. A small piezoelectric transducer at the top of the lens

generates the acoustic signal. The same transducer can be used to detect the signal

when the SAM is used in reflection mode. The use of a transducer as both generator

and detector, a common imaging mode, necessitates the use of a pulsed rather than a

continuous acoustic signal. Continuous waves can be used if phase changes are used

to build up the image. The transducer lens generates two types of acoustic waves in

the material: longitudinal and shear. The ability of a solid to sustain both types of

wave (liquids can only sustain longitudinal waves) gives rise to a third type of

acoustic wave called a Rayleigh, or surface, wave. These waves are generated as a

result of superposition of the shear and longitudinal waves with a common phase

velocity. The stresses and displacements associated with a Rayleigh wave are only

of significance to a depth of � 0:6 Rayleigh wavelengths below the solid surface.

Hence, using SAM to examine Rayleigh waves in a material is a true surface

characterization technique.

Using a SAM in reflection mode gives an image where the contrast is directly

related to the Rayleigh wave velocity, which is in turn a function of the material’s

elastic constants. The resolution of the image depends on the frequency of the

transducer used, i.e., for a 2 GHz signal a resolution better than 1 mm is achievable.

The contrast in the image results from the interference of two different waves in the

coupling fluid. Rayleigh waves that are excited in the surface “leak” into the

coupling fluid and interfere with the acoustic signal that is directly reflected back
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from the surface. It is usually assumed that the properties of the coupling fluid are

well characterized. The interference of the two waves gives a characteristic VðzÞ
curve, as illustrated by Fig. 9.7, where z is the separation between the lens and

the surface. Analyzing the periodicity of the VðzÞ curves provides information on

the Rayleigh wave velocity. As with other acoustic waves, the Rayleigh velocity

is related to the elastic constants of the material. When using the SAM for a

material’s characterization, the lens is usually held in a fixed position on the

surface. By using a lens designed specifically to give a line-focus beam, rather

than the standard spherical lens, it is possible to use SAM to look at anisotropy

in the wave velocity [33] and hence in elastic properties by producing waves with

a specific direction.

One advantage of using SAM in conjunction with nanoindentation to character-

ize a surface is that the measurements obtained with the two methods have a slightly

different dependence on the test material’s elastic properties, Es and ns (the elastic
modulus and Poisson’s ratio). As a result, it is possible to use SAM and nanoin-

dentation combined to find both Es and ns, as illustrated by Fig. 9.8 [34]. This is not
possible when using only one of the techniques alone.

In addition to measuring surface properties, SAM has been used to study thin

films on a surface. However, the Rayleigh wave velocity can be dependent on a

complex mix of the film and substrate properties. Other acoustic methods have been

utilized to study freestanding films. A freestanding film can be regarded as a plate,

and, therefore, it is possible to excite Lamb waves in the film. Using a pulsed laser

to generate the waves and a heterodyne interferometer to detect the arrival of the

Lamb wave, it is possible to measure the flexural modulus of the film [35]. This has

been successfully demonstrated for multilayer films with a total thickness <10 mm.

In the plate configuration, due to the nonlinearity of elastic properties, it is also

possible to measure stress. This has been demonstrated for horizontally polarized

shear waves in plates [36], but thin plates require very high frequency transducers

or laser sources.

1.0

0.8

0.6

0.4

0.2

Signal

–25 z/λ0–50 0

Fig. 9.7 A typical VðzÞ curve
obtained with a SAM when

testing fused silica
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9.2.7 Imaging Methods

When measuring the mechanical properties of a surface or thin film using nanoin-

dentation, it is not always easy to visualize what is happening. In many instances

there is a risk that the mechanical data can be completely misinterpreted if the

geometry of the test is not as expected. To expedite the correct interpretation of the

mechanical data, it is generally worthwhile to use optical, electron, or atomic force

microscopy to image the nanoindentations. Obviously, optical techniques are only

of use for larger indentations, but they will often reveal the presence of median or

lateral cracks [37]. Electron microscopy and AFM, however, can be used to

examine even the smallest nanoindentations. The principle problem with these

microscopy techniques is the difficulty in finding the nanoindentations. It is usually

necessary to make large, “marker” indentations in the vicinity of the nanoindenta-

tions to be examined in order to find them [38].

It is possible to see features such as extrusions with a scanning electron micro-

scope (SEM) [39], as well as pile-up and sink-in around the nanoindents, though

AFM is generally better for this. Transmission electron microscopy (TEM) is useful

for examining what has happened subsurface, for instance, the indentation induced

dislocations in a metal [40] or the phases present under a nanoindent in silicon [21].

However, with TEM there is the added difficulty of sample preparation and the

associated risk of observing artifacts. Recently, there has been considerable interest

in the use of focused ion beams to cut cross sections through nanoindents [41].

When used in conjunction with SEM or TEM this provides an excellent means to

see what has happened in the subsurface region.
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Fig. 9.8 Because SAM and nanoindentation have different dependencies on Young’s modulus, E,
and Poissons ratio, n, it is possible to use the two techniques in combination to find E and n [34]. On
the graph, the intersection of the curves gives E and n
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One other technique that has proved to be useful in studying nanoindents is

micro-Raman spectroscopy. This involves using a microscope to focus a laser on

the sample surface. The same microscope is also used to collect the scattered laser

light, which is then fed into a spectroscope. The Raman peaks in the spectrum

provide information on the bonding present in a material, while small shifts in the

wave number of the peaks can be used as a measure of strain. Micro-Raman has

proven to be particularly useful for examining the phases present around nanoin-

dentations in silicon [42].

9.3 Data Analysis

The analysis of nanoindentation data is far from simple. This is mostly due to the

lack of effective models that are able to combine elastic and plastic deformation

under a contact. However, provided certain precautions are taken, the models for

perfectly elastic deformation and ideal plastic materials can be used in the analysis

of nanoindentation data. For this reason, it is worth briefly reviewing the models for

perfect contacts.

9.3.1 Elastic Contacts

The theoretical modeling of elastic contacts can be traced back many years, at least

to the late nineteenth century and the work of Hertz (1882) [43] and Boussinesq

(1885) [44]. These models, which are still widely used today, consider two axisym-

metric curved surfaces in contact over an elliptical region (see Fig. 9.9). The contact

P

Side

Below
a

R

Fig. 9.9 Hertzian contact of

a sphere, radius R, on a semi-

infinite, flat surface. The

contact in this case is a

circular region of radius a
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region is taken to be small in comparison to the radius of curvature of the contacting

surfaces, which are treated as elastic half-spaces. For an elastic sphere, radius R, in
contact with a flat, elastic half-space, the contact region will be circular and the

Hertz model gives the following relationships:

a ¼ 3

ffiffiffiffiffiffiffiffiffi
3PR

4Er

r
; (9.3)

d ¼ 3

ffiffiffiffiffiffiffiffiffiffiffiffiffi
9P2

16RE2
r

s
; (9.4)

P0 ¼ 3

ffiffiffiffiffiffiffiffiffiffiffi
6PE2

r

p3R2

r
; (9.5)

where a is the radius of the contact region, Er is given by (9.2), d is the displacement

of the sphere into the surface, P is the applied load and P0 is the maximum pressure

under the contact (in this case at the center of the contact).

The work of Hertz and Boussinesq was extended by Love [45, 46] and later by

Sneddon [47], who simplified the analysis using Hankel transforms. Love showed

how Boussinesq’s model could be used for a flat-ended cylinder and a conical

indenter, while Sneddon produced a generalized relationship for any rigid axisym-

metric punch pushed into an elastic half-space. Sneddon applied his new analysis to

punches of various shapes and derived the following relationships between the

applied load, P, and displacement, d, into the elastic half-space for, respectively,

a flat-ended cylinder, a cone of semi-vertical angle f, and a parabola of revolution

where a2 ¼ 2kd:

P ¼ 4mad
1� n

; (9.6)

P ¼ 4m cotf
p 1� nð Þ d

2 ; (9.7)

P ¼ 8m
3 1� nð Þ 2kd3

� �1=2
; (9.8)

where m and n are the shear modulus and Poisson’s ratio of the elastic half-space,

respectively.

The key point to note about (9.6–9.8) is that they all have the same basic form,

namely:

P ¼ adm ; (9.9)

where a and m are constants for each geometry.

Equation (9.9) and the relationships developed by Hertz and his successors,

(9.3–9.8), form the foundation for much of the current nanoindentation data

analysis routines.
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9.3.2 Indentation of Ideal Plastic Materials

Plastic deformation during indentation testing is not easy to model. However,

the indentation response of ideal plastic metals was considered by Tabor in his

classic text, “The Hardness of Metals” [48]. An ideal plastic material (or more

accurately an ideal elastic-plastic material) has a linear stress-strain curve until

it reaches its elastic limit and then yields plastically at a yield stress,Y0, that
remains constant even after deformation has commenced. In a 2-D problem,

the yielding occurs because the Huber-Mises [49] criterion has been reached.

In other words, the maximum shear stress acting on the material is around

1:15Y0=2.
First, we consider a 2-D flat punch pushed into an ideal plastic material. By using

the method of slip lines it is found that the mean pressure, Pm, across the end of the

punch is related to the yield stress by:

Pm ¼ 3Y0 : (9.10)

If the Tresca criterion [50] is used, then Pm is closer to 2:6Y0. In general, for both
2-D and three-dimensional punches pushed into ideal plastic materials, full plastic-

ity across the entire contact region can be expected when Pm ¼ 2:6 to 3:0Y0.
However, significant deviations from this range can be seen if, for instance, the

material undergoes work-hardening during indentation, or the material is a ceramic,

or there is friction between the indenter and the surface.

The apparently straightforward relationship between Pm and Y0 makes the mean

pressure a very useful quantity to measure. In fact, Pm is very similar to the Vickers

hardness, HV, of a material:

HV ¼ 0:927Pm : (9.11)

During nanoindentation testing it is the convention to take the mean pressure as

the nanohardness. Thus, the “nanohardness”, H, is defined as the peak load, P,
applied during a nanoindentation divided by the projected area, A, of the nanoin-

dentation in the plane of the surface, hence:

H ¼ P

A
: (9.12)

9.3.3 Adhesive Contacts

During microindentation testing and even most nanoindentation testing the effects

of intermolecular and surface forces can be neglected. Very small nanoindentations,

however, can be influenced by the effects of intermolecular forces between the
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sample and the tip. These adhesive effects are most readily seen when testing soft

polymers, but there is some evidence that forces between the tip and sample may be

important in even relatively strong materials [51, 52].

Contact adhesion is usually described by either the JKR or DMT model,

as discussed earlier in this chapter. Both the models consider totally elastic

spherical contacts under the influence of attractive surface forces. The JKR

model considers the surface forces in terms of the associated surface energy,

whereas the DMT model considers the effects of adding van der Waals forces

to the Hertzian contact model. The differences between the two models are

illustrated by Fig. 9.10.

For nanoindentation tests conducted in air the condensation of water vapor

at the tip-sample interface usually determines the size of the adhesive force

acting during unloading. The effects of water vapor on a single nanoasperity

contact have been studied using force-controlled AFM techniques [53] and, more

recently, nanoindentation methods [26]. Unsurprisingly, it has also been found

that water vapor can affect the deformation of surfaces during nanoindentation

testing [27].

In addition to water vapor, other surface adsorbates can cause dramatic changes

in the nanoscale mechanical behavior. For instance, oxygen on a clean metal

surface can cause an increase in the apparent strength of the metal [54]. These

effects are likely to be related to, firstly, changes in the surface and intermolecular

forces acting between the tip and the sample and, secondly, changes in the

Only compressive
elastic forces in
region of contact

Van der Waals
forces outside

region of contact

DMT

All compressive
and tensile forces act
in region of contact

No forces outside
region of contact

JKR

Fig. 9.10 The contact geometry for the DMT and JKR models for adhesive contact. Both

models are based on the Hertzian model. In the DMT, model van der Waals forces outside the

region of contact introduce an additional load in the Hertz model. But for the JKR model, it is

assumed that tensile, as well as compressive stresses can be sustained within the region of

contact
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mechanical stability of surface nanoasperities and ledges. Adsorbates can help

stabilize atomic-scale variations in surface morphology, thereby making defect

generation at the surface more difficult.

9.3.4 Indenter Geometry

All of the indenter geometries considered up to this point have been axisymmetric,

largely because they are easier to deal with theoretically. Unfortunately, fabricating

axisymmetric nanoindentation tips is extremely difficult, because shaping a hard tip

on the scale of a few nanometers is virtually impossible. Despite these problems,

there has been considerable effort put into the use of spherical nanoindentation tips

[55]. This clearly demonstrates that the spherical geometry can be useful at larger

indentation depths.

Because of the problems associated with creating axisymmetric nanoindentation

tips, pyramidal indenter geometries have now become standard during nanoinden-

tation testing. The most common geometries are the three-sided Berkovich pyramid

and cube-corner (see Fig. 9.11). The Berkovich pyramid is based on the four-sided

Vickers pyramid, the opposite sides of which make an 136� angle. For both the

Vickers and Berkovich pyramids the cross-sectional area of the pyramid’s base,

A, is related to the pyramid’s height, D, by:

A ¼ 24:5D2: (9.13)

The cube-corner geometry is now widely used for making very small nanoin-

dentations, because it is much sharper than the Berkovich pyramid. This makes it

easier to initiate plastic deformation at very light loads, but great care should be

taken when using the cube-corner geometry. Sharp cube-corners can wear down

quickly and become blunt, hence the cross-sectional area as a function of depth can

change over the course of several indentations. There is also a potential problem

with the standard analysis routines [56], which were developed for much blunter

geometries and are based on the elastic contact models outlined earlier. The elastic

contact models all assume the displacement into the surface is small compared to

the tip radius. For the cube-corner geometry this is probably only the case for

nanoindentations that are no more than a few nanometers deep.

Berkovich pyramid Corner of a cube

77.03
65.27

Fig. 9.11 The ideal

geometry for the three-sided

Berkovich pyramid and cube

corner tips
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9.3.5 Analyzing Load/Displacement Curves

The load/displacement curves obtained during nanoindentation testing are decep-

tively simple. Most newcomers to the area will see the curves as being somewhat

akin to the stress/strain curves obtained during tensile testing. There is also a real

temptation just to use the values of hardness, H, and elastic modulus, E, obtained
from standard analysis software packages as the “true” values. This may be the case

in many instances, but for very shallow nanoindents and tests on thin films the

geometry of the contact can differ significantly from the geometry assumed in

the analysis routines. Consequently, experimentalists should think very carefully

about the test itself before concluding that the values of H and E are correct.

The basic shape of a load/displacement curve can reveal a great deal about the

type of material being tested. Figure 9.12 shows some examples of ideal curves for

materials with different elastic moduli and yield stresses. Discontinuities in the

load/displacement curve can also provide information on such processes as fracture,

dislocation nucleation, and phase transformations. Initially, though, we will con-

sider ideal situations such as those illustrated by Fig. 9.12.

The loading section of the load/displacement curve approximates a parabola [57]

whose width depends on a combination of the material’s elastic and plastic proper-

ties. The unloading curve, however, has been shown to follow a more general

relationship [56] of the form:

P ¼ a d� dið Þm; (9.14)

where d is the total displacement and di is the intercept of the unloading curve with
the displacement axis shown in Fig. 9.13.

Load

Displacement
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Load
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Low H
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Fig. 9.12 Examples of load/

displacement curves for

idealized materials with a

range of hardness and elastic

properties
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Equation (9.14) is essentially the same as (9.9) but with the origin displaced.

Since (9.9) is obtained by considering purely elastic deformation, it follows that the

unloading curve is exhibiting purely elastic behavior. Since the shape of the

unloading curve is determined by the elastic recovery of the indented region, it is

not entirely surprising that its shape resembles that found for purely elastic defor-

mation. What is fortuitous is that the elastic analysis used for an elastic half-space

seems to be valid for a surface where there is a plastically formed indentation crater

present under the contact. However, the validity of this analysis may only hold

when the crater is relatively shallow and the geometry of the surface does not differ

significantly from that of a flat, elastic half-space. For nanoindentations with a

Berkovich pyramid, this is generally the case.

Before Oliver and Pharr [56] proposed their now standard method for analyzing

nanoindentation data, the analysis had been based on the observation that the initial

part of the unloading curve is almost linear. A linear unloading curve, equivalent to

m ¼ 1 in (9.14), is expected when a flat punch is used on an elastic half-space. The

flat punch approximation for the unloading curve was used in [58–60] to analyze

nanoindentation data. When Oliver and Pharr looked at a range of materials they

found m was typically larger than 1, and that m ¼ 1:5, or a paraboloid, was a better
approximation than a flat punch. Oliver and Pharr used (9.1) and (9.12) to obtain

the values for a material’s elastic modulus and hardness. Equation (9.1) relates the

contact stiffness during the initial part of the unloading curve (see Fig. 9.13) to the

reduced elastic modulus and the contact area at the peak load. Equation (9.12) gives

Load P

Displacement d

dc
dmaxd i

d

P

Loading
Unloading

S

Load

a

b P

Displacement d

dmaxd i

d

P

Loading
Unloading S

Range of dc

Fig. 9.13 Analysis of the

load/displacement curve

gives the contact stiffness, S,
and the contact depth, dc.
These can then be used to find

the hardness, H, and elastic,

or Young’s modulus, E. (a)
The first method of analysis

[58–60] assumed the

unloading curve could be

approximated by a flat punch

on an elastic half-space. (b) A

more refined analysis [56]

uses a paraboloid on an elastic

half-space
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the hardness as the peak load divided by the contact area. It is immediately obvious

that the key to measuring the mechanical properties of a material is knowing the

contact area at the peak load. This is the single most important factor in analyzing

nanoindentation data. Most mistakes in the analysis come from incorrect assump-

tions about the contact area.

To find the contact area, a function relating the contact area, Ac, to the contact

depth, dc, is needed. For a perfect Berkovich pyramid this would be the same as

(9.13). But since making a perfect nanoindenter tip is impossible, an expanded

equation is used:

Ac dcð Þ ¼ 24:5d2c þ
X7
j¼1

Cj
2j ffiffiffiffiffi
dc

p
; (9.15)

where Cj are calibration constants of the tip.

There is a crucial step in the analysis before Ac can be calculated, namely,

finding dc. The contact depth is not the same as the indentation depth, because the

surface around the indentation will be elastically deflected during loading, as

illustrated by Fig. 9.14. Sneddon’s analysis [47] provides a way to calculate the

deflection of the surface at the edge of an axisymmetric contact. Subtracting the

deflection from the total indentation depth at peak load gives the contact depth. For

a paraboloid, as used by Oliver and Pharr [56] in their analysis, the elastic deflection

at the edge of the contact is given by:

ds ¼ e
P

S
¼ 0:75

P

S
; (9.16)

where S is the contact stiffness and P the peak load. The constant e is 0.75 for a

paraboloid, but ranges between 0.72 (conic indenter) and 1 (flat punch). Figure 9.15

shows how the contact depth depends on the value of e. The contact depth at the

peak load is, therefore:

dc ¼ d� ds : (9.17)

Using the load/displacement data from the unloading curve and (9.1), (9.2),

(9.12), (9.14–9.17), the hardness and reduced elastic modulus for the test sample

can be calculated. To find the elastic modulus of the sample, Es, it is also necessary

to know Poisson’s ratio, ns, for the sample, as well as the elastic modulus, Et, and

Surface after removal of load

Surface under load

dmax

ds di

dc

Fig. 9.14 Profile of surface

under load and unloaded

showing how dc compares to

di and dmax
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Poisson’s ratio, nt, of the indenter tip. For diamond these are 1,141 and 0.07 GPa,

respectively.

There also remains the issue of calibrating the tip shape, or finding the values for

Cj in (9.15). Knowing the exact expansion of AcðdcÞ is vital if the values for Es and

H are to be accurate. Several methods for calibrating the tip shape have been used,

including imaging the tip with an electron microscope, measuring the size of

nanoindentations using SEM or TEM of negative replicas, and using scanning

probes to examine either the tip itself or the nanoindentations made with the tip.

There are strengths and weaknesses to each of these methods. In general, however,

the accuracy and usefulness of the methods depends largely on how patient and

rigorous the experimentalist is in performing the calibration.

Because of the experimental difficulties and time involved in calibrating the tip

shape by these methods, Oliver and Pharr [56] developed a method for calibration

based on standard specimens. With a standard specimen that is mechanically

isotropic and has a known E and H that does not vary with indentation depth, it

should be possible to perform nanoindentations to a range of depths, and then use

the analysis routines in reverse to deduce the tip area function, AcðdcÞ. In other

words, if you perform a nanoindentation test, you can find the contact stiffness, S, at
the peak load, P, and the contact depth, dc, from the unloading curve. Then if you

know E a priori, (9.1) can be used to calculate the contact area, A, and, hence, you
have a value for Ac at a depth dc. Repeating this procedure for a range of depths will
give a numerical version of the function AcðdcÞ. Then, it is simply a case of fitting

(9.15) to the numerical data. If the hardness, H, is known and not a function of

depth, and the calibration specimen was fully plastic during testing, then essentially

the same approach could be used but based on (9.12). Situations where a constant

H is used to calibrate the tip are extremely rare.

In addition to the tip shape function, the machine compliance must be calibrated.

Basic Newtonian mechanics tells us that for the tip to be pushed into a surface the

tip must be pushing off of another body. During nanoindentation testing the other

body is the machine frame. As a result, during a nanoindentation test it is not just

the sample, but the machine frame that is being loaded. Consequently, a very small

elastic deformation of the machine frame contributes to the total stiffness obtained

from the unloading curve. The machine frame is usually very stiff, >106 N/m, so

the effect is only important at relatively large loads.

Load P

S
Range
of

= 0.72= 1.0

Displacement

Fig. 9.15 Load-displacement

curve showing how dc varies
with e
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To calibrate the machine frame stiffness or compliance, large nanoindentations

are made in a soft material such as aluminum with a known, isotropic elastic

modulus. For very deep nanoindentations made with a Berkovich pyramid, the

contact area, AcðdcÞ, can be reasonably approximated to 24:5d2c , thus (9.1) can be

used to find the expected contact stiffness for the material. Any difference between

the expected value of S and the value measured from the unloading curve will be

due to the compliance of the machine frame. Performing a number of deep

nanoindentations enables an accurate value for the machine frame compliance to

be obtained.

Currently, because of its ready availability and predictable mechanical proper-

ties, the most popular calibration material is fused silica (E ¼ 72 GPa, n ¼ 0:17),
though aluminum is still used occasionally.

9.3.6 Modifications to the Analysis

Since the development of the analysis routines in the early 1990s, it has become

apparent that the standard analysis of nanoindentation data is not applicable in all

situations, usually because errors occur in the calculated contact depth or contact

area. Pharr et al. [61–64] have used finite element modeling (FEM) to help

understand and overcome the limitations of the standard analysis. Two important

sources of errors have been identified in this way. The first is residual stress at the

sample surface. The second is the change in the shape of nanoindents after elastic

recovery.

The effect of residual stresses at a surface on the indentation properties has been

the subject of debate for many years [65–67]. The perceived effect was that

compressive stresses increased hardness, while tensile stresses decreased hardness.

Using FEM it is possible to model a pointed nanoindenter being pushed into a

model material that is in residual tension or compression. An FEM model of

nanoindentation into aluminum alloy 8009 [61] has confirmed earlier experimental

observations [68] indicating that the contact area calculated from the unloading

curve is incorrect if there are residual stresses. In the FEM model of an aluminum

alloy the mechanical behavior of the material is modeled using a stress-strain curve,

which resembles that of an elastic-perfectly-plastic metal with a flow stress of

425.6 MPa. Yielding starts at 353.1 MPa and includes a small amount of work

hardening. The FEM model was used to find the contact area directly and using the

simulated unloading curve in conjunction with Oliver and Pharr’s method. The results

as a function of residual stress are illustrated in Fig. 9.16. Note that the differences

between the two measured contact areas lead to miscalculations of E and H.
Errors in the calculated contact area stem from incorrect assumptions about the

pile-up and sink-in at the edge of the contact, as illustrated by Fig. 9.17. The Oliver

and Pharr analysis assumes the geometry of the sample surface is the same as that

given by Sneddon [47] in his analytical model for the indentation of elastic surfaces.

Clearly, for materials where there is significant plastic deformation, it is possible
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that there will be large deviations from the surface geometry found using Sneddon’s

elastic model. In reality, the error in the contact area depends on how much the

geometry of the test sample surface differs from that of the calibration material

(typically fused silica). It is possible that a test sample, even without a residual

stress, will have a different surface geometry and, hence, contact area at a given

depth, when compared to the calibration material. This is often seen for thin films

on a substrate (e.g., Tsui et al. [69, 70]). Residual stresses increase the likelihood

that the contact area calculated using Oliver and Pharr’s method will be incorrect.

The issue of sink-in and pile-up is always a factor in nanoindentation testing.

However, there is still no effective way to deal with these phenomena other than

reverting to imaging of the indentations to identify the true contact area. Even this is

difficult, as the edge of an indentation is not easy to identify using AFM or electron

microscopy. One approach that has been used [71] with some success is measuring

the ratio E2
r =H, rather than Er and H separately. Because Er is proportional to 1=

ffiffiffi
A
p

and H is proportional to 1=A, E2
r =H should be independent of A and, hence,

unaffected by pile-up or sink-in. While this does not provide quantitative values

for mechanical properties, it does provide a way to identify any variations in

mechanical properties with indentation depth or between similar samples with

different residual stresses.

Another source of error in the Oliver and Pharr analysis is due to incorrect

assumptions about the nanoindentation geometry after unloading [63]. Once again,

Contact area A

Real contact area

O & P calculated contact area

Compression
Applied stress

Tension0

Fig. 9.16 When a surface is

in a state of stress there is a

significant difference between

the contact area calculated

using the Oliver and Pharr

method and the actual contact

area [61]. For an aluminum

alloy this can lead to

significant errors in the

calculated hardness and

elastic modulus

Residual
compression

Sneddon’s
surface
profile

Residual
tension

Pile-up

Sink-in

Fig. 9.17 Pile-up and sink-in

are affected by residual

stresses, and, hence, errors are

introduced into standard

Oliver and Pharr analysis
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this is due to differences between the test sample and the calibration material. The

exact shape of an unloaded nanoindentation on a material exhibiting elastic recov-

ery is not simply an impression of the tip shape; rather, there is some elastic

recovery of the nanoindentation sides giving them a slightly convex shape (see

Fig. 9.18). The shape actually depends on Poisson’s ratio, so the standard Oliver

and Pharr analysis will only be valid for a material where n ¼ 0:17, the value for

fused silica, assuming it is used for the calibration.

To deal with the variations in the recovered nanoindentation shape, it has been

suggested [63] that a modified nanoindenter geometry with a slightly concave side

be used in the analysis (see Fig. 9.18). This requires a modification to (9.1):

S ¼ g2Er

ffiffiffi
A

p

r
; (9.18)

where g is a correction term dependent on the tip geometry. For a Berkovich

pyramid the best value is:

g ¼
p
4
þ 0:15483073 cotF ð1�2nsÞ

4ð1�nsÞ
� �

p
2
� 0:83119312 cotF ð1�2nsÞ

4ð1�nsÞ
� �h i2 ; (9.19)

where F ¼ 70:32�. For a cube corner the correction can be even larger and g is

given by:

g ¼ 1þ ð1� 2nsÞ
4ð1� nsÞ tanF
� �

; (9.20)

where F ¼ 42:28�. Figure 9.19 shows how the modified contact area varies with

depth for a real diamond Berkovich pyramid.

The validity of the g-modified geometry is questionable from the perspective of

contact mechanics since it relies on assuming an incorrect geometry for the

nanoindenter tip to correct for an error in the geometry of the nanoindentation

impression. The values for E and H obtained using the g-modification are, however,

Actual shape

Elastic recovery
of sides of indent

Expected shape

Modified
indenter
shape

a

b

Fig. 9.18 (a) Hay et al. [63]

found from experiments and

FEM simulations that the

actual shape of an indentation

after unloading is not as

expected. (b) They introduced

a g term to correct for this

effect. This assumes the

indenter has slightly concave

sides
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good and can be significantly different to the values obtained with the standard

Oliver and Pharr analysis.

9.3.7 Alternative Methods of Analysis

All of the preceding discussion on the analysis of nanoindentation curves has

focused on the unloading curve, virtually ignoring the loading curve data. This is

for the simple reason that the unloading curve can in many cases be regarded as

purely elastic, whereas the shape of the loading curve is determined by a complex

mix of elastic and plastic properties.

It is clear that there is substantially more data in the loading curve if it can be

extracted. Page et al. [57, 72] have explored the possibility of curve fitting to the

loading data using a combination of elastic and plastic properties. By a combination

of analysis and empirical fitting to experimental data, it was suggested that the

loading curve is of the following form:

P ¼ E c

ffiffiffiffi
H

E

r
þ f

ffiffiffiffi
E

H

r !�2
d2; (9.21)

where c and f are determined experimentally to be 0.930 and 0.194, respectively.

For homogenous samples this equation gives a linear relationship between P and d2.
Coatings, thin film systems, and samples that strain-harden can give significant

deviations from linearity. Analysis of the loading curve has yet to gain popularity as

a standard method for examining nanoindentation data, but it should certainly be

regarded as a prime area for further investigation.

Another alternative method of analysis is based on the work involved in making

an indentation. In essence, the nanoindentation curve is a plot of force against

distance indicating integration under the loading curve will give the total work of

Contact area (mm2)

3 107

2 107

1 107

0

Ideal Berkovich pyramid

O & P calculated area

Displacement (nm)

1,000500

g corrected area 

Fig. 9.19 For a real

Berkovich tip the g corrected
area [63] is less at a given

depth than the area calculated

using the Oliver and Pharr

method
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indentation, or the sum of the elastic strain energy and the plastic work of indenta-

tion. Integrating under the unloading curve should give only the elastic strain

energy. Thus, the work involved in both elastic and plastic deformation during

nanoindentation can be found. Cheng and Cheng [73] combined measurements of

the work of indentation with a dimensional analysis that deals with the effects of

scaling in a material that work-hardens to estimate H=Er. They subsequently

evaluated H and E using the Oliver and Pharr approach to find the contact area.

9.3.8 Measuring Contact Stiffness

As discussed earlier, it is possible to add a small AC load on top of the DC load used

during nanoindentation testing, providing a way to measure the contact stiffness

throughout the entire loading and unloading cycle [74, 75]. The AC load is typically

at a frequency of �60 Hz and creates a dynamic system, with the sample acting as

a spring with stiffness S (the contact stiffness), and the nanoindentation system

acting as a series of springs and dampers. Figure 9.20 illustrates how the small

AC load is added to the DC load. Figure 9.21 shows how the resulting dynamic

system can be modeled. An analysis of the dynamic system gives the following

relationships for S based on the amplitude of the AC displacement oscillation and

the phase difference between the AC load and displacement signals:

Load P

Displacement d

Small, sinusoidal
AC load

Fig. 9.20 A small AC load

can be added to the DC load.

This enables the contact

stiffness, S, to be calculated

throughout the indentation

cycle

Ks

I/Cf S

D

m

Fig. 9.21 The dynamic

model used in the analysis

of the AC response of a

nanoindentation device
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Pos

dðoÞ
				

				 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S�1 þ Cfð Þ�1 þ Ks � mo2

h i2
þ o2D2

r
; (9.22)

tanðwÞ ¼ oD

S�1 þ Cfð Þ�1 þ Ks � mo2
; (9.23)

where Cf is the load frame compliance (the reciprocal of the load frame stiffness),

Ks is the stiffness of the support springs (typically in the region of 50–100 N/m),

D is the damping coefficient, Pos is the magnitude of the load oscillation, dðoÞ is
the magnitude of the displacement oscillation, o is the oscillation frequency, m is

the mass of the indenter, and w is the phase angle between the force and the

displacement.

In order to find S using either (9.22) or (9.23), it is necessary to calibrate the

dynamic response of the system when the tip is not in contact with a sample

(S�1 ¼ 0). This calibration combined with the standard DC calibrations will pro-

vide the values for all of the constants in the two equations. All that needs to be

measured in order to obtain S is either dðoÞ or w, both of which are measured by the

lock-in amplifier used to generate the AC signal. Since the S obtained is the same as

the S in (9.1), it follows that the Oliver and Pharr analysis can be applied to obtain

Er and H throughout the entire nanoindentation cycle.

The dynamic analysis detailed here was developed for the MTS Nanoindenter™
(Oakridge, Tennessee), but a similar analysis has been applied to other commercial

instruments such as the Hysitron Triboscope™ (Minneapolis, Minnesota) [76].

For all instruments, an AC oscillation is used in addition to the DC voltage, and

a dynamic model is used to analyze the response.

9.3.9 Measuring Viscoelasticity

Using an AC oscillation in addition to the DC load introduces the possibility of

measuring viscoelastic properties during nanoindentation testing. This has recently

been the subject of considerable interest with researchers looking at the loss

modulus, storage modulus, and loss tangent of various polymeric materials

[25, 77]. Recording the displacement response to the AC force oscillation enables

the complex modulus (including the loss and storage modulus) to be found. If the

modulus is complex, it is clear from (9.1) that the stiffness also becomes complex.

In fact, the stiffness will have two components: S0, the component in phase with the

AC force and S00, the component out of phase with the AC force.

The dynamic model illustrated in Fig. 9.21 is no longer appropriate for this

situation, as the contact on the test sample also includes a damping term, shown in

Fig. 9.22. Equations (9.22) and (9.23) must also be revised. Neglecting the load

frame compliance, Cf , which in most real situations is negligible, (9.22) and (9.23)

when the sample damping, Ds, is included become:
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Pos

d oð Þ
				

				 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sþ Ks � mo2f g2 þ o2 Dþ Dsð Þ2

q
; (9.24)

tan wð Þ ¼ o Dþ Dsð Þ
Sþ Ks � mo2

: (9.25)

In order to find the loss modulus and storage modulus, (9.1) is used to relate S0

(storage component) and S00 (loss component) to the complex modulus.

This method for measuring viscoelastic properties using nanoindentation has

now been proven in principal, but has still only been applied to a very small range of

polymers and remains an area of future growth.

9.4 Modes of Deformation

As described earlier, the analysis of nanoindentation data is based firmly on the

results of elastic continuum mechanics. In reality, this idealized, purely elastic

situation rarely occurs. For very shallow contacts on metals with thin surface

films such as oxides, carbon layers, or organic layers [78, 79], the contact can

initially be very similar to that modeled by Hertz and, later, Sneddon. It is very

important to realize that this in itself does not constitute proof that the contact is

purely elastic, because in many cases a small number of defects are present. These

may be preexisting defects that move in the strain-field generated beneath the

contact. Alternatively, defects can be generated either when the contact is first

made or during the initial loading [52, 80]. When defects such as short lengths of

dislocation are present the curves may still appear to be elastic even though inelastic

processes like dislocation glide and cross-slip are taking place.

9.4.1 Defect Nucleation

Nucleation of defects during nanoindentation testing has been the subject of many

experimental [81, 82] and theoretical studies [83, 84]. This is probably because

Ks

S

D

m

Ds

Fig. 9.22 The simplified

dynamic model used when the

sample is viscoelastic. It is

assumed that the load frame

compliance is negligible
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nanoindentation is seen as a way to deform a small, defect-free volume of material

to its elastic limit and beyond in a highly controlled geometry. There are, unfortu-

nately, problems in comparing experimental results with theoretical predictions,

largely because the kinetic processes involved in defect nucleation are difficult to

model. Simulations conducted at 0 K do not permit kinetic processes, and molecular

dynamics simulations are too fast (nanoseconds or picoseconds). Real nanoindenta-

tion experiments take place at �293 K and last for seconds or even minutes.

Kinetic effects appear in many forms, for instance, during the initial contact

between the indenter tip and the surface when defects can be generated by the

combined action of the impact velocity and surface forces [51]. A second example

of a kinetic effect occurs during hold cycles at large loads when what appears to

be an elastic contact can suddenly exhibit a large discontinuity in the displacement

data [80]. Figure 9.23 shows how these kinetic effects can affect the nanoinden-

tation data and the apparent yield point load.

During the initial formation of a contact, the deformation of surface asperities

[51] and ledges [85] can create either point defects or short lengths of dislocation

line. During the subsequent loading, the defects can help in the nucleation and

multiplication of dislocations. The large strains present in the region surrounding

the contact, coupled with the existence of defects generated on contact, can result in

the extremely rapid multiplication of dislocations and, hence, pronounced disconti-

nuities in the load-displacement curve. It is important to realize that the disconti-

nuities are due to the rapid multiplication of dislocations, which may or may not

occur at the same time that the first dislocation is nucleated. Dislocations may have

been present for some time with the discontinuity only occurring when the existing

defects are configured appropriately, as a Frank–Read source, for instance. Even

under large strains, the time taken for a dislocation source to form from preexisting

defects may be long. It is, therefore, not surprising that large discontinuities can be

seen during hold cycles or unloading.

The generation of defects at the surface and the initiation of yielding is a com-

plex process that is extremely dependent on surface asperities and surface forces.
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Fig. 9.23 Load-displacement curves for W(100) showing how changes in the impact velocity can

cause a transition from perfectly elastic behavior to yielding during unloading
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These, in turn, are closely related to the surface chemistry. It is not only the

magnitude of surface forces, but also their range in comparison to the height of

surface asperities that determines whether defects are generated on contact. Small

changes in the surface chemistry or the velocity of the indenter tip when it first

contacts the surface, can cause a transition from a situation in which defects are

generated on contact to one where the contact is purely elastic [52].

When the generation of defects during the initial contact is avoided and the

deformed region under the contact is truly defect free, then the yielding of the

sample should occur at the yield stress of a perfect crystal lattice. The load at which

plastic deformation commences under these circumstances becomes very reproduc-

ible [86]. Unfortunately, nanoindenter tips on the near-atomic scale are not per-

fectly smooth or axisymmetric. As a result, accurately measuring the yield stress is

very difficult. In fact, a slight rotation in the plane of the surface of either the sample

or the tip can give a substantial change in the observed yield point load. Coating

the surface in a cushioning self-assembled monolayer [87] can alleviate some of

these variations, but it also introduces a large uncertainty in the contact area.

Surface oxide layers, which may be several nanometers thick, have also been

found to enhance the elastic behavior seen for very shallow nanoindentations on

metallic surfaces [78]. Removal of the oxide has been shown to alleviate the initial

elastic response.

While nanoindentation testing is ideal for examining the mechanical properties

of defect-free volumes and looking at the generation of defects in perfect crystal

lattices, it should be clear from the preceding discussion that great care must be

taken in examining how the surface properties and the loading rate affect the

results, particularly when comparisons are being made to theoretical models for

defect generation.

9.4.2 Variations with Depth

Ideal elastic-plastic behavior, as described by Tabor [48], can be seen during

indentation testing, provided the sample has been work-hardened so that the flow

stress is a constant. However, it is often the case that the mechanical properties

appear to change as the load (or depth) is increased. This apparent change can be

a result of several processes, including work-hardening during the test. This is

a particularly important effect for soft metals like copper. These metals usually

have a high hardness at shallow depths, but it decreases asymptotically with

increasing indentation depth to a hardness value that may be less than half that

observed at shallow depths. This type of behavior is due to the increasing density of

geometrically necessary dislocations at shallow depths [88]. Hence the effects of

work-hardening are most pronounced at shallow depths. For hard materials the

effect is less obvious.

Work-hardening is one of the factors that contribute to the so-called indentation

size effect (ISE), whereby at shallow indentation depths the material appears to be
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harder. The ISE has been widely observed during microindentation testing, with at

least part of the effect appearing to result from the increased difficulty in optically

measuring the area of an indentation when it is small. During nanoindentation

testing the ISE can also be observed, but it is often due to the tip area function,

AcðdcÞ, being incorrectly calibrated. However, there are physical reasons other than
work-hardening for expecting an increase in mechanical strength in small volumes.

As described in the previous section, small volumes of crystalline materials can

have either no defects or only a small number of defects present, making plastic

yielding more difficult. Also, because of dislocation line tension, the shear stress

required to make a dislocation bow out increases as the radius of the bow decreases.

Thus, the shear stress needed to make a dislocation bow out in a small volume is

greater than it is in a large volume. These physical reasons for small volumes

appearing stronger than large volumes are particularly important in thin film

systems, as will be discussed later. Note, however, that these physical reasons for

increased hardness do not apply for an amorphous material such as fused silica,

which partially explains its value as a calibration material.

9.4.3 Anisotropic Materials

The analysis methods detailed earlier were concerned primarily with the interpreta-

tion of data from nanoindentations in isotropic materials where the elastic modulus

is assumed to be either independent of direction or a polycrystalline average of a

material’s elastic constants. Many crystalline materials exhibit considerable anisot-

ropy in their elastic constants, hence, these analysis techniques may not always be

appropriate. The theoretical problem of a rigid indenter pressed into an elastic,

anisotropic half-space has been considered by Vlassak and Nix [89]. Their aim

was to identify the feasibility of interpreting data from a depth-sensing indentation

apparatus for samples with elastic constants that are anisotropic. Nanoindentation

experiments [90] have shown the validity of the elastic analysis for crystalline zinc,

copper, and beta-brass. The observed indentation modulus for zinc, as predicted,

varied by as much as a factor of 2 between different orientations. The variations in

the observed hardness values for the same materials were smaller, with a maximum

variation with orientation of 20% detected in zinc. While these variations are clearly

detectable with nanoindentation techniques, the variations are small in comparison

to the actual anisotropy of the test material’s elastic properties. This is because the

indentation modulus is a weighted average of the stiffness in all directions.

At this time the effects of anisotropy on the hardness measured using nanoin-

dentation have not been fully explored. For materials with many active slip planes it

is likely that the small anisotropy observed by Vlassak and Nix is correct once

plastic flow has been initiated. It is possible, however, that for defect-free crystal-

line specimens with a limited number of active slip planes that very shallow

nanoindentations may show a much larger anisotropy in the observed hardness

and initial yield point load.
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9.4.4 Fracture and Delamination

Indentation testing has been widely used to study fracture in brittle materials [91],

but the lower loads and smaller deformation regions of nanoindentation tests make

it harder to initiate cracks and, hence, less useful as a way to evaluate fracture

toughness. To overcome these problems the cube corner geometry, which generates

larger shear stresses than the Berkovich pyramid, has been used with nanoindenta-

tion testing to study fracture [92]. These studies have had mixed success, because

the cube corner geometry blunts very quickly when used on hard materials. In many

cases, brittle materials are very hard.

Depth sensing indentation is better suited to studying delamination of thin films.

Recent work extends the research conducted by Marshall et al. [93, 94], who

examined the deformation of residually stressed films by indentation. A schematic

of their analysis is given by Fig. 9.24. Their indentations were several microns deep,

but the basic analysis is valid for nanoindentations. The analysis has been extended

to multilayers [95], which is important since it enables a quantitative assessment of

adhesion energy when an additional stressed film has been deposited on top of the

film and substrate of interest. The additional film limits the plastic deformation of the

film of interest and also applies extra stress that aids in the delamination. After

indentation, the area of the delaminated film is measured optically or with an AFM

to assess the extent of the delamination. This measurement, coupled with the
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Fig. 9.24 To model

delamination Kriese et al.

[95] adapted the model

developed by Marshall and

Evans [93]. The model

considers a segment of

removed stressed film that is

allowed to expand and then

indented, thereby expanding

it further. Replacing the

segment in its original

position requires an

additional stress, and the

segment bulges upwards
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load-displacement data, enables quantitative assessment of the adhesion energy to

be made for metals [96] and polymers [97].

9.4.5 Phase Transformations

The pressure applied to the surface of a material during indentation testing can be

very high. Equation (9.10) indicates that the pressure during plastic yielding is

about three times the yield stress. For many materials, high hydrostatic pressures

can cause phase transformations, and provided the transformation pressure is less

than the pressure required to cause plastic yielding, it is possible during indentation

testing to induce a phase transformation. This was first reported for silicon [98], but

it has also been speculated [99] that many other materials may show the same

effects. Most studies still focus on silicon because of its enormous technological

importance, although there is some evidence that germanium also undergoes a

phase transformation during the nanoindentation testing [100].

Recent results [21, 22, 41, 101, 102] indicate that there are actually multiple

phase transformations during the nanoindentation of silicon. TEM of nanoindenta-

tions in diamond cubic silicon have shown the presence of amorphous-Si and the

body-centered cubic BC-8 phase (see Fig. 9.25). Micro-Raman spectroscopy has

indicated the presence of a further phase, the rhombhedral R-8 (see Fig. 9.26). For

many nanoindentations on silicon there is a characteristic discontinuity in the

unloading curve (see Fig. 9.27), which seems to correlate with a phase transforma-

tion. The exact sequence in which the phases form is still highly controversial with

some [42], suggesting that the sequence during loading and unloading is:

600 nm

1 μm

a

b
Fig. 9.25 Bright-field and

dark-field TEM of (a) small

and (b) large nanoindentations

in Si. In small nanoindents the

metastable phase BC-8 is seen

in the center, but for large

nanoindents BC-8 is confined

to the edge of the indent, while

the center is amorphous
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Increasing load!
Diamond cubic Si! b-Sn Si

 Decreasing load

BC-8 Si and R-8 Si b-Sn Si

Other groups [21, 22] suggest that the above sequence is only valid for

shallow nanoindentations that do not exhibit an unloading discontinuity. For large

140,000

120,000

100,000

80,000

60,000

40,000

20,000

0

Relative intensity

Wavenumber (cm–1)

Raman spectra for 10 1,600 nm nanoindents

~ 301 -
a-Si

~ 383 -
BC8-Si

~ 395 -
R8-Si

~ 432 -
BC8-Si

~520 -
DC-Si

~ 350 -
R8-Si

Fig. 9.26 Micro-Raman generally shows the BC-8 and R-8 Si phases that are at the edge of the

nanoindents, but the amorphous phase in the center is not easy to detect, as it is often subsurface

and the Raman peak is broad
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Fig. 9.27 Nanoindentation curves for deep indents on Si show a discontinuity during unloading

and simultaneously a large drop in contact resistance
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nanoindentations that show an unloading discontinuity, they suggest the sequence

will be:

Increasing load!
Diamond cubic Si! b-Sn Si

 Decreasing load

a-Si BC-8 Si and R-8 Si b-Sn Si

The disagreement is over the origin of the unloading discontinuity. Mann et al.

[21] suggest it is due to the formation of amorphous silicon, while Gogotsi et al. [42]

believe it is the b-Sn Si to BC-8 or R-8 transformation.Mann et al. argue that the high

contact resistance before the discontinuity and the low contact resistance afterwards

rule out the discontinuity being themetallicb-Sn Si transforming to themore resistive

BC-8 or R-8. The counterargument is that amorphous Si is only seen with micro-

Raman spectroscopy when the unloading is very rapid or there is a large nanoindenta-

tion with no unloading discontinuity. The importance of unloading rate and cracking

in determining the phases present are further complications. The controversy will

remain until in situ characterization of the phases present is undertaken.

9.5 Thin Films and Multilayers

In almost all real applications, surfaces are coated with thin films. These may be

intentionally added such as hard carbide coatings on a tool bit, or they may simply

be native films such as an oxide layer. It is also likely that there will be adsorbed

films of water and organic contaminants that can range from a single molecule in

thickness up to several nanometers. All of these films, whether native or intention-

ally placed on the surface, will affect the surface’s mechanical behavior on the

nanoscale. Adsorbates can have a significant impact on the surface forces [3] and,

hence, the geometry and stability of asperity contacts. Oxide films can have drama-

tically different mechanical properties to the bulk and will also modify the surface

forces. Some of the effects of native films have been detailed in the earlier sections

on dislocation nucleation and adhesive contacts.

The importance of thin films in enhancing the mechanical behavior of surfaces is

illustrated by the abundance of publications on thin film mechanical properties

(see for instance Nix [88] or Cammarata [31] or Was and Foecke [103]). In the

following sections, the mechanical properties of films intentionally deposited on the

surface will be discussed.

9.5.1 Thin Films

Measuring the mechanical properties of a single thin surface film has always been

difficult. Any measurement performed on the whole sample will inevitably be

dominated by the bulk substrate. Nanoindentation, since it looks at the mechanical
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properties of a very small region close to the surface, offers a possible solution to

the problem of measuring thin film mechanical properties. However, there are cer-

tain inherent problems in using nanoindentation testing to examine the properties of

thin films. The problems stem in part from the presence of an interface between the

film and substrate. The quality of the interface can be affected by many variables,

resulting in a range of effects on the apparent elastic and plastic properties of

the film. In particular, when the deformation region around the indent approaches

the interface, the indentation curve may exhibit features due to the thin film, the

bulk, the interface, or a combination of all three. As a direct consequence of these

complications, models for thin-film behavior must attempt to take into account not

only the properties of the film and substrate, but also the interface between them.

If, initially, the effect of the interface is neglected, it is possible to divide thin-

coated systems into a number of categories that depend on the values of E (elastic

modulus) and Y (the yield stress) of the film and substrate. These categories are

typically [104, 105]:

1. Coatings with high E and high Y, substrates with high E and high Y
2. Coatings with high E and high Y, substrates with high or low E and low Y
3. Coatings with high or low E and low Y, substrates with high E and high Y
4. Coatings with high or low E and low Y, substrates with high or low E and low Y.

The reasons for splitting thin film systems into these different categories have

been amply demonstrated experimentally by Whitehead and Page [104, 105] and

theoretically by Fabes et al. [106]. Essentially, hard, elastic materials (high E and Y)
will possess smaller plastic zones than soft, inelastic (low E and Y) materials. Thus,

when different combinations of materials are used as film and substrate, the overall

plastic zone will differ significantly. In some cases, the plasticity is confined to the

film, and in other cases, it is in both the film and substrate, as shown by Fig. 9.28.

a

b

c

d

Fig. 9.28 Variations in the plastic zone for indents on films and substrates of different properties.

(a) Film and substrate have high E and Y, (b) film has a high E and Y, substrate has a high or low

E and low Y, (c) film has a high or low E and a low Y, and substrate has a high E and Y, (d) film has

a high or low E and a low Y, and substrate has a high or low E and a low Y
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If the standard nanoindentation analysis routines are to be used, it is essential that

the plastic zone and the elastic strain field are both confined to the film and do not

reach the substrate. Clearly, this is difficult to achieve unless extremely shallow

nanoindentations are used. There is an often quoted 10% rule, that says nanoin-

dents in a film must have a depth of less than 10% of the film’s thickness if only

the film properties are to be measured. This has no real validity [107]. There are

film/substrate combinations for which 10% is very conservative, while for other

combinations even 5% may be too deep. The effect of the substrate for different

combinations of film and substrate properties has been studied using FEM [108],

which has shown that the maximum nanoindentation depth to measure film only

properties decreases in moving from soft on hard to hard on soft combinations.

For a very soft film on a hard substrate, nanoindentations of 50% of the film

thickness are alright, but this drops to <10% for a hard film on a soft substrate.

For a very strong film on a soft substrate, the surface film behaves like an elastic

membrane or a bending plate.

Theoretical analysis of thin-film mechanical behavior is difficult. One theore-

tical approach that has been adopted uses the volumes of plastically deformed

material in the film and substrate to predict the overall hardness of the system.

However, it should be noted that this method is only really appropriate for soft

coatings and indentation depths below the thickness of the coating (see cases c and

d of Fig. 9.28), otherwise the behavior will be closer to that detailed later and shown

by Fig. 9.29.

The technique of combining the mechanical properties of the film and substrate

to evaluate the overall hardness of the system is generally referred to as the rule of

mixtures. It stems from work by Burnett et al. [109–111] and Sargent [112], who

derived a weighted average to relate the “composite” hardness (H) to the volumes

of plastically deformed material in the film (Vf ) and substrate (Vs) and their

respective values of hardness, Hf and Hs. Thus,

H ¼ HfVf þ HsVs

Vtotal

; (9.26)

where Vtotal is Vf þ Vs.

a b

Fig. 9.29 Two different modes of deformation during nanoindentation of films. In (a) materials

move upwards and outwards, while in (b) the film acts like a membrane and the substrate deforms
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Equation (9.26) was further developed by Burnett and Page [109] to take into

account the indentation size effect. They replaced Hs with Kd
n�2
c , where K and n are

experimentally determined constants dependent on the indenter and sample, and dc
is the contact depth. This expression is derived directly from Meyer’s law for

spherical indentations, which gives the relationship P ¼ Kdn between load, P,
and the indentation dimension, d. Burnett and Page also employed a further

refinement to enable the theory to fit experimental results from a specific sample,

ion-implanted silicon. This particular modification essentially took into account

the different sizes of the plastic zones in the two materials by multiplying Hs by

a dimensionless factor (Vs=Vtotal). While this seems to be a sensible approach, it is

mostly empirical, and the physical justification for using this particular factor is

not entirely clear. Later, Burnett and Rickerby [110, 111] took this idea further and

tried to generalize the equations to take into account all of the possible scenarios.

Thus, the following equations were suggested:

H ¼ Hf O3
� �

Vf þ HsVs

Vtotal

; (9.27)

H ¼ HfVf þ Hs O3
� �

Vs

Vtotal

: (9.28)

The first of these, (9.27), deals with the case of a soft film on a hard substrate, and

the second, (9.28), with a hard film on a soft substrate. The O term expresses the

variation of the total plastic zone from the ideal hemispherical shape. This was

taken still further by Bull and Rickerby [113], who derived an approximation for

O based on the film and substrate zone radii being related to their respective

hardness and elastic modulii [114, 115]. Hence:

O ¼ EfHs=EsHfð Þl; (9.29)

where l is determined empirically. Ef and Hf and Es and Hs are the elastic modulus

and hardness of the film and substrate, respectively.

Experimental data [116] indicate that the effect of the substrate on the elastic

modulus of the film can be quite different than the effect on hardness, due to the

zones of the elastic and plastic strain fields being different sizes.

Chechechin et al. [117] have recently studied the behavior of Al2O3 films of

various thicknesses on different substrates. Their results indicate that many of the

models correctly predict the transition between the properties of the film and those

of the substrate, but do not always fit the observed hardness against depth curves.

This group have also studied the pop-in behavior of Al2O3 films [118] and have

attempted to model the range of loads and depths at which they occur via a Weibull-

type distribution, as utilized in fracture analysis.
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A point raised by Burnett and Rickerby should be emphasized. They state that

there are two very distinct modes of deformation during nanoindentation testing.

The first, referred to as Tabor’s [48] model for low Y=E materials, involves the

buildup of material at the side of the indenter through movement of material at slip

lines. The second, for materials with large Y=E does not result in surface pile-up.

The displaced material is then accommodated by radial displacements [115]. The

point is that a thin, strong, and well-bonded surface film can cause a substrate that

would normally deform by Tabor’s method to behave more like a material with

high Y=E (see Fig. 9.29). It should be noted that this only applies as long as the film

does not fail.

In recent theoretical and experimental studies the importance of material pile-up

and sink-in has been investigated extensively. As discussed in an earlier section,

pile-up can be increased by residual compressive stresses, but even in the absence

of residual stresses pile-up can introduce a significant error in the calculated contact

area. This is most pronounced in materials that do not work-harden [62]. For these

materials using the Oliver and Pharr method fails to account for the pile-up and

results in a large error in the values for E andH. For thin films Tsui et al. have used a

focused ion beam to section through Knoop indentations in both soft films on hard

substrates [69] and hard films on soft substrates [70]. The soft films, as expected,

exhibit pile-up, while the hard film acts more like a membrane and the indentation

exhibits sink-in with most of the plasticity in the substrate. Thus, there are three

clearly identifiable factors affecting the pile-up and sink-in around nanoindents

during testing of thin films:

1. Residual stresses

2. Degree of work-hardening

3. Ratio of film and substrate mechanical properties.

The bonding or adhesion between the film and substrate could also be added to

this list. And it should not be forgotten that the depth of the nanoindentation relative

to the film thickness also affects pile-up. For a very deep nanoindentation into a

thin, soft film on a hard substrate pile-up is reduced, due to the combined constraints

on the film of the tip and substrate [119]. Due to all of these complications, using

nanoindentation to study thin film mechanical properties is fraught with danger.

Many unprepared researchers have misguidedly taken the values of E and H obtained

during nanoindentation testing to be absolute values only to find out later that the

values contain significant errors.

Many of the problems associated with nanoindentation testing are related to

incorrectly calculating the contact area, A. The Joslin and Oliver method [71] is one

way that A can be removed from the calculations. This approach has been used with

some success to look at strained epitaxial II/VI semiconductor films [120], but

there is evidence that the lattice mismatch in these films can cause dramatic changes

in the mechanical properties of the films [121]. This may be due to image forces

and the film/substrate interface acting as a barrier to dislocation motion. Recently,

it has been shown that using films and substrates with known matching elastic

moduli, it is possible to use the assumption of constant elastic modulus with depth
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to evaluate H [122]. In effect, this is using (9.1) to evaluate A from the contact

stiffness data, and then substituting the value for A into (9.12). The value of E is

measured independently, for instance, using acoustic techniques.

9.5.2 Multilayers

Multilayered materials with individual layers that are a micron or less in thickness,

sometimes referred to as superlattices, can exhibit substantial enhancements in

hardness or strength. This should be distinguished from the super modulus effect

discussed earlier, which has been shown to be largely an artifact. The enhancements

in hardness can be as much as 100% when compared to the value expected from the

rule of mixtures, which is essentially a weighted average of the hardness for the

constituents of the two layers [123]. Table 9.1 shows how the properties of

isostructural multilayers can show a substantial increase in hardness over that for

fully interdiffused layers. The table also shows how there can be a substantial

enhancement in hardness for non-isostructural multilayers compared to the values

for the same materials when they are homogeneous.

There are many factors that contribute to enhanced hardness in multilayers.

These can be summarized as [103]:

1. Hall-Petch behavior

2. Orowan strengthening

3. Image effects

4. Coherency and thermal stresses

5. Composition modulation

Hall-Petch behavior is related to dislocations piling-up at grain boundaries. (Note

that pile-up is used to describe two distinct effects: One is material building up at the

side of an indentation, the other is an accumulation of dislocations on a slip-plane.)

The dislocation pile-up at grain boundaries impedes the motion of dislocations. For

materials with a fine grain structure there are many grain boundaries, and, hence,

Table 9.1 Results for some experimental studies of multilayer hardness

Study Multilayer Maximum

hardness and

multilayer repeat

length

Reference hardness

value

Range of

hardness values

for multilayers

Isostructural Knoop
hardness [124]

Cu/Ni 524 at 11.6 nm 284 (interdiffused) 295–524

Non-isostructural
nanoindentation

[125]

Mo/NbN 33 GPa at 2 nm NbN – 17 GPa 12–33 GPa

Mo – 2.7 GPa

Wo – 7 GPa

W/NbN 29 GPa at 3 nm (individual layer

materials)

23–29 GPa
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dislocations find it hard to move. In polycrystalline multilayers, it is often the case

that the size of the grains within a layer scales with the layer thickness so that

reducing the layer thickness reduces the grain size. Thus, the Hall-Petch relationship

(below) should be applicable to polycrystalline multilayer films with the grain size,

dg, replaced by the layer thickness.

Y ¼ Y0 þ kHP d�0:5g ; (9.30)

where Y is the enhanced yield stress, Y0 is the yield stress for a single crystal, and

kHP is a constant.

There is an ongoing argument about whether Hall-Petch behavior really takes

place in nanostructured multilayers. The basic model assumes many dislocations

are present in the pile-up, but such large dislocation pile-ups are not seen in small

grains [126] and are unlikely to be present in multilayers. As a direct consequence,

studies have found a range of values, between 0 and �1, for the exponent in (9.30),
rather than the �0.5 predicted for Hall-Petch behavior.

Orowan strengthening is due to dislocations in layered materials being effec-

tively pinned at the interfaces. As a result, the dislocations are forced to bow out

along the layers. In narrow films, dislocations are pinned at both the top and bottom

interfaces of a layer and bow out parallel to the plane of the interface [127, 128].

Forcing a dislocation to bow out in a layered material requires an increase in the

applied shear stress beyond that required to bow out a dislocation in a homogeneous

sample. This additional shear stress would be expected to increase as the film

thickness is reduced.

Image effects were suggested by Koehler [129] as a possible source of enhanced

yield stress in multilayered materials. If two metals, A and B, are used to make

a laminate and one of them, A, has a high dislocation line energy, but the other, B,

has a low dislocation line energy, then there will be an increased resistance to

dislocation motion due to image forces. However, if the individual layers are thick

enough that there may be a dislocation source present within the layer, then

dislocations could pile-up at the interface. This will create a local stress concentra-

tion point and the enhancement to the strength will be very limited. If the layers are

thin enough that there will be no dislocation source present, the enhanced mechani-

cal strength may be substantial. In Koehler’s model only nearest neighbor layers

were taken to contribute to the image forces. However, this was extended to include

more layers [130] without substantial changes in the results. The consequence on

image effects of reducing the thickness of the individual layers in a multilayer is

that it prevents dislocation sources from being active within the layer.

For many multilayer systems there is an increase in strength as the bilayer

repeat length is reduced, but there is often a critical repeat length (e.g., 3 nm for

the W/NbN multilayer of Table 9.1) below which the strength falls. One expla-

nation for the fall in strength involves the effects of coherency and thermal

stresses on dislocation energy. Unlike image effects where the energy of dis-

locations are a maximum or minimum in the center of layers, the energy maxima
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and minima are at the interfaces for coherency stresses. Combining the effects of

varying moduli and coherency stresses shows that the dependence of strength on

layer thickness has a peak near the repeat period where coherency strains begin

decreasing [131].

Another source of deviations in behavior at very small repeat periods is the

imperfect nature of interfaces. With the exception of atomically perfect epitaxial

films, interfaces are generally not atomically flat and there is some interdiffusion.

For the Cu/Ni film of Table 9.1, the effects of interdiffusion on hardness were

examined [124] by annealing the multilayers. The results were in agreement with

a model by Krzanowski [132] that predicted the variations in hardness would be

proportional to the amplitude of the composition modulation.

It is interesting to note that the explanations for enhanced mechanical properties

in multilayered materials are all based on dislocation mechanisms. So it would

seem natural to assume that multilayered materials that do not contain dislocations

will show no enhanced hardness over their rule of mixtures values. This has been

verified by studies on amorphous metal multilayers [133], which shows that the

hardness of the multilayers, firstly, lies between that of the two individual materials

and, secondly, has almost no variation with repeat period.
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Fig. 9.30 Variations in E and H across human dental enamel. The sample is an upper second

molar cut in cross section from the lingual to the buccal side. Nanoindentations are performed

across the surface to examine how the mechanical properties vary
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9.6 Developing Areas

Over the past 20–30 years, the driving force for studying nanomechanical behavior of

surfaces and thin films has been largely, though not exclusively, the microelectronics

industry. The importance of electronics to the modern world is only likely to grow in

the foreseeable future, but other technological areas may overtake microelectronics

as the driving force for research, including the broad fields of biomaterials and nano-

technology. In several places in this chapter, a number of developing areas have been

mentioned. These include nanoscale measurements of viscoelasticity and the study

of environmental effects (temperature and surface chemistry) on nanomechanical

properties. Both of these topics will be vital in the study of biological systems and,

as a result, will be increasingly important from a research point of view.

We still have a relatively rudimentary understanding of the nanomechanics of

complex biological systems such as bone cells (osteoblasts and osteoclasts) and

skin cells (fibroblasts), or even, for that matter, simpler biological structures such

as dental enamel. For example, Fig. 9.30 shows how the mechanical properties

of dental enamel can vary within a single tooth [134]. But this is still a relatively

large-scale measure of mechanical behavior. The prismatic structure of enamel

means that there are variations in mechanical properties on a range of scales from

millimeters down to nanometers.

In terms of data analysis, there remains much to be done. If an analysis method

can be developed that deals with the problems of pile-up and sink-in, the utility of

nanoindentation testing will be greatly enhanced.
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Chapter 10

Computer Simulations of Nanometer-Scale

Indentation and Friction

Susan B. Sinnott, Seong-Jun Heo, Donald W. Brenner, Judith A. Harrison,

and Douglas L. Irving

Abstract Engines and other machines with moving parts are often limited in their

design and operational lifetime by friction and wear. This limitation has motivated

the study of fundamental tribological processes with the ultimate aim of controlling

and minimizing their impact. The recent development of miniature apparatus, such

as microelectromechanical systems (MEMS) and nanometer-scale devices, has

increased interest in atomic-scale friction, which has been found to, in some

cases, be due to mechanisms that are distinct from the mechanisms that dominate

in macroscale friction.

Presented in this chapter is a review of computational studies of tribological

processes at the atomic and nanometer scale. In particular, a review of the findings

of computational studies of nanometer-scale indentation, friction and lubrication is

presented, along with a review of the salient computational methods that are used in

these studies, and the conditions under which they are best applied.

Engines and other machines with moving parts are often limited in their design and

operational lifetime by friction and wear. This limitation has motivated the study

of tribological processes with the aim of controlling and minimizing the impact

of these processes. There are numerous historical examples that illustrate the

importance of friction to the development of civilizations, including the ancient

Egyptians who invented technologies to move the stones used to build the pyramids

[1]; Coulomb, who was motivated to study friction by the need to move ships easily

and without wear from land to the water [1]; and Johnson et al. [2], who developed

an improved understanding of contact mechanics and surface energies through the

study of automobile windshield wipers. At present, substantial research and devel-

opment is aimed at microscale and nanoscale machines with moving parts that

at times challenge our fundamental understanding of friction and wear. This has

motivated the study of atomic-scale friction and has, consequently, led to new

discoveries such as self-lubricating surfaces and wear-resistant materials. While

there are similarities between friction at the macroscale and the atomic scale, in

many instances the mechanisms that lead to friction at these two scales are quite

different. Thus, as devices such as magnetic storage disks and microelectromechani-

cal systems (MEMS) [3] continue to shrink in size, it is expected that new phenomena
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associated with atomic-scale friction, adhesion and wear will dominate the func-

tioning of these devices.

The last two decades have seen considerable scientific effort expended on the

study of atomic-scale friction [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. This

effort has been facilitated by the development of new advanced experimental tools

to measure friction over nanometer-scale distances at low loads, rapid improve-

ments in computer power, and the maturation of computational methodologies for

the modeling of materials at the atomic scale. For example, friction-force and

atomic-force microscopes (FFM and AFM) allow the frictional properties of solids

to be characterized with atomic-scale resolution under single-asperity indentation

and sliding conditions [18, 19, 20, 21]. In addition, the surface force apparatus

(SFA) provides data about the tribological and lubrication responses of many

liquid and solid systems with atomic resolution [22], and the quartz crystal

microbalance (QCM) provides information about the atomic-scale origins of

friction [4, 23]. These and related experimental methods allow researchers to

study sliding surfaces at the atomic scale and relate the observed phenomena to

macroscopically observed friction, lubrication and wear.

Analytic models and computational simulations have played an important role

in characterizing and understanding friction. They can, for example, assist in the

interpretation of experimental data or provide predictions that subsequent experi-

ments can confirm or refute. Analytic models have long been used to study friction,

including early studies by Tomlinson [24] and Frenkel and Kontorova [25] and more

recent studies by McClelland et al. [26], Sokoloff [13, 27, 28, 29, 30, 31, 32, 33],

Persson [34, 35, 36, 37] and others [38, 39, 40, 41, 42, 43, 44]. Most of these

idealized models divide the complex motions that create friction into more funda-

mental components defined by quantities such as spring constants, the curvature and

magnitude of potential wells, and bulk phonon frequencies. While these simplifica-

tions provide these approaches with some predictive capabilities, many assumptions

must be made in order to be able to apply these models to study friction, which may

lead to incorrect or incomplete results.

In atomic-scale molecular dynamics (MD) simulations, atom trajectories are

calculated by numerically integrating coupled classical equations of motion. Inter-

atomic forces that enter these equations are typically calculated either from total

energy methods that include electronic degrees of freedom, or from simplified

mathematical expressions that give the potential energy as a function of interatomic

displacements. MD simulations can be considered numerical experiments that

provide a link between analytic models and experiments. The main strength of

MD simulations is that they can reveal unanticipated phenomena or unexpected

mechanisms for well-known observations. Weaknesses include a lack of quantum

effects in classical atomistic dynamics, and perhaps more importantly, the fact

that meaningless results can be obtained if the simulation conditions are chosen

incorrectly. The next section contains a review of MD simulations, including the

approximations that are inherent in their application to the study of friction, and the

conditions under which they should and should not be applied.
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10.1 Computational Details

Molecular dynamics simulations are straightforward to describe: given a set of

initial conditions and a way ofmathematically modeling interatomic forces, Newton’s

(or equivalent) classical equation of motion is numerically integrated [45]

F ¼ ma; (10.1a)

�rE ¼ mð@2r=@t2Þ; (10.1b)

where F is the force on each atom, m is the atomic mass, a is the atomic accelera-

tion, E is the potential energy felt by each atom, r is the atomic position, and t is
time. The forces acting on any given atom are calculated, and then the atoms move

a short increment @t (called a time step) forward in time in response to these applied

forces. This is accompanied by a change in atomic positions, velocities and accel-

erations. The process is then repeated for some specified number of time steps.

The output of these simulations includes new atomic positions, velocities,

and forces that allow additional quantities such as temperature and pressure to be

determined. As the size of the system increases, it is useful to render the atomic

positions in animated movies that reveal the responses of the system in a qualitative

manner. Quantitative data can be obtained by analyzing the numerical output

directly.

The following sections review the way in which energies and forces are calcu-

lated in MD simulations and the important approximations that are used to realisti-

cally model the friction that occurs in experiments with smaller systems of only

a few tens of thousands of atoms in simulations. The reader is referred to additional

sources [46, 47, 48, 49, 50, 51, 52] for a more comprehensive overview of MD

simulations (including computer algorithms), analysis methods, and the potentials

that are used to calculate energies and forces in MD simulations.

10.1.1 Energies and Forces

There are several different approaches by which interatomic energies and forces

are determined in MD simulations. The most theoretically rigorous methods are

those that are classified as ab initio or first principles. These techniques, which

include density functional theory [53, 54] and quantum chemical ab initio [55]

methods, are derived from quantum mechanical principles and are generally both

the most accurate and the most computationally intensive. They are therefore

limited to a small number of atoms (<500), which has limited their use in the

study of friction. Alternatively, empirical methods are functions containing para-

meters that are determined by fitting to experimental data or the results of ab initio

calculations [50]. These techniques can usually be relied on to correctly describe
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qualitative trends and are often the only choice available for modeling systems

containing tens of thousands, millions, or billions of atoms. Empirical methods

have therefore been widely used in studies of friction. Semi-empirical methods,

including tight-binding methods, include some elements of both empirical

methods and ab initio methods. For instance, they require quantum mechanical

information in the form of, for example, on-site and hopping matrix elements, and

include fits to experimental data [56].

Empirical methods simplify the modeling of materials by treating the atoms

as spheres that interact with each other via repulsive and attractive terms that can be

either pairwise additive or many-body in nature. In this approach, electrons are not

treated explicitly, although it is understood that the interatomic interactions are

ultimately dependent on them. As discussed in this section, some empirical meth-

ods explicitly include charge through classical electrostatic interactions, although

most methods assume charge-neutral systems. The repulsive and attractive func-

tional forms generally depend on interatomic distances and/or angles and contain

adjustable parameters that are fit to ab initio results and/or experimental data.

The main strength of empirical potentials is their computational speed. Recent

simulations with these approaches have modeled billions of atoms [57], something

that is not possible with ab initio or semi-empirical approaches at this time. Themain

weakness of empirical potentials is their lack of quantitative accuracy, especially if

they are poorly formulated or applied to systems that are too far removed from the

fitting database used in their construction. Furthermore, because of the differences in

the nature of chemical bonding in various materials, such as covalent bonding in

carbon versus metallic bonding in gold, empirical methods have been historically

derived for particular classes of materials. They are therefore generally nontransfer-

able, although some methods have been shown to be theoretically equivalent [51, 58],

and in recent years there has been progress towards the development of empirical

methods that can model heterogeneous material systems [59, 60, 61, 62, 63, 64].

Several of the most important and common general classes of empirical methods

used for calculating interatomic energies and forces in materials, the so-called

potentials, are reviewed here. The first to be considered are the potentials that are

used to model covalently bound materials, including the bond-order potential and

the Stillinger–Weber potential.

The bond-order potential was first formulated by Abell [65] and subsequently

developed and parameterized by Tersoff for silicon and germanium [66, 67],

Brenner and coworkers for hydrocarbons [52, 68, 69], Dyson and Smith for carbon–

silicon–hydrogen systems [70], Sinnott and coworkers for carbon–oxygen–hydrogen

systems [71], and Graves and coworkers [72] and Sinnott and coworkers [73] for

fluorocarbons, Schall and coworkers for pure Si [74], and Hu and coworkers on

C–N–O–H [75].

The bond-order potential has the general functional form

E ¼
X
i

X
jð> iÞ

½VRðrijÞ � bijVAðrijÞ� (10.2)
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where VR(r) and VA(r) are pair-additive interactions that model the interatomic

repulsion and electron–nuclear attraction, respectively. The quantity rij is the

distance between pairs of nearest-neighbor atoms i and j, and bij is a bond-order

term that takes into account the many-body interactions between atoms i and j,
including those due to nearest neighbors and angle effects. The potential is short-

ranged and only considers nearest neighbor bonds. To model long-range nonbonded

interactions, the bond-order potential is combined with pair-wise potentials either

directly through splines [76] or indirectly with more sophisticated functions [77].

The Stillinger–Weber potential [78] potential was formulated to model silicon,

with a particular emphasis on the liquid phases of silicon. It includes many-body

interactions in the form of a sum of two- and three-body interactions

E ¼
X
ij

V2
ijðrijÞ þ

X
jik

V3
jikðrij; rikÞ; (10.3)

where V2 is a pair-additive interaction and V3 is a three-body term. The three-body

term includes an angular interaction that minimizes the potential energy for tetra-

hedral angles. This term favors the formation of open structures, such as the

diamond cubic crystal structure.

The second potential is the embedded atom method (EAM) approach [79, 80]

and related methods [81], which were initially developed for modeling metals and

alloys. The functional form in the EAM is

E ¼
X
i

FðriÞ þ
X
i> j

FðrijÞ; (10.4)

where F is called the embedding energy. This term models the energy due to

embedding an atom into a uniform electron gas with a uniform compensating

positive background (jellium) of density ri that is equal to the actual electron

density of the system. The term F(rij) is a pairwise functional form that corrects

for the jellium approximation. Several parameterizations of the EAM exist (see, for

example, [79, 80, 82, 83, 84]) and it has recently been extended to model nonme-

tallic systems. For example, the modified EAM (MEAM) approach [64, 85, 86] was

developed so that EAM could be applied to metal oxides [60] and covalently bound

materials [86].

The third method is the general class of Coulomb or multipole interaction

potentials used to model charged ionic materials or molecules [87]. In this formal-

ism, an energy term is given as

E ¼
X
i

X
jð> iÞ

qðriÞqðrjÞ
rij

� �
; (10.5)

where q(ri) is the charge on atom i and rij is the distance between atoms i and j.
More complex formalisms that take into account, say, the Madelung constant in the
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case of ionic crystals, are used in practice. In general, the charges are held fixed,

but methods that allow charge to vary in a realistic manner have been developed

[61, 88].

Lastly, long-range van der Waals or related forces are typically modeled with

pairwise additive potentials. A widely used approximation is the Lennard-Jones

(LJ) potential [89], which has the following functional form

E ¼ 4e
X
i

X
jð> iÞ

s
rij

� �12

� s
rij

� �6
" #

: (10.6)

In this approach e and s are parameters and rij is the distance between atoms i and j.
All of these potentials are widely used in MD simulations of materials, including

studies of friction, lubrication, and wear.

10.1.2 Important Approximations

Several approximations are typically used in MD simulations of friction. The first is

the use of periodic boundary conditions (PBCs) and the minimum image conven-

tion for interatomic interactions [48]. In both cases the simulation supercell is

surrounded by replicas of itself so that atoms (or phonons, etc.) that exit one side

of the supercell remerge into the simulation through the opposite side of the

supercell. In the minimum image convention an atom interacts either with another

atom in the supercell or its equivalent atom in a surrounding cell depending on

which distance to the atom is shortest. This process is illustrated in Fig. 10.1. In this

convention supercells must be large enough that atoms do not interact with them-

selves over the periodic boundaries. In computational studies of friction and wear,

X

Fig. 10.1 Illustration of

periodic boundary conditions

consisting of a central

simulation cell surrounded

by replica systems. The solid
arrows indicate an atom

leaving the central box and

reentering on the opposite

side. The dotted arrows
illustrate the minimum image

convention
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PBCs are usually applied in the two dimensions within the plane(s) of the sliding

surface(s). The strength of this approach is that it allows a finite number of atoms to

model an infinite system. However, the influence of boundaries on system dynamics

is not completely eliminated; for example, phonon scattering due to the periodic

boundaries can influence heat transport and therefore frictional properties of sliding

interfaces.

Another important tool that is often used in MD simulations of friction is

thermostats to regulate system temperature. In macroscopic systems, heat that is

generated from friction is dissipated rapidly from the surface to the bulk phonon

modes. Because atomistic computer simulations are limited systems that are many

orders of magnitude smaller than systems that are generally studied experimentally,

thermostats are needed to prevent the system temperature from rising in a non-

physical manner. Typically in simulations of indentation or friction, the thermostat

is applied to a region of the simulation cell that is well removed from the interface

where friction and indentation is taking place. In this way, local heating of the

interface that occurs as work is done on the system, but excess heat is efficiently

dissipated from the system as a whole. In this manner the adjustment of atomic

temperatures occurs away from the processes of interest, and simplified approx-

imations for the friction term can be used without unduly influencing the dynamics

produced by the interatomic forces.

There are several different formalisms for atomistic thermostats. The simplest of

these controls the temperature by intermittently rescaling the atomic velocities to

values corresponding to the desired temperature [90] such that

ynew

yold

� �2
¼ T

Tins
; (10.7)

where ynew is the rescaled velocity, and nold is the velocity before the rescaling. This
approach, which is called the velocity rescaling method, is both simple to imple-

ment and effective at maintaining a given temperature over the course of an MD

simulation. It was consequently widely used in early MD simulations. The velocity

rescaling approach does have some significant disadvantages, however. First, there

is little theoretical basis for the adjustment of atomic velocities, and the system

dynamics are not time-reversible, which is inconsistent with classical mechanics.

Second, the rate and mode of heat dissipation are disconnected from system proper-

ties, which may affect system dynamics. Lastly, for typical MD simulation system

sizes, the averaged quantities that are obtained, such as pressure for instance, do not

correspond to values in any thermodynamic ensemble.

For these reasons, more sophisticated methods for maintaining system tempera-

tures in MD simulations have been developed. The Langevin dynamics approach

[48], which was originally developed from the theory of Brownian motion, falls

into this category. In this approach, terms are added to the interatomic forces

that correspond to a random force and a frictional term [46, 91, 92]. Therefore,

Newton’s equation of motion for atoms subjected to Langevin thermostats is given

by the following equation rather than (10.1a,10.1b)
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ma ¼ F� mxyþ RðtÞ; (10.8)

where F are the forces due to the interatomic potential, x is a friction coefficient, m
and y are the particle’s mass and velocity, respectively, and R(t) is a random force

that acts as white noise. The friction term can be formulated in terms of a memory

kernal, typically for harmonic solids [93, 94, 95], or a friction coefficient can be

approximated using the Debye frequency. The random force can be given by a

Gaussian distribution where the width, which is chosen to satisfy the fluctuation-

dissipation theorem, is determined from the equation

hRð0ÞRðtÞi ¼ 2mkB TxdðtÞ: (10.9)

Here, the function R is the random force in (10.8), m is the particle mass, T is the

desired temperature, kB is Boltzmann’s constant, t is time, and x is the friction

coefficient. It should be noted that the random forces are uncoupled from those at

previous steps, which is denoted by the delta function. Additionally, the width of

the Gaussian distribution from which the random force is obtained varies with

temperature. Thus, the Langevin approach does not require any feedback from the

current temperature of the system as the random forces are determined solely

from (10.9).

In the early 1980s, Nosé developed a new thermostat that corresponds directly to

a canonical ensemble (system with constant temperature, volume and number of

atoms) [96, 97], which is a significant advance from the methods described so far. In

this approach, Nosé introduces a degree of freedom s that corresponds to the heat

bath and acts as a time scaling factor, and adds a parameter Q that may be regarded

as the heat bath mass. A simplified form of Nosé’s method was subsequently

implemented by Hoover [46] that eliminated the time scaling factor whilst introdu-

cing a thermodynamic friction coefficient z. Hoover’s formulation of Nosé’s

method is therefore easy to use and is commonly referred to as the Nosé–Hoover

thermostat.

When this thermostat is applied to a system containing N atoms, the equations of

motion are written as (dots denote time derivatives)

_ri ¼ pi
mi

;

_pi ¼ Fi � zpi;

_z ¼ 1

Q

XN
i¼1

p2i
mi

� NfkBT

 !
;

(10.10)

where ri is the position of atom i, pi is the momentum and Fi is the force applied to

each atom. The last equation in (10.10) contains the temperature control mechanism

in the Nosé–Hoover thermostat. In particular, the term between the parentheses

on the right-hand side of this equation is the difference between the system’s

instantaneous kinetic energy and the kinetic energy at the desired temperature.
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If the instantaneous value is higher than the desired one, the friction force will

increase to lower it and vice versa.

It should be pointed out that the choice of the heat bath mass Q is arbitrary but

crucial to the successful performance of the thermostat. For example, a small value

of Q leads to rapid temperature fluctuation while large Q values result in inefficient

sampling of phase space. Nosé recommended that Q should be proportional to

NfkBT and should allow the added degree of freedom s to oscillate around its

averaged value at a frequency of the same order as the characteristic frequency

of the physical system [96, 97]. If ergodic dynamic behavior is assumed, the

Nosé–Hoover thermostat will maintain a well-defined canonical distribution in

both momentum and coordinate space. However, for small systems where the

dynamic is not ergodic, the Nosé–Hoover thermostat fails to generate a canonical

distribution. Therefore, more sophisticated algorithms based on the Nosé–Hoover

thermostat have been proposed to fix its ergodicity problem; for example, the

Nosé–Hoover chain method of Martyna et al. [98]. However, these complex

thermostats are not as easy to apply as the Nosé–Hoover thermostat due to the

difficult evaluation of the coupling parameters for each different case and the

significant computational cost [99]. From a practical point of view, if the molecular

system is large enough that the movements of the atoms are sufficiently chaotic,

ergodicity is guaranteed and the performance of the Nosé–Hoover thermostat is

satisfactory [25].

In an alternative approach, Schall et al. recently introduced a hybrid continuum-

atomistic thermostat [100]. In this method, an MD system is divided into grid

regions, and the average kinetic energy in the atomistic simulation is used

to define a temperature for each region. A continuum heat transfer equation is

then solved stepwise on the grid using a finite difference approximation, and the

velocities of the atoms in each grid region are scaled to match the solution of the

continuum equation. To help account for a time lag in the transfer of kinetic to

potential energy, Hoover constraining forces are added to those from the inter-

atomic potential. This process is continued, leading to an ad hoc feedback

between the continuum and atomistic simulations. The main advantage of this

approach is that the experimental thermal diffusivity can be used in the contin-

uum expression, leading to heat transfer behavior that matches experimental

data. For example, in metals the majority of the thermal properties at room

temperature arise from electronic degrees of freedom that are neglected with

strictly classical potentials. This thermostat is relatively straightforward to

implement, and requires only the interatomic potential and the bulk thermal

diffusivity as input. It is also appropriate for nonequilibrium heat transfer, such

as occurs as heat is dissipated from sliding surfaces moving at high relative

velocities. Other localized phenomena, such as Joule heating and melting in

current carrying applications, can also be simulated by using a recent extension

to the hybrid thermostat [101]. This modification allows the ability to model

degradation of interfaces under high electrical load at the atomic level. Relevant

examples are hot switched radio frequency MEMS and metal/metal contacts in

electromagnetic launchers.
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Cushman et al. [102, 103] developed a unique alternative to the grand canonical

ensemble by performing a series of grand canonical Monte Carlo simulations

[48, 104] at various points along a hypothetical sliding trajectory. The results

from these simulations are then used to calculate the correct particle numbers at a

fixed chemical potential, which are then used as inputs to nonsliding, constant-NVE
MD simulations at each of the chosen trajectory points. The sliding speed can be

assumed to be infinitely slow because the system is fully equilibrated at each step

along the sliding trajectory. This approach offers a useful alternative to continuous

MD simulations that are restricted to sliding speeds that are orders of magnitude

larger than most experimental studies (about 1 m/s or greater).

To summarize, this section provides a brief review and description of compo-

nents that are used in atomistic, molecular dynamics simulation of many of the

processes related to friction, such as indentation, sliding, and wear. The compo-

nents discussed here include the potential energy expression used to calculate

energies and forces in the simulations, periodic boundary conditions and thermo-

stats. Each of these components has their own strengths and weaknesses that should

be well-understood both prior to their use and in the interpretation of results. For

example, general principles related to liquid lubrication in confined areas may be

most easily understood and generalized from simulations that use pair potentials

and may not require a thermostat. On the other hand, if one wants to study the wear

or indentation of a surface of a particular metal, then EAM or other semiempirical

potentials, together with a thermostat, would be expected to yield more reliable

results. If one requires information on electronic effects, ab initio or semi-empirical

approaches that include the evaluation of electronic degrees of freedom must be

used. Thus, the best combination of components for a particular study depends on

the chemical nature of the system of interest, the processes being simulated, the

type of information desired, and the available computational resources.

10.2 Indentation

It is critical to understand the nanometer-scale properties of materials that are being

considered for use as new coatings with specific friction and wear behavior.

Experimental determination of these properties is most frequently done with the

AFM, which provides a variety of data related to the interaction of the microscope

tips with the sample surface [105, 106, 107]. In AFM experiments, the tip has a

radius of about 1–100 nm and is pressed against the surface under ambient condi-

tions (in air), ultrahigh vacuum (UHV) conditions, or in a liquid. The microscope

tip can either move in the direction normal to the surface, which is the case in

nanoindentation studies, or raster across the surface, which is the case in surface

imaging or friction studies. Sliding rates of 1 nm/s–1 m/s are typically used, which

are many orders of magnitude slower than the rates used in MD simulations of

sliding or indentation of around 1–100 m/s. As discussed in the previous section,

the higher rates used in computational simulations are a consequence of modeling
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full atomic motion, which occurs on a femto- to picosecond timescale, and the

stepwise solution of the classical equations of motion, which makes the large

number of simulation steps needed to reach experimental timescales computation-

ally impossible with current processor speeds.

As the tip moves either normal to or across the surface, the forces acting upon it

as a result of its interactions with the surface are measured. When the tip is moved

in the surface normal direction, it can penetrate the surface on the nanometer scale

and provide information on the nanometer-scale mechanical properties of the

surface [108, 109]. The indentation process also causes the force on the tip to

increase, and the rate of increase is related to both the depth of indentation and the

properties of the surface. The region of the force curve that reflects this high force is

known as the repulsive wall region [105], or, when considered without any lateral

motion of the tip, an indentation curve. When the tip is retracted after indentation,

enhanced adhesion between the tip and surface relative to the initial contact can

result. This phenomenon is indicated by hysteresis in the force curve.

Tip–surface adhesion can result from the formation of chemical bonds between

the tip and the sample, or from the formation of liquid capillaries between the

microscope tip and the surface caused by the interaction of the tip with a layer of

liquid contamination on the surface. The latter case is especially prevalent in AFM

studies conducted in ambient environments. In the case of clean metallic systems,

the sample can wet the tip or the tip can wet the sample in the form of a connective

neck of metal atoms between the surface and the tip that can lead to adhesion. In the

case of polymeric or molecular systems, entanglement of molecules that are

anchored on the tip with molecules anchored on the sample can be responsible

for force curve hysteresis.

In the case of horizontal rastering of AFM tips across surfaces, the force curve

data provide a map of the surface that is indicative of the surface topography [110].

If the deflection of the tip in the lateral direction is recorded while the tip is being

rastered, a friction map of the surface [20] is produced.

The rest of this section discusses some of the important insights and findings that

have been obtained from MD simulations of nanoindentation. These studies have

not only provided insight into the physical phenomena responsible for the qualita-

tive shapes of AFM force curves, they have also revealed a wealth of atomic-scale

phenomena that occur during nanoindentation that was not previously known.

10.2.1 Surfaces

The nature of adhesive interactions between clean, deformable metal tips indent-

ing metal surfaces have been identified and clarified over the course of the last

decade through the use of MD simulations [107, 111, 112, 113, 114, 115]. In

particular, the high surface energies associated with clean metal surfaces can

lead to strongly attractive interactions between surfaces in contact. The strength

of this attraction can be so large that when the tip gets close enough to the surface to
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interact with it, surface atoms jump upwards to wet the tip in a phenomena known

as jump-to-contact (JC). This wetting mechanism was first discovered in MD

simulations [114] and has been confirmed experimentally [108, 116, 117, 118]

using the AFM, as shown in Fig. 10.2.

The MD simulations of Landman et al. [114, 119, 120, 121] using EAM

potentials revealed that the JC phenomenon in metallic systems is driven by

the need of the atoms at the tip–surface interface to optimize their interaction

energies while maintaining their individual material cohesive binding. When

the tip advances past the JC point it indents the surface, which causes the force to
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Fig. 10.2 Top: The
experimental values for the

force between a tip and a

surface that have a connective

neck between them. The neck

contracts and extends without

breaking on the scales shown.

Bottom: The effective spring
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experimentally for the

connective necks and

corresponding maximum

pressures, versus contact

radius of the tip. The triangles
indicate measurements taken
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taken at liquid He
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increase. This behavior is indicated in Fig. 10.3, points D to M. This region of the

computer-generated force curve has a maximum not present in the force curve

generated from experimental data (Fig. 10.3, point L). This is due to tip-induced

flow of the metal atoms in the surface that causes pile-up of the surface atoms

around the edges of the indenter. Hysteresis on the withdrawal of the tip, shown in

Fig. 10.3, points M to X, is present due to adhesion between the tip and the

substrate. In particular, as the tip retracts from the sample, a connective neck or

nanowire of atoms forms between the tip and the substrate that is primarily

composed of metal atoms from the surface with some atoms from the metal indenter

that have diffused into the structure. A snapshot from the MD simulations that

illustrates this behavior is shown in Fig. 10.4.

As the tip is withdrawn farther, the magnitude of the force increases (becomes

more negative) until, at a critical force, the atoms in adjacent layers of the connective

nanowire rearrange so that an additional row of atoms is created. This process causes

elongation of the connective nanowire and is responsible for the fine structure
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Fig. 10.3 Computationally

derived force Fz versus

tip-to-sample distance dhs
curves for approach, contact,

indentation, then separation

using the same tip–sample

system shown in Fig. 10.4.

These data were calculated

from an MD simulation

(After [114], # AAAS 1990)

Fig. 10.4 Illustration of

atoms in the MD simulation

of a Ni tip being pulled

back from an Au substrate.

This causes the formation

of a connective neck of

atoms between the tip and

the surface (After [114],

# AAAS 1990)

10 Computer Simulations of Nanometer-Scale Indentation and Friction 451



(apparent as a series of maxima) present in the retraction portion of the force curve.

These elongation and rearrangement steps are repeated until the connection between

the tip and the surface is broken. Similar elongation events have been observed

experimentally. For example, scanning tunneling microscopy (STM) experiments

demonstrate that the metal nanowires between metal tips and surfaces can elongate

� 2,500 Å without breaking [122].

The JC process has been shown to affect the temperature at the tip–surface

interface. For instance, the constant-energy MD simulations of Tomagnini et al.

[123] predicted that the energy released due to the wetting of the tip by surface

atoms increases the temperature of the tip by about 15 K at room temperature and is

accompanied by significant structural rearrangement. At temperatures high enough

to cause the first few metal surface layers to be liquid, the distance at which the JC

occurs increases, as does the contact area between the tip and the surface and the

amount of nanowire elongation prior to breakage.

Simulations by Komvopoulos and Yan [124] using LJ potentials showed how

metallic surfaces respond to single and repeated indentation by metallic, or cova-

lently bound, rigid tips. The simulations predicted that a single indentation event

produces hysteresis in the force curve as a result of surface plastic deformation and

heating. The repulsive force decreases abruptly during surface penetration by the tip

and surface plastic deformation. Repeated indentation results in the continuous

decrease of the elastic stiffness, surface heating, and mean contact pressures at

maximum penetration depths to produce behaviors that are similar to cyclic work

hardening and softening by annealing observed in metals at the macroscale.

When the tip is much stiffer than the surface, pile-up of surface atoms around

the tip occurs to relieve the stresses induced by nanoindentation. In contrast, when

the surface is much stiffer than the tip, the tip can be damaged or destroyed.

Simulations by Belak et al. [125] using perfectly rigid tips showed the mechanism

by which the surface yields plastically after its elastic threshold is exceeded. The

simulations showed how nanoindentation causes surface atoms to move on to the

surface but under the tip and thus cause atomic pile-up. In this study, variations in

the indentation rate reveal that point defects created as a result of nanoindentation

relax by moving through the surface if the rate of indentation is slow enough. If the

indentation rate is too high, there is no time for the point defects to relax and move

away from the indentation area and so strain builds up more rapidly. The rigid

indenters considered in these MD simulations are analogous to experiments that use

surface passivation to prevent JC between the tip and the surface [126, 127], the

results of which agree with the predicted results of pile-up and crater formation, as

shown in Fig. 10.5 [126].

In short, MD simulations are able to explain the atomic-scale mechanisms behind

measured experimental force curves produced when metal tips indent homogeneous

metal surfaces to nanometer-scale depths. This preliminary work has spawned much

of the current interest in using the JC to produce metal nanowires [128, 129, 130].

MD simulations have also been used to examine the relationship between

nanoindentation and surface structure. This is most apparent in a series of compu-

tational studies that consider the indentation of a surface with a virtual hard-sphere
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indenter in a manner that is independent of the rate of indentation, as shown in

Fig. 10.6. The virtual indenter is modeled through the application of a repulsive

force to the surface rather than through the presence of an actual atomic tip.

Kelchner et al. [131], rather than use MD, pushed the indenter against the surface

a short distance and then allowed the system to relax using standard energy

minimization methods in combination with EAM potentials. The system is fully

relaxed when the energy of the surface system is minimized. After relaxation, the

tip is pushed further into the surface and the process is repeated. As the tip generates

more stresses in the surface, dislocations are generated and plastic deformation

occurs. If the tip is pulled back after indenting less than a specific critical value,

the atoms that were plastically deformed are healed during the retraction and the

surface recovers its original structure. In contrast, if the tip is indented past the

critical depth, additional dislocations are created that interfere with the surface
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Fig. 10.5 Images of a gold surface before and after being indented with a pyramidal shaped

diamond tip in air. The indentation created a surface crater. Note the pile-up around the crater

edges (After [126], # Elsevier 1993)
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Fig. 10.6 A schematic of a spherical, virtual tip indenting a metal surface (After [132],

# Elsevier 1993) (B.C. – boundary conditions)
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healing process on tip withdrawal. In this case, a surface crater is left on the surface

following nanoindentation.

A similar study by Lilleodden et al. [132] considered the generation of disloca-

tions in perfect crystals and near grain boundaries in gold. Analysis of the relation-

ship between the load and the tip displacement in the perfect crystal shows discrete

load drops followed by elastic behavior. These load drops are shown to correspond

to the homogeneous nucleation of dislocations, as illustrated in Fig. 10.7, which is a

snapshot taken just after the load drop. When nanoindentation occurs close to a

grain boundary, similar relationships between the load and tip displacement are

predicted to occur as were seen for the perfect crystal. However, the dislocations

responsible for the load drop are preferentially emitted from the grain boundaries,

as illustrated in Fig. 10.8.

Fig. 10.7 Snapshot of two

partial dislocations separated

by a stacking fault. The dark
spheres in the center of the
structure indicate atoms in

perfect crystal positions

after both partial dislocations

have passed (After [132],

# Elsevier 1993)

Fig. 10.8 Snapshot of the

high-energy atoms only after

a load drop caused by

dislocation generation during

the nanoindentation of gold

near a grain boundary (After

[132], # Elsevier 1993)
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Simulations can also show how atomic structure and stresses are affected by

nanoindentation. For instance, MD simulations with a virtual indenter by Hasnaoui

et al. [133] using semi-empirical tight-binding methods showed the interaction

between the grain boundaries under the indenter and the dislocations generated

by the indentation, as illustrated in Fig. 10.9. This study shows that if the size of the

indenter is smaller than the grain size, the grain boundaries can emit, absorb, and

reflect the dislocations in a manner that depends on atomic structure and the

distribution of stresses.

Zimmerman et al. considered the indentation of a single-crystal gold substrate

both near and far from a surface step [134]. The results of these simulations,

which used EAM potentials, showed that the onset of plastic deformation depends

to a significant degree on the distance of indentation from the step, and whether the

indentation is on the plane above or below the step. In a related set of simulations,

Shenderova et al. [135] examined whether ultrashallow elastic nanoindentation

can nondestructively probe surface stress distributions associated with surface

structures such as a trench and a dislocation intersecting a surface. The simulations

carried out the nanoindentation to a constant depth. They predicted maximum loads

that reflect the in-plane stresses at the point of contact between the indenter and the

substrate, as illustrated in Fig. 10.10.

1.7 GPa

–0.5 GPa

a d

b e

c f

Fig. 10.9 Snapshots showing the atomic stress distribution and atomic structures in a gold

surface. Figures (a)–(c) show the atomic structure at indentation depths of 7.9, 8.6, and 9.6 Å,

respectively, with a virtual spherical indenter. A dislocation is represented by the two parallel

{111} planes (two dark lines) that show the stacking fault left behind after the leading partial

dislocation has passed. Figures (d)–(f) show the atomic stress distribution of the same system at the

same indentation depths. Here the dark color indicates compressive hydrostatic pressures of

1.7 GPa and higher while the gray color indicates tensile pressures of �0.5 GPa and lower. The

arrow in (d) shows the region of the system where a dislocation interacts with a grain boundary

(After [133], # Elsevier 2004)
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Since the 1930s, studies have been performed using hardness measurement

techniques [136, 137, 138, 139] and indentation methods [140] that suggest that

the hardness of a material depends on applied in-plane uni- and bi-axial strain. In

general, tensile strain appeared to decrease hardness while increases in hardness

under compressive in-plane strain were reported. This behavior had traditionally

been attributed to the contribution of stresses from the local strain from the

indentation to the resolved shear stresses and the in-plane strain [137, 139].

However, in 1996, Pharr and coworkers determined that changes in elastic modulus

determined from unloading curves of strained substrates using contact areas

estimated via an elastic model are too large to have physical significance, a result

that brought into question the interpretation of prior hardness data [140, 141]. They

hypothesized that the apparent change in modulus (and hardness) with in-plane

strain is mainly due to changes in contact area that are not typically taken into

consideration in elastic half-space models. This hypothesis was based on experi-

mental nanoindentation studies of a strained polycrystalline aluminum alloy and

finite element calculations on an isotropic solid [140, 141]. They further suggested

that in-plane compression increases pile-up around the indenter that, when not

taken into account in the analysis of unloading curves, implies a nonphysical

increase in modulus. Likewise, they suggested that in-plane tensile strain reduces

Compression Tension

Maximum loadFig. 10.10 Data and system

illustration from a simulation

of a gold surface containing

a dislocation. Top: Maximum

load for simulated shallow

indentation at several points

along the dotted line in
the bottom illustration.

Bottom: Top view of the

simulated surface. The

dislocation is denoted by

the solid black lines
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the amount of material that is piled up around an indenter, which leads to

a corresponding reduced (nonphysical) modulus when interpreting unloading

curves using elastic models.

To explore in more detail the issue of pile-up and its influence on the interpre-

tation of loading curves, Schall and Brenner used MD simulations and EAM

potentials to model the plastic nanoindentation of a single-crystal gold surface

under an applied in-plane strain [142]. These simulations predicted that the mean

pressure, calculated from true contact areas that take into account plastic pile-up

around the indenter, varies only slightly with applied pre-stress. They also predicted

that the higher values occur in compression rather than in tension, and that the

modulus calculated from the true contact area is essentially independent of the

pre-stress level in the substrate. In contrast, if the contact area is estimated from

approximate elastic formulae, the contact area is underestimated, which leads to

a strong, incorrect dependence of apparent modulus on the pre-stress level. The

simulations also showed larger pile-up in compression than in tension, in agreement

with the Pharr model, and both regimes produced contact areas larger than those

typically assumed in elastic analyses. These findings are illustrated in Fig. 10.11.

Nanometer-scale indentation of ceramic systems has also been investigated with

MD simulations. Ceramics are stiffer and more brittle than metals at the macroscale

and examining the nanoindentation of ceramic surfaces provides information about

the nanometer-scale properties. They also reveal the manner by which defects form

in covalent and ionic materials. For example, Landman et al. [113, 143] considered

the interaction of a CaF2 tip with a CaF2 substrate in MD simulations using

empirical potentials. As the tip approaches the surface, the attractive force between

them steadily increases. This attractive force increases dramatically at the critical

distance of 2.3 Å as the interlayer spacing of the tip increases (the tip is elongated)

–1
Relative stress

Area (nm2)

50

70

90

110

1– 0.5 0 0.5

Fig. 10.11 Contact area projected in the plane at a maximum load for simulated indention of a

gold surface as a function of in-plane biaxial stress. The stress is normalized to the theoretical yield

stress. The top curve is from an atomistic simulation; the bottom curve is from an elastic model.

Inset: Illustration of the region near the indention from the simulation. The tip is not shown for

clarity. Initial formation of pile-up around the edge of the indentation is apparent
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in a process that is similar to the JC phenomenon observed in metals. An important

difference, however, is the amount of elongation, which is 0.35 Å in the case of the

ionic ceramics and several angstroms in the case of metals. As the distance between

the tip and the surface decreases further, the attractive nature of their interaction

increases until a maximum value is reached. Indentation beyond this point results

in a repulsive tip–substrate interaction, compression of the tip, and ionic bonding

between the tip and substrate. These bonds are responsible for the hysteresis

predicted to occur in the force curve on retraction, which ultimately leads to plastic

deformation of the tip followed by fracture.

The responses of covalently bound ceramics such as diamond and silicon to

nanoindentation have been heavily studied with MD simulations. One of the first

of these computational studies was carried out by Kallman et al. who used the

Stillinger–Weber potential to examine the indentation of amorphous and crystalline

silicon [144]. The motivation for this study came from experimental data that

indicated a large change in electrical resistivity during indentation of silicon,

which led to the suggestion of a load-induced phase transition below the indenter.

Clarke et al., for example, reported forming an Ohmic contact under load, and using

transmission electron microscopy they observed an amorphous phase at the point

of contact after indentation [145]. Using micro-Raman microscopy, Kailer et al.

identified a metallic b-Sn phase in silicon near the interface of a diamond indenter

during hardness loading [146]. Furthermore, upon rapid unloading they detected

amorphous silicon as in the Clarke et al. [145] experiments, while slow unloading

resulted in a mixture of high-pressure polymorphs near the indent point. At the

highest indentation rate and the lowest temperature, the simulations by Kallman et al.

[144] showed that amorphous and crystalline silicon have similar yield strengths

of 138 and 179 kbar, respectively. In contrast, at temperatures near the melting

temperature and at the slowest indentation rate, both amorphous and crystalline

silicon are predicted to have lower yield strengths of 30 kbar. The simulations thus

show how the predicted yield strength of silicon at the nanometer scale depends on

structure, rate of deformation, and surface temperature.

Interestingly, Kallman et al. [144] found that amorphous silicon does not

crystallize upon indentation, but indentation of crystalline silicon at temperatures

near the melting point transforms the surface structure near the indenter to the

amorphous phase. The simulations do not predict transformation to the b-Sn
structure under any of the conditions considered. These results agree with the

outcomes of scratching experiments [147] that showed that amorphous silicon

emerges from room-temperature scratching of crystalline silicon.

Kaxiras and coworkers revisited the silicon nanoindentation issue using a

quasi-continuum model that couples interatomic forces from the Stillinger–Weber

potential to a finite element grid [148]. They report good agreement between

simulated loading curves and experiment provided that the curves are scaled by

the indenter size. Rather than the b-Sn structure, however, atomic displacements

suggest formation of a metallic structure with fivefold coordination below the

indenter upon loading, and a residual simple cubic phase near the indentation site

after the load is released rather than the mix of high-pressure phases characterized
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experimentally. Smith et al. attribute this discrepancy to shortcomings of the

Stillinger–Weber potential inadequately describing the high-pressure phases of

silicon. They also used a simple model for changes in electrical resistivity with

loading involving contributions from both a Schottky barrier and spreading resis-

tance. Simulated resistance-versus-loading curves agree well with experiment

despite possible discrepancies between the high-pressure phases under the indenter,

suggesting that the salient features of the experiment are not dependent on the

details of the high-pressure phases produced.

Additional MD simulations of the indentation of silicon were carried out by

Cheong and Zhang [149]. Their simulations provide further details about the

phase transformations that occur in silicon as a result of nanoindentation. In parti-

cular, they find that the diamond cubic silicon is transformed into a body-centered

tetragonal structure (b-Si) upon loading of the indenter, as illustrated in Fig. 10.12.

Figure 10.13 shows that the coordination numbers of silicon atoms also coincide

with that of the theoretical b-Si structure. The body-centered tetragonal structure is
transformed into amorphous silicon during the unloading stage. A second indenta-

tion simulation again predicted that that this is a reversible process. Atomistic

simulations by Sanz-Navarro et al. [150] shows the relation between the indentation

a

c

b

d

e

Fig. 10.12 Snapshots of a

silicon sample during

indentation. The smaller dots
are diamond atoms. (a)

Crystalline silicon prior to

indentation. (b) Atoms

beneath the indenter are

displaced as a result of

indentation. (c) The system at

maximum indentation. Some

of the atoms are in a

crystalline arrangement

(circled region) that is
different from the diamond

structure. (d) The surface

structure is largely

amorphous as the tip is

withdrawn. (e) The surface

after indentation. Note the

amorphous region at the site

of the indentation process

(After [133], # IOP 2000)
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of silicon and the hydrostatic pressure on surface cells due to the nanoindentation,

as illustrated in Fig. 10.14. These simulations further predict that the transformation

of diamond silicon into the b-Si structure can occur if the hydrostatic pressure is

somewhat over 12 GPa.

Multimillion atom simulations of the indentation of silicon nitride were recently

carried out by Walsh et al. [151]. The elastic modulus and hardness of the surface

was calculated using load–displacement relationships. Snapshots from the simulations,

illustrated in Fig. 10.15, show that pile-up occurs on the surface along the edges of

the tip. Plastic deformation of the surface is predicted to extend a significant distance

beyond the actual contact area of the indenter, as illustrated in Fig. 10.15.

The indentation of bare and hydrogen-terminated diamond (111) surfaces beyond

the elastic limit was investigated by Harrison et al. [152] using a hydrogen-terminated

10
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Number of atoms
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Fig. 10.13 The coordination of the silicon atoms shown in Fig. 10.12 as a function of time during

nanoindentation (After [149], # IOP 2000)

0

Hydrostatic pressure (GPa)

184.5 9 13.5

a b c

Fig. 10.14 Calculated hydrostatic pressure of surface cells at indentation depths of (a) 8.9 Å,

(b) 15.7 Å, and (c) 25.3 Å (After [150], # IOP 2000)
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sp3-bonded tip in MD simulations that utilized bond-order potentials. The simula-

tions identified the depth and applied force at which the diamond (111) substrate

incurred plastic deformation due to indentation. At low indentation forces, the

tip–surface interaction is purely elastic, as illustrated in Fig. 10.16. This finding

agrees with the findings of Cho and Joannopoulos [153], who examined the atomic-

scale mechanical hysteresis experienced by an AFM tip indenting Si(100) with

density functional theory. The calculations predicted that at low rates it is possible

to cycle repeatedly between two buckled configurations of the surface without

adhesion.

When the nanoindentation process of diamond (111) is plastic, connective

strings of atoms are formed between the tip and the surface, as illustrated in

Fig. 10.17. These strings break as the distance between the tip and crystal increases

and each break is accompanied by a sudden drop in the potential energy at large

positive values of tip–substrate separation. The simulations further predict that the

tip end twists to minimize interatomic repulsive interactions between the hydrogen

atoms on the surface and the tip. This behavior is predicted to lead to new covalent

bond formation between the tip and the carbon atoms below the first layer of the

surface and connective strings of atoms between the tip and the surface when the

tip is retracted. Not surprisingly, when the surface is bare and not terminated

[1210]
– –

[1010]
–

[0001]

a

b

c

[0001]

[0130]
–

[1010]
–

Fig. 10.15 Snapshots of the

silicon nitride (a) surface,

(b) slide parallel to the edges

of the indenter, and (c) slide

across the indenter diagonal.

The left-hand side shows the
surface when it is fully

loaded, while the right-hand
side shows the surface after
the tip has been withdrawn

(After [151], # AIOP 2003)
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with hydrogen atoms, the repulsive interactions between the tip and the surface

are minimized and the tip indents the substrate without twisting [152]. Because

carbon–carbon bonds are formed between the tip and the first layer of the substrate,

the indentation is ordered (the surface is not disrupted as much by interacting with

the tip) and the eventual fracture of the tip during retraction results in minimal

damage to the substrate. The concerted fracture of all bonds in the tip gives rise to a

single maximum in the potential versus distance curve at large distances.

–6700

Potential energy (eV)

–6600

–6500

–6400

–6300

–6200

Fig. 10.16 Potential energy as a function of rigid-layer separation generated from an MD

simulation of an elastic (nonadhesive) indentation of a hydrogen-terminated diamond (111)

surface using a hydrogen-terminated, sp3-hybridized tip (After [152], # Elsevier 1992)

Fig. 10.17 Illustration of

atoms in the MD simulation

of the indentation of a

hydrogen-terminated

diamond (111) substrate with

a hydrogen-terminated,

sp3-hybridized tip at selected

time intervals. The figure

illustrates the tip–substrate

system as the tip was being

withdrawn from the sample.

Large and small spheres
represent carbon and

hydrogen atoms, respectively

(After [152], # Elsevier

1992)
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Harrison et al. [154, 155] and Garg et al. [156, 157] considered the indentation of

hydrogen-terminated diamond and graphene surfaces with AFM tips of carbon

nanotubes and nanotube bundles using MD simulations and bond-order potentials.

Tips consisting of both single-wall nanotubes and multiwall nanotubes were con-

sidered. The simulations predicted that nanotubes do not plastically deform during

tip crashes on these surfaces. Rather, they elastically deform, buckle, and slip as

shown in Fig. 10.18. However, as is the case for diamond tips indenting reactive

diamond surfaces discussed above, strong adhesion can occur between the nanotube

and the surface that destroys the nanotube in the case of highly reactive surfaces, as

illustrated in Fig. 10.19.

To summarize, MD simulations reveal the properties of ceramic tips and sur-

faces with covalent or ceramic bonding that are most important for nanometer-scale

indentation. They predict that brittle fracture of the tip can occur that is sometimes

accompanied by strong adhesion with the surface. They also reveal the conditions

under which neither the tip nor the surface is affected by the nanoindentation

process. The insight gained from these simulations helps in the interpretation of

experimental data, and it also reveals the nanometer-scale mechanisms by which,

for example, tip buckling and permanent modification of the surface occur.

10.2.2 Thin Films

In many instances, surfaces are covered with thin films that can range in thickness

from a few atomic layers to several mm. These films are more likely to have

properties that differ from the properties of bulk materials of similar composition,

and the likelihood of this increases as the film thickness decreases. Nanoindentation

is one of the best approaches to determining the properties of these films. Conse-

quently, numerous computational simulations of this process have been carried out.

Fig. 10.18 Snapshots of the indentation of a single-wall nanotube (left-hand image) and a bundle
of nanotubes (right-hand image) on hydrogen-terminated diamond (111)
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For example, MD simulations have been used to study the indentation of metal

surfaces covered with liquid n-hexadecane films, as illustrated in Fig. 10.20. As the

metal tip touches the film, some of the molecules from the surface transfer to the tip

and this causes the film to swell. As the tip continues to push against the surface, the
hydrocarbon film wets the side of the tip. The simulations show how the hydrocar-

bon film passivates the surface and prevents the strong attractive interactions

discussed above for clean metal surfaces and tips from occurring.

In a series of MD simulations, Tupper and Brenner modeled the compression of

a thiol self-assembled monolayer (SAM) on a rigid gold surface using both a

smooth compressing surface [158] and a compressing surface with an asperity

[159]. These simulations showed that compression with the smooth surface pro-

duced a compression-induced structural change that led to a change in slope of the

simulated force versus compression curve. This transition is reversible and involves

a change in the ordered arrangement of the sulfur head groups on the gold surface.

A similar change in slope seemed to be present in the experimental indentation

curves of Houston and coworkers [160], but was not discussed by the authors.

The simulations with the asperity showed that the asperity is able to penetrate

the tail groups of the SAM, as illustrated in Fig. 10.21, before an appreciable

load is apparent on the compressing surface. This result indicates that it is

possible to image the head groups of a thiol self-assembled monolayer that are

adsorbed onto the surface of a gold substrate using STM, and consequently

ordered images of these systems may not be indicative of the arrangement of the

tail groups.

Zhang et al. [161] used a hybrid MD simulation approach, where a dynamic

element model for the AFM cantilever was merged with a MD relaxation approach

Fig. 10.19 Snapshot of a

single-wall carbon nanotube

as it is withdrawn following

indentation on a bare

diamond (111) surface (After

[156], # APS 1999)
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Fig. 10.20 Cutaways of the

side view from molecular

dynamics simulations of a

Ni tip indenting a Au(001)

surface covered with a

hexadecane film. In (e) only

the metal atoms are shown.

Note how the hexadecane is

forced out from between the

metal surfaces (After [113],

# Elsevier 1995)

Fig. 10.21 Snapshots

illustrating the compression

of a self-assembled thiol film

on gold for a smooth surface

(top) and a surface containing

an asperity (bottom). The
asperity can penetrate and

disorder the film tail groups

before appreciable load

occurs
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for the rest of the system, to study the frictional properties of alkanethiol SAMs on

gold. They investigated the effect of several variables like chain length, terminal

group, scan direction, and scan velocity. Their results show that friction forces

decrease as the chain length of the SAMs increase. In the case of shorter chains such

as C7CH3, the SAMs near the tip can be deformed by indentation, as illustrated in

Fig. 10.22. This behavior is predicted to be the cause of higher friction that occurs

for the short-length chains.

Harrison and coworkers have used classical MD simulations [155, 162] to

examine the indentation of monolayers composed of linear hydrocarbon chains

that are chemically bound (or anchored) to a diamond substrate. Both flexible and

rigid single-wall, capped nanotubes were used as tips. The simulations showed that

indentation causes the ordering of the monolayer to be disrupted regardless of the

type of tip used. Indentation results in the formation of gauche defects within the

monolayer and, for deep indents, results in the pinning of selected hydrocarbon

chains beneath the tube. Flexible nanotubes tilt slightly as they begin to indent the

softer monolayers. This small distortion is due to the fact that nanotubes are stiff

along their axial direction and more flexible in the transverse direction. In contrast,

when the nanotubes encounter the hard diamond substrate, after pushing through

the monolayer, they buckle. This process is illustrated in Fig. 10.23 and the force

curves are shown in Fig. 10.24. The buckling of the nanotube was previously

observed when single-wall, capped nanotubes were brought into contact with

hydrogen-terminated diamond (111) surfaces [154, 156]. In the absence of the

monolayer, the nanotube tips encounter the hard substrate in an almost vertical

position. This interaction with the diamond substrate causes the cap of the nano-

tubes to be pushed inside the nanotube (they invert). Increasing the load on the

Fig. 10.22 (a) Side and

(b) top views of the final

configuration of a C7CH3

self-assembled monolayer on

Au(111) under a high normal

load of 1.2 nN at 300 K. The

tip is not shown in (b) for

clarity (After [161], # ACS

2003)
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Fig. 10.23 Snapshots from the simulation of the interaction of a flexible single-walled carbon

nanotube with a monolayer of C13 chains on diamond. The loads are (a) 19.8 nN, (b) 41.2 nN, and

(c) 36.0 nN (After [162], # ACS 2003)
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nanotubes causes the walls of the tube to buckle. Both the cap inversion and the

buckling are reversible processes. That is, when the load on the tube is removed, it

recovers its original shape.

Deep indents of the hydrocarbon monolayers using rigid nanotubes result in

rupture of chemical bonds. The simulations also show that the number of gauche

defects generated by the indentation is a linear function of penetration depth and

equal for C13 and C22 monolayers. Thus, it is the tip that governs the number of

gauche defects generated.

Leng and Jiang [163] investigated the effect of using tips coated with SAMs

containing hydrophobic methyl (CH3) or hydrophilic hydroxyl (OH) terminal

groups to nanoindent gold surfaces that also are covered with SAMs with the

identical terminal groups as the tip. Figure 10.25 contains snapshots for the

indentation process predicted to occur for terminal OH/OH interactions during

compression and the pull-off. The adhesion force of OH/OH pairs is calculated to

be about four times larger than that of CH3/CH3 pairs, as shown in Fig. 10.26. This

is due to the formation of hydrogen bonding between OH/OH pairs. This interaction

is also expected to increase the frictional force between monolayers with OH

terminations.

Related MD simulations by Mate predict that the end groups on polymer

lubricants have a significant influence on the lubrication properties of polymers [164].
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Fig. 10.24 The load on the

upper two layers of the

flexible carbon nanotube

indenter shown in Fig. 10.23

as a function of indentation

time for the nanoindentation

of the indicated hydrocarbon

monolayes on diamond (After

[162], # ACS 1999)

Fig. 10.25 Snapshots from

the OH/OH pair interaction

during (a) compression and

(b) pull-off (After [163],

# ACS 2002)
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For instance, fluorinated end groups are predicted to be less reactive than regular

alcohol end groups. When fluorinated films are indented, the normal force becomes

more attractive as the distance between the tip and film decreases until the hard wall

limit is reached and the interactions become repulsive. In contrast, when AFM tips

indent hydrogenated films, the forces become increasingly repulsive as the distance

between them decreases, as shown in Fig. 10.27 and Fig. 10.28. This predicted

behavior is due to the compression of the end group beneath the tip. For the lubricant
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Fig. 10.26 Top: The force versus distance curve (indentation part only) for unbonded perfluor-

opolyether on Si(100). The unreactive end groups were from a 10 Å-thick film; the reactive alcohol

end groups were from a 30 Å-thick film. The negative forces represent attractive interactions

between the tip and the surface. Bottom: Measured plots of friction and load forces of the tip as it

slides over the sample with the alcohol end groups (After [164], # APS 1992)
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molecules to be squeezed out from between the tip and the surface, the hydrogen

bonding between the two must first be broken and this increases the force needed to

indent the system. As a result, a major effect of the presence of alcohol end groups is

to dramatically increase the load that a liquid lubricant can support before failure

(solid–solid contact) occurs.

When atomically sharp tips are used to indent solid-state thin films where there is

a large mismatch in the mechanical properties of the film and the substrate, it is

difficult to determine the true contact area between the tip and the surface during

nanoindentation. In the case of soft films on hard substrates, pile-up can occur around

the tip that effectively increases the contact area. In contrast, with hard films on soft

substrates, sink-in is experienced around the tip that decreases the true contact area.
A class of coatings that has received much attention is diamondlike amorphous

carbon (DLC) coatings. DLC coatings are almost as hard as crystalline diamond

and may have very low friction coefficients (<0.01) depending upon the growth
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Fig. 10.27 (a) Force–distance curves and (b) tip position (zi) versus support position (zM) for the OH/
OH contact pair and the CH3/CH3 contact pair (After [163], # ACS 2002)
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conditions [166, 167, 168, 169]. They have therefore generated much interest in the

tribological community and there have been several MD simulation studies to

determine the mechanical and atomic-scale frictional properties of DLC coatings.

MD simulations with bond-order potentials by Sinnott et al. [165] examined the

differences in indentation behavior of a hydrogen-terminated diamond tip on

hydrogen-terminated single-crystal diamond surfaces and diamond surfaces cov-

ered with DLC. In the former case, the tip goes through shear and twist deforma-

tions at low loads that change to plastic deformation and adhesion with the surface

at high loads. When the surface is covered with the DLC film, the tip easily

penetrates the film, as illustrated in Fig. 10.29, which heals easily when the tip is

retracted so that no crater or other evidence of the indentation is left behind.

MD simulations by Glosli et al. [170] of the indentation of DLC films that are

about 20 nm-thick give similar results. In this case a larger, rigid diamond tip was

used in the indentations and was also slid across the surface. During sliding, the tip

plows the surface, which causes some changes to the film not seen during indenta-

tion. However, because the tip is perfectly rigid, adhesion between the film and

surface is not allowed which influences the results.

This section shows that repulsive interactions between surfaces covered with

molecular films and proximal probe tips are minimized relative to interactions

between bare surfaces and indentation tips. The lubrication properties of polymers

and SAMs can vary with chain length, the rigidity of the tip, and the chemical
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Fig. 10.28 Measured values for friction and load as an atomic-force microscope tip is scanned

across a 30 Å-thick sample of perfluoropolyether on Si(100). (a, b) The unbonded polymer with

unreactive end groups. (c, d) The unbonded polymer with alcohol end groups. (e, f) A bonded

polymer (After [164], # APS 1992)
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properties of the end groups. In some cases, indentations can disrupt the initial

ordering of polymers and SAMs, which affects their responses to nanoindentation

and friction.

10.3 Friction and Lubrication

Work is required to slide two surfaces against one another. When the work of

sliding is converted to a less ordered form, as required by the first law of thermo-

dynamics, friction will occur. For instance, if the two surfaces are strongly adhering

to one another, the work of sliding can be converted to damage that extends beyond

the surfaces and into the bulk. If the adhesive force between the two surfaces is

weaker, the conversion of work results in damage that is limited to the area at or

near the surface and produces transfer films or wear debris [171, 172]. While the

thermodynamic principles of the conversion of work to heat are well known, the

mechanisms by which this takes place at sliding surfaces are much less well

established despite their obvious importance for a wide variety of technological

applications.

Atomic-scale simulations of friction are therefore important tools for achieving

this understanding. They have consequently been applied to numerous materials in

a wide variety of structures and configurations, including atomically flat and

atomically rough diamond surfaces [173, 174, 175], rigid substrates covered with

monolayers of alkane chains [176], perfluorocarboxylic acid and hydrocarboxylic

Langmuir–Blodgett (LB) monolayers [177], between contacting copper surfaces

Fig. 10.29 Snapshot from a

molecular dynamics

simulation where a pyramidal

diamond tip indented an

amorphous carbon thin film

that is 20 layers thick. The

simulation took place at room

temperature and the carbon

atoms in the film were 21%

sp3-hybridized and 58%

sp2-hybridized (the remaining

atoms were on the surface

and were not counted)

(After [165], # AIP 1997)
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[178, 179], between a silicon tip and a silicon substrate [119, 143], and between

contacting diamond surfaces that have organic molecules absorbed on them [180].

These and several other studies are discussed below.

10.3.1 Bare Surfaces

Sliding friction that takes place between two surfaces in the absence of lubricant is

termed dry friction even if the process occurs in an ambient environment. Simple

models have been developed to model dry sliding friction that, for example,

consider the motion of a single atom over a monoatomic chain [181]. Results

from these models reveal how elastic deformation of the substrate from the sliding

atom affects energy dissipation and how the average frictional force varies with

changes in the force constant of the substrate in the direction normal to the scan

direction. Much of the correct behavior involved in dry sliding friction is captured

by these types of simple models. However, more detailed models and simulations,

such as MD simulations, are required to provide information about more complex

phenomena.

MD simulations have been used to study the sliding of metal tips across clean

metal surfaces by numerous groups [179, 182, 183, 184, 185, 186]. An illustrative

case is shown in Fig. 10.30 for a copper tip sliding across a copper surface [179].

Adhesion and wear occur when the attractive force between the atoms on the tip and

the atoms at the surface becomes greater than the attractive forces within the tip

itself. Atomic-scale stick and slip can occur through nucleation and subsequent

motion of dislocations, and wear can occur if part of the tip gets left behind on

the surface (Fig. 10.30). The simulations can further provide data on how the

Fig. 10.30 Snapshot from a molecular dynamics simulation of a copper tip sliding across a

Cu(100) surface. A connective neck between the two is sheared during the sliding, leading to

wear of the tip. The simulation was performed at a temperature of 0 K (After [179],# APS 1996)
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characteristic stick–slip friction motion can depend on the area of contact, the rate

of sliding, and the sliding direction (Fig. 10.31).

An additional study of stick–slip in the sliding of much larger, square-shaped

metal tips across metal surfaces was carried out by Li et al. [187] using EAM

potentials. The initial structure of a NiAl tip and surface system is shown in

Fig. 10.32. This study predicted that collective elastic deformation of the surface

layers in response to sliding is the main cause of the stick–slip behavior shown in

Fig. 10.33. The simulations also predicted that stick–slip produces phonons that

propagate through the surface slab.

Large-scale simulations using pairwise Morse potentials that are similar in form

to (10.6) were used to study the wear of metal surfaces caused by metal tips that

plow the surface, as illustrated in Fig. 10.34. They provide insight into the wear

0

Distance (Å)

c

2 4 6 8 10

b

Fx (nN)

Fx (nN)

Fx (nN)

0
2
4
6
8

a

300 K, 2 m/s

12 K, 2 m/s

12 K, 10 m/s

–2

0
2
4
6
8

–2

0
2
4
6
8

–2

Fig. 10.31 Plots of the lateral

force versus distance from

a simulation similar to that

shown in Fig. 10.30. The

plots illustrate the

dependence of the force

on temperature and sliding

velocity. (a) Temperature of

300 K and a sliding velocity

of 2 m/s, (b) temperature of

12 K and a sliding velocity of

2 m/s, and (c) temperature

of 12 K and a sliding velocity

of 10 m/s (After [179],

# APS 1996)

F = 3.5×10–6 dyn

Fig. 10.32 Starting configuration of sliding NiAl tip on a NiAl surface (After [187],# AIP 2001)
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track dependence of the sliding rate [188] and how variations in the scratching

force, friction coefficient, and other quantities depend on the scratch depth [189], as

illustrated in Fig. 10.35.

On the whole, the results of experimental studies show good agreement with the

results of the computational studies described above. This is true despite the fact that

all of these MD simulations use empirical potentials that do not include electronic

effects and thus effectively assume that the electronic contributions to friction on

metal surfaces are negligible. However, experiments have measured a nonnegligible

contribution of conduction electrons to friction [190]. Thus, future simulations of

metal-tip–metal-substrate interactions using more sophisticated tight-binding or first

principles methods that include electronic effects are encouraged.
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Fig. 10.33 A structured

curve of frictional dynamics

of an atom in the upper right
corner that is indicative of
stick–slip (After [187],

# AIP 2001)
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Fig. 10.34 Snapshots of the

scratching of an aluminum

surface with a rigid tip at a

depth of 0.8 nm (After [189],

# APS 2000)
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Layered ceramics, such as mica, graphite and MoS2, that have structures that

include strongly bound layers that interact with one another through weak van der

Waals bonds, have long been known to have good lubricating properties because of

the ease with which the layers slide over one another. They have, therefore, been

the focus of some of the earliest experimental studies of nanometer-scale friction

[19, 191]. The results of these early studies lead researchers to hypothesize that at

high loads measured friction forces were related to incipient sliding [192, 193]

caused by a small flake from the surface becoming attached to the end of the tip.

If true, this would mean that all measured interactions were between the surface and

the flake, which has a larger contact area than the clean tip. However, subsequent

simulations of constant force AFM images of graphite by Tang et al. [194] showed

that there is no need for the assumption of a graphite flake under the tip to reproduce

the experimental images of a graphite surface.

Surprisingly strong localized fluctuations in atomic-scale friction are displayed

by layered ceramics [195, 196, 197, 198]. For instance, square-well signals with

sub-angstrom lateral width are obtained in FFM scans on MoS2(001) in the direc-

tion across the scan direction, while sawtooth signals are detected along the scan

direction, as shown in Fig. 10.36. This finding can be explained by a stick–slip
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model by Mate [19] and Erlandsson [191] that assumes that the tip does a zigzag

walk along the scan. Measured variations in the frictional force with the periodicity

of cleavage planes [191] are consistent with the results of this simple model.

However, additional experiments indicate a more complex tip–surface interaction,

such as changes in the intrinsic lateral force between the substrate and the AFM tip

[199] or sliding-induced chemistry between the tip and the surface [200, 201].

MoS2 has proven to be a very successful solid lubricant for applications that

operate in vacuum but its performance quickly deteriorates when exposed to

ambient air. Recently, Liang et al. used ab initio DFT methods to examine the

potential energy surfaces between sliding MoS2(001) | MoS2(001), MoS2(001) |

MoO3(001), and MoO3(001) | MoO3(001) interface systems in an effort to under-

stand the deterioration in lubricity due to oxidation [202]. The potential energy

surfaces give information on the minimum energy path along particular sliding

directions from which lateral forces needed to slide the interface can be calculated.

In this work a normal force of 500 MPa was applied to all three interfacial systems

before the energy surface calculations were performed. It was found that the

minimum energy path for self-mated MoS2(001) | MoS2(001) was a zigzag path

that avoided direct overlap of sulfur atoms in the topmost layers of the top and

bottom surfaces. From this PE surface a lateral frictional force of 0.058 nN/atom

was predicted for this interface. The lowest frictional force of 0.011 nN/atom

predicted in these calculations was for the MoS2(001) | MoO3(001) interface

along the channel direction formed by S atoms at the sliding surface. Although

this doesn’t explain the mechanism by which degradation occurs experimentally,

it is in general agreement with experimental results that show that this interface

can produce lower frictional coefficients than pure MoS2. As suggested by the

authors, it may be a surface defect driven process that is currently inaccessible to first

principles methods employed in these calculations. The last interface of MoO3(001) |

MoO3(001) was found to have the largest frictional force of 0.352 nN/atom.
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Crystalline ceramics differ from layered ceramics in that they are held together

by relatively strong covalent or ionic bonds. In the case of ionic systems, Shluger

et al. [203] used a mixture of atomistic and macroscopic modeling methods to

study the interaction of a MgO tip and a LiF surface. In particular, the tip–surface

interaction was treated atomistically and the cantilever deflection was treated with a

macroscopic approach. The results, shown in Fig. 10.37, show that if the tip is

charged and in hard contact with the surface, tip and surface distortions are possible

that can lead to motion of the surface ions within the surface plane and the transfer

of some of the ions onto the tip.

In the case of covalently bound ceramics, there is extensive literature related to

friction of diamond [204, 205] because, while it is the hardest material known, it

also exhibits relatively low friction. The ratchet mechanism has been proposed for

energy dissipation during friction on the macroscale in diamond, where energy is

released by the transfer of normal force from one surface asperity to another. The

elastic mechanism is another mechanism that has been proposed, where the released
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energy comes from elastic strain in an asperity. Atomic-scale friction has been

measured experimentally [20] for diamond tips with near atomic-scale radii sliding

over hydrogen-terminated diamond surfaces. These experiments are sensitive

enough to detect the 2 � 1 reconstruction on the diamond (100) surface. Further-

more, the average friction coefficient determined with an AFM on H-terminated

diamond (111) surfaces is about two orders of magnitude smaller than the value

measured on bare, 2 � 1 diamond (111) surfaces, indicating greater adhesion in

the latter case [206]. More recently, the friction between a tungsten carbide tip

and hydrogen-terminated diamond (111) was examined with AFM in UHV by

Enachescu et al. [207]. The friction between these two hard surfaces was shown

to obey Derjaguin–Muller–Toporov or DMT [208] contact mechanics and the shear

strength of the interface was determined to be 246 MPa.

Extensive MD simulations have been carried out by Harrison and coworkers that

examine the friction between hydrogen-terminated diamond (111) surfaces [173,

210] and diamond (100) surfaces [209] in sliding contact and its temperature

dependence [211]. The simulations of sliding between the diamond (111) surfaces

reveal that the potential energy, load, and friction are all periodic functions of the

sliding distance (Fig. 10.38). Maxima in these quantities occur when the hydrogen

atoms on opposing surfaces interact strongly. Recent ab initio studies by Neitola

and Pakannen of the friction between hydrogen-terminated diamond (111) surfaces

also show that the potential energy is periodic with sliding distance (Fig. 10.39)
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Fig. 10.38 Calculated frictional force (lower lines) and normal force (upper lines) felt by a

hydrogen-terminated (111) surface as it slides against another hydrogen-terminated diamond

(111) surface in a MD simulation. The sliding direction is given in the legend. The sliding speed

is 1 Å/ps and the simulation temperature is 300 K. The two plots show how the simulated

stick–slip motion changes as a function of the applied load. The load is high and low in the

upper and lower panels, respectively (After [209], # ACS 1995)
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[212]. Because the results of the ab initio studies and the MD simulations are in

good agreement, Neitola and Park conclude that the potential model used in the MD

studies is accurate.

As mentioned previously, the maxima in the load and the friction values during

sliding are caused by the interactions of hydrogen atoms on opposing surfaces.

When sliding in the ½1 1 2� direction, the H atoms revolve around one another, thus

decreasing the repulsive interaction between the sliding surfaces because the

hydrogen atoms are not forced to pass directly over one another [173]. Increasing

the load causes increased stress at the interface. The opposing hydrogen atoms

become stuck. Once the stress at the interface becomes large enough to overcome

the hydrogen–hydrogen interaction between opposing surfaces, the hydrogen atoms

slip past one another with the same revolving motion observed at low loads. This

phenomenon is known as atomic-scale stick–slip and has the periodicity of the

diamond lattice. It should be noted that due to the alignment of the opposing

surfaces, the hydrogen atoms are directly in line with each other when sliding in

the ½1 1 2� direction. However, the hydrogen atoms are not aligned with each other

when sliding in the ½1 1 0�, so the friction in this direction is lower than in the ½1 1 2�
direction. It should be noted, however, that experimentally all initial alignments are

likely to be probed.

Harrison and coworkers have further shown that the peaks in the frictional force

are correlated with peaks in the temperature of the atoms at the interface when

two hydrogen-terminated diamond (111) surfaces are in sliding contact [210].

Figure 10.40 shows the vibrational energy (or temperature) between diamond layers

as a function of sliding distance. These data clearly show that layers close to the

sliding interface can be vibrationally excited during sliding. When the hydrogen

atoms are stuck or interacting with each other strongly, the stress and friction force

at the interface build up. When the hydrogen atoms slip past one another, the stress
at the interface is relieved and the energy is transferred to the diamond in the form
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of vibration or heat. Thus, the peaks in the temperature occur slightly after the peaks

in the frictional force.

It should be noted that atomic-scale stick slip is observed in other systems. Perry

and Harrison used MD simulations to demonstrate that two hydrogen-terminated

diamond (100) (2 � 1) surfaces in sliding contact also exhibit stick–slip [209]. In

addition, it was shown that the shape of the friction versus sliding distance curves is

influenced slightly by the speed of the sliding, with features in the curves becoming

more pronounced at slower speeds. Stick–slip behavior was also observed in AFM

studies of diamond (100) (2 � 1) surfaces [206]. However, in this case the stick–

slip was over a much longer length scale and may be due to the fact that the surfaces

were not hydrogen-terminated.

Mulliah et al. [214] used MD simulations with bond-order potentials [215]

to model interactions between indenter atoms, EAM potentials [216] to model

interactions between substrate atoms, and the Ziegler–Biersack–Littmack potential

[217] to model interactions between indenter and substrate atoms to study the

atomic-scale stick–slip phenomenon of a pyramidal diamond tip interacting with

a silver surface at several sliding rates and vertical support displacements. These

simulations showed that dislocations are related to the stick events emitting a

dislocation in the substrate near the tip. The scratch in the substrate is discrete

due to the tip jumping over the surface in the case of small vertical displacements.

In contrast, large displacements of 15 Å or more result in a continuous scratch.

These simulations also showed how the dynamic friction coefficient and the static
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Fig. 10.40 Average vibrational energy of oscillators between diamond layers as a function of

sliding distance. These energies are derived from a molecular dynamics simulation of the sliding

of a hydrogen-terminated diamond (111) surface over another hydrogen-terminated diamond (111)
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friction coefficient increase with increasing tip depth. The tip moves continuously

through a stick and slip motion at large depths, whereas it comes to a halt in the case

of shallow indents. Although the sliding rate can change the exact points of stick

and slip, the range of sliding rates over the range of values considered in this study

(1.0–5.0 m/s) has no influence on the damage to the substrate, the atomistic

stick–slip mechanisms, or the calculated friction coefficients.

The effect of the way in which the tip is rastered across the surface in MD

simulations was considered by Cai and Wang [218, 219] using bond-order poten-

tials. In particular, they dragged silicon tips across several silicon surfaces, as

illustrated in Fig. 10.41, in two different ways. In the first, they moved the tip

every MD step while in the other they advanced the tip every 1,000 steps. In both

cases, the overall sliding rate is the same and equals 1.67 m/s. In both cases, wear of

the tip such as is illustrated in Fig. 10.41 occurs. However, the mechanisms by

which the wear occurs are found to depend on the approach used, and the latter

approach is found to be in better agreement with experimental data.

In many studies, diamond tips or diamond-decorated tips are used in friction

measurements. Diamond is an attractive material for an FFM tip because of its high

mechanical strength and the belief that such tips are wear-resistant. However,

diamond tips that were used to scratch diamond and silicon surfaces and then

imaged showed significant wear that increased with the increasing hardness of the

tested material [220, 221]. This wear altered the shape of the tip and hence

influenced the contact area that is used to determine friction coefficients.

In summary, MD simulations provide insight into dry sliding friction and the

sliding of metal tips across clean metal, crystalline ceramics, and layered ceramics

surfaces. Stick–slip friction or wear can occur depending on the sliding conditions.
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Fig. 10.41 Snapshots of a

Si(111) tip interacting with a

Si(001) 2 � 1 surface. The

tip is rastering along the

surface in the x-direction and

starts off at a distance of 9 Å

from the surface (After [218],

# CCLRC 2002)
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The good lubricating properties of layered ceramics are observed in the simulations

along with localized fluctuations in atomic-scale friction. Crystalline ceramics,

such as diamond, exhibit relatively low friction and the simulations show how

stick–slip atomic-scale motion changes with the conditions of sliding and the way

in which the simulation is performed.

10.3.2 Decorated Surfaces

While dry sliding friction in vacuum assumes that ambient gas particles have no

direct effect on the results, MD simulations show that free particles between

two surfaces in sliding contact influence friction to a surprisingly large degree.

These so-called third-body molecules have been studied extensively by Perry and

Harrison [180, 222, 223] using MD simulations with bond-order and LJ potentials.

These simulations focus on the effect of trapped small hydrocarbon molecules on

the atomic-scale friction of two (111) crystal faces of diamond with hydrogen

termination. These molecules might represent hydrocarbon contamination trapped

between contacting surfaces prior to a sliding experiment in dry friction, or hydro-

carbon debris formed during sliding.

In particular, the effects on friction of methane (CH4), ethane (C2H6), and

isobutane (CH3)3CH trapped between diamond (111) surfaces in sliding contact

were examined in separate studies (Fig. 10.42). The frictional force for all these

a b c

Fig. 10.42 Initial configuration at low load for the diamond plus third-body molecule systems.

These systems are composed of two diamond surfaces, viewed along the ½1 1 0� direction, and two
methane molecules in (a), one ethane molecule in (b), and one isobutane molecule in (c). Large

white and dark gray spheres represent carbon atoms of the diamond surfaces and the third-body

molecules, respectively. Small gray spheres represent hydrogen atoms of the lower diamond

surface. Hydrogen atoms of the upper diamond surface and the third-body molecules are both

represented by small white spheres. Sliding is achieved by moving the rigid layers of the upper

surface from left to right in the figure (After [180], # ACS 1997)
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systems generally increases as the load increases, as illustrated in Fig. 10.43. The

simulations predict that the third-body molecules markedly reduce the average

frictional force compared to the results for pristine hydrogen-terminated surfaces.

This is particularly true at high loads, where the third-body molecules act as a

boundary layer between the two diamond surfaces. That is, the third-body mole-

cules reduce the interaction of hydrogen atoms on opposing surfaces [223]. This is

demonstrated by examining the vibrational energy excited in the diamond lattice

during the sliding (Fig. 10.44). Significant vibrational excitation of the diamond

outer layer (C–H) occurs in the absence of the methane molecules. Thus, the

friction is � 3.5 times larger when methane is not present. The application of

load to the diamond surfaces causes the normal mode vibrations of the trapped

methane molecules to change. Power spectra calculated from MD simulations

[222, 223] show that even under low loads, the peaks in the power spectra are

significantly broadened. Peaks in the low-energy region of the spectrum almost

disappear with the additional application of load.

The size of the methane molecules allows them to be pushed in-between hydrogen
atoms on the diamond surfaces while sliding [223]. However, steric considerations
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cause the larger ethane and isobutane molecules to change orientation during sliding.

Conformations that lead to increased interactions with the diamond surfaces increase

the average frictional force. Thus, despite the fact that the two diamond surfaces are

farther apart when ethane and isobutane are present compared to when methane is

present, the friction is larger because these molecules do not fit nicely into potential

energy valleys between hydrogen atoms when sliding.

When similar hydrocarbon molecules (methyl, ethyl, and n-propyl groups) are
chemisorbed to one of the sliding diamond surfaces, instead of trapped between the

surfaces, different behavior is observed by Harrison et al. [174, 175, 210, 224].

Simulations show that methyl-termination does not decrease friction significantly

but results in frictional forces that are nearly the same as they are for hydrogen-

terminated diamond surfaces [213]. While the methane third-body molecules

decrease the frictional force to a greater extent than the chemisorbed methyl groups,

friction as a function of load is comparable for the ethyl-terminated and ethane

systems, with the former giving slightly higher frictional forces. Attaching the

hydrocarbon groups to the diamond surfaces causes them to have less freedom to

move between hydrogen atoms on opposing diamond surfaces during sliding. This

generally increases their repulsive interaction with the diamond counterface.

MD simulations can also provide insight into the rich, nonequilibrium tribo-

chemistry that occurs between surfaces in sliding contact. Harrison and Brenner

examined the tribochemistry that occurs when ethane molecules are trapped between

diamond surfaces in sliding contact, as illustrated in Fig. 10.45 [225]. This simulation
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Fig. 10.44 Average vibrational energy between the (C–H) bonds of the upper diamond (111)

surface versus sliding distance for hydrogen-terminated diamond (111) surfaces, with (CH4) and

without methane (H), trapped between them. The average normal load is approximately the same

in both simulations and is in the range 0.8–0.85 nN/atom. The average frictional force on the upper

surface is about 3.5 times smaller in the presence of the methane third-body molecules (After

[223], # Elsevier 1996)
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was the first to show the atomic-scale mechanisms for the degradation of lubricant

molecules due to friction. The type of debris formed during the sliding simulation is

similar to the types of debris molecules that were observed in macroscopic experi-

ments that examined the friction between diamond surfaces [226].

In the case of sliding metal surfaces, impurity molecules or atoms (both adsorbed

and absorbed) on thin metal films can be expected to affect the film’s properties. For

example, calculations have shown that resistivity changes in the metal are strongly

dependent on the nature of the adsorption bond [227]. When this result is used

to interpret atomic-scale friction results obtained with the QCM, the sliding of

adsorbate structures on metal surfaces are shown to be a combination of electron

excitation and lattice vibrations. Additionally, other interesting quantum effects can

come into play when the adsorbate is very different chemically from the surface on

which it is sliding. For instance, the electronic frictional forces acting on small,

inert atoms and molecules, such as C2H6 and Xe, sliding on metal surfaces have

been calculated by Persson and Volokitin [228], where the metal surface was

approximated by a electron gas (jellium) model. The calculations showed that the

Pauli repulsive and attractive van der Waals forces are of similar magnitudes. In

addition, the calculated electronic friction contributions agree well with the values

derived from surface resistivity by Grabhorn et al. [229] and QCM measurements.

These studies showed that parallel friction is mainly due to electronic effects while

perpendicular friction is phononic in nature in this system.

a

b

c

d

Fig. 10.45 Snapshots from a molecular dynamics simulation of the sliding of two hydrogen-

terminated diamond (111) surfaces against one another in the [½1 1 2�] direction. The upper surface
has two ethyl fragments chemisorbed to it. The simulation shows how sliding can induce chemistry

at the interface. (a) Initial structure of the sliding surfaces with ethyl fragments chemisorbed to

the top surface, (b) the ethyl fragments have started to react with atoms on the bottom surface,

(c) continued sliding modifies the reactions, and (d) continued reactions are occurring between the

ethyl fragments and the bottom surface (After [225], # ACS 1994)
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In summary, MD simulations show that the average frictional force decreases

significantly in systems with third-body molecules, especially at high loads. Simu-

lations also provide information about the details of tribochemical interactions that

can occur between lubricants and sliding surfaces. Additionally, the effect of the

presence of small molecules on thin metal films can influence film properties, such

as resistivity.

10.3.3 Thin Films

As discussed at the beginning of this section, the conversion of the work of sliding

into some other less ordered form is responsible for friction at sliding solid interfaces.

In the case of adhering systems, the work of sliding may be converted into damage

within the bulk (plastic deformation), while in the case of weakly adhesive forces,

friction can occur through the conversion of work to heat at the interface that causes

no permanent damage to the surface (wearless friction). The latter case, when it is

achieved through the presence of lubricating thin films, is the topic of this section.

There are several types of lubricating thin films, the simplest of which consist of

small molecules that are analogous to wear debris that can roll between the sliding

surfaces or that represent very short-chain bonded lubricants. These thin films were

discussed in the previous subsection. The rest of this subsection will, therefore,

focus on the effects of liquids, larger nanoparticles, self-assembled monolayers and

solid thin films on lubrication and friction.

Liquids

Liquids are common lubricants and so they have been studied in great depth at the

macroscale. At the nanoscale, the tribological response of spherical liquid mole-

cules has been well-characterized experimentally using the SFA and computation-

ally with MD simulations by Berman et al. [230]. The SFA experiments considered

one to three liquid layers and the stick–slip motion at the interface is found to

increase in a quantized fashion as the number of lubricant layers decrease. When no

external forces are applied to the system, the sliding stops and the solid–lubricant

interactions are strong enough to force the liquid molecules to form a close-packed

structure that is ordered. The transformation of the liquid into this solidlike struc-

ture causes the two surfaces to effectively bond to each other through the lubricant.

When the surfaces start to slide again, lateral shear forces are introduced that

steadily increase, which causes the molecules in the liquid to undergo small lateral

displacements that change the film thickness. If these shear forces become greater

than a critical value, the film disorders in a manner that is analogous to melting.

This allows the surfaces to slide easily past each other in a manner that is still

quantized. This sequence of events is nicely illustrated in Fig. 10.46 and can be

reproduced multiple times for the same system.
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Persson [231] used MD simulations with pairwise potentials similar to those

in (10.6) to examine the mechanism by which this sharp transition occurs. They

find that in the case of sliding on insulating crystal surfaces, the solid-state

lubricant may be in a superlubric state where the friction is negligible. It is

clear from the simulations, however, that any surface defects, even in low con-

centrations, will disrupt this state and transform the lubricant back into a fluid.

In addition, when sliding occurs on metallic surfaces above cryogenic tempera-

tures, the electronic contributions to friction are no longer zero and no superlubric

state is possible.

High applied pressures can force the fluid molecules out from between the two

confining surfaces [232]. The fact that liquid molecules close to a stiff surface

are strongly layered in the direction perpendicular to the surface explains the

experimental observation of a (n ! n � 1) layer transition, where n is number of

monolayers, that is observed as the normal load increases [233]. Nucleation theory

is used to calculate the critical pressure and determine the spreading dynamics of

the (n � 1) island.

The reactivity of the liquid molecules are also critically important to boundary

layer friction. MD studies by Persson [234] show that inert molecules interact

weakly with sliding surfaces. Consequently, as the rate of sliding increases, the

molecular conversion from the solid state to the liquid state occurs in an abrupt

manner. However, when the molecules interact strongly with the surfaces, they

undergo a more gradual transition from the solid to the liquid state. Persson et al.

[34] also considered systems where the molecules are attached to one of the
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Fig. 10.46 The stick–slip transition that occurs for thin films of liquid between two sliding solid

surfaces. F is the intrinsic friction and Fs is the friction where the liquid is in the rigid state; Fk is

the friction where the liquid is in the liquidlike state. (a) Snapshots that indicate how the liquid

melting and freezing is related to the stick–slip process. (b) Indicates the intrinsic friction relative

to the friction values where the liquid is liquidlike and solidlike. (c) Illustrates how the intrinsic

friction varies with time as the velocity increases (After [230], # ACS 1996)
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surfaces, which causes the transitions to be abrupt. This is especially true if there are

large separations between the chains.

While the studies discussed so far have focused on spherical liquids, most widely

used liquid lubricants consist of long-chain hydrocarbons. Nonspherical liquid

molecules have more difficulty aligning and solidifying. This is borne out in MD

simulations by Thompson and Robbins [235] that show that spherical molecules

have higher critical velocities than branched molecules. In particular, the simula-

tions show that when the molecules are branched, the amount of time various parts

of the system spend in the sticking and sliding modes changes with sliding rate. The

critical velocity can also depend on the number of liquid layers in the film, the

structure and relative orientation of the two sliding surfaces, the applied load and

the stiffness of the surfaces.

Additional studies by Landman et al. [236] used MD simulations with bond-

order and EAM potentials coupled with pair-wise potentials similar to (10.6) to

study the sliding of two gold surfaces with pyramidal asperities that have straight

chain C16H34 lubricant molecules trapped between them, as illustrated in

Fig. 10.47. An important aspect of this study is that the sliding rate in the simula-

tions is about 10 m/s, which is the same order of magnitude as the scanning speed in

a computer disk. As the asperities approach each other, the hydrocarbon molecules

begin to form layers. This is reflected in the oscillations in the frictional force

shown in Fig. 10.48. When the asperities overlap in height and approach each other

laterally, the pressure of the lubricant molecules increases to about 4 GPa which

leads to the deformation of the gold asperities.

Glosli and McClelland [176] modeled the sliding of two ordered monolayers of

alkane chains that are attached to two rigid substrates. This system is shown

schematically in Fig. 10.49. The simulations predicted that energy dissipation

occurs by a discontinuous plucking mechanism (sudden release of shear strain) or

a viscous mechanism (continuous collisions of atoms of opposite films). The

specific mechanism that occurs depends on the interfacial interaction strength. In

particular, the pluck occurs when mechanical energy stored as strain is converted

into thermal energy that leads to low friction forces at low temperatures. On the

other hand, at higher temperatures some of the energy of sliding is dissipated

through phonon excitations, which results in higher frictional forces. Interestingly,

this trend reverses again at the highest temperatures considered when the molecules

move so much that they slide easily over the surfaces, which decreases the frictional

force. These results are summarized in Figs. 10.50 and 10.51.

Other studies of sliding surfaces with attached organic chains include MD simula-

tions with LJ potentials by M€user and coworkers, [41, 237, 238] which considered

friction between polymer brushes in sliding contact with one another. In particular,
they considered the effect of sliding rate on the tilting of polymers and the effect of

steady-state sliding versus nonsteady-state (transient) sliding. The simulations find

that shear forces are lower for chains that tilt in a direction that is parallel to the

shear direction. This tilting effect is significant for grafted polymers, as illustrated

in Fig. 10.52, and less significant for absorbed polymers. This is due to the decrease

in the differential frictional coefficient for the grafted polymers as well as the
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increase in the friction coefficient for absorbed polymers under shear. The tilting is

also affected by the rate of sliding and is much larger at high sliding rates than small

rates, as indicated in Fig. 10.52. The simulations further show that the inclination

angle of the chains decreases much more slowly than the shear stress, and the shear

stress maximum is more pronounced if there is hysteresis in the chain orientations.

Typical friction loops for tips that are functionalized and sliding against surfaces

that are functionalized in the same manner as illustrated in Fig. 10.25 are shown in

Fig. 10.53. The friction force between the OH/OH pairs is significantly larger than

the friction force between the CH3/CH3 pairs. This is due to the formation and

breaking of hydrogen bonds during the shearing for the OH/OH pairs. The mean

forces versus load forces for the OH/OH and CH3/CH3 pairs given in Fig. 10.54 are

reduced by the tip radius.

Fig. 10.47 Stills from a molecular dynamics simulation where Au(111) surfaces with surface

roughness slide over one another while separated by hexadecane molecules. The scanning

velocity is 10 m/s. Layering of the lubricant and asperity deformation occurs as the sliding

continues. The top three rows show the results when the asperity heights are separated by 4.6 Å.

The bottom three rows show the results when the asperity heights are separated by�6.7 Å (After

[236], # ACS 1996)
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MD simulations by Manias et al. considered the shearing of entangled oligomer

chains that are attached to sliding surfaces, as illustrated in Fig. 10.55 [239].

They find that slip takes place within the film and that this occurs through changes

in the chain conformations. Increased viscosity is predicted at the film–surface

interface compared to the middle of the film, which results in a range of viscosities

across the film as one moves away from the points of sliding contact.

To summarize this section, experiments and MD simulations show similar

stick/slip transitions that occur for thin films of liquid between two sliding solid

surfaces. Frictional properties are found to depend to a significant degree on

20.7Å
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Fig. 10.49 Top and side views of the alkane chains attached to surfaces that are sliding against

each other (After [176], # APS 1993)
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Fig. 10.32. (a–f) The shear stress and (g–j) the heat flow as a function of sliding for normal and

reduced interfacial strengths. The plots show how the calculated values change with system

temperature (After [176], # APS 1993)

0
0

Velocity v/v0

Friction <τ>/τ0

0.5

1

1.5

0.01 0.02 0.03 0.04 0.05 0.06

T= 300K

T= 200K
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velocity of sliding of the two surfaces shown in Fig. 10.33 (After [176], # APS 1993)
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Fig. 10.52 Snapshots of sliding walls with attached polymers in a solvent. Right-hand figure
illustrates the sliding process at low sliding rates while the left-hand figure illustrates the sliding
process at high sliding rates (After [41], # CCLR 2002)
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Fig. 10.53 Typical friction loops for the systems shown in Fig. 10.25 for CH3/CH3 and OH/OH

pairs under a contact load of 0.2 nN (After [163], # ACS 2002)
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molecular shape, whether the molecules are grafted on the surfaces or merely

absorbed on them, and the degree of tilting in the case of molecular chains. In the

case of long-chain molecules, temperature is found to affect the frictional force

because the mechanical energy stored in long-chains can be converted into thermal

energy by friction.

Self-Assembled and Polymer Thin-Film Structures

There have been numerous experimental studies of friction on SAMs on solid

surfaces with AFM and FFM. The experimental results reveal relationships

among elastic compliance, topography and friction on thin LB films [240]. For

example, they have detected differences in the adhesive interactions between the

microscope tips and CH3 and CF3 end groups [109]. Fluorocarbon domains gener-

ally exhibit higher friction than the hydrocarbon films, which the authors attribute

to the lower elasticity modulus of the fluorocarbon films that results in a larger

contact area between the tip and the sample [240, 240, 242]. Perry and coworkers

examined the friction of alkanethiols terminated with –CF3 and –CH3 [243]. The

lattice constants for both films are similar and the films are well-ordered. The

friction of the SAMs with chains that are terminated with fluorine end groups is

larger than the friction of the SAMs with chains that are terminated with hydrogen

end groups. However, the pull-off force is similar in both systems, which implies

that these end groups have similar contact areas. The authors speculate that the

larger –CF3 groups interact more strongly with adjacent chains than the –CH3-

terminated chains. Therefore, the fluorinated chains have more modes of energy

dissipation within the plane of the monolayer and, thus, have larger friction.

Equilibrium (no flow)  Under shear flow

Wall affinity 1.0 kT

Wall affinity 2.0 kT

Fig. 10.55 Changes in the conformation of adsorbed hydrocarbon chains on weakly (top) and
strongly (bottom) physisorbing surfaces at equilibrium and under shear (After [239],# ACS 1996)
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Molecular disorder of the alkyl chains at the surface can also affect the frictional

properties of self-assembled films if the layers are not packed too closely together

[244]. Indentation can induce disorder in the chains that then compress as the tip

continues to press against them. If the tip presses hard enough, the film hardens as a

result of the repulsive forces between the chains. However, if the chains are tilted,

they bend or deform when the tip pushes on them in a mostly elastic fashion that

produces long lubrication lifetimes. At low contact loads of about 10�8 N, wear

usually occurs at defect sites, such as steps. Wear can also occur if there are strong

adhesive forces between the film and the surface [245].

The friction of model SAMs composed of alkane chains was examined using

MD simulations with bond-order and LJ potentials by Mikulski and Harrison [246,

247]. These simulations show that periodicities observed in a number of system

quantities are the result of the synchronized motion of the chains when they are in

sliding contact with the diamond counterface. The tight packing of the monolayer

and commensurability of the counterface are both needed to achieve synchronized

motion when sliding in the direction of chain tilt. The tightly packed monolayer is

composed of alkane chains attached to diamond (111) in the (2 � 2) arrangement

and the loosely packed system has� 30% fewer chains. The average friction at low

loads is similar in both the tightly and loosely packed systems at low loads.

Increasing the load, however, causes the tightly packed monolayer to have signifi-

cantly lower friction than the loosely packed monolayer (Fig. 10.56). While the

movement of chains is somewhat restricted in both systems, the tightly packed

monolayer under high loads is more constrained with respect to the movement of

individual chains than the loosely packed monolayer, as illustrated in Fig. 10.57.

Therefore, sliding initiates larger bond-length fluctuations in the loosely packed

system, which ultimately lead to more energy dissipation via vibration and, thus,

higher friction. Thus, the efficient packing of the chains is responsible for the lower

friction observed for tightly packed monolayers under high loads.

Several AFM experiments have examined the friction of SAMs composed

of chains of mixed lengths [248]. For example, the friction of SAMs composed of
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spiroalkanedithiols was examined by Perry and coworkers [249]. The effects of

crystalline order at the sliding interface were examined by systematically shortening

some of the chains. The resulting increase in disorder at the sliding interface causes

an increase in friction.

The link between friction and disorder in monolayers composed of n-alkane
chains was recently examined using MD simulations by Harrison and coworkers

[250]. The tribological behavior of monolayers of 14 carbon atom-containing

alkane chains, or pure monolayers, was compared to monolayers that randomly

combine equal amounts of 12 and 16 carbon-atom chains, or mixed monolayers.

Pure monolayers consistently show lower friction than mixed monolayers when

sliding under repulsive (positive) loads in the direction of chain tilt. These MD

simulations reproduce trends observed in AFM experiments of mixed-length alka-

nethiols [248] and spiroalkanedithiols on Au [251]. Harrison and coworkers [252]

have also examined the odd-even effect noted in experiment [253], where friction is

found to be larger for SAMs differing by one methylene group. The MD simula-

tions demonstrated that the effect was due to conformational differences in the

chains of different length and became more pronounced at higher loads.

Because the force on individual atoms is known as a function of time in MD

simulations, it is possible to calculate the contact forces between individual mono-

layer chain groups and the tip, where contact force is defined as the force between

the tip and a –CH3 or a –CH2-group in the alkane chains. The distribution of contact

forces between individual monolayer chain groups and the tip are shown in

Fig. 10.58. It is clear from these contact force data that the magnitude, or scale of

the forces, is similar in both the pure and the mixed monolayers. In addition, it is

also apparent that the pure and mixed monolayers resist tip motion in the same way.

That is, the shape of the histograms in the positive force intervals is similar. In

contrast, the contact forces pushing the tip along differ in the two monolayers. The

pure monolayers exhibit a high level of symmetry between resisting and pushing

Fig. 10.57 Snapshots of

tightly packed C18 alkane

monolayers on the left, and
loosely packed monolayers

on the right under a load of

about 500 nN. The chains in

both systems are arranged in a

(2 � 2) arrangement on

diamond (111). The loosely

packed system has 30% of the

chains randomly removed.

The sliding direction is

from left to right (After [247],
# ACS 2001)
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forces. Because the net friction is the sum of the resisting and pushing forces, the

symmetry in these distributions of the pure monolayers results in a lower net

friction than the mixed monolayers. Thus, the ordered, densely packed nature of

the pure monolayers allows the energy stored when the monolayer is resisting tip

motion (positive forces) to be regained efficiently when the monolayer pushes on
the tip (negative forces). The distribution of negative contact forces in the mixed

monolayers is different from the distribution of the positive forces. For this reason,

mechanical energy is not efficiently channeled back into the mixed monolayer as

the tip passes over the chains and, as a result, the friction is higher. The range of

motion of the chains is monitored by computing the deviation in a chain group’s

position compared to its starting position, as illustrated in Fig. 10.59. It is clear from

analyzing these data that the increased range of motion is linked to large contact

forces. The increased range of motion of the protruding tails in the mixed system

prevents the efficient recovery of energy during sliding (negative contact force

distribution) and allows for the dissipation of energy.

The pure monolayers exhibit marked friction anisotropy. The contact force

distribution changes dramatically as a result of the change in sliding direction,

resulting in an increase in friction (Fig. 10.58). Sliding in the direction perpendi-

cular to chain tilt can cause both types of monolayers to transition to a state where

the chains are primarily tilted along the sliding direction. This transition is accom-

panied by a large change in the distribution of contact forces and a reduction in

friction.

Recently, the response of monolayers composed of alkyne chains, which contain

diacetylene moieties, to compression and shear [254] was examined using MD
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Fig. 10.58 The distribution of contact forces along the sliding direction (friction force). In the

upper panel, the forces for the mixed and pure system sliding in the direction of chain tilt are
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simulations. These are the only simulations to date that show that compression and

shear can result in cross-linking, or polymerization, between chains. The vertical

positioning of the diacetylene moieties within the alkyne chains (spacer length) and

the sliding direction both have an influence on the pattern of cross-linking and

friction. Compression and shear cause irregular polymerization patterns to be

formed among the carbon backbones, as illustrated in Fig. 10.60. When diacetylene

moieties are located at the ends of the chains closest to the tip, chemical reactions

between the chains of the monolayer and the amorphous carbon tip occur causing

the friction to increase 100 times, as indicated in Fig. 10.61. The friction between

the amorphous carbon tip and all of the diacetylene-containing chains is larger

than the friction between a hydrogen-terminated diamond counterface and tightly

packed monolayers composed of n-alkane chains [247]. This is attributed to the

disorder at the interface caused by the irregular counterface.

Zhang and Jiang [255] used MD simulations to study the effect of confined

water between alkyl monolayers terminated with –CH3 (hydrophobic) and –OH

(hydrophilic) groups on Si(111), as illustrated in Fig. 10.62. For the hydrophobic

molecules, the friction coefficient is almost constant independent of the number of

water molecules. For the hydrophilic molecules, the friction coefficient decreases

rapidly with an increase in the number of water molecules, as shown in Fig. 10.63.

These results are in good agreement with surface force microscopy (SFM) experi-

mental results. Zhang et al. [256] also studied the friction of alkanethiol SAMs on

gold using hybrid molecular simulations at the same time scales as are used in AFM

and FFM experiments. Various quantities were varied in the simulations, including

chain length, terminal group, scan direction and scan velocity. The simulations

0

–4

Sliding distance (Å)

Deviation (Å)

0

4

10 20 30 40 50 60 70 80

Mixed SAM

–4

0

4

Pure SAM
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showed that the frictional force decreases as the chain length increases and is

smallest when scanned along the tilt direction. They also predicted a maximum

friction coefficient for hydrophobic –CH3-terminated SAMs and low friction coef-

ficients for hydrophilic –OH-terminated SAMs as the scan velocity increases. The

simulations further predicted a saturated constant value at high scan rates for both

surfaces. These results are summarized in Figs. 10.64 and 10.65.

The work of Chandross et al. [257, 258] illustrates the effects of chain length

on friction and stick–slip behavior between two ordered SAMs consisting of

alkylsilane chains over a range of shear rates at various separation distances or

pressure, as illustrated in Fig. 10.66. The adhesion forces between the two

SAMs at the same separation distance decrease as the chain length increases

a b

c

Fig. 10.60 (a) Perpendicular-chain, (b) tilted-chain, and (c) end-chain monolayer systems after

compression to 200 nN and pull-back of the hydrogen-terminated tip. Large, dark spheres in the

hydrocarbon monolayers represent cross-linked atoms with sp2 hybridization. Dark, small spheres
represent hydrogen atoms that are initially on the hydrogen-terminated amorphous carbon tip

(After [254], # ACS 2004)
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from 6 to 18 carbon atoms. However, the friction forces are independent of the

chain length and the shear velocity. The system size is shown to have an effect

on the sharpness of the slip transitions but not on the dynamical events, as

shown in Fig. 10.67. In a later paper, Chandross et al. used SiO2 tips with radius

of curvatures in the range of 3–30 nm to interact with fully physisorbed, fully

chemisorbed, and a mixture of chemisorbed and physisorbed alkylsilane SAMs

on amorphous Si [259]. This tip-based geometry allows for the exploration of

actual contact area as a function of load, which was found to be proportional to

the square root of the load.

SAMs have been very successful in the lubrication of surfaces that infrequently

come into sliding or normal contact. Their inability to lubricate a reciprocating

contact is due, in part, to the inability to replenish the coating in situ. One proposed

solution is to use a chemically bound SAM in conjunction with a physisorbed

mobile molecule in a bound þ mobile lubricant scheme, which is similar to the

lubricants used to mitigate head crashes in hard drives.

Irving and Brenner used molecular dynamics to study the interfacial structure,

self-diffusion, and ability of the mobile phase to incorporate into defected sites

[260]. A potential bound þ mobile lubricant combination of a chemically bound

octadecyltrichlorosilane (ODTS) SAM together with mobile tricresyl phosphate

(TCP) molecules was studied. The simulations showed that the TCP did not

incorporate into the interior of the close packed defect free ODTS SAM. The

TCP molecules on the surface of the SAM were also not tightly bound to a

particular surface site but instead were found to readily diffuse across the surface

in a random walk fashion. An estimated diffusion barrier of 0.0937 eV with an
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Fig. 10.61 Average friction on the tip as a function of load for the monolayer systems shown in

Fig. 10.60. The scale for the average friction in the end-chain system is shown on the right-hand
side of the figure (After [254], # ACS 2004)
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Arrhenius prefactor of 26.47�10�4 cm2/s was calculated for single-molecule dif-

fusion. It was also found that the TCP molecules would only localize in the vicinity

of methylene groups (–CH2–) along the backbone of the ODTS chain, which were

exposed when a cylindrical defect was created in the SAM. To get to these

localizing sites, however, first required the TCP molecules to overcome an aniso-

tropic energy barrier for inclusion into the cylindrical defect. This anisotropic

barrier was found to depend on the direction of ODTS chain tilt and the direction

t = 0 psa

b

c

d

t = 3 ps

t = 6 ps

t = 30 ps

Fig. 10.62 Snapshots of

hydrophilic monolayers and

confined water molecules

from MD simulations at

300 K. The tilt direction of

monolayers on the top plate

changed after t ¼ 10.0 ps.

(a–d) illustrates how the

tilting of the monolayers

change as a function of time,

and the way in which the

water becomes increasingly

less confined (After [255],

# AIP 2005)
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the TCP molecules approached the cylindrical defect in the SAM. A later study

used the diffusion information and multiscale methods to analyze the conditions

under which this scheme would be successful [261].

Polymer thin films are also a widely studied for their lubricating properties. An

example is polytetrafluoroethylene (PTFE), which has been used in a wide range of

applications from satellites to frying pans. In a joint computational and experimen-

tal work Jang et al. examined the molecular origins of friction using classical

molecular dynamics as well as an AFM and microtribometer [262]. The simulations

predicted an anisotropic behavior of the friction coefficient depending on whether

the sliding direction was parallel or perpendicular to the PTFE chains lying on the

surface. Sliding directions parallel produced lower friction coefficients and wear

while sliding perpendicular to alignment produced higher coefficients and wear.

The microtribometer results were in agreement with these findings. Also of interest
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Fig. 10.63 (a) Friction

coefficients for hydrophobic
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monolayers as a function of

water molecules from MD

simulations at 300 K
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in the AFM work was that transfer films were always produced parallel to the

sliding direction.

Similar experimental findings for anisotropic tribological behavior of polyethyl-

ene (PE) in the literature motivated Heo et al. to examine this system using classical

molecular dynamics to study crystalline PE interfaces [263]. Like the findings for

PTFE it was found that friction and wear had an anisotropic behavior that depended

on molecular orientation and sliding direction. Unlike the findings for PTFE, the

PE system exhibited a stick–slip motion as the interfaces passed by one another.

The reason for the differences between the two systems was attributed to increased

bond scission seen in PTFE as compared to PE under sliding conditions. This

scission allows collections of molecules in PTFE to move at the interface, which

does not occur as readily in the PE system.

In short, atomic-scale simulations show the relationship between elastic proper-

ties, degree of molecular disorder and friction of self-assembled thin films that

illuminates the origin of the properties that are measured experimentally.

Nanoparticles

Nanoparticles are being considered for a wide variety of applications, including as

fillers for nanocomposite materials, novel catalysts or catalytic supports, and compo-

nents for nanometer-scale electronic devices [264]. They have also generated consid-

erable interest as possible new lubricant materials that have the potential to function

as nanoballbearings with exceptionally low friction coefficients. The nanoparticles

of most interest for tribological applications include C60 [265–277], carbon nanotubes

[278–285], and MoO3 nanoparticles [286, 287], among others [288].

y

x

q =180°

Chain tilt direction

q =270°

q =90°
q =0°

Fig. 10.64 Schematic illustration of the chain tilt and scan directions on alkanethiol SAMs/

Au(111) in hybrid molecular simulations; y is the angle between the tip moving direction and

the chain tilt direction. The larger spheres represent substrate Au atoms, smaller spheres sulfur

atoms in molecular chains, and zigzag lines molecular chains (After [256], # ACS 2003)
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The experiments report wide variations in frictional coefficients (for instance,

values of 0.06 to 0.9 have been measured for C60) that may be caused by differences

in the experimental methods used, the thickness of the nanoparticle layer or island,

the atmosphere (argon versus air, levels of humidity) used, and the transfer of

nanoparticles to the FFM tips. As a result, there is much that remains to be clarified

about the tribological behavior of nanoparticle films.

In the case of C60, the mechanistic response to applied shear forces has not been

definitively determined. For example, some experimental studies show evidence

of C60 molecules rolling against the substrate, each other, or the sliding surfaces

[265, 270, 272, 275, 277] while others hypothesize that the low friction of C60 films

is due in part to blunting of the tip by transfer of fullerene molecules to the tip apex.

Fullerene films are found experimentally to have dissipation energies and shear

strengths that are a full order of magnitude lower than the values that are typical for
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Fig. 10.65 Frictional force as a function of scan direction from hybrid simulations for C11CH3

SAMs on Au(111) at (a) 300 K and (b) 1.0 K. Frictional force is the smallest when scanned along

the tilt direction, the largest when scanned against the tilt direction, and between when scanned

perpendicular to the tilt direction at both temperatures (After [256], # ACS 2003)
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boundary lubricants [289]. Experimental testing of the frictional properties of

fullerenes reveal low mechanical stability accompanied by progressive wear and

transfer of fullerene materials when they are only physisorbed on a solid surface

[290]. Furthermore, measurements with a FFM show that under certain conditions,

adsorbed fullerene films deteriorate at pressures as low as about 0.1 GPa [291]. The

challenge is therefore to obtain mechanically stable, ordered molecular films of

fullerenes firmly attached to a solid substrate.

There have been several MD simulation studies to investigate the tribological

properties of fullerenes. A representative study by Legoas et al. [292] investigated

a b c

Fig. 10.66 Wireframe images of n ¼ 18 SAMs at fixed separations of (a) d ¼�5.2 Å (low

pressure, under compression only) (b) d ¼�10.2 Å (high pressure, under compression only) and

(c) d ¼�10.2 Å (high pressure, under shear) (After [258], # ACS 2005)
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n ¼ 6 SAMs corresponding

to a pressure of 200 MPa at
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the experimentally observed low-friction system of C60 molecules positioned on

highly oriented pyrolytic graphite. The results show that decreasing the van der

Waals interaction between a C60 monolayer and graphite sheets, and the character-

istic movements of graphite flakes over C60 monolayers, explains the measured

ultralow friction of C60 molecules and graphite sheets.

Several MD simulation studies have also been carried out on the tribological

properties of carbon nanotubes. For example, simulations by Buldum and Lu [278]

and Schall and Brenner [281] indicate that single-wall carbon nanotubes roll when

their honeycomb lattice is in registry with the honeycomb lattice of the graphite. If

this registry is not present, the carbon nanotubes respond to applied forces from an

AFM by sliding. This behavior is nicely summarized in Fig. 10.68. These MD

simulation findings were simultaneously confirmed in experimental studies by

Falvo et al. [280]. Experimental studies of multiwall carbon nanotubes on graphite

[284] show similar evidence of nanotube rolling when the outer tube is pushed.

The tribological properties of nanotube bundles are important, as it is well-

known that carbon nanotubes agglomerate together very readily to form bundles

and are often grown in bundle form [264]. An experimental study by Miura et al.

[285] of carbon nanotube bundles being pushed around on a KCl surface with an

AFM tip indicates that bundles of single-wall carbon nanotubes can be induced to

roll in a manner that is similar to the rolling observed for multiwall nanotubes.

MD simulations by Ni and Sinnott [282, 283] considered the responses of

horizontally and vertically aligned single-wall carbon nanotubes between two

hydrogen-terminated diamond surfaces, where the top surface is slid relative to

the bottom surface. The movement of the carbon nanotubes in response to the shear

forces was predicted to be simple sliding for both orientations. Interestingly, the

simulations do not predict rolling of the horizontally arranged carbon nanotubes

even when they are aligned with each other in two-layer and three-layer structures.

Instead, at low compressive forces, illustrated in Fig. 10.69, the nanotube bundles

Slide
Roll

Slide

Slide

Graphite
substrate

Bond order

Lennard-Jones
(6–12)

(10,10) nanotube

Impulse

In registry – “slide”

Out of registry – “slide-roll-slide”

Fig. 10.68 Dynamics of a nanotube on a graphite surface. When the nanotube and graphite plane

are out of registry, the nanotube slides as it slows down from an initial impulse (upper right panel).
When the nanotube is oriented such that it is in registry with the graphite, it slows by a combination

of rolling and sliding
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slide as a single unit, and at high compressive forces, also illustrated in Fig. 10.69,

the deformed carbon nanotubes closest to the topmost moving diamond surface

start to slide in a motion reminiscent of the movement of a tank or bulldozer wheel

belt. However, when these moving carbon nanotube atoms would have turned the

first corner at the top of the ellipse, they encounter the neighboring nanotube and

cannot slide past it. This causes them to deform even further, form cross-links with

one another, and, in some cases, move in the reverse direction to the sliding motion

of the diamond surface. This causes the large oscillations in the normal and lateral

forces plotted in Fig. 10.69.

A later study by Heo and Sinnott examined the frictional properties of single

wall, double wall, and filled carbon nanotubes contained between two hydrogen

terminated diamondlike carbon layers [293]. It was shown that over a wide range of

loads the simulations predicted a friction coefficient of 0.13 for filled as well as

unfilled nanotubes. This friction coefficient was found to be constant for pressures

below 5 GPa, which should include most practical applications. At pressures above

5 GPa the friction coefficient was found to increase to 0.2. Unlike the work of Ni

and Sinnott it was demonstrated that the nanotubes would roll in response to the
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Fig. 10.69 Upper: Snapshots from simulations that examine the sliding of the topmost

diamond surface on horizontally arranged nanotubes at different compressions; (a) is at a pressure

of � 0 GPa; (b) is with a pressure of 13.7 GPa. Lower: Plots of the normal and lateral compo-

nents of force during sliding of the top diamond’s surface on horizontally arranged nanotubes as

a function of the displacement of the top diamond surface with respect to the diamond surface on

the bottom
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applied shear. This difference was attributed to the finite size of the nanotubes used

in this simulation as compared to the infinite tubes used by Ni and Sinnott.

Although the frictional properties were similar for all systems considered, it was

found that filled nanotubes, whether they are double-walled nanotubes or nano-

peapods, were more adept at sustaining higher load then the unfilled single-walled

nanotubes. Surprisingly, it was also found that the addition of lubricating benzene

molecules did little to alter the friction in the system. Rather, it was found that the

addition of benzene altered the mechanism by which the system responded to the

applied shear stress.

The responses of the horizontally arranged carbon nanotubes are substantially

different from the responses of the vertically arranged nanotubes at high compres-

sion, as can be seen by comparing Figs. 10.69 and 10.70. The vertical, capped

carbon nanotubes are quite flexible and bend and buckle in response to applied

forces. As the buckle is forming, the normal force decreases then stabilizes in the

buckled structure, as illustrated in Fig. 10.70. As the topmost diamond surface

slides, the buckled nanotubes swing around the buckle neck which helps dissipate

the applied stresses. For this reason, the magnitudes of the lateral forces are not

significantly different for the vertical nanotubes at low and high compression, as

indicated in Fig. 10.70.

When the ratio of the frictional (lateral) force to the normal force is taken to

calculate friction coefficients for these systems, high, nonintuitive values were

obtained. As outlined by Ni and Sinnott [282], this is because the actual contact

area of the nanotubes is not proportional to the sliding force. In the case of the
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horizontal nanotube bundles, the tubes are able to deform and significantly change

their contact area with the sliding surface with minimal change in the normal force,

as shown in Fig. 10.69. In the case of the vertical nanotubes, the contact area

remains approximately the same regardless of the initial loading force because of

the flexibility of the nanotubes. This causes the lateral forces to change only slightly

with significant changes in the normal force, as shown in Fig. 10.70. This analysis

indicates that care must be taken in calculating friction coefficients for nanotube

systems. Recent experiments by Dickrell et al. [294] show good agreement with

these predictions, as shown in Fig. 10.71.

To summarize, this section shows that nanoparticles show some promise as

lubricatingmaterials due to their exceptionally low friction coefficients in experiments

and simulations. Some nanopaticles show lattice-directed sliding on substrates due
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to their unique atomic structures. However, there is much that remains to be done

before the nanometer-scale friction of these materials is well understood.

Solid State

Surfaces are able to slide over each other at high loads with a minimum of

resistance from friction in the presence of liquid lubricants. Some solid thin films

can also fulfill these functions and, when they do, are termed solid lubricants. Solid

lubricants are generally defined as having friction coefficients of 0.3 or less and low

wear.

Bowden and Tabor showed how thin solid films can reduce friction as follows

[295]. The total friction force Ff is given as

Ff ¼ AFS þ Fp; (10.11)

where Fp is the plowing term, A is the area of contact and FS is the shear strength of

the interface. If the surfaces are soft, FS will be reduced while the other parameters

will increase. However, if the surfaces under the solid film are very stiff, A and Fp

will decrease thereby decreasing friction. The properties specific to the film will

also have an effect on friction. For instance, if the films are less than 1 mm thick, the

surface asperities will be able to break through the film to eventually cause wear

between the surfaces under normal circumstances. On the other hand, if the

lubricant film is too thick, there will be increased plowing and wear that causes

the frictional forces to increase. It is important that the lubricant not delaminate in

response to the frictional forces, so strong bonds between the lubricant and the

surface are required for a solid state lubricant to be effective.

The most common materials used as solid lubricants have layered structures like

graphite or MoS2, that, as discussed above, experience low friction. It is not

necessary for the lubricant film to have a layered structure to give low friction.

For example, diamondlike carbon has some of the lowest coefficients of friction

measured and yet does not have a layered structure. Similarly, not all layered

structures are lubricants. For instance, mica gives a relatively high coefficient of

friction (>1).

The atomic-scale tribological behavior that occurs when a hydrogen-terminated

diamond (111) counterface is in sliding contact with amorphous, hydrogen-free,

DLC films was examined using MD simulations by Gao et al. [296]. Two films,

with approximately the same ratio of sp3–sp2 carbon but different thicknesses, were

examined. Similar average friction was obtained from both films in the load range

examined. A series of tribochemical reactions occur above a critical load that result

in a significant restructuring of the film, which is analogous to the run-in observed

in macroscopic friction experiments, and reduces the friction. The contribution of

adhesion between the counterface and the sample to friction is examined by varying

the saturation of the counterface. The friction increases when the degree of satura-

tion of the diamond counterface is reduced by randomly removing hydrogen atoms.
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Lastly, two potential energy functions that differ only in their long-range forces are

used to examine the contribution of long-range interactions to friction in the same

system (as illustrated in Figs. 10.72 and 10.73).

a b

c d

Fig. 10.72 A series of chemical reactions induced by sliding of the counterface over the thin film

under an average load of 300 nN. (a) The sliding causes the rupture of a carbon–hydrogen bond in

the counterface. (b) The hydrogen atom is incorporated into the film and forms a bond to a carbon

atom in the film. (c) A bond is formed between the unsaturated carbon atoms in the film and the

carbon that suffered the bond rupture in the counterface, and continued sliding causes this carbon

to be transferred into the film. (d) The transferred carbon forms a bond with another carbon in the

counterface. The counterface has slid 0.0 (a), 15.9 (b), 26.1 (c), and 30.5 Å (d) (After [296],

# ACS 2002)
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Fig. 10.73 Friction curves

for the thin film system with
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and 80% hydrogen-

terminated (open circles)
(After [296], # ACS 2002)
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MD simulations were also recently used by Gao et al. [297] to examine the

effects of the sp2–sp3 carbon ratio and surface hydrogen on the mechanical and

tribological properties of amorphous carbon films. This work showed that, in

addition to the sp2–sp3 ratio of carbon, the three-dimensional structures of the

films are important when determining the mechanical properties of the films. For

example, it is possible to have high sp2-carbon content, which is normally asso-

ciated with softer films, and large elastic constants. This occurs when sp2-ringlike

structures are oriented perpendicular to the compression direction. The layered

nature of the amorphous films examined leads to novel mechanical behavior that

influences the shape of the friction versus load data, as illustrated in Fig. 10.74.

When load is applied to the films, the film layer closest to the interface is com-

pressed. This results in the very low friction of films I and II up to� 300 nN and the

response of films IV and V up to 100 nN. Once the outer film layers have been

compressed, additional application of load causes an almost linear increase in

friction for films I and II as well as IV and V. Film III has an erratic friction versus

load response due to the early onset of tribochemical reactions between the tip and

the film.

10.4 Conclusions

This chapter provides a wide-ranging discussion of the background of MD and

related simulation methods, their role in the study of nanometer-scale indentation

and friction, and their contributions to these fields. Specific, illustrative examples

are presented that show how these approaches are providing new and exciting

insights into mechanisms responsible for nanoindentation, atomic-scale friction,

wear, and related atomic-scale and molecular scale processes. The examples also

illustrate how the results from MD and related simulations are complementary to

experimental studies, serve to guide experimental work, and assist in the
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interpretation of experimental data. The ability of these simulations and experimen-

tal techniques such as the surface force apparatus and proximal probe microscopes

to study nanometer-scale indentation and friction at approximately the same scale is

revolutionizing our understanding of the origin of friction at its most fundamental

atomic level.
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Chapter 11

Mechanical Properties of Nanostructures

Bharat Bhushan

Abstract NEMS Structural integrity is of paramount importance in all devices.

Load applied during the use of devices can result in component failure. Cracks can

develop and propagate under tensile stresses, leading to failure. Knowledge of the

mechanical properties of nanostructures is necessary for designing realistic micro-/

nanoelectromechanial systems (MEMS/NEMS) and biological micro-/nanoelectro-

mechanical systems (bioMEMS/bioNEMS) devices. Elastic and inelastic properties

are needed to predict the deformation due to an applied load in the elastic and

inelastic regimes, respectively. The strength property is needed to predict the

allowable operating limit. Some of the properties of interest are hardness, elastic

modulus, bending strength, fracture toughness, and fatigue strength. Many of the

mechanical properties are scale dependent; therefore these should be measured at

relevant scales. Atomic force microscopy and nanoindenters can be used satisfac-

torily to evaluate the mechanical properties of micro-/nanoscale structures. Com-

monly used materials in MEMS/NEMS are single-crystal silicon and silicon-based

materials, e.g., SiO2 and polysilicon films deposited by low-pressure chemical

vapor deposition. Single-crystal SiC deposited on large-area silicon substrates is

used for high-temperature micro-/nanosensors and actuators. Amorphous alloys can

be formed on both metal and silicon substrates by sputtering and plating techniques,

providing more flexibility in surface integration. Electroless-deposited Ni-P amor-

phous thin films have been used to construct microdevices, especially using the

so-called LIGA (lithography, galvanoformung, abformung) techniques. Micro-/

nanodevices need conductors to provide power, as well as electrical/magnetic

signals, to make them functional. Electroplated gold films have found wide appli-

cations in electronic devices because of their ability to make thin films and be

processed simply. Polymers, such as poly(methyl methacrylate) (PMMA), poly

(dimethylsiloxane) (PDMS), and polystyrene are commonly used in bioMEMS/

bioNEMS, such as micro-/nanofluidic devices, because of ease of manufacturing

and reduced cost. Many polymers are biocompatible so they may be integrated into

biomedical devices.

This chapter presents a review of mechanical property measurements on the

micro-/nanoscale of various materials of interest, and stress and deformation

analyses of nanostructures.

B. Bhushan (ed.), Nanotribology and Nanomechanics,
DOI 10.1007/978-3-642-15283-2_11, # Springer-Verlag Berlin Heidelberg 2011
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Microelectromechanical systems (MEMS) refer to microscopic devices that have a

characteristic length of <1 mm but >100 nm (or 1 mm), and nanoelectromechani-

cal systems (NEMS) refer to nanoscopic devices that have a characteristic length of

<100 nm (or 1 mm). These are referred to as an intelligent miniaturized system

comprising sensing, processing, and/or actuating functions and combining electri-

cal and mechanical components. The acronym MEMS originated in the USA. The

term commonly used in Europe is microsystem technology (MST) and in Japan the

term used is micromachines. Another term generally used is micro-/nanodevices.

MEMS/NEMS terms are also now used in a broad sense and include electrical,

mechanical, optical, biological, and/or fluidic functions. To put the dimensions in

perspective, individual atoms are typically a fraction of a nanometer in diameter,

DNA molecules are� 2.5 nm wide, biological cells are in the range of thousands of

nm in diameter, and human hair is � 75 mm in diameter. The mass of a micro-

machined silicon structure can be as low as 1 nN, and NEMS can be built with mass

as low as 10–20 N with cross sections of� 10 nm. In comparison, the mass of a drop

of water is � 10 mN, and the mass of an eyelash is � 100 nN.

A wide variety of MEMS, including Si-based devices, chemical and biological

sensors and actuators, and miniature nonsilicon structures (e.g., devices made from

plastics or ceramics) have been fabricated with dimensions in the range of a few to a

few thousand micrometers [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. A variety of

NEMS have also been produced [14, 15, 16, 17, 18, 19]. MEMS/NEMS technology

and fabrication processes have found a variety of applications in biology and

biomedicine, leading to the establishment of an entirely new field known as

bioMEMS/bioNEMS [20, 21, 22, 23, 24, 25, 26, 27, 28]. The ability to use

micro-/nanofabrication processes to develop precision devices that can interface

with biological environments at the cellular and molecular level has led to advances

in the fields of biosensor technology [28, 29, 30, 31, 32], drug delivery [33, 34, 35],

and tissue engineering [36, 37, 38]. The miniaturization of fluidic systems using

micro-/nanofabrication techniques has led to new and more efficient devices for

medical diagnostics and biochemical analysis [39]. The largest killer industrial

applications of MEMS include accelerometers (over a billion US dollars during

2004), pressure sensors for manifold absolute pressure sensing for engines (more

than 30 million units in 2004) and tire pressure measurements, inkjet printer heads

(more than 500 million units in 2004), and digital micromirror devices (about US

$ 700 million revenues in 2004). BioMEMS and bioNEMS are increasingly used in

commercial applications. The largest applications of bioMEMS include silicon-

based disposable blood pressure sensor chips for blood pressure monitoring (more

than 25 million units in 2004), and a variety of biosensors.

Structural integrity is of paramount importance in all devices. Load applied

during the use of devices can result in component failure. Cracks can develop and

propagate under tensile stresses leading to failure [40, 41]. Friction/stiction and

wear limit the lifetimes and compromise the performance and reliability of devices

involving relative motion [4, 5, 6, 42]. Most MEMS/NEMS applications demand

extreme reliability. Stress and deformation analyses are carried out for an optimal

design. MEMS/NEMS designers require mechanical properties on the nanoscale.
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Elastic and inelastic properties are needed to predict deformation due to an applied

load in the elastic and inelastic regimes, respectively. The strength property is

needed to predict the allowable operating limit. Some of the properties of interest

are hardness, elastic modulus, creep, bending strength (fracture stress), fracture

toughness, and fatigue strength. Micro-/nanostructures have surface topography

and local scratches, depending on the manufacturing process. Surface roughness

and local scratches may compromise the reliability of the devices, and their effect

needs to be studied.

Most mechanical properties are scale dependent [5, 6, 40, 41]. Several research-

ers have measured the mechanical properties of silicon and silicon-based, milli- to

microscale structures including tensile tests and bending tests [43, 44, 45, 46, 47,

48, 49, 50, 51, 52], resonant structure tests for the measurement of elastic properties

[53], fracture toughness tests [44, 46, 54, 55, 56, 57, 58], and fatigue tests [56, 59,

60]. Most recently, a few researchers have measured the mechanical properties of

nanoscale structures using atomic force microscopy (AFM) [61, 62] and nanoin-

dentation [63, 64, 65, 66]. For stress and deformation analyses of simple geometries

and boundary conditions, analytical models can be used. For analysis of complex

geometries, numerical models are needed. Conventional finite-element method

(FEM) can be used down to the scale of a few tens of nanometers, although its

applicability is questionable at the nanoscale. FEM has been used for simulation

and prediction of residual stresses and strains induced in MEMS devices during

fabrication [67], to perform fault analysis in order to study MEMS faulty behavior

[68], to compute mechanical strain resulting from doping of silicon [69], and to

analyze micromechanical [46, 70, 71] and nanomechanical [62] experimental data.

FEM analysis of nanostructures has been performed to analyze the effect of types of

surface roughness and scratches on stresses in nanostructures [72, 73].

Commonly used materials for MEMS/NEMS are single-crystal silicon and sili-

con-based materials, e.g., SiO2 and polysilicon films deposited by low-pressure

chemical vapor deposition (LPCVD) process [5, 6]. An early study showed

silicon to be a mechanically resilient material in addition to its favorable electronic

properties [74]. Single-crystal 3C-SiC (cubic or b-SiC) films, deposited by atmo-

spheric-pressure chemical vapor deposition (APCVD) process on large-area silicon

substrates are produced for high-temperature micro-/nanosensor and actuator appli-

cations [75, 76, 77]. Amorphous alloys can be formed on both metal and silicon

substrates by sputtering and plating techniques, providing greater flexibility for

surface integration. Electroless-deposited Ni-P amorphous thin films have been

used to construct microdevices, especially using the so-called LIGA techniques

[5, 6, 64]. Micro-/nanodevices need conductors to provide power as well as

electrical/magnetic signals to make them functional. Electroplated gold films have

found wide applications in electronic devices because of their ability to make thin

films and process simplicity [64].

As the field of MEMS/NEMS has progressed, alternative materials, especially

polymers, have established an important role in their construction. This trend has

been driven by the reduced cost associated with polymer materials. Polymer

microfabrication processes, including micromolding and hot embossing techniques
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[78], can be orders of magnitude less expensive than traditional silicon photolithog-

raphy processes. Many polymers are biocompatible, so these can be integrated into

biomedical devices with minimal detrimental effects to the host or biofluids. An

improvement in device functionality (relative to silicon) is also possible due to the

mechanical properties of the polymer used, which have properties much closer to

thoes of biological tissues. Polymer bioMEMS structures involving microbeams

have been designed to measure cellular forces [65, 66]. Polymer materials most

commonly used for biomedical applications include poly(methyl methacrylate)

(PMMA), poly(dimethylsiloxane) (PDMS), and polystyrene [66, 78, 79, 80].

Another material of interest due to ease of fabrication is poly(propyl methacrylate)

(PPMA), which has a lower glass-transition temperature (Tg) (35–43
�C) [81] than

PMMA (104–106�C) [82, 83], which permits low-temperature thermal processing

[65, 66, 80].

This chapter presents a review of mechanical property measurements on the

nanoscale of various materials of interest, and stress and deformation analyses of

nanostructures.

11.1 Experimental Techniques for Measurement

of Mechanical Properties of Nanostructures

11.1.1 Indentation and Scratch Tests Using Micro-/
Nanoindenters

A nanoindenter is commonly used to measure hardness, elastic modulus, and

fracture toughness, and to perform micro-/nanoscratch studies to get a measure of

scratch/wear resistance of materials [5, 6, 84].

Hardness and Elastic Modulus

A nanoindenter monitors and records the dynamic load and displacement of a three-

sided pyramidal diamond (Berkovich) indenter during indentation with force reso-

lution of � 75 nN and displacement resolution of � 0.1 nm. Hardness and elastic

modulus are calculated from the load–displacement data [5, 6, 84]. The peak

indentation load depends on the mechanical properties of the specimen; a harder

material requires a higher load for reasonable indentation depth.

Fracture Toughness

The indentation technique for fracture toughness measurement of brittle samples on

the microscale is based on the measurement of the lengths of median-radial cracks
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produced by indentation. A Vickers indenter (a four-sided diamond pyramid) is

used in microhardness testers. A load on the order of 0.5 N is typically used in

making Vickers indentations. The indentation impressions are examined using an

optical microscope with Nomarski interference contrast to measure the length of

median-radial cracks c. The fracture toughness (KIC) is calculated by the following

relation [85]

KIC ¼ a
E

H

� �1=2 P

c3=2

� �
; (11.1)

where a is an empirical constant depending on the geometry of the indenter, H and

E are hardness and elastic moduli, and P is the peak indentation load. For Vickers

indenters, a has been found empirically based on experimental data to be 0.016 [5].

Both E and H values are obtained from the nanoindentation data. The crack length

is measured from the center of the indent to the end of the crack using an optical

microscope. For one indent, all crack lengths are measured. The crack length c is

obtained from the average value of several indents.

Indentation Creep

Indentation creep tests of polymer samples are performed using a continuous

stiffness measurement (CSM) technique [84]. In a study by Wei et al. [65], the

indentation load was typically 30 mN and the loading rate was 3 mN/s. The tip

was typically held for 600 s after the indentation load reached 30 mN. To measure

the mean stress and contact stiffness, during the hold segment the indenter was

oscillated at a peak-to-peak load amplitude of 1.2 mN and a frequency of 45 Hz.

Scratch Resistance

In micro-/nanoscratch studies, in a nanoindenter, a conical diamond indenter with

a tip radius of about 1 mm and an included angle of 60� is drawn over the sample

surface, and the load is ramped up until substantial damage occurs [5, 6, 84]. The

coefficient of friction is monitored during scratching. In order to determine

scratch depths, the surface profile of the sample surface is first obtained by

translating the sample at a low load of � 0.2 mN, which is insufficient to damage

a hard sample surface. The 500 mm-long scratches are made by translating the

sample while ramping the load on the conical tip over different values dependent

upon the material hardness. The actual depth during scratching is obtained by

subtracting the initial profile from the scratch depth measured during scratching.

In order to measure the scratch depth after the scratch, the scratched surface is

profiled at a low load of 0.2 mN and is subtracted from the actual surface profile

before scratching.
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11.1.2 Bending Tests of Nanostructures Using an AFM

Quasistatic bending tests of fixed nanobeam arrays in the normal direction are

carried out using an AFM [62, 86]. A three-sided pyramidal diamond tip (with

radius of � 200 nm) mounted on a rectangular stainless-steel cantilever is used for

the bending tests. The beam stiffness is selected based on the desired load range.

The stiffness of the cantilever beams for application of normal load up to 100 mN is

� 150–200 N/m.

For the bending test, the tip is brought over the nanobeam array with the help of

the sample stage of the AFM and a built-in high-magnification optical microscope

(Fig. 11.1) [62]. For fine positioning of the tip over a chosen beam, the array is

scanned in contact mode at a contact load of about 2–4 mN, which results in

negligible damage to the sample. After scanning, the tip is located at one end of a

chosen beam. To position the tip at the center of the beam span, the tip is moved to

the other end of the beam by giving the x-piezo an offset voltage. The value of this

offset is determined after several such attempts have been made in order to

minimize the effects of piezo drift. Half of this offset is then applied to the

x-piezo after the tip is positioned at one end of the beam, which usually results in

the tip being moved to the center of the span. Once the tip is positioned over the

center of the beam span, the tip is held stationary without scanning, and the z-piezo
is extended by a known distance, typically� 2.5 mm, at a rate of 10 nm/s, as shown

in Fig. 11.1. During this time, the vertical deflection signal (dVAFM), which is

Piezo
tube
scanner

Piezo
tube
scanner

Diamond tip/
steel cantilever

Photodetector

Laser
diode

Nanobeam sample

Sample stage

dVAFM Dpiezo

Dbeam = Dpiezo – Dtip
Fbeam = Ftip = stiffness of cantilever × Dtip

Dtip = sensitivity
      × dVAFM

Dbeam

Fig. 11.1 Schematic

showing the details of a

nanoscale bending test using

an AFM. The AFM tip is

brought to the center of the

nanobeam and the piezo is

extended over a known

distance. By measuring

the tip displacement, a

load–displacement curve

for the nanobeam can be

obtained (After [62])
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proportional to the deflection of the cantilever (Dtip), is monitored. The displace-

ment of the piezo is equal to the sum of the displacements of the cantilever and the

nanobeam. Hence the displacement of the nanobeam (Dbeam) under the point of load

can be determined as

Dbeam ¼ Dpiezo � Dtip: (11.2)

The load (Fbeam) on the nanobeam is the same as the load on the tip/cantilever

(Ftip) and is given by

Fbeam ¼ Ftip ¼ Dtipk; (11.3)

where k is the stiffness of the tip/cantilever. In this manner, a load–displacement

curve for each nanobeam can be obtained.

The photodetector sensitivity of the cantilever needs to be calibrated to obtain

Dtip in nm. For this calibration, the tip is pushed against a smooth diamond sample

by moving the z-piezo over a known distance. For the hard diamond material,

the actual deflection of the tip can be assumed to be the same as the z-piezo
travel (Dpiezo), and the photodetector sensitivity (S) for the cantilever setup is

determined as

S ¼ Dpiezo

dVAFM

nm

V
: (11.4)

In the measurements, Dtip is given as dVAFMS.
Since a sharp tip would result in an undesirable large local indentation, Sundar-

arajan and Bhushan [62] used a diamond tip which was worn (blunt). Indentation

experiments using this tip on a silicon substrate yielded a residual depth of <8 nm

at a maximum load of 120 mN, which is negligible compared with displacements of

the beam (several hundred nm). Hence we can assume that negligible local inden-

tation or damage is created during the bending process of the beams and that the

displacement calculated from (11.2) is due to the beam structure.

Elastic Modulus and Bending Strength

Elastic modulus and bending strength (fracture stress) of beams can be estimated by

equations based on the assumption that the beams follow the linear elastic theory of

an isotropic material. This is probably valid since the beams have high length-to-

width (‘/w) and length-to-thickness (‘/t) ratios and also since the length direction is
along the direction of principal stress during the test. For a fixed elastic beam loaded

at the center of the span, the elastic modulus is expressed as

E ¼ ‘3

192I
m; (11.5)
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where ‘ is the beam length, I is the area moment of inertia for the beam cross

section, and m is the slope of the linear region of the load–displacement curve

during bending [87]. The area moment of inertia for a beam with a trapezoidal cross

section is calculated from

I ¼ 4w2
1w1w2 þ w2

2

36ðw1 þ w2Þ t3; (11.6)

where w1 and w2 are the upper and lower widths, respectively, and t is the thickness
of the beam. According to linear elastic theory, for a centrally loaded beam, the

moment diagram is that shown in Fig. 11.2. The maximum moments are generated

at the ends (negative moment) and under the loading point (positive moment), as

shown in Fig. 11.2. The bending stresses generated in the beam are proportional to

the moments and are compressive or tensile about the neutral axis (the line of zero

stress). The maximum tensile stress (sb, which is the bending strength or fracture

stress) is produced on the top surface at both the ends and is given by [87]

sb ¼ Fmax‘e1
8I

; (11.7)

where Fmax is the applied load at failure, and e1 is the distance of the top surface

from the neutral plane of the beam cross section, given by [87]

e1 ¼ tðw1 þ 2w2Þ
3ðw1 þ w2Þ : (11.8)

Although the moment value at the center of the beam is the same as at the ends,

the tensile stresses at the center (generated on the bottom surface) are less than

those generated at the ends (as per (11.7)) because the distance from the neutral axis

to the bottom surface is <e1. This is because of the trapezoidal cross section of the
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Fig. 11.2 A schematic of

the bending moments

generated in the beam during

a quasistatic bending

experiment, with the load at

the center of the span. The

maximum moments occur

under the load and at the fixed

ends. Due to the trapezoidal

cross section, the maximum

tensile bending stresses occur

at the top surfaces at the fixed

ends
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beam, which results in the neutral axis being closer to the bottom surface than to the

top (Fig. 11.2).

In the preceding analysis, the beams were assumed to have fixed ends. However,

in the nanobeams used by Sundararajan and Bhushan [62], the underside of the

beams was pinned over some distance on either side of the span. Hence a finite-

element model of the beams was created to see if the difference in the boundary

conditions affected the stresses and displacements of the beams. It was found that

the difference in the stresses was <1%. This indicates that the boundary conditions

near the ends of the actual beams are not that different from those for fixed ends.

Therefore the bending strength values can be calculated from (11.7).

Fracture Toughness

Fracture toughness is another important parameter for brittle materials such as

silicon. In the case of the nanobeam arrays, these are not best suited for fracture

toughness measurements because they do not possess regions of uniform stress

during bending. Sundararajan and Bhushan [62] developed a methodology for this,

outlined schematically in Fig. 11.3a. First, a crack of known geometry is introduced

in the region of maximum tensile bending stress, i.e., on the top surface near the

ends of the beam. This is achieved by generating a scratch at high normal load

across the width w1 of the beam using a sharp diamond tip (radius <100 nm). A

typical scratch thus generated is shown in Fig. 11.3b. By bending the beam as

shown, a stress concentration will be formed under the scratch. This will lead to

failure of the beam under the scratch once a critical load (fracture load) is attained.

The fracture load and relevant dimensions of the scratch are input into the FEM

model, which is used to generate the fracture stress plots. Figure 11.3c shows an
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Fig. 11.3 (a) Schematic of a technique to generate a defect (crack) of known dimensions in order

to estimate fracture toughness. A diamond tip is used to generate a scratch across the width of the

beam. When the beam is loaded as shown, a stress concentration is formed at the bottom of the

scratch. The fracture load is then used to evaluate the stresses using FEM. (b) AFM 3-D image and

two-dimensional (2-D) profile of a typical scratch. (c) Finite-element model results verifying that

the maximum bending stress occurs at the bottom of the scratch (After [62])

11 Mechanical Properties of Nanostructures 535



FEM simulation of one such experiment, which reveals that the maximum stress

does occur under the scratch.

If we assume that the scratch tip acts as a crack tip, a bending stress will tend to

open the crack in mode I. In this case, the stress field around the crack tip can be

described by the stress intensity parameter KI (for mode I) for linear elastic

materials [88]. In particular the stresses corresponding to the bending stresses are

described by

s ¼ KIffiffiffiffiffiffiffiffi
2pr

p cos
y
2

� �
1þ sin

y
2

� �
sin

3y
2

� �� �
; (11.9)

for every point p(r, y) around the crack tip as shown in Fig. 11.4. If we substitute

the fracture stress (sf) into the left-hand side of (11.9), then KI can be substituted by

its critical value, which is the fracture toughness KIC. Now, the fracture stress can be

determined for the point (r ¼ 0, y ¼ 0), i.e., immediately under the crack tip as

explained above. However, we cannot substitute r ¼ 0 into (11.9). The alternative

is to substitute a value for r which is as close to zero as possible. For silicon, a

reasonable number is the distance between neighboring atoms in the (111) plane,

the plane along which silicon exhibits the lowest fracture energy. This value was

calculated from silicon unit cell dimensions of 0.5431 nm [89] to be 0.4 nm (half of

the face diagonal). This assumes that Si displays no plastic zone around the crack

tip, which is reasonable since, in tension, silicon is not known to display much

plastic deformation at room temperature. Sundararajan and Bhushan [62] used

values r ¼ 0.4–1.6 nm (i.e., distances up to four times the distance between the

nearest neighboring atoms) to estimate the fracture toughness for both Si and SiO2

according to

KIC ¼ sf
ffiffiffiffiffiffiffiffi
2pr

p
; r ¼ 0:4� 1:6 nm: (11.10)

Fatigue Strength

In addition to the properties mentioned so far that can be evaluated from quasistatic

bending tests, the fatigue properties of nanostructures are also of interest. This is

Bending
stress

Crack

r
q

p(r,q )
Fig. 11.4 Schematic of crack

tip and coordinate systems

used in (11.9) to describe the

stress field around the crack

tip in terms of the stress

intensity parameter KI

(After [62])
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especially true for MEMS/NEMS involving vibrating structures such as oscillators

and comb drives [90] and hinges in digital micromirror devices [91]. To study the

fatigue properties of the nanobeams, Sundararajan and Bhushan [62] applied

monotonic cyclic stresses using an AFM (Fig. 11.5a). Similar to the bending test,

the diamond tip is first positioned at the center of the beam span. In order to ensure

that the tip is always in contact with the beam (rather than impacting it), the piezo is

first extended by a distance D1, which ensures a minimum stress on the beam. After

this extension, a cyclic displacement of amplitude D2 is applied continuously until

failure of the beam occurs. This results in the application of a cyclic load to the

beam. The maximum frequency of the cyclic load that could be attained using the

Beam

Piezo

a

b

Cyclic load

Frequency = 4.2 Hz

D2

D1
Compensate for piezo drift

75 nm every 300 s

Time
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0

Normal load (µN)

0 200 400 600
Time (s)

Piezo drift
compensation
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Fig. 11.5 (a) Schematic

showing the details of the

technique to study fatigue

behavior of the nanobeams.

The diamond tip is located at

the middle of the span and a

cyclic load at 4.2 Hz is

applied to the beam by

forcing the piezo to move in

the pattern shown. An

extension is made every 300 s

to compensate for the piezo

drift to ensure that the load on

the beam is kept fairly

constant. (b) Data from a

fatigue experiment on a

nanobeam until failure. The

normal load is computed from

the raw vertical deflection

signal. The compensations for

piezo drift keep the load fairly

constant (After [62])
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AFM by Sundararajan and Bhushan [62] was 4.2 Hz. The vertical deflection signal

of the tip is monitored throughout the experiment. The signal follows the pattern of

the piezo input up to failure, which is indicated by a sudden drop in the signal.

During initial runs, piezo drift was observed, which caused the piezo to gradually

move away from the beam (i.e., to retract), resulting in a continuous decrease in

the applied normal load. In order to compensate for this, the piezo is given a

finite extension of 75 nm every 300 s as shown in Fig. 11.5a. This results in keeping

the applied loads fairly constant. The normal load variation (calculated from the

vertical deflection signal) from a fatigue test is shown in Fig. 11.5b. The cyclic

stress amplitudes (corresponding to D2) and fatigue lives are recorded for every

sample tested. Values for D1 are set such that minimum stress levels are about 20%

of the bending strengths.

11.1.3 Bending Tests of Micro-/Nanostructures Using
a Nanoindenter

Quasistatic bending tests of micro-/nanostructures in both normal and lateral

directions are carried out using a nanoindenter (Fig. 11.6) [63, 64, 65, 66]. The

advantage of a nanoindenter is that loads up to about 400 mN, higher than that in

AFM (up to about 100 mN), can be used for structures requiring high loads for

experiments. Bending experiments in the normal direction have been carried out on

suspended beams using a nanoindenter fitted with a conical tip that has a 1 mm
radius of curvature and a 60� included angle. Figure 11.6a shows the schematic of

the beam bending experimental setup. To avoid the indenter tip pushing into the

specimen, a blunt tip is used in the bending and fatigue tests. For ceramic and

metallic beam samples, Li et al. [64] used a diamond conical indenter with a radius

of 1 mm and an included angle of 60�. For polymer beam samples, Wei et al. [65]

and Palacio et al. [66] reported that the diamond tip penetrated the polymer beams

easily and caused considerable plastic deformation during the bending test, which

led to significant errors in the measurements. To avoid this issue, the diamond tip

was dip-coated with PMMA (about 1–2 mm thick) by dipping the tip in wt%
2 PMMA solution for about 5 s. The load position used was at the center of the

span for bridge beams and at 10 mm from the free end for cantilever beams. An

optical microscope with magnification of 1500� or an in situ AFM is used to locate

the loading position. Then the specimen is moved under the indenter location with a

resolution of about 200 nm in the longitudinal direction and less than 100 nm in the

lateral direction. Using the analysis presented earlier, elastic modulus and bending

strength of the beams can be obtained from the load–displacement curves [64, 65,

66]. For fatigue tests, an oscillating load is applied and contact stiffness is measured

during the tests. A significant drop in the contact stiffness during the test is a

measure of the number of cycles to failure [63].

A schematic of the lateral bending experimental setup in shown in Fig. 11.6b.

The nanoindenter was fitted with a conical tip which has a 1 mm radius of curvature
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and a 60� included angle. The tip was positioned at 200–300 mm away from the

beam anchor and 20 mm from the edge of the beam length. The indenter was

programmed to perform a scratch at a constant load of 400 mN, and the stage was

moved at a rate of 10 mm/s. Since the lateral force contribution of the substrate

surface is constant, any additional force recorded comes from the cantilever beam

response. From the linear elastic regime in the measured lateral force as a function

of lateral displacement, the elastic modulus can be evaluated. For a cantilever beam

with one end clamped, it is expressed as [87]

E ¼ ‘3

3I
m; (11.11)

where, as described earlier, ‘ is the beam length, I is the area moment of inertia

for the beam cross section, and m is the slope of the linear region of the

force–displacement curve.
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b

Indenter
support springs

Indenter
support springs

Lateral force probe

Lateral motion stage

Load frame

Indenter column

Indenter tip

Beam
sample

Fig. 11.6 Schematic of

micro/nanoscale bending

experimental setup using a

nanoindenter (a) in the

normal direction, and (b) in

lateral direction
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11.2 Experimental Results and Discussion

11.2.1 Indentation and Scratch Tests of Various Ceramic
and Metals Using Micro-/Nanoindenter

Studies have been conducted on six different materials: undoped single-crystal Si

(100), undoped polysilicon film, SiO2 film, SiC film, electroless-deposited Ni-wt%
11.5 P amorphous film, and electroplated Au film [64, 76, 77]. A 3 mm-thick

polysilicon film was deposited by a low-pressure chemical vapor deposition

(LPCVD) process on an Si(100) substrate. The 1 mm-thick SiO2 film was deposited

by a plasma-enhanced chemical vapor deposition (PECVD) process on a Si(111)

substrate. A 3 mm-thick 3C-SiC film was epitaxially grown using an atmospheric-

pressure chemical vapor deposition (APCVD) process on Si(100) substrate. A

12 mm-thick Ni-P film was electroless-plated on a 0.8 mm-thick Al wt% 4.5 Mg

alloy substrate. A 3 mm-thick Au film was electroplated on an Si(100) substrate.

Hardness and Elastic Modulus

Hardness and elastic modulus measurements were carried out using a nanoindenter

[64]. The hardness and elastic modulus values of various materials at a peak

indentation depth of 50 nm are summarized in Fig. 11.7 and Table 11.1. The SiC

film exhibits the highest hardness of about 25 GPa, an elastic modulus of about

395 GPa among the samples examined, followed by the undoped Si(100), undoped

polysilicon film, SiO2 film, Ni-P film, and Au film. The hardness and elastic

modulus data of the undoped Si(100) and undoped polysilicon film are comparable.

For the metal alloy films, the Ni-P film exhibits higher hardness and elastic modulus

than the Au film.

Fracture Toughness

Optical images of Vickers indentations made using a microindenter at a normal

load of 0.5 N held for 15 s on the undoped Si(100), undoped polysilicon film, and

SiC film are shown in Fig. 11.8 [77]. The SiC film exhibits the smallest indentation

mark, followed by the undoped polysilicon film and undoped Si(100). These

Vickers indentation depths are smaller than one-third of the film thickness. Thus,

the influence of the substrate on the fracture toughness of the films can be ignored.

In addition to the indentation marks, radial cracks are observed, emanating from the

indentation corners. The SiC film shows the longest radial crack length, followed by

the undoped Si(100) and undoped polysilicon film. The radial cracks for the

undoped Si(100) are straight, whereas those for the SiC and undoped polysilicon

film are not straight but rather zigzag. The fracture toughness (KIC) is calculated

using (11.1).
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The fracture toughness values of all samples are summarized in Fig. 11.7 and

Table 11.1. The SiO2 film used in this study is about 1 mm thick, which is not thick

enough for fracture toughness measurement. The fracture toughness value of bulk

silica is listed instead for reference. The Ni-P and Au films exhibit very high

fracture toughness values that cannot be measured by indentation methods. For

other samples, the undoped polysilicon film has the highest value, followed by the

undoped Si(100), SiC film, and SiO2 film. For the undoped polysilicon film, grain

boundaries can stop radial cracks and change their propagation directions, making
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the propagation of these cracks more difficult. Values of fracture toughness for the

undoped Si(100) and SiC film are comparable. Since the undoped Si(100) and SiC

film are single crystal, no grain boundaries are present to stop the radial cracks and

change their propagation directions. This is why the SiC film shows a lower fracture

toughness value than bulk polycrystalline SiC material (3.6 MPa m1/2) [92].

Scratch Resistance

Scratch resistance of various materials has been studied using a nanoindenter by

Li et al. [64]. Figure 11.9 compares the coefficient of friction and scratch depth

profiles as a function of increasing normal load and optical images of three regions

over scratches: at the beginning of the scratch (indicated by A on the friction

profile), at the point of initiation of damage at which the coefficient of friction

increases to a high value or increases abruptly (indicated by B on the friction

profile), and towards the end of the scratch (indicated by C on the friction profile)

for all samples. Note that the ramp loads for Ni-P and Au range from 0.2 to 5 mN,

whereas the ramp loads for other samples range from 0.2 to 20 mN. All samples

exhibit a continuous increase in the coefficient of friction with increasing normal

Table 11.1 Hardness, elastic modulus, fracture toughness, and critical load results of bulk single-

crystal Si(100) and thin films of undoped polysilicon, SiO2, SiC, Ni-P, and Au

Samples Hardness

(GPa)

Elastic modulus

(GPa)

Fracture toughness

MPam1=2

Critical load

(mN)

Undoped Si(100) 12 165 0.75 11

Undoped polysilicon film 12 167 1.11 11

SiO2 film 9.5 144 0.58 (bulk) 9.5

SiC film 24.5 395 0.78 14

Ni-P film 6.5 130 0.4 (plowing)

Au film 4 72 0.4 (plowing)

Undoped Si(100) Undoped polysilicon film

5 µm

SiC film

Fig. 11.8 Optical images of Vickers indentations made at a normal load of 0.5 N held for 15 s on

the undoped Si(100), undoped polysilicon film, and SiC film (After [77])
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load from the very beginning of the scratch. The continuous increase in the

coefficient of friction during scratching is attributed to increasing plowing of the

sample by the tip with increasing normal load, as shown in the scanning electron

microscopy (SEM) images in Fig. 11.9. The abrupt increase in the coefficient of

friction is associated with catastrophic failure as well as significant plowing of the
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After scratch
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Fig. 11.9 Coefficient of friction and scratch depth profiles as a function of increasing normal load

and optical images of three regions over scratches: at the beginning of the scratch (indicated by A

on the friction profile), at the point of initiation of damage at which the coefficient of friction

increases to a high value or increase abruptly (indicated by B on the friction profile), and towards

the end of the scratch (indicated by C on the friction profile) for all samples (After [64])
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tip into the sample. Before the critical load, the coefficient of friction of the

undoped polysilicon, SiC, and SiO2 films increased at a slower rate, and was

smoother than that of the other samples. The undoped Si(100) exhibits some bursts

in the friction profiles before the critical load. At the critical load, the SiC and

undoped polysilicon films exhibit a small increase in coefficient of friction, whereas

the undoped Si(100) and undoped polysilicon film exhibit a sudden increase in

the coefficient of friction. The Ni-P and Au films show a continuous increase in the

coefficient of friction, indicating the behavior of a ductile metal. The bursts in the

friction profile might result from plastic deformation and material pile-up in front of

the scratch tip. The Au film exhibits a higher coefficient of friction than the Ni-P

film. This is because the Au film has lower hardness and elastic modulus values than

the Ni-P film.

The SEM images show that, below the critical loads, the undoped Si(100) and

undoped polysilicon film were damaged by plowing, associated with plastic flow of

the material and formation of debris on the sides of the scratch. For the SiC and

SiO2 films, in region A, a plowing scratch track was found without any debris on the

sides of the scratch, which is probably responsible for the smoother curve and

slower increase in the coefficient of friction before the critical load. After the

critical load, for the SiO2 film, delamination of the film from the substrate occurred,

followed by cracking along the scratch track. For the SiC film, only a few small

debris particles were found without any cracks on the sides of the scratch, which is

responsible for the small increase in the coefficient of friction at the critical load.

For the undoped Si(100), cracks were found on the sides of the scratch at the critical

load and above, which is probably responsible for the large bursts in the friction

profile. For the undoped polysilicon film, no cracks were found on the side of the

scratch at the critical load. This might result from grain boundaries, which can stop

the propagation of cracks. At the end of the scratch, some of the surface material

was torn away and cracks were found on the sides of the scratch in the undoped Si

(100). A couple of small cracks were found in the undoped polysilicon and SiO2

films. No cracks were found in the SiC film. Even at the end of the scratch, less

debris was found in the SiC film. A curly chip was found at the end of the scratch in

both Ni-P and Au films. This is a typical characteristic of ductile metal alloys. The

Ni-P and Au films were damaged by plowing from the very beginning of the scratch

with material pile-up at the sides of the scratch.

The scratch depth profiles obtained during and after the scratch test on all

samples with respect to initial profile, after the cylindrical curvature is removed,

are plotted in Fig. 11.9. Reduction in scratch depth is observed after scratching as

compared with that during scratching. This reduction in scratch depth is attributed

to elastic recovery after removal of the normal load. The scratch depth measured

after scratching indicates the final depth, which reflects the extent of permanent

damage and plowing of the tip into the sample surface, and is probably more

relevant for visualizing the damage that can occur in real applications. For the

undoped Si(100), undoped polysilicon film, and SiO2 film, there is a large scatter in

the scratch depth data after the critical loads, which is associated with the genera-

tion of cracks, material removal, and debris. The scratch depth profile is smooth for
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the SiC film. It is noted that the SiC film exhibits the lowest scratch depth among the

samples examined. The scratch depths of the undoped Si(100), undoped polysilicon

film, and SiO2 film are comparable. The Ni-P and Au films exhibit much larger

scratch depth than the other samples. The scratch depth of the Ni-P film is smaller

than that of the Au film.

The critical loads estimated from friction profiles for all samples are compared in

Fig. 11.7 and Table 11.1. The SiC film exhibits the highest critical load of about

14 mN, as compared with other samples. The undoped Si(100) and undoped

polysilicon film show comparable critical load of about 11 mN, whereas the SiO2

film shows a low critical load of about 9.5 mN. The Ni-P and Au films were

damaged by plowing from the very beginning of the scratch.

11.2.2 Bending Tests of Ceramic Nanobeams Using an AFM

Bending tests have been performed on Si and SiO2 nanobeam arrays [62, 86]. The

single-crystal silicon bridge nanobeams were fabricated by bulk micromachining

incorporating enhanced-field anodization using an AFM [61]. The Si nanobeams

are oriented along the [110] direction in the (001) plane. Subsequent thermal

oxidation of the beams results in the formation of SiO2 beams. The cross section

of the nanobeams is trapezoidal owing to the anisotropic wet etching process. SEM

micrographs of Si and SiO2 nanobeam arrays and a schematic of the shape of a

typical nanobeam are shown in Fig. 11.10. The actual widths and thicknesses of

nanobeams were measured using an AFM in tapping mode prior to tests using a

standard Si tapping-mode tip (radius<10 nm). Surface roughness measurements of

the nanobeam surfaces in tapping mode yielded a s of 0.7 � 0.2 nm and peak-to-

valley (P–V) distance of 4 � 1.2 nm for Si and a s of 0.8 � 0.3 nm and a P–V

distance of 3.1 � 0.8 nm for SiO2. Prior to testing, the Si nanobeams were cleaned

by immersing them in a Piranha etch solution (3:1 solution by volume of 98%

sulfuric acid and 30% hydrogen peroxide) for 10 min to remove any organic

contaminants.

w1

w25 µm

Si SiO2

5 µm 

Neutral axis

l

t

a b

Fig. 11.10 (a) SEM micrographs of nanobeam arrays, and (b) schematic of the shape of a typical

nanobeam. The trapezoidal cross section is due to the anisotropic wet etching during the fabrica-

tion (After [86])
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Bending Strength

Figure 11.11 shows typical load–displacement curves for Si and SiO2 beams that

were bent to failure [62, 86]. The upper width w1 of the beams is indicated in the

figure. Also indicated in Fig. 11.11 are the elastic modulus values obtained from the

slope of the load–displacement curve (11.5). All the beams tested showed linear

elastic behavior followed by abrupt failure, which is suggestive of brittle fracture.

Figure 11.12 shows the scatter in the values of elastic modulus obtained for both Si

and SiO2 along with the average values (� standard deviation). The scatter in the

values may be due to differences in orientation of the beams with respect to the

trench and the loading point being a little off-center with respect to the beam span.

The average values are a little higher than the bulk values (169 GPa for Si[110] and

73 GPa for SiO2 in Table 11.2). However the values of E obtained from (11.5) have
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Fig. 11.11 Typical load–displacement curves of silicon and SiO2 nanobeams. The curves are

linear until sudden failure, indicative of brittle fracture of the beams. The elastic modulus (E)
values calculated from the curves are shown. The dimensions of the Si beam were w1 ¼ 295 nm,

w2 ¼ 484 nm, and t ¼ 255 nm, while those of the SiO2 beam were w1 ¼ 250 nm, w2 ¼ 560 nm,

and t ¼ 425 nm (After [86])
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Fig. 11.12 Elastic modulus values measured for Si and SiO2. The average values are shown.

These are comparable to bulk values, which shows that elastic modulus shows no specimen size

dependence (After [62])
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an error of � 20% due to the uncertainties in beam dimensions and spring constant

of the tip/cantilever (which affects the measured load). Hence the elastic modulus

values on the nanoscale can be considered to be comparable to bulk values.

Most of the beams when loaded quasistatically at the center of the span broke

at the ends, as shown in Fig. 11.13a, which is consistent with the fact that the

Table 11.2 Summary of measured parameters from quasistatic bending tests

Sample Elastic modulus E(GPa) Bending strength sb(GPa) Fracture toughness KIC(MPa m1/2)

Measured Bulk value Measured Reported

(microscale)

Estimated Reported

(microscale)

Bulk

value

Si 182 � 11 169a 18 � 3 <10c 1.67 � 0.4 0.6–1.65e 0.9f

SiO2 85 � 13 73b 7.6 � 2 <2d 0.60 � 0.2 0.5–0.94 –
aSi[110] [93]
b[94]
c[43, 44, 46, 46, 47, 48, 49, 95, 96]
d[58]
e[54, 55, 56, 57]
f[89]

z x

y

SOi2Si

Maximum tensile
bending stress

–23 –17 –11 –4 2 9 15 GPa

Maximum
compressive stress

5 µm

5 µm

a

b

Fig. 11.13 (a) SEM micrographs of nanobeams that failed during quasistatic bending experi-

ments. The beams failed at or near the ends, which is the location of maximum tensile bending

stress (After [86]), and (b) bending stress distribution for silicon nanobeam indicating that the

maximum tensile stresses occur on the top surfaces near the fixed ends
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maximum tensile stress occurs on the top surfaces near the ends (see the FEM stress

distribution results in Fig. 11.13b). Figure 11.14 shows the values of bending

strength obtained for different beams. There appears to be no trend in bending

strength with the upper width w1 of the beams. The large scatter is expected for

the strength of brittle materials, which is dependent on the preexisting flaw popula-

tion in the material and is hence statistical in nature. Statistical analysis using the

Weibull distribution can be used to describe the scatter in the bending strength

values. The means of the Weibull distributions were found to be 17.9 and 7.6 GPa

for Si and SiO2, respectively. Previously reported values for strength range from 1

to 6 GPa for silicon [43, 44, 46, 47, 48, 49, 51, 71, 95, 96] and � 1 GPa for SiO2

[58] microscale specimens. This clearly indicates that bending strength shows a

specimen size dependence. The strength of brittle materials is dependent on pre-

existing flaws in the material. Since for nanoscale specimens the volume is smaller

than for micro- and macroscale specimens, the flaw population will be smaller as

well, resulting in higher values of strength.

Fracture Toughness

Estimates of fracture toughness calculated using (11.10) for Si and SiO2 are shown

in Fig. 11.15 [62]. The results show that the KIC estimate for Si is� 1–2 MPa m1/2,

whereas for SiO2 the estimate is� 0.5–0.9 MPa m1/2. These values are comparable

to those reported by others on larger specimens for Si [54, 55, 56, 57] and SiO2 [58].

The high values obtained for Si could be due to the fact that the scratches, despite

being quite sharp, still have a finite radius of� 100 nm. The bulk value for silicon is

� 0.9 MPa m1/2 (Table 11.2). Fracture toughness is considered to be a material

property and is believed to be independent of specimen size. The values obtained in

this study, given its limitations, appear to show that fracture toughness is compara-

ble, if not a little higher, on the nanoscale.
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Fig. 11.14 Bending strength values obtained from bending experiments. Average values are

indicated. These values are much higher than those reported for microscale specimens, indicating

that bending strength shows a specimen size effect (After [62])

548 B. Bhushan



Fatigue Strength

Fatigue strength measurements of Si nanobeams have been carried out by Sundar-

arajan and Bhushan [62] using an AFM, and by Li and Bhushan [63] using a

nanoindenter. Various stress levels were applied to nanobeams in [62]. The mini-

mum stress was 3.5 GPa for Si beams and 2.2 GPa for SiO2 beams. The frequency

of the applied load was 4.2 Hz. In general, fatigue life decreased with increasing

mean stress as well as increasing stress amplitude. When the stress amplitude was

<15% of the bending strength, the fatigue life was >30,000 cycles for both Si and

SiO2. However, the mean stress had to be <30% of the bending strength for a life

of >30,000 cycles for Si whereas, even at mean stress of 43% of the bending

strength, SiO2 beams showed a life >30,000 cycles. During fatigue, the beams

broke under the loading point or at the ends, when loaded at the center of the span.

This was different from in the quasistatic bending tests, where the beams broke at

the ends almost every time. This could be due to the fact that the stress levels under

the load and at the ends are not that different and fatigue crack propagation could

occur at either location. Figure 11.16 shows a nanoscale S–N curve of bending

stress (S) as a function of fatigue in number of cycles (N) with an apparent

endurance life at lower stress. This study clearly demonstrates that fatigue proper-

ties of nanoscale specimens can be studied.

SEM Observations of Fracture Surfaces

Figure 11.17 shows SEM images of the fracture surfaces of nanobeams broken

during quasistatic bending as well as fatigue [62]. In the quasistatic cases, the

2.5
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Distance from notch tip r (nm)
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Fig. 11.15 Fracture toughness (KIC) values of for increasing values of r corresponding to the

distance between neighboring atoms in {111} planes of silicon (0.4 nm). Hence r values between
0.4 and 1.6 nm are chosen. The KIC values thus estimated are comparable to those reported by

others for both Si and SiO2 (After [62])
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maximum tensile stresses occur on the top surface, so it is reasonable to assume that

fracture initiated at or near the top surface and propagated downward. The fracture

surfaces of the beams suggest a cleavage type of fracture. Silicon beam surfaces

show various ledges or facets, which is typical for brittle crystalline materials.

Silicon usually fractures along the (111) plane, which has the lowest surface energy

barrier to propagating cracks. However, failure has also been known to occur along

the (110) planes in microscale specimens, despite the higher energy required as

compared with the (111) planes [46]. The plane normal to the beam direction in

these samples is the (110) plane, while (111) planes will be oriented at 35� from the

(110) plane. The presence of facets and irregularities on the silicon surface in

Fig. 11.17a suggest that it is a combination of these two types of fractures that

has occurred. Since the stress levels are very high for these specimens, it is

reasonable to assume that crack propagating forces will be high enough to result

in (110)-type failures.

In contrast, the silicon surfaces fractured under fatigue (Fig. 11.17b) appear very

smooth, without facets or irregularities. This is suggestive of low-energy fracture,

i.e., (111)-type fracture. We do not see evidence of fatigue crack propagation in the

form of steps or striations on the fracture surface. We believe that, for the stress

levels applied in these fatigue experiments, failure in silicon occurred via cleavage

associated with static fatigue type of failures.
SiO2 shows very smooth fracture surfaces for both quasistatic bending and

fatigue. This is in contrast to the irregular surface that one might expect for brittle

failure of an amorphous material on the macroscale. However, in larger-scale

fracture surfaces for such materials, the region near the crack initiation usually

appears smooth or mirror-like. Since the fracture surface here is so small and very

near the crack initiation site, it is not unreasonable to see such a smooth surface for

SiO2 on this scale. There appears to be no difference between the fracture surfaces

obtained by quasistatic bending and fatigue for SiO2.
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Fig. 11.17 SEM micrographs of fracture surfaces of silicon and SiO2 beams subjected to

(a) quasistatic bending and (b) fatigue (After [62])
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Summary of Mechanical Properties Measured Using Quasistatic

Bending Tests

Table 11.2 summarizes the various properties measured via quasistatic bending in

this study [62]. Also shown are bulk values of the parameters along with values

reported on larger-scale specimens by other researchers. Elastic modulus and

fracture toughness values appear to be comparable to bulk values and show no

dependence on specimen size. However bending strength shows clear specimen

size dependence with nanoscale values being twice as large as those reported for

larger-scale specimens.

11.2.3 Bending Tests of Metallic Microbeams Using
a Nanoindenter

Bending tests have been performed on Ni-P and Au microbeams [64]. The Ni-P

cantilever microbeams were fabricated by a focused ion-beam machining tech-

nique. The dimensions were 10 � 12 � 50 mm3. Notches with a depth of 3 mm and

a tip radius of 0.25 mm were introduced in the microbeams to facilitate failure at a

lower load in the bending tests. The Au bridge microbeams were fabricated by

electroplating technique.

Figure 11.18 shows SEM images, load–displacement curve, and FEM stress

contour for a notched Ni-P cantilever microbeam that was bent to failure [64]. The

distance between the loading position and the fixed end is 40 mm. The 3 mm-deep

Ni-P cantilever microbeam

Maximum tensile
bending stress

Compressive Tensile

Load–displacement curve
Load (mN)

Broken microbeam

FEM stress contour
at 20 mN

25

20

15

10

5

0
20 4 6 8 10

Displacement (µm)

20 µm 5 µm

–3658 –843 1970 4785 11599 21671 MPa

20 µm

10 µm

40 µm

12 µm

10 µm

Fig. 11.18 SEM micrographs of the new and broken beams, load–displacement curve, and FEM

stress contour for the notched Ni-P cantilever microbeam (After [64])
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notch is 10 mm from the fixed end. The notched beam showed linear behavior

followed by abrupt failure. The FEM stress contour shows that there is a higher

stress concentration at the notch tip. The maximum tensile stress sm at the notch tip

can be analyzed by using the Griffith fracture theory as [85]

sm � 2so
c

r

� �1=2
; (11.12)

where so is the average applied tensile stress on the beam, c is the crack length, and
r is the crack tip radius. Therefore, elastic–plastic deformation will first occur

locally at the end of the notch tip, followed by abrupt fracture failure after sm
reaches the ultimate tensile strength of Ni-P, even though the rest of the beam is still

in the elastic regime. The SEM image of the fracture surface shows that the fracture

started right from the notch tip with plastic deformation characteristics. This

indicates that, although local plastic deformation occurred at the notch tip area,

the whole beam failed catastrophically. The present study shows that FEM simula-

tion can predict well the stress concentration, and helps in understanding the failure

mechanism of notched beams.

Figure 11.19 shows SEM images, load–displacement curve, and FEM stress

contour for a Au bridge microbeam that was deformed by the indenter [64]. The

recession gap between the beam and substrate is about 7 mm, which is not large

enough to break the beam at the load applied. From the load–displacement curve,

we note that the beam experienced elastic–plastic deformation. The FEM stress

contour shows that the maximum tensile stress is located at the fixed ends, whereas

the minimum compressive stress is located around the center of the beam. The SEM

image shows that the beam has been permanently deformed. No cracks were found

on the beam surface. The present study shows the possibility of mechanically

forming Au film into a required shape. This may help in designing/fabricating

functionally complex smart micro-/nanodevices which need conductors for power

supply and input/output signals.

11.2.4 Indentation and Scratch Tests of Polymeric Microbeams
Using a Nanoindenter

Four potential structural materials for bioMEMS devices were selected for this

study, namely poly(propyl methacrylate) (PPMA), poly(methyl methacrylate)

(PMMA), polystyrene (PS), and a polystyrene/nanoclay composite (PS/clay) [66].

The physical properties of PPMA, PMMA, and PS are summarized in Table 11.3.

PMMA and PS are widely used engineering polymers for a number of commercial

applications. Historically, PMMA was the polymer of choice in ophthalmologic

devices due to its high refractive index, hardness, and biocompatibility. Its surface

can be functionalized with proteins, which promotes the bonding of tissues for
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in vivo implants [97]. PMMA is also employed in chips and valve components for

immunosensors and other lab-on-a-chip applications [28, 98]. PPMA has a lower

glass-transition temperature (Tg) (35–43 �C) [81] than PMMA (104–106 �C)
[82, 83], which allows for easier processing at lower temperature.

Polystyrene is particularly desirable for bioMEMS due to its ubiquitous use in

tissue culture applications. Plasma-treated polystyrene is the most commonly used

material for in vitro cell biology studies of adherent cells. Thus, there is a wealth of

knowledge about cellular behavior on polystyrene. In addition to tissue culture

polystyrene, various surface modification techniques can be employed for functio-

nalizing the PS surface in order to promote cell attachment and proliferation [97].

Oxygen-plasma-modified polystyrene has been shown to improve cell growth,

proliferation, and expression of cellular adhesion protein proportional to the surface

oxygen concentration [101]. This previous knowledge of cellular interactions with

polystyrene makes it a logical choice to use in bioMEMS devices for cellular

interactions.

Clay nanoparticles in a polymer matrix act to improve the mechanical and

thermal properties as compared with the native polymer [102, 103]. Nanoclay

Load–displacement curve
Load (mN)

4

3

2

1

0
20 4 6 8

Displacement (µm)

Au bridge microbeam

200 µm

–956 –657 –358 –60 240 539
MPa
838

Deformed beam

FEM stress contour at 3.2 mN
Maximum tensile bending stress

Compressive Tensile

400 µm

Fig. 11.19 SEM micrographs of the new and deformed beams, load–displacement curve, and

FEM stress contour for the Au bridge microbeam (After [64])
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composites can also be used to improve barrier resistance and improve ionic

conductivity. The extent to which polymer properties are affected is determined

by the clay content, polymer/clay interfacial strength, and dispersion of the clay

particles. The fabrication procedure for the double-anchored and cantilever beams

is presented in Sect. 11.A. SEM images of the two types of beams are shown in

Fig. 11.20.

The hardness (H), elastic modulus (E), and creep of the beams were measured at

the supported region of the beams [65, 66]. The indentation location, where the H,
E, and creep were measured, is indicated in Fig. 11.20a.

Since the fabricated polymer beams were too narrow (width � 5 mm) to perform

nanoscratch tests, the nanoscratch experiments were conducted on thin films of

polymeric materials. PPMA, PMMA, PS, and PS/clay were dissolved in anisole at

Indentation location
(H, E, creep)

Cross-beam
support

Cantilever beam

PVA sacrificial layer

Bending location

Bending location

10 µm

50 µm

a

b

Fig. 11.20 SEM images of polystyrene (a) double-anchored beams, and (b) cantilever beams

(After [66])
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various concentrations and spin-coated for 1 min at 3,000 rpm to achieve the

desired film thickness of 500 nm. All film samples were then baked at 95 �C for

2 min to remove any residual solvent.

Hardness and Elastic Modulus

Figure 11.21a shows the H and E of various beams as a function of contact depth

[66]. Five beams in one wafer sample were indented once, and the average values of

H and E at a contact depth of 100 nm are reported in Table 11.4. Among the
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Fig. 11.21 (continued)
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materials examined, the PS/clay nanocomposite exhibited the highest hardness and

elastic modulus (390 � 50 MPa and 5.1� 0.4 GPa, respectively), followed by

PMMA (340 � 30 MPa, 4.8� 0.5 GPa), PS (290 � 20 MPa, 3.6� 0.4 GPa),

and PPMA (110 � 30 MPa, 1.7� 0.5 GPa). The standard deviation was calculated

from the five indents performed.

Indentation Creep

Creep is an important aspect of polymer mechanical behavior. Figure 11.21b shows

representative creep data for the supported polymer beams using CSM indentation,

where the change in displacement, mean stress, and contact stiffness was monitored

while holding the tip at the maximum imposed load [66]. Conclusions on the creep

PPMA beam

Region A Region B Region C

During scratch

Before stratch

After scratch

Friction
CB

A

Coefficient of friction Scratch depth (nm)
5

4

3

2

1

0

0

–400

–800

PMMA film

CBA

5

4

3

2

1

0

0

–400

–800

PS film

CBA

5

4

3

2

1

0

0

–400

–800

PS/clay film

CB
A

5 µm
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5

4

3

2

1

0

0

–400

–800

Normal load (mN)

c

Fig. 11.21 (a) Hardness and elastic modulus of PPMA, PMMA, PS, and PS/clay beams as a

function of contact depth, (b) creep displacement, mean stress, and contact stiffness as a function

of time for PPMA, PMMA, PS, and PS/clay, and (c) scratch depth profiles and coefficient of

friction as a function of increasing normal loads for thin films of PPMA, PMMA, PS, and PS/clay.

SEM images were taken at three regions: at the beginning of the scratch (A), in the middle of the

scratch (B), and at the end of the scratch (C) (After [66])
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response of the materials are based mainly on the displacement change at constant

loading, which is directly measured in the experiment. For each material, three

beams on one sample were tested, and it was found that the variation in creep

response was no more than 15%. As expected for polymers, the indentation

displacement increases with time. The material with the lowest hardness and

modulus (PPMA) exhibited the fastest rate of displacement change (i.e., the highest

creep), while the PS/clay nanocomposite (which has the highest H and E value)

showed minimal creep. This shows a direct correlation between the hardness,

modulus, and creep resistance. The mean stress exerted by the tip decreases with

time as the polymer deforms viscoelastically underneath the tip during the hold

segment. For the PS/clay nanocomposite, it is observed that this quantity decreases

more rapidly during the first few seconds of the measurement compared with in the

other materials. This could be attributed to the presence of an additional phase (the

clay filler). The filler–matrix interface could exhibit yield without necessarily

causing further penetration into the material.

Scratch Resistance

The scratch behavior of thin films of the four polymers studied is presented in

Fig. 11.21c. Plots on the left side show the depth profile before, during, and after a

scratch, along with the coefficient of friction. SEM images were taken at three

Table 11.4 Mechanical properties of the polymer beams under investigation. All values have� s
of � 10% based on measurements of five samples for nanoindentation and 3–5 samples for beam

bending except for the 10–40% variation in breaking strength

Polymer PPMA PMMA PS PS/clay

Poisson’s ratio – 0.35a 0.325b –

Elastic modulus

(E) (GPa)
Bulk (literature) – 3.1–3.3c,d 3.2–3.4c –

Nanoindentation (measured) 1.7 4.8 3.6 5.1

Normal beam bending (measured) 0.7 1.9 1.9 4.6

Lateral beam bending (measured) – – 0.2 0.6

Hardness (H)
(GPa)

Bulk (literature) – 195c 110d –

Nanoindentation (measured) 110 340 290 390

Yield strength (sys)
(MPa)

Bulk (literature) – 53.8–73.1e – –

Normal beam bending (measured) 54 71 66 95

Lateral beam bending (measured) – – 21 64

Breaking strength

(sb) (MPa)

Tensile strength (literature) – 48–76d 30–60d –

Flexural strength (literature) – – 95d –

Normal beam bending (measured)f 600 944 271 128

Lateral beam bending (measured) – – – 110
a[100]
b[104]
c[82]
d[83]
e[105]
fValues may be an overestimate due to limitations of the technique and the geometry of the beams
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areas: at the beginning of the scratch (indicated by A on the friction profile),

the middle of the scratch (B), and towards the end of the scratch (C). Among

the three homogeneous films, PMMA had the greatest scratch resistance as it

exhibited the least penetration as well as the absence of bursts in the scratch

depth profile, followed by PS, then PPMA. This order is consistent with the

observed trend for the elastic modulus and hardness. The features in the scratch

depth profiles can be correlated to the morphology of the scratches. In the PPMA

depth profile, the tip jumped up and down during the scratch instead of continuously

ramping down. This is consistent with the SEM images, which reveal deformation

bands that are convex with respect to the scratch direction, indicating plastic

deformation and material pileup in front of the tip. In PS, the oscillation in the

depth profile occurs only towards the end of the scratch, and the deformation bands

are observed only in region C. For PMMA, the smooth depth profile corresponds to

a clear scratch track, indicating that minimal pileup occurred. The nanocomposite

exhibits enhanced scratch resistance relative to the unfilled PS. The peaks and

valleys in the depth profile come from the roughness of the surface and not from

scratch-induced material displacement, as confirmed by the SEM images.

11.2.5 Bending Tests of Polymeric Microbeams
Using a Nanoindenter

Suspended Beams

For each material, five suspended beams in one sample were measured; representa-

tive load–displacement data are presented in Fig. 11.22. In this case, the displace-

ment is due to beam bending. The loading profile can be fitted by a straight line,

indicating that bending at this load range is fully elastic. From the slope of this line

and (11.5), the calculated elastic moduli are 0.7 � 0.2, 1.9 � 0.3, 1.9 � 0.1, and

4.6 � 0.3 GPa for PPMA, PMMA, PS, and PS/clay, respectively. These standard

deviations are based on five measurements.

These elastic moduli calculated from beam bending measurements were com-

pared with values from nanoindentation and bulk values available from the litera-

ture. The consistency of the trend obtained in E for the four materials using the three

methods provides validation for the beam bending technique. In addition, the beam

bending method has been successfully employed for various metal and ceramic

materials, as presented earlier [64]. The slightly lower elastic moduli calculated

from beam bending tests (relative to nanoindentation and bulk literature data) can

be attributed to several reasons. Some deformation may have occurred in the

boundary between the supported and the suspended region of the beam due to

stress concentration at this junction. Also, a small amount of plastic deformation of

the beam surface may occur even though the indenter tip was coated with PMMA.

This could reduce the slope of the loading curve.
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Effect of Soaking and Temperature

The effects of aqueous medium and human body temperature (37.5 �C) were

investigated on both the suspended and supported beams. Figure 11.23a shows a

summary of the effects of beam soaking and elevated temperature on the hardness

and elastic modulus as obtained by nanoindentation on the supported part of the

beam. Among the four materials studied, soaking had the greatest effect on PPMA.

On the other hand, the H and E of the other materials (PMMA, PS, and PS/clay)

were not significantly affected. The properties of the PPMA beam were adversely

affected when the indentation temperature was increased to 37.5 �C. This is

because the glass-transition temperature (Tg) of PPMA is within 35–43 �C [81],

such that the glassy-to-rubbery transition is observed here. On the other hand, no

significant decrease inH and Ewas observed for the other three materials since their

Tg values are much higher, such that the indent was performed well within the

glassy regime.

In Fig. 11.23b, beam bending data are shown for each of the four polymers

investigated. The PPMA beam is affected by soaking in deionized (DI) water, as

shown by the appearance of a large amount of hysteresis in the load–displacement

data. Human body temperature has an adverse effect on the stiffness of the PPMA

beam. These are consistent with results from indentation. From a materials selec-

tion standpoint, these are important findings as these imply that the performance of
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Fig. 11.22 Normal beam bending results for PPMA, PMMA, PS, and PS/clay at a maximum load

of 10 mN (After [66])
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PPMA structures will be compromised if used in a device subjected to either

soaking in an aqueous medium or above ambient temperatures.

Normal Beam Bending at Elevated Loads

Bending experiments were performed with applied loads in the mN range in order to

investigate the behavior of polymer beams beyond the elastic deformation regime.

The upper half of Fig. 11.24 shows normal load–displacement profiles at maximum

imposed loads of 0.5, 1.5, and 3.0 mN applied to three different beams in one wafer

sample. For PPMA, PMMA, and PS, the loading portion overlaps, indicating uniform

beam quality. Slight variability in the loading profile is observed in the PS/clay

composite, which is attributed to variable interfacial adhesion between the filler

and the matrix and inhomogeneities in the dispersion of the clay particles.
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Fig. 11.23 (a) Effect of soaking and elevated temperature on suspended beams and (b) effect of

soaking and elevated temperature on the hardness and elastic modulus of supported beams

(After [66])
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The first inflection in the load–displacement profiles implies the onset of yield,

and its location is indicated by arrows. The three unfilled polymers (PPMA,

PMMA, and PS) exhibit ductility, as seen in the SEM images for the beams tested

with applied load of 3 mN. The beams stretch at the ends and underneath the center

of the beam. These correspond to regions subjected to maximum tensile stress [64].

It is worth noting that the beams deformed symmetrically, indicating that the load

was applied equidistant from the clamping points. The PS/clay nanocomposite

beam exhibited slight yielding, followed by breaking, as indicated by an arrow in

the load–displacement profile. After breaking, the load continued to increase

because a predefined load is imposed by the nanoindenter. The corresponding

SEM image for PS/clay shows a flat fracture surface, indicating that the crack

propagated perpendicular to the direction of the applied stress.

From the load–displacement curves, the yield strength was evaluated by using

the following equation [87]

s ¼ 3

4

F‘

bh2
; (11.13)

PPMA beam

Yield

0 5 10 15 20

5 µm

Normal load (mN)
2

1.5

1

0.5

0

PMMA beam
2

1.5

1

0.5

0

PS beam
2

1.5

1

0.5

0

PS/clay beam

Displacement (µm)

Beam breaks

2

1.5

1

0.5

0
0 5 10

PPMA beam

Beam breaks

15 20

5 µm

Normal load (mN)
10

8

6

4

2

0
10

8

6

4

2

0
10

8

6

4

2

0
10

8

6

4

2

0

PMMA beam

PS beam

PS/clay beam

Displacement (µm)

Beam bending at a maximum load of 3 mN Beam bending at a maximum load of 10 mNa b

Fig. 11.24 Normal beam bending at elevated loads. (a) Normal load–displacement profiles at a

maximum load of 0.5, 1.5, and 3.0 mN; arrows indicate the onset of yield and breaking of the

beams. For plots with multiple profiles (a), the SEM image corresponds to the beam subjected to

the highest load (3 mN). (b) Normal load–displacement profiles and SEM images for beams

subjected to 10 mN maximum load (After [66])
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where F is the load corresponding to yield of the beam (as indicated by arrows in the

load–displacement profiles), and ‘, b, and h are the beam’s length, width, and

height, respectively. It is assumed that the beam ends are clamped. The yield

strength values listed in Table 11.4 are of the same order of magnitude as the

bulk yield strength data available in the literature.

Bending data at a maximum load of 10 mN are shown in the lower half of

Fig. 11.24. As with the bending tests performed at 3 mN, symmetric deformation

and failure is observed in the beams. The three unfilled polymers stretched consid-

erably prior to fracture, and the PS/clay nanocomposite beam exhibited brittle

failure as observed in the lower load experiment.

For brittle materials, the elastic regime is immediately followed by breaking, and

the breaking strength can be evaluated using (11.13). Even though plastic deforma-

tion was observed in all materials, (11.13) was assumed valid, and the force

corresponding to breaking is taken as the load observed prior to the abrupt jump

in displacement. The calculated breaking strength (as shown in Table 11.4) is

higher and does not appear to correlate with the trends observed for the other

mechanical properties reported. This can be attributed to a number of reasons.

The load–displacement response may not be purely from beam bending. A higher

load can be imposed without beam breaking due to plastic deformation on the beam

surface. At elevated loads, a larger contact area between the tip and beam is

expected such that permanent deformation on the surface can be significant. In

addition, the compliant trench material (SU-8) can help to accommodate a higher

stress prior to breaking of the beam.

Lateral Bending of the Cantilever Beams

Figure 11.25 presents the results of lateral bending experiments on PS and PS/clay

cantilever beams. The left column shows plots of lateral force recorded as a

function of lateral displacement. From the linear elastic regime (as indicated by

the straight line drawn over the data points), the modulus can be evaluated using

(11.11). The resulting elastic modulus of PS/clay is three times that of PS, as shown

in Table 11.4. This was obtained from measurements on two beams for each

material. However, the elastic modulus values obtained from this experiment are

lower than those obtained from nanoindentation and beam bending in the normal

direction. This is attributed to the fact that the pressure applied due to the addition

of the crossbeam reinforcement induces deformation of the anchor. In addition, a

small curvature is observed on the beam. This diminishes the beam width, which is

the dominant term in the equation for evaluating the modulus in (11.5) and (11.11).

From the load–displacement curves, the yield strength was evaluated by

using [87]

s ¼ 6F‘

bh2
; (11.14)
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where F, ‘, b, and h are defined similarly as in (11.13). The force used for

calculating the yield strength was taken as the point where a change in slope was

observed (as indicated by the arrows on the left in the figure). The results are listed

in Table 11.4. They are lower than the values obtained from normal bending, which

could be attributed to the same causes mentioned above.

For PS, a steady decrease in lateral load was observed at 160 mm, while for the

PS/clay beam, the drop at 80 mmwas abrupt (as indicated by the arrows on the right

in the figure). SEM images reveal that, for PS, this corresponds to crack formation

at the base of the beam that did not run through the entire thickness of the beam.

However, for PS/clay, the beam broke. This implies that the addition of the

nanoclay filler induces embrittlement of the beam.

Equation (11.14) is assumed to be valid for evaluating the breaking strength of

this beam. The force used in the calculation was the load prior to the abrupt

decrease. The breaking strength for PS/clay obtained from this technique (listed

in Table 11.4) is lower than the value from the normal bending experiment. This is

possibly due to the beam geometry and processing conditions, as described earlier.

However, the large difference in the calculated yield strength between the unfilled

and filled PS demonstrates that the technique can adequately differentiate between

material compositions.

PS beam

Crack location

Crack location

Crack
Yield

Bending direction

Bending direction

0 50 100 150 200 250

Lateral load (mN)
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PS/clay beam

Yield
Break
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1.5
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0
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Fig. 11.25 Lateral bending of PS and PS/clay cantilever beams. (a) Lateral force plotted as a

function of lateral displacement; arrows indicate the onset of yield for both PS and PS/clay, and

cracking for PS and breaking for PS/clay. (b) SEM images of the cantilever beams indicate the

bending direction and the location of the cracks. The images in the right-hand column (c) show the

cracks at higher magnification (After [66])
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11.3 Finite-Element Analysis of Nanostructures

with Roughness and Scratches

Micro-/nanostructures have some surface topography and local scratches, depend-

ing upon the manufacturing process. Surface roughness and local scratches may

compromise the reliability of devices, and their effect needs to be studied. Finite-

element modeling is used to perform parametric analysis to study the effect of

surface roughness and scratches of different well-defined forms on tensile stresses,

which are responsible for crack propagation [72, 73]. The analysis has been carried

out on trapezoidal beams supported at the bottom whose data (on Si and SiO2

nanobeams) have been presented earlier.

The finite-element analysis was carried out by using a static analysis in ANSYS

5.7 software which calculated the deflections and stresses produced by applied

loading. The type of element selected for the study was SOLID95, type which

allows the use of different shapes without much loss of accuracy. This element is

three-dimensional (3-D) with 20 nodes, each node having three degrees of freedom:

translation in the x-, y-, and z-directions. The nanobeam cross section was divided

into 6 elements along both its width and thickness, and 40 elements along its length.

SOLID95 has plasticity, creep, stress stiffening, large deflection, and large-strain

capabilities. The large-displacement analysis is used for large loads. The mesh is

kept finer near the asperities and the scratches in order to take into account variation

in the bending stresses. The beam materials studied were single-crystal silicon(110)

and SiO2 films whose data have been presented earlier. Based on the bending

experiments presented earlier, the beam materials can be assumed to be linearly

elastic, isotropic materials. The Young’s modulus of elasticity (E) and Poisson’s

ratio (n) for Si and SiO2 are 169 GPa [93] and 0.28 [89], and 73 GPa and 0.17 [94],

respectively. A sample nanobeam of silicon was chosen for performing most of the

analysis, as silicon is the most widely used MEMS/NEMS material. The cross

section of the fabricated beams used in the experiment was trapezoidal and sup-

ported at the bottom so nanobeams with trapezoidal cross section were modeled

(Fig. 11.10). The following dimensions are used w1 ¼ 200 nm, w2 ¼ 370 nm,

t ¼ 255 nm, and P ¼ 6 mm. In the boundary conditions, displacements were con-

strained in all directions on the bottom surface for 1 mm from each end. A point load

applied at the center of the beam was simulated, with the load being applied at three

closely located central nodes on the beam. It has been observed from the experi-

mental results that the Si nanobeam breaks at around 80 mN. Therefore, in this

analysis, a nominal load of 70 mN was selected. At this load, deformations are

large, so the large-displacement option was used.

To study the effect of surface roughness and scratches on the maximum bending

stresses the following cases were studied. First semicircular and grooved asperities in

the longitudinal direction with defined geometrical parameters were analyzed

(Fig. 11.26a). Next semicircular asperities and scratches placed along the transverse

direction at a distance c from the end and separated by pitch p from each other were

analyzed (Fig. 11.26b). Lastly the beam material was assumed to be either purely
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elastic, elastic–plastic or elastic–perfectly plastic. In the following, we begin with the

stress distribution in smooth nanobeams, followed by the effect of surface roughness

in the longitudinal and transverse directions and scratches in the transverse direction.

11.3.1 Stress Distribution in a Smooth Nanobeam

Figure 11.27 shows the stress and vertical displacement contours for a nanobeam

supported at the bottom and loaded at the center [72, 73]. As expected, the maximum

tensile stress occurs at the ends, whereas the maximum compressive stress occurs

Semicircular asperities Grooved asperities

Longitudinal direction

R = 25 nm L = 25 nm

L

R L

a

Fig. 11.26 (continued)
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under the load at the center. Stress contours obtained at a section of the beam from

the front and side are also shown. In the beam cross section, the stresses remain

constant at a given vertical distance from one side to another and change with

vertical location. This can be explained due to the fact that the bending moment is

cc
Single asperity

R = 25 nm, c = 0 nm

R

cp
Single scratch

c = 50 nm, L = 100 nm, h = 20 nm

L

h

Semicircular asperities Scratches
Transverse direction

Covering the nanobeam 4 Scratches

p = 50 nm

p = 100 nm

p = 100 nm

p = 200 nm

b

Fig. 11.26 (a) Plots showing the geometries of the modeled roughness: semicircular and grooved

asperities along the nanobeam length with defined geometrical parameters. (b) Schematic showing

semicircular asperities and scratches in the transverse direction followed by the illustration of the

mesh created on the beam, with fine mesh near the asperities and the scratches. Also shown are the

semicircular asperities and scratches at different pitch values
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constant at a particular cross section so the stress is only dependent on the distance

from the neutral axis. However, along the cross section A–A the high tensile and

compressive stresses are localized near the end of the beam, at the top and bottom,

respectively, whereas the lower values are spread out away from the ends. High

values of tensile stress occur near the ends because of the high bending moment.

11.3.2 Effect of Roughness in the Longitudinal Direction

The effect of roughness in the form of semicircular and grooved asperities in

the longitudinal direction on the maximum bending stresses was analyzed [73].

–1.4 –1.2 –1 –0.7 –0.5 –0.2 0 µm

–20 –14 –8 –2 4 9 15 GPa

Bending stress contours

Compressive Tensile

Maximum tensile
bending stress

Maximum
compressive stress

Vertical displacement contours

Bending stress contours

B–B

A B–B
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4 GPa

–2 GPa
–8 GPa

–16 GPa

13 GPa
9 GPa
4 GPa

–2 GPa
–8 GPa

–16 GPa

A–A

A

Fig. 11.27 Bending stress

contours, vertical

displacement contours, and

bending stress contours after

loading a trapezoidal Si

nanobeam (w1 ¼ 200 nm,

w2 ¼ 370 nm, t ¼ 255 nm,

‘ ¼ 6 mm, E ¼ 169 GPa,

n ¼ 0.28) at 70 mN load

(After [73])
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The radius R and depth L were kept fixed at 25 nm, while the number of asperities

was varied, and their effect on the maximum bending stresses was observed.

Figure 11.28 shows the variation of the maximum bending stresses as a function

of asperity shape and the number of asperities. The maximum bending stresses

increase as the number of asperities increases for both semicircular and grooved

asperities. This can be attributed to the fact that, as the number of asperities

increases, the moment of inertia decreases for that cross section. Also the distance

from the neutral axis increases because the neutral axis shifts downwards. Both of

these factors lead to an increase in the maximum bending stresses, and this effect is

more pronounced in the case of the semicircular asperities, as this shape exhibits a

higher value of maximum bending stress than for the grooved asperities. Figure

11.28 shows the stress contours obtained at a section of the beam from the front and

from the side for both cases when we have a single semicircular asperity and when

four adjacent semicircular asperities are present. The trends are similar to those

observed earlier for a smooth nanobeam (Fig. 11.27).

11.3.3 Effect of Roughness in the Transverse Direction
and Scratches

We analyzed semicircular asperities placed along the transverse direction followed

by the effect of scratches on the maximum bending stresses for various numbers and

different pitches [73]. In the analysis of semicircular transverse asperities three

cases were considered: a single asperity, and asperities over the nanobeam surface

separated by a pitch of either 50 or 100 nm. In all three cases, the c-value was kept
equal to 0 nm. Figure 11.29 shows that the value of the maximum tensile stress is

42 GPa, which is much larger than the maximum tensile stress value with no

asperities (16 GPa) or when a semicircular asperity is present in the longitudinal

direction. It is also observed that the maximum tensile stress does not vary with the

number of asperities or the pitch, but that the maximum compressive stress

increases dramatically for asperities present over the beam surface compared with

the value when a single asperity is present. The maximum tensile stress occurs at

the ends. An increase in p does not add any asperities at the ends, whereas asperities
are added in the central region where compressive stresses are maximum. The

semicircular asperities present at the center cause local perturbation in the stress

distribution at the center of the asperity where load is being applied, leading to a

high value of maximum compressive stress [106]. Figure 11.29 also shows the

stress contours obtained for a section of the beam from the front and from the side

for both cases, i.e., for a single semicircular asperity and when asperities are present

over the beam surface at a pitch of 50 nm. The trends are similar to those observed

earlier for a smooth nanobeam (Fig. 11.27).

In the study pertaining to scratches, the number of scratches was varied as well

as their pitch. Furthermore, the load was applied at the center of the beam as well as
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at the center of the scratch near the end for all cases. In all of these cases, c was kept
equal to 50 nm, L was set to 100 nm, and h was 20 nm. Figure 11.30 shows that the

value of the maximum tensile stress remained almost the same irrespective of the

number of scratches for both types of loading, i.e., when the load was applied at

the center of the beam or at the center of the scratch near the end. This is because the

p = 100 nm
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p = 300 nm
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60

40

20

0

Number of scratches
10

Maximum bending stress (GPa)

Compressive

Load at the center
of nanobeam

Tensile

Load at the center of
scratch near the end

60

40

20

0

Number of scratches
10

Maximum bending stress (GPa)

Compressive

Load at the center
of nanobeam

Tensile

Load at the center of
scratch near the end

60

40

20

0

Number of scratches
1

2

2

2

3

3

3

4

4

40

Maximum bending stress (GPa)

Compressive

Load at the center
of nanobeam

Tensile

Load at the center of
scratch near the end

Load at the center of
scratch near the end

Load at the center of
scratch near the end

Load at the center of
scratch near the end

Fig. 11.30 Effect of number

of scratches and variation in

pitch on the maximum

bending stresses after

loading trapezoidal Si

nanobeams (w1 ¼ 200 nm,

w2 ¼ 370 nm, t ¼ 255 nm,

‘ ¼ 6 mm, E ¼ 169 GPa,

n ¼ 0.28, load ¼ 70 mN).
Also shown is the effect of

load when applied at the

center of the beam and at the

center of the scratch near the

end (After [73])
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maximum tensile stress occurs at the beam ends, no matter where the load is

applied. However, the presence of a scratch does increase the maximum tensile

stress as compared with its value for a smooth nanobeam, although the number of

scratches no longer matters as the maximum tensile stress occurring at the nano-

beam end is unaffected by the presence of more scratches beyond the first one in the

direction towards the center. The value of the tensile stress is much lower when

the load is applied at the center of the scratch, which can be explained as follows.

The negative bending moment at the end near the applied load decreases with load

offset after two-thirds of the length of the beam [107]. Since this negative bending

moment is responsible for tensile stresses, their behavior with the load offset is the

same as that of the negative bending moment. Also, the value of the maximum

compressive stress when the load is applied at the center of the nanobeam remains

almost the same, as the center geometry is unchanged by the number of scratches,

and hence the maximum compressive stress occurring below the load at the center

is same. On the other hand, when the load is applied at the center of the scratch, we

observe that the maximum compressive stress increases dramatically due to local

perturbation in the stress distribution at the center of the scratch where load is

applied [106]. It increases further with the number of scratches and then levels off.

This can be attributed to the fact that, when there is another scratch present close to

the scratch near the end, the stress concentration is greater, as the effect of the local

perturbation in the stress distribution is more significant. However, this effect is

insignificant when more than two scratches are present.

Now we address the effect of pitch on the maximum compressive stress when the

load is applied at the center of the scratch near the end. Up to a pitch of 200 nm the

maximum compressive stress increases with the number of scratches, as discussed

earlier. On the other hand, when the pitch value is higher than 225 nm this effect is

reversed. This is because the presence of another scratch no longer affects the local

perturbation in the stress distribution at the scratch near the end. Instead, more

scratches at a fair distance distribute the maximum compressive stress at the scratch

near the end, and the stress starts to decrease. Such observations of maximum

bending stresses can help in identifying the number of asperities and scratches

allowed and their optimum separation.

11.3.4 Effect on Stresses and Displacements for Materials Which
Are Elastic, Elastic–Plastic or Elastic–Perfectly Plastic

This section deals with the beam modeled as elastic, elastic–plastic, and elastic–

perfectly plastic to observe the change in the stresses and displacements compared

with the elastic model used so far [73]. Figure 11.31 shows typical stress–strain

curves for the three types of deformation regimes and their corresponding load–

displacement curves obtained from the model of an Si nanobeam, which was found

to exhibit the same trends.
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Table 11.5 shows a comparison of the maximum von Mises stress and maximum

displacements for both a smooth nanobeam and a nanobeam with defined roughness

corresponding to a single semicircular longitudinal asperity with R ¼ 25 nm for the

three different models. It is observed that the maximum value of stress is obtained at

a given load for elastic material, whereas the displacement is maximum for

elastic–perfectly plastic material. Also the pattern that the maximum bending stress

value increases for a rough nanobeam still holds true in the other models as well.
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Fig. 11.31 Schematic

representation of stress–strain

curves and load–displacement

curves for material that is

elastic, elastic–plastic or

elastic–perfectly plastic for a

Si nanobeam (w1 ¼ 200 nm,

w2 ¼ 370 nm, t ¼ 255 nm,

‘ ¼ 6 mm, E ¼ 169 GPa,

tangent modulus in plastic

range ¼ 0.5 E, n ¼ 0.28)

(After [73])

Table 11.5 Stresses and displacements for materials which are elastic, elastic–plastic or

elastic–perfectly plastic (load ¼ 70 mN, w1 ¼ 200 nm, w2 ¼ 370 nm, t ¼ 255 nm, ‘ ¼ 6 mm,

R ¼ 25 nm, E ¼ 169 GPa, tangent modulus in plastic range ¼ 0.5 E, n ¼ 0.28)

Elastic Elastic–plastic Elastic–perfectly plastic

Smooth

nanobeam

Single

semicircular

longitudinal

asperity

Smooth

nanobeam

Single

semicircular

longitudinal

asperity

Smooth

nanobeam

Single

semicircular

longitudinal

asperity

Maximum von Mises

stress (GPa)

18.2 19.3 13.5 15.2 7.8 9.1

Maximum

displacement

(mm)

1.34 1.40 3.35 3.65 11.5 12.3
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11.4 Summary

Mechanical properties of nanostructures are necessary for designing realistic

MEMS/NEMS and bioMEMS/bioNEMS devices. Most mechanical properties are

scale dependent. Micro-/nanomechanical properties, hardness, elastic modulus, and

scratch resistance of bulk undoped single-crystal silicon (Si) and thin films of

undoped polysilicon, SiO2, SiC, Ni-P, and Au are presented. It is found that the

SiC film exhibits higher hardness, elastic modulus, and scratch resistance as

compared with other materials.

Bending tests have been performed on Si and SiO2 nanobeams – AfM, PPMA,

PMMA, PS and PS/clay – nanoindenter, respectively. The bending tests were used to

evaluate the elastic modulus, bending strength (fracture stress), fracture toughness

(KIC), and fatigue strength of the beam materials. The Si and SiO2 nanobeams

exhibited an elastic linear response with sudden brittle fracture. The notched Ni-P

beam showed linear deformation behavior, followed by abrupt failure. The Au beam

showed elastic–plastic deformation behavior. Measured elastic modulus values for

Si(110) and SiO2 were comparable to bulk values. Measured bending strength for Si

and SiO2 were twice as large as values reported for larger-scale specimens. This

indicates that bending strength shows a specimen size dependence. Measured fracture

toughness values for Si and SiO2 were also comparable to those obtained for larger

specimens. At stress amplitudes<15% of their bending strength and at mean stresses

of<30% of the bending strength, Si and SiO2 displayed an apparent endurance life of

>30,000 cycles. SEM observations of the fracture surfaces revealed a cleavage type

of fracture for both materials when subjected to bending as well as fatigue.

The hardness, elastic modulus, and creep behavior of PPMA, PMMA, PS, and

PS/clay nanocomposite microbeams were evaluated using nanoindentation in con-

tinuous stiffness mode. The H, E, and creep resistance decreased in the following

order: PS/clay, PMMA, PS, PPMA. The scratch resistance was observed to

decrease in the order: PMMA, PS/clay, PS, PPMA.

The elastic modulus of double-anchored beams obtained from normal beam

bending is lower than that measured from nanoindentation due to stress concentra-

tion at the beam ends. The test environment affects the mechanical properties as

well. After 36 h of soaking in DI water, the hardness and elastic modulus of PPMA

was affected, while the properties of the other three tested polymers were unaf-

fected due to their low water absorption properties. Similarly, in tests conducted at

human body temperature (37.5 �C), only PPMA exhibited a decrease in hardness

and modulus whereas the other materials did not exhibit any change; this is because

the temperature applied is within the glass-transition temperature range of PMMA

but well below the Tg of the other tested polymers. By performing bending experi-

ments at higher imposed loads, permanent deformation can be attained such that the

yield and breaking strength can be evaluated. Adding nanoclay filler improves

bending strength. It also modifies the fracture behavior of the polymer microbeams.

The unfilled polymers deformed in a ductile manner whereas the PS/clay nano-

composite exhibited minimal yielding followed by brittle failure.
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Lateral bending has been demonstrated to provide a measure for the elastic,

plastic, and fracture properties of cantilever beams.

The AFM and nanoindenters used in this study can be satisfactorily used to

evaluate the mechanical properties of micro-/nanoscale structures for use in

MEMS/NEMS.

FEM simulations are used to predict stress and deformation in nanostructures.

FEM has been used to analyze the effect of the type of surface roughness and

scratches on stresses and deformation of nanostructures. We find that roughness

affects the maximum bending stresses. The maximum bending stresses increase as

the number of asperities increases for both semicircular and grooved asperities in

the longitudinal direction. When a semicircular asperity is present in the transverse

direction, the value of the maximum tensile stress is much larger than with no

asperity or when a semicircular asperity is present in the longitudinal direction.

This observation suggests that the asperity in the transverse direction is more

detrimental. The presence of scratches increases the maximum tensile stress. The

maximum tensile stress remains almost the same with the number of scratches for

the two types of loading tested, i.e., load applied at the center of the beam or at the

center of the scratch near the end, although the value of the tensile stress is much

lower when the load is applied at the center of the scratch. This means that load

applied at the ends is less damaging. This analysis shows that FEM simulations can

be useful to designers to develop the most suitable geometry for nanostructures.

11.5 Fabrication Procedure for the Double-Anchored

and Cantilever Beams

The starting materials for the polymer microbeams are PPMA (Mw ¼ 25,0000,

Scientific Polymer Products), PMMA (Mw ¼ 75,000, Sigma-Aldrich), PS (melt

flow index 4.0, Sigma-Aldrich), and PS/clay solutions in anisole (Acros Organics).

The clay additive in PS/clay is Cloisite 20A surface-modified natural montmoril-

lonite (Southern Clay Products, Inc.) with a thickness of � 1 nm and lateral

dimensions of 70–150 nm. The surface modification of the clay additive improves

the dispersion of the nanoparticles in the polymer matrix, thus improving the

properties of the composite. To prepare the nanocomposite, the clay was first

dispersed in the PS matrix by melt compounding at a concentration of wt%10

(clay/PS). The composite was then dissolved in anisole and sonicated for at least

8 h to dissolve the polymer and redisperse the particles.

Double-anchored polymer microbeams were fabricated using a soft-lithography-

based micromolding process along with standard photolithography [66]. The pro-

cess involves selectively filling a poly(dimethylsiloxane) (PDMS) mold with the

polymer of interest, followed by transfer of the resulting structures to a prefabri-

cated substrate. This substrate is a silicon wafer with a layer of SU-8 25 negative

tone photoresist (MicroChem Corp.) patterned by photolithography to create
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25 mm-wide channels, which is the resulting length of the suspended beams. The

second number 25 in the SU-8 designation relates to a viscosity appropriate for a

given thickness.

A patterned PDMS mold with the desired polymer beam geometry was fabri-

cated from a photoresist master. Briefly, a layer of SU-8 5 photoresist was spin-

coated on silicon, and photolithography was used to define 5 mm-wide photoresist

features separated by 45 mm gaps. A 10:1 ratio of T-2 PDMS translucent base and

curing agent (Dow Corning) was mixed thoroughly and poured over the photoresist

master to transfer the pattern to the PDMS. The mold was then placed in a vacuum

desiccator to remove bubbles. The sample was removed from the vacuum periodi-

cally, and a razor blade was used to remove surface bubbles. After the bubbles were

completely removed, the PDMS mold was allowed to cure at room temperature for

48 h before removing it from the wafer.

Next, the PDMS mold was selectively coated with the polymer solution to form

the microbeams and then transferred to the substrate. Figure 11.32 shows a sche-

matic of the fabrication process used for making the polymer microbeams. As

shown in Fig. 11.32a, the polymer solutions were spin-coated onto the PDMS

mold for 1 min. A 10% solution of polymer was spin-coated on a mold with

5.3 mm-deep features at 3,000 rpm for fabrication of the beams in the bending

experiments. After spin-coating, the mold was brought into contact with a heated

glass plate to promote adhesion of the contacting polymer materials. This process

removed the polymer material from the raised surfaces of the mold, resulting in the

i
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iv

i

ii

iii

iv

PPMA/PMMA/
PS or PS/clay

Selectively
patterned
PDMS mold
with polymer

PDMS mold
aligned with
substrate

Apply heat
and pressure

Mold removed;
polymer beams
suspended over
channels

PDMS mold

PPMA/PMMA/
PS or PS/clay

PDMS mold

PDMS mold

Removed polymer

Heated glass

Glass

Glass

a b

Fig. 11.32 Schematic of the micromolding process used in polymer double-anchored beam

fabrication. (a) Selective patterning of PDMS mold: (i) mold is spin-coated with a polymer

layer, (ii) mold is inverted and brought into contact with a heated glass plate, (iii) mold is removed

from the plate, transferring the surface polymer onto the glass, (iv) mold is left with polymer only

in the recessed features. (b) Stamping of the polymer beams: (i) selectively patterned mold, (ii)

mold is inverted and aligned with the photolithographically patterned substrate, (iii) mold and

substrate are brought into contact under heat and pressure, (iv) polymer is transferred onto the

photoresist and mold is removed (After [66])
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polymer remaining only in the recessed portions of the PDMS mold. The glass plate

was heated to 175 �C for all four materials. As shown in Fig. 11.32b, the selectively

coated mold was then aligned with the photolithographically patterned silicon

substrate so that the beams of interest (PPMA, PMMA, PS, PS/clay) ran perpendic-

ular to the channels defined in the photoresist. The substrate was then heated and

pressure was applied to the top of the mold to transfer the material onto the

substrate. The transfer temperature for PPMA, PS, PS/clay and PMMA were 95,

125, 125, and 175 �C, respectively, and the transfer pressure for all materials was�
0.21 MPa.

After removal of the mold, two types of polymer beams were transferred onto

the wafer sample. The first type was supported beams, which were used to deter-

mine the hardness, elastic modulus, and creep response. The second type was

suspended beams, on which the bending experiments were performed. The dou-

ble-anchored beam samples studied by Palacio et al. [66] were 3–5 mm thick, 5 mm
wide, and nominally 25 mm long.

The process for fabrication of the polymer cantilever for lateral bending tests is

shown in Fig. 11.33 [66]. A PDMS mold was first cast from a photolithographically

patterned SU-8/silicon master. The resulting molds consisted of 50 mm-wide chan-

nels that were� 27 mm deep. The PDMSmold was then coated with the polymer of

interest (PS or PS/clay). The polymers were spin-coated on the mold at 3,000 rpm

for 1 min at concentrations of 15% and 10% for PS and PS/clay, respectively. The

polymer on the raised surface of the mold was removed by contacting the surface

with a glass slide heated to 180 �C. The mold was then inverted and manually

aligned with a silicon substrate coated with patches of polyvinyl alcohol (PVA),

iv

i

vi

vii

viii

Mold aligned with
sacrificial layer on
the substrate,
apply heat and pressure

Unfilled PDMS
mold

ii

PDMS mold
after spin coating
with polymer
(PS/or PS/clay)

iii
PDMS mold after
removal of excess
polymer

v Polymer features
transferred to substrate

Mold aligned to apply
a layer of lines across
original beams,
apply heat and pressure

Polymer features
transferred to substrate

Cantilevers released after
removal of sacrificial
layer

PS or PS/clay

PDMS mold

PDMS mold

Substrate

Substrate

Sacrificial layer
on substrate

Fig. 11.33 Schematic of the polymer cantilever beam fabrication process: (i) PDMS mold,

(ii) mold spin-coated with the polymer of interest, (iii) selectively filled mold after removal of

surface polymer, (iv) mold aligned with sacrificial layer, (v) polymer features transfer to the

substrate using heat and pressure, (vi) mold aligned for a second time to add another layer of lines

across original beams for reinforcement, (vii) polymer features transfer to the substrate using heat

and pressure, (viii) cantilever structures after removal of the sacrificial layer (After [66])
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which acts as a sacrificial layer. The PVA was patterned using photolithography and

reactive-ion etching with an oxygen plasma. The substrate was heated and pressure

was applied to the top side of the mold to transfer the polymer from the recessed

features of the mold onto the substrate such that a 350 mm portion of it is attached to

the PVA and the remainder is attached to the bare silicon surface. Transfer

temperatures for PS and PS/clay were 150 and 175 �C, respectively. The process

was repeated to apply another layer of beams across the length of the original layer.

This was performed to provide reinforcement as it was observed that the single-

layer design was not robust. The cantilever beam samples studied by Palacio et al.

[66] were 12–27 mm thick, 60–80 mm wide, and 350 mm long.
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hydrophilic, 207, 209, 215, 218–223
SAM, 468, 498, 499

surface, 109, 130–132, 139, 876, 899–902,
908

hydrophilicity, 715, 720–722, 736, 737, 760
hydrophobic, 204, 209, 212, 215–223

attraction, 212, 216, 218, 221
force, 130
interaction, 132, 133self-assembled

monolayer (SAM), 468, 498, 499
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surface, 109, 132–134, 138, 139,
157, 158, 160, 207, 209, 215–223,
860, 874, 876, 897–910, 917–919,
928–929

hydrophobicity, 403–408, 414–418, 422, 428,
437, 441, 443, 453, 455, 462, 470,
485, 715, 720–722, 736, 737, 755,
760, 833, 854, 856, 860, 869, 877,
879, 897–910, 915–919, 921–923,
929

hysteresis, 58, 70, 96, 201, 240, 242–243,

247, 272–273, 288, 289

adhesion, 143–145, 152, 157, 160, 161,
163, 174, 175, 186

contact angle, 144
loop, 50, 102

I

IB. See ion beam

IBD. See ion beam deposition

IL structure, 522–525
image

effects, 429–431

processing software, 103

topography, 48, 230

imaging

atomic-scale, 4, 6, 23–27, 45–48, 98
bandwidth, 59

electronic wave function, 247, 263–266

imidazolium, 503–505, 515, 520, 522
immunoisolation, 408
InAs, 245–246, 255, 257, 265–266

InAs(110), 255, 257, 265, 266, 277–278

indentation, 3–6, 15, 16, 76–83, 98, 99, 100,
141

creep, 531, 558–559

depth, 16, 76, 78–82, 99, 367, 368, 371, 373
fatigue damage, 376, 377
hardness, 12, 15, 16, 38, 78–80, 99
induced compression, 377
rate, 452, 458

size effect (ISE), 419–420, 427

inelastic regime, 529

inelastic tunneling, 247, 249, 251, 258–259,

261

initial contact, 418, 419

InP(110), 207

in-plane stresses nanoindentation, 452, 455

in situ sharpening of the tips, 41

instability, 201, 205

integrated tip, 62, 86

intensity-intensity autocorrelation,

232–233, 235

interaction

charge exchange, 108, 118, 120–121
charge transfer, 120–121
Debye, 118
depletion, 135–136
Derjaguin–Landau–Verwey–Overbeek

(DLVO), 116–117, 127, 128
dispersion, 118, 119, 122
double-layer, 124–126
double-layer (geometry dependence), 124
dynamic, 108
electrostatic, 120, 123, 124, 126, 134
energy, 112, 118–120, 124–127, 129, 132,

712, 713
energy gradient, 366

fluctuation, 118, 127
harpooning, 108
hydrophobic, 204, 215–223
hydrophobic, 132, 133
induction, 118
Keesom, 117–118
London dispersion, 118, 119
nonequilibrium, 143–145
orientational, 117–118
osmotic, 135
polymer, 134, 136
rate-dependent, 143–145
static, 109
van der Waals, 107, 112, 118, 119, 123, 129
van der Waals (geometry dependence), 109

interaction force, 275, 276, 308, 309–312, 318,

320–322, 324–328, 342, 360,

362–364, 366, 368, 369, 375, 376

cantilever deflection, 364

interatomic

attractive force, 67

force, 48, 308, 317

force constant, 199

interaction, 969
spring constant, 48

interdiffusion, 118, 144, 152
interdigitation, 144, 152
interfacial

defect, 377, 378
force, 203–237
friction, 148, 150–156, 162, 164, 169, 172
stress, 375, 383, 391–392

interferometeric detection sensitivity, 83

interleave scanning, 17, 18
intermediate or mixed lubrication, 123, 129,

139, 146, 147, 167–170
intermittent contact mode, 8
internal stress, 950
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intraband transition, 255

intramolecular hydrogen bonding, 522
intrinsic

damping, 345, 346

stress, 365
iodine, 248, 249

iodobenzene, 248, 249
ion

condensation, 126
correlation force, 124–127
implantation, 861–864, 866
plating technique, 352–353
source, 354–356

ion beam (IB)

coating, 347, 352, 356, 369, 375, 387, 388,
390, 391, 394–396, 398

sputtered carbon, 356
ion beam deposition (IBD), 351–353, 355, 356
ionic bond, 108, 132
ionic liquid (IL)

dicationic, 504, 505, 515–525, 527
film, 462, 503–525, 527
lubrication property, 504, 505
physical property, 504, 505
thermal property, 504, 505
tribological property, 462, 504, 525

isospectral structure, 263

itinerant nanotube level, 261

J

jellium approximation, 443

Johnson–Kendall–Roberts (JKR), 707,
739–740, 742

model, 393, 405

relation, 271, 272
theory, 138–140, 157, 707, 739–740, 742

Joule
dissipation, 284–286
heating, 289

jump into contact, 895
jump-to-contact (JC), 199, 201, 276, 281, 282,

311–312, 327, 450–452, 457–458

K

KBr, 216, 218

KBr(100), 257, 258, 275, 277
KCl0.6Br0.4(001) surface, 218

Keesom interaction, 117–118
Kelvin

equation, 138
probe force microscopy (KPFM), 232

kinetic

friction, 148, 150, 152, 155, 161, 163, 169,
171–173, 177, 180, 181, 183, 184,
205, 234–235

friction coefficient, 755
friction macroscale coefficient, 754
friction ultralow, 183
processes, 418

rate, 368–372

knife-edge blocking, 98

Knoop hardness, 28
Kondo

effect, 241, 247, 261–262

temperature, 261–262

Kramers diffusion model, 370

K-shell EELS spectra, 360
kurtosis, 911

L

lab-on-a-chip, 839, 850–852
system, 850

Lamb waves, 400

Landau

level, 242, 247, 255–257, 287

quantization, 255, 257

Langevin dynamics approach, 445

Langmuir–Blodgett (LB), 90, 216, 219, 221,
223, 406, 420, 462, 472–473, 494

Laplace

force, 471, 715–716, 735
pressure, 109, 138, 708

large-sample AFM, 5–8, 13, 14, 23, 27, 38, 44,
63, 76, 78, 85

large-scale adhesion, 756
laser

ablation, 933
deflection technique, 47, 51

lateral

contact stiffness, 243, 274
cracks, 401

deflection, 920
force, 6, 8, 17, 21, 23–24, 27, 37, 46, 47, 57,

98, 135–190, 244–249, 252–253,
255, 258, 261–266, 269, 270,
275–278, 280–282, 286, 287

force calculation, 86

force microscopy (LFM), 6, 37, 38,
115–116, 151, 155, 207, 226, 244,
267

resolution, 39, 41, 43, 47, 48, 52, 56

resonator, 959, 960, 961, 969, 973
spring constant, 59, 60, 245, 247, 251, 253,

274–275
stiffness, 76, 101, 243, 274–25
surface property, 5, 83

lattice imaging, 48

layered structure lubricant, 510
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layer lubricant, 487

LB. See Langmuir–Blodgett

LDOS. See local density of states

leg attachment pad, 701
Lennard–Jones (LJ) potential, 55, 56, 279, 444
level III spring, 725, 726, 731
LiF, 216

(100) surface, 280
lifetime broadening, 247, 255, 256, 263

lifetime-force relation, 374

Lifshitz theory, 119, 120, 122, 123, 128, 129,
132

lift mode, 13, 14, 17, 18, 58
lift scan height, 17, 18
LIGA technique, 529

light beam deflection galvanometer, 83–84

limit of tip radius, 742
linearization, active, 99

linear variable differential transformer

(LVDT), 98–99

line scan, 12, 41
lipid

bilayer vesicle, 363

film, 261, 266, 267
liposome, 893
liquid, 440, 443, 448–450, 452, 464, 470,

487–484, 488, 489, 491, 510

bridging, 922
helium, 241, 242, 246

helium operation STM, 243

lubricant, 4, 5, 83, 84, 87–88, 850,
870–873, 922–923

lubricant, 470, 489, 510

lubricated surface, 157, 165–183
nitrogen (LN), 243, 246

liquid-air contact, 900, 901, 910
liquid-air interface, 716, 900, 907
liquid film molecularly thick, 461, 462, 463,

467, 468, 482, 528, 529, 530
liquid film thickness, 52, 95–98
liquid-like Z–15, 464, 468, 472, 481, 525
lithographie galvanoformung abformung

(LIGA)

fabrication, 929, 933
process, 841–842, 919, 933

lithography, 834, 836, 838, 855, 902–904, 929,
930–931, 933–934

live cell, 378–379

load

contribution to friction, 150–156
critical, 369, 370, 375, 379–383, 385–387
dependence of friction, 256–257,

271–272, 287

load-carrying capacity, 381, 392
load-controlled friction, 151, 159, 162, 164
load curve, 469
load-displacement, 530, 532–534, 538, 546,

552–554, 560–564, 574, 575

characteristic, 553

curve, 75, 78, 80, 81, 99, 367, 371–373,
532–534, 538, 546, 552–554, 563,

574, 575

profile, 562, 563, 564

loading curve, 407, 414–415

loading rate, 357, 367–374, 376–379

local deformation, 54, 63–76
characterization, 4, 6, 14–15, 72–76, 99

local density of states (LDOS), 253–254,

266–272

localized surface elasticity, 6, 16–22, 81–83, 99
local stiffness, 101

London

dispersion interaction, 118, 119, 122
penetration depth, 268, 289, 291

long-chain hydrocarbon lubricant, 489

longitudinal piezo-resistive effect, 89

long-range

attraction, 109, 118, 120, 132–135
force, 199–201, 217, 224, 227, 230, 282

meniscus force, 12
long-range hydrophobic interaction, 204
long-term

measurement, 241

stability, 241, 242

loose association, 360

loss modulus, 416, 417

lotus, 534, 535, 538, 566–581, 639, 686
lotus (Nelumbo nucifera) effect, 833, 860, 897,

898, 919
lotus leaf

artificial, 907–908
surface, 898, 907

lotus replica micropattern, 902, 907, 908, 910
low-cycle fatigue resistance, 963
low-noise measurement, 250
low-polarizable SAM, 424
low pressure chemical vapor deposition

(LPCVD), 529, 540, 860, 930–932
low-stress silicon nitride (LSN), 931
low-temperature

AFM/STM, 49

microscope operation, 241–243

scanning tunneling spectroscopy

(LT-STM), 247

SFM (LT-SFM), 245–246

SPM (LT-SPM), 241, 245
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low-viscosity, 206, 207, 212
fluid, 204–208, 230

LPCVD. See low pressure chemical vapor

deposition

lubricant

chain diameter, 84
film, 845, 849, 869, 871–874, 883, 918,

922–923
failure, 452
thickness, 96, 99

flow, 467, 474, 476, 494
fraction, 490, 492, 508, 509, 510, 512, 515,

526, 527
layer, hydrophobic, 874, 921, 923
liquid, 5, 83, 84, 87–88, 96, 849, 870–871,

873, 922, 923
MEMS/NEMS application, 462, 489, 494,

504, 525
mobile-phase, 464, 487
nanotribological performance, 462, 468
perfluoropolyether (PFPE), 864, 870–875,

918, 920–921, 928, 929
PFPE, 462, 465, 467, 468, 472, 489–504,

515, 526
solidlike, 464, 468, 472, 481, 525
Z–15, 463, 468, 470, 471, 525
Z-DOL, 464, 465, 468, 473, 489, 525

lubricated

silicon, 487, 488, 489, 490, 492, 494
surface, 871

lubricating

film, 403, 405, 452
thin film, 487

lubrication, 3–6, 23, 83–99, 859, 869–881, 919,
921–923, 928

elastohydrodynamic (EHD), 146, 147,
165, 169

intermediate or mixed, 146, 147, 168
mobile layer, 921–923
nanoscale boundary, 23, 83–99

lubrication property

ceramics, 476

polymer, 468, 471

LVDT. See linear variable differential
transformer

M

macrohardness, 80
macromolecule, 112, 125, 134
macroscale friction, 99, 861, 862, 864, 865,

867
magnetic

disk, 374, 393–394

disk drive, 352
force, 196, 199, 202

force gradient, 58

quantum flux, 289

storage device, 351, 397
thin-film head, 351, 394
tip, 291, 292

magnetic force microscopy (MFM), 38, 58,

240, 288–291, 340

AM-MFM, 288

domain imaging, 288

FM-MFM, 288, 290

sensitivity, 58

vortex imaging, 290, 291

magnetoresistive (MR), 773, 808
magnetostatic interaction, 288

magnetron sputtered carbon, 359, 371, 394
magnon excitation, 258

manganite, 272, 289

manipulation

individual atom, 248, 285

of individual atom, 38

individual atoms, 248, 285

molecules, 249, 251, 258

manmade pollutant, 711
mass

of cantilever, 46

effective, 241, 255, 257, 275

material

lubricant, 503

structural, 950, 955, 962, 966, 973
Matrix-method, 334–335

maximum

adhesive force, 741
maximum load nanoindentation, 455

mean-field theory, 125
mechanical

coupling, 176
dissipation in nanoscopic device, 243
resonance, 182
scission, 498, 499
stability fullerene, 505

mechanical property, 19, 21, 61, 76, 81,
98–100, 527–580, 947–973

characterization, 972–973
of DLC coating, 379, 381, 388–389,

396–397
experimental technique, 530–539

mechanics

of cantilever, 73–78

modeling, 915, 916
nonadhesive, 107
potential difference, 286
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mechanics (cont.)
pressure, 175
resonance spectroscopy, 17
stiffness, 21
true molecular, 156–157

mechanism-based strain gradient (MSG), 299
melted SAM, 443
membrane, 362, 363, 368–379

deflection method, 972
memory distance, 107, 175, 186
MEMS. See microelectromechanical system

MEMS/NEMS. See micro-/

nanoelectromechanical system

meniscus

formation, 485, 508, 509, 515, 518
of liquid, 138–139

meniscus force, 12, 45, 46, 51–56, 96, 470,
473–476, 484, 485, 708, 840, 859,
873–874, 915–918, 921–923

meniscus force time dependent, 475
metal

deposited Si surface, 212–216

evaporated (ME) tape, 351
oxide, 216–223, 227

particle (MP), 72–75, 83
particle (MP) tape, 395
porphyrin (Cu-TBPP), 227

tip, deformable, 449

metal-evaporated (ME), 72–76
metallic bonding, modeling of material, 442

metallic microbeam, 552–553

metal-oxide-semiconductor field-effect

transistor (MOSFET), 854
methylene stretching mode, 420, 421
Meyer’s law, 427

MFM. See magnetic force microscopy

MgO(001), 221, 223, 225

mica, 44, 56, 57, 208, 212, 213, 215–217, 219,
225–226, 229–231, 234–235,
259–261, 266–267, 272, 275, 277,
278, 279, 286

muscovite, 275, 277, 279
surface, 260, 261, 277

microbuckling, 741
microcantilever, 838, 848
microchannel, 207
microcontact printing (mCP), 407
microcrystalline graphite, 362
microdevice, 529, 951, 959
microelectromechanical systems (MEMS),

351, 374, 375, 397, 403, 417,
439–440, 447, 454, 462, 473, 489,
494, 504, 525, 528–530, 537, 553,

554, 566, 576, 577, 714, 717, 962,
963, 967, 972

device, 833–935
technology, 966

microelectronics, 216

microengine, 842
microenvironment, 230, 233
microfabricated silicon cantilever, 197, 198

microfabrication, 858–859, 931, 933
microfluidic, 850–851
microfriction, 33–37
microgear, 407
microimplant, 881
microindentation, 392, 394–396, 404–405, 420

micromachine, 528

micromachined

array, 846–847, 913, 914
notch, 953, 960, 962–964, 971
polysilicon beam, 841, 860, 912–913
silicon, 834, 835, 841, 843, 844, 860, 934

micromanipulator, 122

micromirror, 407, 437
micromirror device (DMD)

digital, 835–837, 846, 923–928
micromotor, 407, 840, 841, 910–912, 919, 922

lubricated, 860–861, 920–921, 929
micro-/nanoelectromechanical system

(MEMS/NEMS), 84, 90, 204, 205,
209, 296, 833–935

characteristic dimension, 834, 835
device, 833–935
lubricant, 84
lubrication, 90
mechanical property, 528, 529, 530, 576

tribological property, 859, 861, 867, 868,
875, 928

micro-/nanooptoelectromechanicalsystems

(MOEMS/NOEMS), 834
micropattern, 92, 94, 95
micropatterned SAM, 429–432, 453–454
micropatterned surface, 902–907
micropipette aspiration, 116
micropore membrane, 757
micropump, 850–853
micro-Raman spectroscopy, 392, 402, 422, 424

microscale

contact resistance, 495, 512, 514, 517
friction, 3–6, 27–33, 37–42, 56–58, 62, 98,

505, 517–518, 861, 862, 865, 866,
911

hair, 759
scratching, 4, 6, 12–13, 63–66, 76, 99
seta, 759
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wear, 3, 4, 12, 57, 62, 63, 66–71, 99, 505,
517–518, 861, 867

microscope eigenfrequency, 73

microscopic bubbles, 218
microscratch, 63, 65, 347, 379–388, 397–398

AFM, 422, 432
microsculpture, 919
microsensor, 860
microslip, 38, 59
microspark erosion, 933
microstrain gauge, 950, 967
microstructure, 836, 858, 901, 908, 910–914,

919, 929, 930
characterization, 901–908
surface, 897–898, 902, 903, 906–908

microstructured surface, 749, 760–761
microsystem technology (MST), 528, 834
microtip, 50–52
microtriboapparatus, 914–919, 929
microtribometer, 754
microwear, 347, 379–389, 397–398, 865–866,

876, 878
millimeter-scale device, 933
millipede, 838, 848
misfit angle, 255, 260, 261
mismatch of crystalline surface, 108, 109, 133,

149, 163, 172, 178, 179, 185
Mn on Nb(110), 268, 269

Mn on W(110), 272

mobile lubricant, 490, 509, 510, 526
modeling of material, 440, 442

modulus

elastic, 347, 364, 367–371, 374, 378, 379,
383, 396, 397, 398–400, 407–412,
420, 425, 427–429

of elasticity, 16, 17, 38, 53, 58, 76, 81, 99
MOEMS/NOEMS. See micro-/

nanooptoelectromechanicalsystems

molding process, 907, 933
molecular

chain, 406, 408, 414–419, 431, 450, 452
cohesion, 365

conformation, 462–488, 525
dynamics (MD) calculation, 257, 280
dynamics simulation (MDS), 243, 279–283,

287
imaging, 252, 259, 263, 265

layer, 859, 870–871, 875, 928, 934
resolution, 251

shape, 169
spring, 430–431
spring model, 91–92, 94, 95, 99, 422,

429–432, 441, 443, 446, 453, 875

translational, 203–204, 226–227
molecular-beam epitaxy (MBE), 934
molecular dynamics (MD), 209, 234, 440, 441,

444, 445, 447–453, 455, 457–466,

468, 471–473, 475, 479–492,

495–498, 500, 502, 503, 505, 506,

510, 512

simulation, 209, 234, 440, 441, 444, 445,
448–452, 455, 457–466, 468, 471,

473, 475, 479–485, 487–489, 491,

495, 496, 498, 501, 502, 505, 506,

510, 512

constant-NVE, 448

molecular recognition force microscopy

(MRFM), 355–382

molecular recognition force spectroscopy

principle, 365–368

moment of inertia, 960
monocationic, 505–515, 519, 522
monohydride, 210–212

monolayer

indentation, 464, 466

surfactant, 137, 145, 146, 157, 175, 180,
182

monomeric bond, 375

MoO3(010), 221

MoO3 nanoparticle, 503

Morse potential, 334

MOSFET. See metal-oxide-semiconductor

field-effect transistor

MoS2 friction, 259–261
MR. See magnetoresistive

MRFM. See molecular recognition force

microscopy

MSG. See mechanism-based strain gradient

MST. See microsystem technology

multilayer, 398–400, 421, 424–431

thin-film, 374, 394
multilayered APTES, 887, 888
multilevel hierarchical model, number of

spring, 732
multilevel photolithography, 757, 761
multilevel structure durability, 758
multimode AFM, 13, 58
multimolecular layer, 405, 406, 870–871
multiple-beam interferometry (MBI), 113
multiplication of dislocations, 396, 418

multipole interaction potential, 443

multiwalled carbon nanotube (MWCNT),

64–65, 506, 755–756
multiwalled nanotube (MWNT), 10, 11, 112,

121, 122, 125–126, 858
muscovite mica, 275, 277, 279, 360
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mushroom-headed microfiber, 750
mushroom-like contact, 753
MWCNT. See multiwalled carbon nanotube

MWNT. See multiwalled nanotube

N

NaCl, 216, 217, 249, 257, 262, 285
island on Cu(111), 285

NaCl(100), 262, 263, 273, 280
NaCl(001) on Cu(111), 216

NaF, 216, 259–260
nanoasperity, 405–406, 906–907
nanobeam, 738
nanochannel, 404, 408, 853–856, 879, 897,

931, 932
nanochemistry, 834, 838, 934–935
nanoclay, 553, 554, 556, 565, 576

nanocomposite material, 503

nanocrystal, 893, 934
nanocrystallite, 347, 358, 359, 397
nanodeformation, 462–488, 525
nanodevice, 403, 405, 407, 427, 453, 455
nanodroplet, 901, 907

condensation, 907
nanoelectromechanical systems (NEMS), 403,

417, 454, 462–488, 525, 528, 529,
537, 566, 576, 577, 833–935, 966,
972

nanoelectronics, 407
nanofabricated surface, 749
nanofabrication, 12, 13, 38, 63, 99

parameter, 76
nanofatigue, 374–379
nanofluidic

device, 527, 833–935
silicon array, 855–856

nanohair, 750
polyimide, 751

nanohardness, 16, 364–366, 404
nanoimprint lithography (NIL), 933–934
nanoindentation, 12, 15–16, 99, 367, 368, 370,

371, 373, 392–426, 428, 429, 431,
432, 448, 449, 452–461, 463, 468,

470, 472, 512, 863–866, 948–949
MD simulation, 448, 449, 452, 455,

457–459, 463, 512

nanoindentation relax

surface atom, 452

nanoindenter, 81, 347, 367, 374, 380, 385, 386,
388–389, 397–398, 530–531,
538–545, 549, 552–565, 576, 577,

956, 957
Nano–Kelvin probe, 13

nanolithography, 838
nanolubrication, 505
nanomachining, 12, 13, 38, 63, 76, 99
nanomagnetism, 272–274
nanomanipulation, 336

nanomaterial, biologically inspired, 833, 860
nanomechanical characterization, 923–928
nanomechanics, 833, 840–869, 923–929
nanometer, 439–513

nanometer-scale

device, 503

electronic device, 503

friction, 440, 476, 509–510

indentation, 439–513

lubrication, 472–473

nanometer-scale friction ceramics, 476

nanometer-scale property material, 448, 457

nanomotor, 214
nanoparticle, 487, 503–510

tip, 504

nanopattern, 838, 849, 850, 883, 886, 902
nanopatterned polymer surface, 902–903
nano/picoindentation, 16, 77–78
nanopores, 856
nanopositioning, 94

nanopump, 214
nanorheology, 107–187
nanoroughness, 754–755
nanoscale

adhesion, 860
bending, 927–928
contact resistance, 513
device, 879
friction, 5, 6, 23–25, 42–50, 56–58, 90,

98–100
indentation, 3, 4, 78–81
spatula, 759
supramolecular assembly, 231

test, 420
Nanoscope I, 41

Nanoscope II, 216
nanoscopic device, 833–834
nanoscratch, 69, 99
nanostructure, 839–840, 849, 860, 898, 901,

907, 908, 910, 928, 931, 934–935
bending test, 532–539

characterization, 901–908
indentation, 576

mechanical property, 949
roughness, 529

scratch, 529

scratch test, 530–531, 540–545, 553–560

stress and deformation analysis, 527–530
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nanosurface, 702
nanotribological properties of silicon,

861–864, 867–869
nanotribology, 235, 403–455, 462, 833,

840–869, 928
nanotube

bundle, 463, 506–509

probe, 122–126

nanotube-based sensor, 835, 838
nanowear map, 49, 50, 64
nanowire, 838, 839
Navier–Stokes equations, 207, 208
NbSe2, 268, 275, 290

Nb superconductor, 254, 290

NC-AFM. See noncontact atomic

forcemicroscopy

near-field scanning optical microscopy

(NSOM), 112, 113

near-field technique, 276

negative

contact force, 497

force gradient, 311

NEMS. See nanoelectromechanical system

net displacement, 723–724, 739
Newtonian

flow, 146, 168–169
fluid, 206, 211–214

NH2 group tip, 360

NHS. See N-hydroxysuccinimidyl

N-hydroxysuccinimidyl (NHS), 359, 360

Nickel(ii) Oxide (NiO), 245–246, 283, 284,

291, 292

NiO(001), 216, 221

NiO(001) surface, 216, 223–226

Ni(001) tip on Cu(100), 282
Ni(111) tip on Cu(110), 282
nitrilotriacetate (NTA), 360, 362

nitrogenated carbon, 358
noble-metal surfaces, 255, 258, 261, 263

n-octadecyltrichlorosilane (n-C18H37SiCl3,

OTS), 420, 429
noise

electronic, 50, 103

external, 242, 247

performance, 206–207

source, 87

Nomarski interferometer, 83, 84

nonadhesive contact, 141
nonbranched attachment system, 708, 722–723
nonbuckling condition, 741, 745
nonconducting film, 354
nonconductive

material, 222, 226

sample, 43

noncontact

AFM, 195–232

AFM image, 208–214, 216, 220–222, 225

atomic force microscopy (NC-AFM), 216,

221, 222, 225, 284–287, 330,
336–337

dynamic force microscopy (NC-AFM),

284
friction, 286
imaging, 47, 48, 59

mode, 208–210

noncontact atomic force microscopy

(NC-AFM), 275, 330, 336–337

noncontant mode, 208–210

nonliquidlike behavior, 170
nonmagnetic Zn, 270

non-Newtonian flow, 146, 147
nonpolar end group, 871
nonsilicon MEMS, 834, 836, 933
nonspherical tip, 272
nonsticking criterion, 743
nonwetting, 132
normal friction, 145–146, 157, 159, 164
normalized frequency shift, 332, 333, 336

normal load, 4, 8, 10, 13, 15, 16, 22–24, 26,
28–31, 36–37, 39–41, 45, 48–50,
53, 54, 59, 62–70, 76–78, 84, 85,
92, 94, 95, 98, 99

normal stiffness, 140–159, 167, 176, 177,

180–181, 187, 188

Nosé–Hoover thermostat, 446, 447

no-slip boundary condition, 204–214
NSOM. See near-field scanning optical

microscopy

NTA. See nitrilotriacetate
numerical modeling, 476

O

octadecyldimethyl(dimethylamino)silane

(ODDMS), 423, 436, 437–454,
876–880

octadecylphosphonate (ODP), 423, 437,
439–442, 444–448, 876, 877,
879, 880

octadecyltrichlorosilane (OTS), 208, 209,
420, 429

octadecyltriethoxysilane (OTE), 208, 216–219,
221, 223

octyldimethyl (dimethylamino)silane (ODMS),

423, 436–454, 876–880
ODDMS. See octadecyldimethyl

(dimethylamino)silane

Index 609



ODMS. See octyldimethyl (dimethylamino)

silane

ODP. See octadecylphosphonate
OMVPE. See organometallic vapor-phase

epitaxy

on-chip actuator, 961
one-level

hierarchical model, 728, 732
hierarchy elastic spring, 744

operation, 196–200, 203, 206, 211, 232

optical

detector, 47

head, 54–56

head mount, 55

lever, 83–88, 94, 101

microswitch, 837, 846, 847
optical lever

angular sensitivity, 87

deflection method, 101

optimal sensitivity, 87

optical tweezer (OT), 117, 363, 365
optimal beam waist, 87

order

in-plane, 170
long-range, 108, 109, 118, 120, 124, 130,

132–135, 143, 147
out-of-plane, 170
parameter, 113, 147, 173–174

ordered molecular assembly, 416, 453
organic

compound, 408–414, 426
monolayer film, 28

organofunctional bond, 462
organometallic vapor-phase epitaxy

(OMVPE), 934
orientational interaction, 117–118, 147
Orowan strengthening, 429, 430

oscillating

cantilever, 6
tip, 53, 58

oscillation

amplitude, 201, 218

cycle, 309, 311, 313–315, 317, 320, 325,

330, 343–346

oscillatory

flow, 207, 208
force, 108, 128–133, 137, 142, 143, 169,

170, 183, 223–224
shear, 215

osmotic

force, 108, 116, 135
interaction, 135
pressure, 116, 126, 136, 155–156
stress technique, 116

OT. See optical tweezer
OTE. See octadecyltriethoxysilane
OTS. See octadecyltrichlorosilane
oxide

layer, 417, 419, 424

sharpening, 111, 119

oxygen content, 396

P

PAA. See porous anodic alumina

packed system friction, 495, 496

packing, short-range, 236–237
paraboloid load displacement, 409

passive

linearization, 97–99

structure, 949–955
patterned surface, 883, 902–906
Pb on Ge(111), 267

PBS. See phosphate-buffered saline

PDMS. See poly(dimethylsiloxane)

PDP group. See 2-pyridyldithiopropionyl
group

peak indentation load, 367, 371, 372, 374
peak-to-peak load, 531

peak-to-valley (P-V), 545, 556

peak-to-valley (P-V) distance, 883, 911
PECVD. See plasma enhanced chemical vapor

deposition

peeling action, 709
PEG. See polyethylene glycol
peierls instability, 266

perfluorinated SAM, 438, 440
perfluorodecanoic acid (PFDA), 407, 422, 423
perfluorodecylphosphonate (PFDP), 423, 436,

438, 439, 441, 442, 444–448, 876,
877, 879, 880

perfluorodecyltricholorosilane (PFTS), 423,
436–454, 876–880

perfluorodecyltriethoxysilane (PFDTES), 879,
891, 892, 902, 903

perfluoropolyether (PFPE), 44, 83–90, 95, 96,
869, 871, 914–918, 920, 921

lubricant film

chemical degradation, 462, 489–503
surface topography, 472

nanotribological property, 462, 489, 504,
505, 525, 527

perfluoropolyether (Z-DOL), 38, 39, 57,
84–90, 92, 95, 96

periodic

boundary condition (PBC), 444–445,

448, 453

potential, 253
peristaltic force, 137
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permanent dipole moment, 231

perpendicular scan, 53, 65, 68

perturbation approach, 204

perylene, 227

PES. See photoemission spectroscopy

PFDA. See perfluorodecanoic acid
PFDP. See perfluorodecylphosphonate
PFDTES. See perfluorodecyltriethoxysilane
PFPE. See perfluoropolyether
PFTS. See perfluorodecyltricholorosilane
phase

imaging, 344

transformation, 396, 397, 407, 422–424

nanoindentation, 459

transition, shear-induced, 235
phonon excitation, 270

phosphate-buffered saline (PBS), 883–885,
888–892

phosphazene lubricant, 489, 500
photoemission spectroscopy (PES), 255

photolithographic fabrication, 929
photolithography (PL), 903–904, 930, 934
photoresist

master, 578

nanorod, 757
photothermal effect, 337

physical wear, 492
physisorption, 461
pick-up tip, 125

picoindentation system, 16, 78
piezo

ceramic material, 41, 96–97, 102–103

effect, 95

excitation, 315, 318, 319, 329, 337, 347

hysteresis, 240, 242–243

relaxation, 242–243

stack, 99

tube, 42, 43, 56, 67–68, 70, 94–96, 100

piezoelectric

drive, 40

leg, 250–251
positioning elements, 240

scanner, 113, 114, 242, 282

piezoresistive

cantilever, 88

coefficient, 88–89

detection, 49, 88–89, 198

sensor, 717
piezoscanner, 70, 96–97, 99, 102

piezotranslator, 49, 50, 94, 95, 98, 102

piezotube calibration, 43, 56

pile-up

nanoindent, 401, 412, 428, 432

nanoindentation, 452

surface, 460

surface atom, 451, 452

pillar array fabrication, 751–753
pinning, 268, 290, 291

pin-on-disk tribotester, 420
PL. See photolithography
plants, 534, 535, 538, 566, 567, 579, 625, 686
plant wax, 897, 907
plasma enhanced chemical vapor deposition

(PECVD), 60–63, 71, 351–355,
357–366, 370, 406, 540

carbon sample, 359–360
plastic deformation, 367, 372, 377, 387, 452,

453, 455, 458, 460, 461, 471, 487

surface, 452

platinum-iridium (Pt-Ir), 44–46

tip, 44, 45

plug polysilicon, 931–932
PMMA. See poly(methyl methacrylate)

pneumatic damping, 246

point probes, 392

Poisson’s ratio, 396, 400, 401, 403, 409–410,

413

polishing, 350
poly(dimethylsiloxane) (PDMS), 530,

577–579, 744–745, 750, 752, 879,
891, 892, 934

poly(methyl methacrylate) (PMMA), 112, 126,

530, 538, 553–556, 558–563,

576–579, 891, 892, 902, 903, 934
physical property, 553, 555

poly(propyl methacrylate) (PPMA), 530,

553–563, 576–579

physical property, 553, 555

polycrystalline graphite, 359, 360, 362
polydimethylsiloxane (PDMS), 407, 422
polyethylene glycol (PEG), 359, 360, 364

polyethylene terephthalate (PET), 72–74
polymer

adsorption, 123
biocompatible, 530

bioMEMS, 530, 855, 933–934
brush, 166–167
brushes, 489

cantilever, 579

chain relaxation, 135
end-adsorbed, 136
fibril, 740, 741
grafted, 136–137
interaction, 134
liquid (melt), 114, 121, 147, 167, 183, 184
microbeam, 576–578
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polymer (cont.)
mushroom, 136–137
nonadsorbing, 135, 167
physisorbed, 134
in solution, 134, 167

polymer beam, mechanical property, 559

polymer fiber orientation, process step, 752
polymeric

magnetic tape, 36–37, 63, 64, 77, 78, 82
microbeam, 553–565

polypropylene (PP), 227, 348

polysilicon

cantilever beam, 913, 914
deposition, 860, 930–932
doped, 861, 862, 867
fatigue, 971
film, 529, 540–545, 576, 860, 861,

867–869, 868, 928, 930, 951, 953,
968, 969, 970

fracture strength, 970, 971
fracture toughness, 970–971
friction, 971–972
mechanical property, 966–972
microstructure, 968, 970
residual stress, 967–969
undoped, 866–870
Young’s modulus, 969–970

polystyrene (PS), 530, 553–565, 576–580, 902,
903

physical property, 553, 555

polystyrene/nanoclay composite (PS/clay),

553, 556–565, 576–580

polytetrafluoroethylene (PTFE), 258, 259
coated Si-tip, 259

polyurethane (PUR), 348

polyvinyl alcohol (PVA), 556, 579–580

polyvinylsiloxane (PVS), 753, 754
pop-ins, 396

pop-outs, 396, 397

porous anodic alumina (PAA), 757
position, accuracy, 103

potential, 440–448, 450, 452, 453, 455,

457–463, 471, 474, 475, 477,

479–483, 485, 488, 489, 495, 500,

503, 509–510

power dissipation, 284, 346, 347
power spectra

MD simulation, 484

PP. See polypropylene
PPMA. See poly(propyl methacrylate)

pre-crack length, 954
pressure

contact, 116, 126, 154–156

Laplace, 109, 138
osmotic, 116, 126, 135–137, 155–156

probability force distribution, 370

probe

colloidal, 115, 116
FIB-milled, 64

fluorophores, 230
surface, 360–362, 368, 369

probe-sample distance, 311, 319, 321, 329

probe tip

performance, 116–119

standard, 115–116

process, gas, 357
processing aids, 214
properties of a coating, 353, 381, 388–389
property, 440, 445, 447–449, 457, 463, 466,

468, 470–472, 476, 482–483, 486,

487, 491–492, 495, 502, 503,

505–508, 510, 512

parameter, 728, 738, 761
phonon mode, 445

profiler, 913
separation, 129
ultrasmooth, 55

protective nitride layer, 932
protein coating, 881
protrusion force, 108, 137
PS. See polystyrene
PS/clay. See polystyrene/nanoclay composite

Pt alloy tip, 46

PTFE. See polytetrafluoroethylene
Pt-Ir. See platinum-iridium

pull-off, 723, 726, 727, 742, 745, 753
cycle, 724
force (see Adhesion force)

pull-off adhesion force, 217
pulsed force mode, 17
PUR. See polyurethane
PVA. See polyvinyl alcohol
P-V distance. See peak-to-valley (P-V)

distance

PVS. See polyvinylsiloxane
pyramidal tip, 115, 120, 128

PZT (lead zirconate titanate)

scanner, 6–8, 16, 21
tube scanner, 42, 51, 54, 72

Q

QCM. See quartz crystal microbalance

Q-control system, 326

QELS. See quasi-elastic light scattering
Q-factor, 198, 200, 275, 282
quad photodetector, 8, 51
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quadrant detector, 70, 85, 86, 98

quality factor Q, 59, 75, 78, 197, 202, 314, 316,
337–342, 346, 347

quantum

box (QB), 838
corral, 262, 263, 265

dot, 934
dot transistor, 835
Hall regime, 286–287

tunneling, 251

wire (QWR), 838
quartz crystal microbalance (QCM), 440, 486

quasi-continuum model, 458

quasi-elastic light scattering (QELS), 226
quasi-optical experiment, 251

quasistatic

bending test, 532, 536–538, 547, 549, 552

mode, 201

R

radial cracking, 371
radiofrequency (RF)

MEMS/NEMS, 834, 836, 846, 858, 859
radius

of gyration, 134, 169
hydrodynamic, 134

Raleigh’s method, 74

Raman

spectra, 359–360, 362
spectroscopy, 359–363, 397

random

nanoroughness, 754–755
rough surface, 723, 728, 737–738, 744, 760,

762
randomly oriented polysilicon, 970
ranking of various SAMs, 427
ratchet mechanism, 29–30, 33, 57,

98, 478
rate-dependent slip, 209, 214
rate of deformation simulation, 458

Rayleigh wave, 399–400

RbBr, 216

reaction force, 920
readout electronics, 85, 86, 100, 102

rebinding, 367

receptor immobilization, 360–362

receptor-ligand

bond, 362

complex, 356, 357, 365, 367

interaction, 108
pair, 358

receptor-ligand recognition bond formation,

357

recognition

force spectroscopy, 365–380

imaging, 379–382

rectangular cantilever, 60–63, 245–246
reduced modulus, 396, 408, 409

reflection interference contrast microscopy

(RICM), 117
relative humidity (RH), 468, 470, 480–485,

490, 491, 496, 500, 508, 515, 516,
518–520, 526

influence, 480, 482, 518, 519, 525–526
relative stiffness, 19
relaxation time, 147, 169, 175, 184, 186
remote detection system, 84

repulsive tip-substrate, 458

residual

film stress, 948, 949, 953, 968
stress, 364–366, 369, 371, 375, 377–380,

383, 391, 398, 399, 411, 412, 421,
428

resisting pushing force, 496–497

resolution vertical, 39, 47

resonance

curve detection, 59

mechanical, 182
rest-time effect, 473–476, 525
retardation effect, 119, 122, 123
retract

curve, 364–365

trace approach, 364

Reynolds equation, 207
RF magnetron sputtering, 351
rheology, interfacial, 223
rheometer, 224–225
rhombhedral R–8, 422

RICM. See reflection interference contrast

microscopy

RMS. See root mean square

rolling friction, 120, 144
room temperature (RT), 443
root mean square (RMS), 275, 276, 728, 730

amplitude, 728, 737, 738, 745
rotor-hub interface, 840–841, 910, 911, 922
rotor-stator interface, 840–841
roughness, 115, 130, 140–144, 186, 529, 545,

560, 566–575, 577

amplitude, 710, 761–762
angle, 60–61
energy scale, 377

image, 20
induced hierarchical surface, 928–929
structure, 749–756
of surface, 130
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roughness factor, 898–900, 902, 910
RT. See room temperature

rule of mixtures, 426, 429, 431

rupture force, 367–369, 373, 379

rutile TiO2(100), 221

S

sacrificial

layer, 930
layer lithography (SLL), 855, 931, 932
oxide, 931–932

SAM. See scanning acoustic microscopy; self-

assembled monolayer

sample holder, 243–244

SATP. See (S-acetylthio)propionate
scan

area, 54

direction, 50, 54, 56, 97, 103–104

frequency, 50, 54, 103

head, 244–245

range, 43–45, 49, 95–96, 98–100

rate, 4, 17, 19, 23, 43, 54, 56
size, 42–44, 54, 56, 57, 94

speed, 54, 56, 59, 98, 101

scanner, piezo, 242, 282

scanning

acoustic microscopy (SAM), 399–401

capacitance microscopy (SCM), 38

chemical potential microscopy (SCPM), 38

electrochemical microscopy (SEcM), 38

electron microscopy (SEM), 11, 66, 68, 99,
112, 114–115, 120, 122, 124,

126–128, 704, 705, 712, 740, 750,
753, 754, 756

electrostatic force microscopy (SEFM), 38

head, 42

ion conductance microscopy (SICM), 38

Kelvin probe microscopy (SKPM), 38

magnetic microscopy (SMM), 38

near field optical microscopy (SNOM), 38

probe microscope, 112, 113

probe microscopy (SPM), 38, 39, 49, 94,

95, 100, 112, 113, 125, 130, 195

speed, 54, 56, 59, 98, 101

spreading resistance microscopy (SSRM),

494

system, 94–104

thermal microscopy (SThM), 38

tunneling microscopy (STM), 3, 4, 6, 23,
24, 37–46, 48–51, 60, 94, 99, 112,
113, 120, 130–132, 195, 196, 198,

202, 209, 215, 216, 221–223, 308,

317, 328, 330, 452, 464

scanning force

acoustic microscopy (SFAM), 38

microscopy (SFM), 38–39, 240–242,

245–247, 274–293

spectroscopy (SFS), 274–293

scanning force microscopy (SFM), 240–242,

245–247, 274–293

bath cryostat, 245–247

dynamic mode, 274, 275

interferometer, 246

piezo creep, 246

static mode, 275

thermal drift, 276

thermal noise, 242, 275, 276

variable temperature, 243–245

vibration isolation, 243

scanning probe microscopy (SPM), 239–293

scanning tunneling microscopy (STM), 240,

243–245, 247–274, 278, 279, 285,

289

bath cryostat, 245

cantilever, 45, 60, 71

cantilever material, 60, 71

light emission, 251, 258

piezo creep, 244

principle, 40, 41, 46

probe construction, 45–46

spectroscopy, 247–274

spin-polarized, 272, 273

thermal drift, 247

thermal noise, 242

tip, 38, 50, 244, 253, 258, 285

variable temperature, 243–245

vibration isolation, 243

scanning tunneling spectroscopy (STS), 242,

247, 253–255, 261, 263, 266–268,

270–272, 289

energy resolution, 253, 254

inelastic tunneling, 247

scratch

critical load, 369, 370, 379, 380, 391, 392
damage mechanism, 381, 387
depth, 475, 476

drive actuator, 961, 972
induced damage, 379
resistance, 432–436, 531, 542–545,

559–560, 576

test, 380, 530–531, 540–545, 553–560
scratching, 4–6, 12–13, 15, 63–77, 98–100

force, 475, 476

measurement, 38

screening, 118–119, 131, 132
selectin, 373–375
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self-assembled

growth, 250

monolayer (SAM), 208, 210, 213, 215, 216,
221, 225, 419

structure, 494–503

self-assembled monolayer (SAM), 403–455,
462, 464, 466, 487, 497, 498,
500–502, 847, 856, 869, 875–880,
887, 889, 891, 892, 902, 918, 923,
925, 926, 928, 929, 934

on aluminum, 422–423
chemically adsorbed, 92
coated surface, 891, 892
on copper, 422–423
deposition, 406, 407, 417, 419, 426
friction, 44, 90–95, 99
nanotribological property, 407, 420–453,

462, 527
SAM microscopy, 399–400

stiffness, 91, 92, 93, 95
sudden failure, 879
tribological property, 5, 19, 90, 98, 859, 875

self-assembly, 265

directed, 755
self-cleaning, 533–689, 711–713, 755, 758,

760, 833, 860, 897–910, 919,
928–929

efficiency, 908
mechanism, 919
surface, 833, 860, 897–910, 929

self-excitation mode, 308, 318, 328–337, 343,

348–349

self-lubrication, 280, 282, 287
self-similar scaling, 707, 708
semiconductor

quantum dot, 263

surface, 207, 210

sensitivity, 38, 42, 47, 48, 58, 59, 63, 79, 80,

84, 86–89, 92, 93, 96–98, 101, 198,

205, 246
sensor, biochemical, 408
setal orientation, 709, 717
SFA. See surface force apparatus
SFG. See sum-frequency generation

SFM. See scanning force microscope

shark skin, 535–536, 539, 544, 668–671, 673,
680, 681, 686–688

shear

force (see Kinetic, friction; Static, friction)
modulus, 245, 274, 279
motion, 215, 219, 224
strength, 270
stress, 205, 206, 209, 211, 213

critical, 147–149, 152, 157–158
effective, 274

shear flow detachment (SFD), 362, 365

SH-group, 358, 360

short-cut carbon nanotube, 263, 265

short-range

chemical force, 277, 282, 284

electrostatic attraction, 219

electrostatic interaction, 217

magnetic interaction, 216, 223–226

packing, 236–237
shot noise, 84, 87

Si(001)(2 x 1), 211

Si(100), 368–370, 382, 385–391, 395–397
coefficient of friction, 469, 472, 473, 474,

477, 479, 480, 481, 482, 484, 485,
486, 491, 497, 498, 499, 500,
501, 502, 504, 508, 514, 517, 518,
519

substrate surface, 464, 514, 515, 525, 526
Si(111) (7�7), 258, 259, 281, 285, 287
Si-Ag covalent bond, 215

Si-based surface, 881–891
Si cantilever, 197, 198, 245

gold-coated, 359

SiC film

doped, 867
undoped, 867, 869

Si(001)(2 x 1):H surface, 210–212

silane

bubbler, 418, 419
polymer film, 887

silanization process, 883
silanol group (SiOH), 422
Silicon (Si), 60, 62, 63, 88, 396, 401, 402,

422–424, 427, 834–836, 839, 841,
843, 844, 848, 852, 854–856,
859–869, 873, 881–896, 903, 914,
929–934

adatom, 207, 209

beam, 546, 549

cantilever, 10, 11, 17, 19
friction force, 422, 440, 441, 443
grain, 368
microimplant, 881
micromotor, 486
nanobeam, 545, 549, 566, 569, 572–575

nitride (Si3N4), 47, 48, 57, 60–64, 71

nitride layer, 931–932
surface, 417, 420, 464, 466, 496, 507, 509,

518, 521–525
terminated tip, 277

tip, 116, 119, 125, 207, 210,
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212–216, 223–226, 231, 276–278,

282, 283

single-crystal, 10, 11, 13, 19
tribological performance, 861, 879
trimer, 212–214

uncoated, 490, 492, 496, 508, 509, 510,
511, 512, 513, 514, 515, 516, 517,
518, 520

siloxane polymer lattice, 887
single

asperity, 3, 5, 10, 52–54, 56, 58, 59, 98,
271, 287

CNT probe, 127

gecko seta, 711, 717, 718, 732,
749, 761

single atomic bond measurement, 308–314

single crystal

silicon, 949, 969, 970, 971
silicon cantilever, 60, 62, 63

single-crystal reactive etching and

metallization (SCREAM)

silicon cantilever, 17, 19
single-crystal Si(100), 463, 490, 502, 506
single-crystal silicon, 860–862, 867, 903–904,

929–930
hardness, 79–80

single-level attachment system, 738, 739
single molecule

packing density, 92
recognition force detection, 362–365

spring constant, 6, 46, 92
single-molecule force spectroscopy

dissociation rate, 369

single-particle wavefunction, 253

single spatula contact angle, 736–737, 760
single-spring contact, 723–724
single-walled carbon nanotube (SWNT), 64,

112, 121, 124, 125, 262, 279, 280,

284, 835
biosensor, 858

sink-in, 401, 411, 412, 428, 432

sintering, 118, 121–122
Si3N4 tip, 47, 57, 62, 115, 420, 422, 424, 426,

435, 469, 473, 474, 477, 488, 862,
866, 883, 891, 911

SiO2

beam, 545, 546, 549, 551

film surface, 414, 417
MEMS semiconductor, 714
nanobeam, 545, 546, 566, 576

Si(111)-(
ffiffiffi
3

p
x

ffiffiffi
3

p
)-Ag, 210–212

Si replica

hierarchical, 907, 908, 910
Si surface

micropatterned, 92, 94, 95, 903–906
Si(111) surface, 212, 227

size of lamella, 761–762
size of seta, 761–762
skewness, 911
sliding

contact, 279, 280, 281, 287
direction, 161, 171, 182–183
distance, 114, 175, 180, 186
friction, 39, 120, 121
induced chemistry, 477

of tip, 244–245
velocity, 4, 45–50, 99, 114, 146, 153–154,

156–158, 168, 170, 171, 174, 175,
177, 180, 181, 184, 265, 268, 425,
441–446, 454, 841, 917

work, 472, 477, 487, 499, 503

s-like tip state, 253–254

slip, 205–214, 216–217
length, 206, 208–210
partial, 205, 206, 210, 236
plane, 115, 173
at the wall, 206

slipping and sliding regime, 172, 174
small specimen handling, 947, 950
smart

adhesion, 701–762
system, 893

smooth

nanobeam, 567–570, 574, 575

sliding, 148, 161–163, 172, 179, 180
snap-in, 469
S-N (stress-life) diagram, 75
SnO2(110), 221

soft

coatings, 426

lithography (SL), 902, 933–934
stiction, 926, 927, 929
stuck micromirror, 926–927
substrate, 470

surface, 8, 17, 54, 81–82, 94, 344
solid

boundary lubricated surface, 148–164
lubricant, 922
phase Z-DOL, 470
surface, 846, 872, 897–899, 918–919
thin film, 487, 510

xenon, 279
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solidification, 172
incomplete, 233–234

solid-like

behavior, 184
lubricant, 922, 923

solid-liquid-air interface, 900
solid-liquid interface, 214
solid-lubricant interaction, 487

solvation force, 108, 127–129, 131, 133, 137,
142, 143

sp3

bonded carbon, 350, 353, 356, 361, 379
bonded tip, 460–461

bonding, 350, 359, 363, 366, 368, 370
spacer chain, 408, 414–419, 423, 426, 435,

436, 453
spatula-substrate bifurcation, 711
spectroscopic resolution in scanning tunneling

spectroscopy (STS), 242, 247

spectroscopy

principle, 365–368

spherical

particle, 893–894
tip, 715, 724, 737–740, 744, 748, 751, 753

spider dry adhesion, 704
Spiderman toy, 750, 751
spin

density wave, 271

excitation, 247, 258

quantization, 255, 257

spin-polarized STM (SP-STM), 272–274

split-diode photodetector, 7, 20, 21
SPM. See scanning probe microscopy

spring

force-distance curve, 728
instability, 217, 219
level, 723, 725
sheet cantilever, 63, 71

system, 41

spring constant, 197, 198, 202, 203, 209, 241,

245, 247, 251, 253, 256, 257, 267,
274, 274–275, 281, 282, 308–312,
332, 345, 347, 960

calculation, 45, 60, 62, 71, 72

change, 241

effective, 251, 253, 267, 274–275
lateral, 59, 60, 245, 247, 251, 274–275
measurement, 62–63, 71

vertical, 48, 59, 60, 62, 63

(S-acetylthio)propionate (SATP), 360
SP-STM. See spin-polarized STM

sputtered coatings, physical property, 364–365

sputtering

deposition, 356, 357, 366, 370
power, 359, 365, 366

SrF2, 218

SrTiO3(100), 221, 222

SSD. See statistically stored dislocation

STA. See streptavidin
STA-biotin wear, 889
stacked-cone nanotube, 122

static

AFM, 198–199, 201, 308–310, 313, 344

deflection AFM, 309

friction, 148, 158, 161, 169, 172, 181, 185,
234–235, 965, 972

friction force, 876, 919–923, 929
friction force (stiction), 840, 919–923
friction torque, 920
indentation, 82
interaction, 109
mode, 198, 199, 274, 275, 282, 288

mode AFM, 84

static contact angle, 424, 428, 437–440,
876, 877, 897, 898, 902, 905–910

statistically stored dislocation (SSD), 295, 297,
299–301

steady-state sliding, 489

stepping motor, 250–251
steric

force, 108, 117, 137
repulsion, 108

stick boundary condition, 211–212
sticking condition, 738, 740, 743
stick-slip, 121, 148, 157, 158, 161–163, 168,

169, 187, 204, 223–224, 226, 235,
481, 482

behavior, 26, 27
friction, 474, 482, 483, 499

mechanism, 251, 263
movement, 24–25
phenomenon, 27, 57

stick-slip sliding, 148, 171–183
stiction, 82, 161, 403, 405, 407, 453, 840–841,

843–845, 847–848, 858, 859, 897,
923, 925, 926, 928, 929

phenomena, 860, 923–928
stiffness, 379–380, 386, 422, 425, 426,

429–432, 441, 443, 445,
453–454

continuous measurement (CSM), 374–375
torsional, 76–77

Stillinger–Weber potential, 442, 443, 458, 459

STM. See scanning tunnelingmicroscope
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Stoney equation, 948
storage modulus, 416, 417

strain energy difference, 374
strain gauge rotating, 951
stray capacitance, 91–92

strength, 947–949, 953, 954, 960–963, 966,
967, 970–973

of adhesion, 701–704, 707, 711, 717, 718,
728, 750, 760

streptavidin (STA), 361, 368, 372, 373,

377–379

coating, 883, 884, 886
protein binding, 882

stress, 947–958, 960, 962, 963, 967–972
distribution, 547, 548, 567–569, 574

field, 949
gradient, 952–953, 969
intensity, 536

maximum, 953, 960, 971
measurement, 948, 950–952, 957, 958

stress-strain

behavior, 956–958
relationship, 741

Stribeck curve, 146, 165, 170
strip domain, 289

structural

force, 108, 127–130, 134, 142
material, 950, 955, 962, 966, 973

structure, active, 949, 955–966
STS. See scanning tunneling spectroscopy

stuck comb drive, 841–842
stuck micromirror, 923–927
subangstrom deflection, 114

subangstrom positioning, 113

submicron particle, 881–896, 928–929
substrate

curvature technique, 948
particle interaction, 712
surface energy, 714

sulfonium, 503, 504
sum-frequency generation (SFG), 224–225
superadhesive tape, 702
superconducting

gap, 254, 268–271, 289

magnetic levitation, 41

matrix, 289

superconductivity, 241, 247, 268, 271

vortex, 268, 269, 289, 290

vortices, 268, 289–291

superconductor, 254–255, 268–271, 276,

289–291

type-I, 268, 289

type-II, 268, 269, 289, 290

superhydrophobicity, 533–689
roughness-induced, 833, 860, 897–910

superlubricity, 261
superlubric state, 488

super modulus, 398–399, 429

superoleophobicity, 537, 539–540, 543–544,
561–562

surface

amorphous, 109
atom layer, 200

band, 255, 256

characterization, 6, 72, 76, 99
charge, 108, 124–127, 131
charge density, 124–127
crystalline, 108, 109, 133, 149, 163, 172,

178, 179, 185
elasticity, 6, 16–22, 81–83, 99
energy, 349, 353, 405, 406, 416, 417,

422, 424, 437, 440, 454, 707,
714, 715

energy (tension), 121
film, nanotribology, 405–408
free energy, 437–448
friction, 491–492

height, 6, 22–25, 28–31, 34–36, 39–42, 61,
65, 69, 71, 76, 82, 83, 94, 95, 472,
492, 493, 494, 495, 506, 507, 511,
526

image, 494, 506, 507
profile, 762

height map, 886, 903–905, 911
heterogeneity, 144
hydrophilic, 109, 130–132, 139, 158, 160,

184
hydrophobic, 109, 130–134, 138, 139, 157,

158, 160
imaging, 23–63
inhomogeneity, 901
interaction, 3–5, 88, 97
lubricated, 465, 483, 492
material, 706
micromachining, 840, 844, 858–860,

911, 929–931
potential, 13–14, 69, 71, 99, 124, 125, 354,

489, 490, 492–495, 509–517, 526,
527

Fermi energy level, 492
mapping, 14, 69, 71

potential map, 493, 495, 511, 515
surface roughness, 29

protection, 403–455
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roughness, 130, 405, 426–429, 714,
728, 731, 737, 746, 747, 749, 754,
755, 759–761, 833, 848,
860–862, 865, 887, 888, 897–911,
928–929

state lifetime, 255

structure, 122, 140–143, 184–187
temperature, simulation, 458

tension, 404–405, 424, 427, 437, 453, 454,
462, 463, 471, 481, 489, 526, 708,
735, 736, 752

force, 716
topography, 15, 25, 35, 64, 71, 95, 96, 244,

275, 472
gray-scale plot, 25, 95, 96

unlubricated, 483
surface force apparatus (SFA), 3–5, 110,

113–116, 119, 120, 140, 151, 155,
156, 167, 172, 176, 204, 207, 212,
214–216, 223–226, 228–230,
235–237, 296, 304, 326–328, 362,
363, 365, 440, 487, 911–912

calibration, 228
surface-surface spacing, 212
surfactant monolayer, 146, 157
suspended

beam, 538, 560–564, 578, 579

membrane, 957
SWNT. See single-walled carbon nanotube

synthetic vesicle, 893
syrphid fly, end of the leg, 704

T

TA. See tilt angle
tape

lubricated, 462, 489, 519
unlubricated, 519

tapping mode (TM), 8–10, 13, 14, 17–21, 53,
58, 61–64, 64, 65, 74, 308, 317–326,
328, 337–344, 347, 348, 888–890,
911, 912

AFM, 319–328

etched silicon probe (TESP), 62

teflon layer, 281
TEM. See transmission electron microscope;

transmission electron microscopy

temperature, 121, 134, 137, 147, 153–154, 161,
171, 174, 175, 182

critical, 254–255, 270, 276, 289

dependence of friction, 269
Flory, 134
theta (y), 134

tensile

load, 953, 971
stress, 528, 534, 547, 548–550, 553, 563,

566, 567, 569–570, 573–574, 577,

951–954, 956, 963, 968, 969, 971
test, 956, 962, 963, 969, 970
testing, 14, 15

terminal element, 703, 704
test environment, 392, 393
tether length, 359, 370

therapeutics, 881–896, 928
thermal

CVD, 121–125

desorption, 450
drift, 240, 241, 244–245, 247, 276, 289

effect, 263–269
fluctuation, 247
fluctuation force, 108
frequency noise, 242

processing, 530

thermal expansion coefficient, 199

thermomechanical noise, 275

thermostat, 445, 446–448

theta (y)
condition, 134, 137
temperature, 134

thin film, 391–432, 463–472, 487–512

thin liquid films, 204, 224, 229, 236
third-body molecule, 483–485, 487

frictional force, 483–485, 487

three-body deformation, contact region, 61–62
three-dimensional (3-D), 709, 717–718

bulk state, 265

force, 335

force field spectroscopy, 283–285

force measurement, 93–94

force spectroscopy, 335

three-level hierarchical model, 725, 727, 728,
731, 736–738, 760

three-level model, adhesion coefficient, 728,
730–734

through-thickness cracking, 367, 371–374
Ti atom, 222, 223, 228, 230

TiC grain, 28
tilt angle (TA), 897, 901, 905–907, 909, 910
tilt configuration, 433
TiO2

substrate, 229

(110) surface, 207, 221, 227, 229

(110) surface simultaneously obtained with

STM and NC-AFM, 223

TiO2(110), 221, 223, 229
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tip, 244–249, 251–254, 256–258, 264–267,
271–276, 280–287

apex, 265, 266, 272, 276, 277, 280, 282,
283, 285, 285, 291

artifact, 209, 228

atom, 242, 248, 249, 272, 276–279, 281,

282, 285, 291

bound antibody, 378

bound antigen, 369

cantilever assembly, 120

carbon nanotube, 118, 121–123, 126–130

conductive, 130

electron-beam deposition, 120–121

fabrication, 115, 116, 119, 120, 125

Fe-coated, 224–226

focused ion beam, 119–120

geometry, 120, 121

immobilized ligand, 360, 380

induced atomic relaxation, 277–278

jumping, 481

mount, 43, 50

multiwalled carbon nanotube (MWNT),

10, 11
oscillation, 322, 332

oscillation amplitude, 284, 286
oscillation trajectory, 332

oxide-sharpened, 119

preparation in UHV, 249
preparation method, 45

radius, 468, 476
radius effect, 59, 367, 379–380, 386, 390,

483–485
tipless cantilever, 125–126

tip–sample

adhesion, 508
distance, 8, 17, 55, 200, 206, 212, 215, 216,

219, 222, 226, 278, 282, 285, 291,

309, 310, 314, 317, 318, 321–324,

326–329, 333, 336, 347

electric field, 286
energy dissipation, 202, 218

interaction, 21, 200, 205, 206, 222, 223, 284
interface, 441, 444
potential, 204

separation, 340

separation distance, 465
tip–sample force, 196, 200–202, 205–206, 274,

281, 282, 284, 308, 309, 313, 317,

320, 322, 325–329, 332, 344,

348–349

tip–sample force gradient, 205

tip–sample interaction, 240, 274–276, 281,

282, 288, 291, 310, 311, 317, 318,

320, 326–332, 334, 335, 341, 343,

345, 347

chemical, 276, 291

electrostatic, 282, 286

van der Waals, 282

tip–surface

distance, 359, 381

interaction, 252, 280, 461, 477, 478
interface, 450, 452, 478

potential, 251
TIR. See total internal reflection
Titanium dioxide (TiO2), 258

TM. See tapping mode

Tokay gecko, 702, 705–713, 717, 723, 759
Tomanek–Zhong–Thomas model, 27
Tomlinson model, 46, 243, 251–255, 257, 259,

263–266, 279
finite temperature, 264–266
one-dimensional, 251–253
two-dimensional, 253–254, 259

top-down method, 834, 929
topographical

asymmetry, 225, 226

image, 47, 51, 58, 65

topography

induced effect, 33, 41
measurement, 47, 48, 53, 58, 59, 71

and recognition (TREC) image, 380–382

scan, 13
topography and recognition (TREC) imaging,

380, 382

topped pyramidal asperity, 898–899
torsional dissipation, 286
torsional resonance (TR), 19–22, 37–42, 83,

779, 820, 821
amplitude, 20, 38, 40, 41, 83
mode, 19–22, 37, 39–42, 83

torsional stiffness, 142, 143, 159, 173, 174,

177, 179–184, 186, 187, 188

torus model calculation, 96

tosylate, 503
total adhesion force, 707–708, 715,

735–737, 760
total internal reflection (TIR), 224–225

microscopy (TIRM), 117
TR. See torsional resonance
trace and retrace, 40, 41
transition metal oxide, 223

translational diffusion, 226–227, 230, 233
transmembrane transport, 378

transmission electron microscopy (TEM),

27–28, 67–69, 99, 112, 117, 121,
124, 401, 410, 422
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transversel piezo-resistive effect, 89

traveling direction of the sample, 65–67, 70

TREC imaging. See topography and

recognition

Tresca criterion, 404

triangular cantilever, 10, 11, 60, 61, 77, 85
tribochemical reaction, 86, 87, 477, 479

mechanism, 917–918
tribochemistry, 485

triboelectrical emission, 450

tribo electrification, 121
tribological

C60, 503–506

characterization of coating, 351, 367–396
performance of coating, 388–389
problem, 840–841, 843, 844, 846, 848, 858

triboluminescence, 120
tribometer, 861, 862
tribotest apparatus, 462, 494
triethoxysilane, 266
triflamide, 503, 505
trimer tip, 312

true atomic resolution, 195, 203, 207, 216, 276

images of insulators, 216

tubelike carbon nanotube, 122

tungsten, 41, 45

sphere, 247
tip, 45

tuning fork force sensor, 336

tunneling

current, 39–43, 46, 49, 50, 195, 196, 200,

202, 240, 249, 258–259, 272–274

detector, 47

tip, 251, 253, 254, 271, 272

two-dimensional (2-D)

electron gas (2-DEG), 286–287

electron system (2-DES), 265, 266

FKT model, 255
histogram technique, 272

two-layer-fluid model, 211
two-level

hierarchical model, 728, 731
model, 725–726

two-photon excitation, 228

U

UHV. See ultrahigh vacuum

ultrahigh vacuum (UHV), 112, 113, 118, 131,

207, 221, 243–246, 243–251, 254,
257, 258, 261, 269, 272, 275, 276,
312, 314, 328, 330, 333, 336, 344,

346, 448, 479

environment, 243, 249–250, 257

UHV-AVM, 250
ultrasmooth surface, 55
ultrathin DLC coating, 351
unbinding

force, 358, 360, 363, 365–373,

376, 378

force-driven, 372, 373

unbonded Z-DOL film, 464, 465, 468, 473
uncoated Si, 490, 492, 494, 508, 509,

510–517, 520
undoped polysilicon, 867–870
undulation force, 108
unfilled polymer, 563, 564, 576

unloading curve, 456–457

unlubricated

motor, 921, 922
Si(100), 483, 485, 487

unperturbed motion, 204

useful fiber radius, 742

V

vanadium carbide, 397

van der Waals (vdW)

adhesion, 722, 760
adhesive force, 720
attraction, 51, 470, 476
attractive force, 895
force, 12, 108, 110, 117–120, 122–123,

127–130, 133, 137, 150, 197, 209,
210, 215, 216, 309, 310, 326, 334,

702, 714–715, 717, 719–722, 749,
750, 758, 760, 847, 893–895, 916

interaction, 857, 894, 895
interaction energy, 112, 119
surface, 279–281

variable force mode, 101

variable temperature STM setup, 243–245

vdW. See van der Waals

velocity

critical, 173, 180, 181, 183
dependence of friction, 266–269
rescaling, 445

of vibration, 208
vertical

coupling, 42

nanotube, 508, 509

RMS-noise, 276

vertical noise, 206

Verwey transition temperature, 288–289

vibration, 309, 317, 323, 332, 333, 338, 344

amplitude, 208
external, 39, 43

vibrational spectroscopy, 249, 258
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Vickers

hardness, 394, 404

indentation, 531, 540, 542

indenter, 531

vinylidene fluoride, 227

viscoelastic

mapping, 3, 6, 16–22, 81–83
property, 9, 19, 83, 99

viscoelasticity, 416–417, 432

mapping, 16–22, 81–83
viscosity, 111, 115, 123, 146, 147, 165,

166–170, 183, 184
viscous

damping, 315, 346, 365

dissipation, 19, 27
drag, 214
force, 108, 109, 165–167, 170

vortex in superconductor, 268, 269, 289, 290

V-shaped cantilever, 60, 62, 63, 247

W

wafer curvature technique, 967
wall-climbing robot, 701, 702, 747, 749, 761
water

contact angle, 737, 755, 760
films, 215, 219–220, 222
film thickness, 721, 735
vapor, 397, 405–406

vapor content, 364, 392
water-repellent plant, 897
wear, 3, 348–351, 367, 369, 379–380,

386–398, 403, 405–408, 416, 420,
422, 424–426, 432–436, 439, 440,
444, 446–448, 448, 453–455,
472–474, 482, 487, 495, 502, 503,

505, 509, 510, 512, 840–842, 845,
849, 859, 861–869, 875, 881–883,
887–890, 914–919, 925, 926, 928

of biomolecule, 854, 881–891, 928
contribution to friction, 277–279
damage, 391–392
damage mechanism, 391–392
debris, 49, 66, 68, 71, 99
depth, 66, 95, 487, 488
fullerene, 505

initiation, 489, 526
map, 886
mapping, 48–50
mark, 886, 924, 925
measurement, 38

mechanism map, 49
nanoscale, 49, 63
process, 388–390

profile, 487, 488, 509
region, 49, 66, 71, 99
resistance, 350, 387–388, 391, 392, 395,

406, 432, 436, 454
test, 387–392, 398, 492, 493, 494, 500, 502,

509, 511, 512, 513, 515, 517, 526,
527, 842, 861, 867, 879, 880, 886,
889, 890

tip, 473, 474, 482

track, 509

wear and stiction mechanism, 925, 926, 928
wear detection, electrical resistance

measurement, 494, 509–515
wearless friction, 487

wear mark, AFM image, 49, 50, 66, 67
Weibull statistics, 970
weight function, 205

Wenzel

equation, 898–899, 902, 903
regime, 900–901, 904, 905, 906,

908–910
wet environment, 50–54, 98
wettability, 84, 503, 504, 505, 513, 872, 897
wetted surface, 205, 212–214
wetting, 133, 144, 161

surface, 452

wire cantilever, 45, 59

work

of adhesion, 140, 143, 707, 708, 724, 735,
739–740

hardening, 404, 411, 419–420, 428

of indentation, 404, 414–415

W tip, 46

X

xenon, 242, 245–246, 279–281

XPS spectra, 521, 523
x-ray

lithography, 930–931, 933
photoelectron spectroscopy (XPS),

422–423, 505, 521–522

Y

yield point, 147, 170
load, 418–420

yield strength simulation, 458

yield stress, 404, 419, 422, 425, 430

Young’s modulus, 60, 63, 71, 74, 101, 241,

242, 245, 270, 274, 706, 708–709,
868, 879, 913, 948, 949, 967,
969–970, 972–973

of elasticity, 16, 76, 81, 99
measurement, 951, 955–960, 969
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Z

Z–15, 84–92
coefficient of friction, 468, 469, 472, 473,

474, 477, 479, 480, 481, 482, 486
fully bonded, 464, 468, 469, 470, 471–474,

477–482, 486, 487, 488, 525, 526
Z-DOL, 462–465, 468, 469, 470–474, 477,

479–482, 487, 488, 525, 526
Z-DOL

diffusion coefficient, 467
durability, 486, 489, 490, 496, 499, 500,

502, 503, 526
film, 38, 84–90, 92, 96, 463, 464, 487, 500
molecule, 464, 467, 472, 500
schematic, 462, 464, 477, 479, 480, 481,

482, 483, 486, 490, 491
unbonded, 464, 465, 468, 472, 473, 525

Z-DOL (fully bonded), 84, 85–90, 92, 871–875
durability, 482, 486, 499
hydrophobicity, 462, 470, 485
wear depth, 487, 488

Zero-deflection (flat) line, 469
Z–15 film, 84–85, 87, 88, 90, 91

molecularly thick, 463, 483
wear depth, 487, 488

zinc, 420

Zisman plot, 424, 437
Z–15 lubricant, 84
Z-TETRAOL

durability, 489, 490, 496, 499, 500,
502, 503, 504, 508, 509, 512,
515, 526, 527

property, 489, 504, 505, 509, 512, 526
schematic, 490, 491, 507, 508, 509
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