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Preface

We welcome you to the proceedings of the 21 International Conference on Database
and Expert Systems Applications held in Bilbao. With information and database sys-
tems being a central topic of computer science, it was to be expected that the integra-
tion of knowledge, information and data is today contributing to the again rapidly
increasing attractiveness of this field for researchers and practitioners.

Since its foundation in 1990, DEXA has been an annual international conference,
located in Europe, which showcases state-of-the-art research activities in these areas.
DEXA 2010 continued this tradition and provided a forum for presenting and discuss-
ing research results in the area of database and intelligent systems and advanced re-
search topics, applications and practically relevant issues related to these areas. It
offered attendees the opportunity to extensively discuss requirements, problems, and
solutions in the field in the pleasant atmosphere of the city of Bilbao, which is known
for its driving industriousness, its top cultural venues and its rich and inspiring heri-
tage and lifestyle. The University of Deusto with its great educational and research
traditions, and the hospitality which the university and the city are so famous for, set
the stage for this year’s DEXA conference.

This volume contains the papers selected for presentation at the DEXA conference.
DEXA 2010 attracted 197 submissions, and from these the Program Committee, based
on the reviews, accepted two categories of papers: 45 regular papers and 36 short
papers. Regular papers were given a maximum of 15 pages in the proceedings to
report their results. Short papers were given an 8-page limit. Decisions made by mem-
bers of the Program Committee were not always easy, and due to limited space a num-
ber of submissions had to be left out.

We would like to thank all those who contributed to the success of DEXA 2010:
the hard work of the authors, the Program Committee, the external reviewers, and all
the institutions (University of Deusto and University of Linz/FAW) that actively sup-
ported this conference and made it possible. Our special thanks go to Gabriela Wag-
ner, manager of the DEXA organization, for her valuable help and efficiency in the
realization of this conference.

We thank the DEXA Association and the University of Deusto for making DEXA
2010 a successful event. Without the continuous efforts of the General Chair, Pablo
Garcia Bringas and his team, and the active support of José Luis del Val from Deusto
University, this conference would not have been able to take place in the charming
city of Bilbao.

June 2009 Abdelkader Hameurlain
Gerald Quirchmayr
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Abstract. Mining and explaining relationships between objects are challenging
tasks in the field of knowledge search. We propose a new approach for the tasks
using disjoint paths formed by links in Wikipedia. To realizing this approach, we
propose a naive and a generalized flow based method, and a technique of avoiding
flow confluences for forcing a generalized flow to be disjoint as possible. We also
apply the approach to classification of relationships. Our experiments reveal that
the generalized flow based method can mine many disjoint paths important for a
relationship, and the classification is effective for explaining relationships.

Keywords: link analysis, generalized max-flow, Wikipedia mining, relationship.

1 Introduction

Knowledge search has recently been researched to obtain knowledge of a single object
and relations between multiple objects, such as humans, places or events. Wikipedia
is widely used for searching knowledge of objects. In Wikipedia, the knowledge of
an object is gathered in a single page updated constantly by a number of volunteers.
Wikipedia covers objects in numerous categories, such as people, science, geography,
politic, and history. Therefore, Wikipedia is usually a better choice than typical keyword
search engines for searching knowledge of a single object.

A user might desire to search not only knowledge about a single object, but also
knowledge about a relationship between two objects. For example, a user would de-
sire to know the relationship between petroleum and a certain country, or to know the
financial relationships between the USA and other countries. Typical keyword search
engines are inadequate for discovering knowledge about a relationship; it is difficult for
a user to find and organize the information about a relationship from numerous search
result web pages. The main issue for analyzing relationships arises from the fact that
two kinds of relationships exist: “explicit relationships” and “implicit relationships.” In
Wikipedia, an explicit relationship is represented as a link. A user could understand an
explicit relationship easily by reading text surrounding the anchor text of the link. For
example, an explicit relationship between petroleum and plastic might be represented
by a link from page “Plastic” to page “Petroleum.” A user could understand its meaning
by reading the text “plastic is mainly produced from petroleum” surrounding the anchor
text “petroleum” on page “Plastic.” An implicit relationship is represented by multiple
links and pages in Wikipedia. For example, the Gulf of Mexico is a major oil producer
in the USA. This fact could be an implicit relationship represented by two links in
Wikipedia: one between ‘“Petroleum” and “Gulf of Mexico” and the other one between

P. Garcia Bringas et al. (Eds.): DEXA 2010, Part IT, LNCS 6262, pp. 1L16] 2010.
(© Springer-Verlag Berlin Heidelberg 2010
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The oil arisis started in October 1973, when| Snce 20th October 1973, The members
the members of OAPECproclaimed an oil of OAPECsuccessively proclaimed an oil
embargo to countriessupporting Israel QOil crisis embargo to USA and Netherlands which
duringthe Yom Kippur war. re-supply the Israel military.

Gulf of Mexico

' USA

Fig. 1. Explaining the relationship between Petroleum and the USA

“Gulf of Mexico” and the “USA.” It is difficult for a user to discover or understand an
implicit relationship without investigating a number of pages and links. Therefore, it is
an interesting problem to mine and explain an implicit relationship in Wikipedia.

Several methods [1/243]] have been proposed for analysing relationships on an in-
Sformation network (V, E), a directed graph where V' is a set of objects; edges in F
represents explicit relationships between objects. A Wikipedia information network can
be defined, whose vertices are pages of Wikipedia and edges are links between pages.
In this paper, we propose a new approach for explaining a relationship from a source
object s to a destination object ¢ on a Wikipedia information network by mining dis-
joint s-t paths, that is, paths connecting s and ¢ sharing no vertices except s and ¢ with
each other. For example, four disjoint paths linking “Petroleum” to “USA” depicted in
Fig. [l explain the implicit relationship between petroleum and the USA. We mine s-t
paths in a network, because a user could understand the meaning of a path easily by
tracing the links in the path from s to ¢. Tracing each link can be done by understanding
the meaning of an explicit relationship represented by the link. For example, if users
read the snippets shown in Fig. [Il from left to right, then they can understand the top
path containing “Oil crisis”. They can understand why the oil crisis is important to the
relationship between petroleum and the USA. We will explain our motivation for min-
ing “disjoint” paths for explaining a relationship in Section2l Our motivation is mainly
based on an idea that the same or similar paths should not appear multiple times in
the mined paths. A similar idea is widely accepted in the field of document retrieval: a
search result should not contain same or similar documents [4546].

To mine paths important for a relationship in Wikipedia, we first propose a naive
method based on CFEC [2]], which is a method for measuring the strength of a relation-
ship. The naive method adopts the scheme for computing the weight of a path of CFEC,
although it cannot mine disjoint paths. We then propose a method to mine disjoint paths
important for a relationship, based on the generalized max-flow model proposed by
Zhang et al. [[1]. For a relationship between two objects s and ¢, we compute a general-
ized max-flow emanating from s to ¢. We then output paths along which a large amount
of flow is sent as paths important for the relationship. To force a generalized flow to be
sent along disjoint paths as much as possible, we propose a new technique using vertex
capacities. We also construct an interface for understanding a relationship by visualiz-
ing the top-k important mined paths and snippets for explaining the paths. We obtain
snippets for every edge (u, v) in the paths by extracting text surrounding the anchor text
of link v on page u in Wikipedia.

As an application of our approach, we propose a method for classifying relationships
between a common source object and different destination objects, e.g. relationships
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Fig. 2. Dependent paths (A) and disjoint paths (B)

between petroleum and countries, by analyzing mined paths for the relationships. For
this example, the method classifies the countries into two groups which could corre-
spond to “petroleum exporting countries” and “petroleum consuming countries.”

Our experiment results reveal that the generalized flow based method mines impor-
tant paths more than the method based on CFEC does, and that the proposed technique
using vertex capacities is useful for mining more disjoint paths. We also confirm that the
classification method is helpful for understanding relationships through case studies.

The rest of this paper is organized as follows. Section Bl reviews related work. Sec-
tion @ presents the methods for mining paths important for a relationship in Wikipedia,
and the method for classifying relationships. Section[3lreports the experimental results.
Section [6] concludes the paper.

2 Mining Disjoint Paths for Explaining Relationships

Users prefer not to read similar documents repeatedly, and they might desire to obtain
various kinds of knowledge by reading small number of documents. Therefore, recent
document information retrieval methods [4/5l6] adopt an idea that redundant informa-
tion should be minimized in the top-ranked documents by removing documents similar
to a higher ranked documents. For example, given a query “foreign relations of the
USA,” a set of the top-ranked documents should cover relations between the USA and
various countries, the set should not contain a number of similar documents explaining
the relation between the USA and a certain country.

Applying the idea to the problem of mining paths important for a relationship on an
information network, we should avoid outputting redundant objects in the mined paths.
Disjoint paths connecting two object s and ¢ are paths sharing no vertices except s and
t with each other. If we could mine disjoint paths connecting s and ¢, we then could
prevent an object except s and ¢ from appearing multiple times in the mined paths.

Fig. 2l (A) and (B) depict graphs constituted by three dependent paths and three dis-
joint paths, respectively. Both graphs explain the relationship about the territorial prob-
lem between Japan and Russian. All the three dependent paths in Fig.[2| (A) contain the
same object “Northern Territories dispute” which represents the dispute between Japan
and Russia over sovereignty over the South Kuril Islands, including Shikotan, Kunashir
and Habomai rocks. If a user knows about the dispute, then the user could not get any
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Anderson

Fig. 3. A snapshot of a connection subgraph for the relationship between Kidman and Diaz

new knowledge from the dependent paths. On the other hand, the three disjoint paths de-
picted in Fig.[2(B) contains no redundant object. A user could obtain knowledge other
than the Northern Territories dispute such as knowledge about the “Soviet-Japanese
Joint Decalaration of 1956 and the “Treaty of Shimoda.” Furthermore, it is easy to
understand the meaning of each disjoint path by tracing the links in the path from left to
right, as discussed in Section[I} In contrast, dependent paths make a graph be too com-
plicated to find out the order of tracing links in some cases, such as those in the graph
depicted in Fig. Bl Therefore, in this paper, we aim to mine disjoint paths important for
a relationship on an Wikipedia information network.

3 Related Work

Measuring the strength of an implicit relationship is one approach for explaining the
relationship. Zhang et al. [1]] model a relationship between two objects in a Wikipedia
information network using a generalized max-flow. They ascertained a method using
the model that can measure the strength of an implicit relationship more correctly than
previous methods can. Several kinds of questions about relationships can be answered
by measuring relationships. For example, a user could know which one of two specified
countries has a stronger relationship to petroleum. However, measuring strength alone
is insufficient for understanding relationships. A user would desire to know what objects
constitute a relationship or what roles they play in the relationship.

Another approach to explain relationships might be extracting a “connection sub-
graph” [2/3[7l8]]. Faloutsos et al. [3] model an information network as an electric net-
work [9]], and model the weight of a path as the current delivered by the path. Given two
query vertices s and ¢ and an undirected graph G, they extract a connected subgraph H
containing s and ¢ and limited number of other vertices that maximize the weight of
H, the sum of the weights of all the paths in H. Extending the problem into more than
two query vertices, Tong and Faloutsos [7]] proposed CEPS problem. Koren et al. [2]]
proposed CFEC to outputs a small subgraph on which the strength of the relationship
measured approximates to that measured on the original graph.

Fig. (3] is an example of a connection subgraph presented by Faloutsos et al. [3].
Vertices in a connection subgraph represent objects that are considered important for a
relationship. Therefore, a user could know what objects constitute a relationship. How-
ever, it is still difficult to know what roles the objects play in the relationship using
the connection subgraph. A connection subgraph usually contains several dependent
paths, so that it can not present the order of tracing links. For the above example, a
user would wonder which order is proper: the order from “Kidman,” “Bullock,” “An-
derson,” to “Diaz?”’; or exchanging “Bullock™ and “Anderson” in the order? Without the
order of tracing links, a user could not understand the roles of objects correctly by read-
ing Wikipedia pages. Therefore, a connection subgraph is inadequate for understanding
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(A)[ Rice J-+Otmert |-=[Koizumi] 1x 1/289=1/289
| Rice | Koizumi
edgeweight=1 (B)| Rice H Bush |—>|Koizum1| 1% 1/1265=1/1265

Fig. 4. An example for CFEC

a relationship. We ascertain through experiments in Section [3.2] that methods [2] ex-
tracting connection subgraph are inadequate for mining disjoint paths important for a
relationship.

To create a connection subgraph for a relationship, the methods [2I3I8] discussed
above first compute the weights of paths using random walk [9]. They define the weight
of a path fundamentally as the product of the weights of the edges composing the path
divided by the product of the weights of the edges incident to every vertex in the path.
Therefore, random walk based methods have a property that they compute the weight
of a path extremely small if a popular object—an object linked by or from many other
objects—exists in the path. We claim that this property is unsuitable for mining paths
important for a relationship through experiments discussed in Section 3.2}

Zhu et al. [[10] extract explicit relationships between pairs of people from the Web.
Some semantic based methods extract good paths between two entities in an RDF
graph [11J12/13]]. Assuming semantics in an information network is beyond the scope
of this paper. Therefore, we do not adopt the ideas used by these methods.

4 Methods for Mining Disjoint Paths in Wikipedia

We now present our methods for mining disjoint paths important for a relationship. To
the best of our knowledge, no such method was proposed. We first propose a naive
method based on CFEC [2] in section[4.1]

4.1 Naive Method Based on CFEC

Given a graph G, a source vertex s and a destination vertex ¢, CFEC first finds the n
shortest paths between s and ¢. It then computes the strength of the relationship between
s and ¢ using random walk on the paths [9]]. In CFEC, the weight of a path p = (s =

V1, Vg, ..oy v = t) from s to ¢ is defined as Wy (v1) « [To—; “ZU(”MU(QT)), where w(u, v)
is the weight of edge (u,v) and wgy, (v) is the sum of the weights of the edges going
from vertex v. For example, Fig. [ depicts two paths between “Rice” and “Koizumi.”
The number shown beside a vertex o; is the number of links going from the vertex,
which equals to Wy (0;) if the weight of every edge is 1. The weights of path (A) and
path (B) become 1/289 and 1/1265, respectively.

We now propose a naive method for mining paths important for a relationship be-
tween a source object s and a destination object ¢ in Wikipedia based on CFEC [2]].

(1) Construct a network G = (V, E') using pages and links within at most m hop
links from s or ¢ in Wikipedia. (2) Set the weight of every edge e € E to 1, compute
the top-k paths in decreasing order of the path weight. (3) For each edge (u, v) in the
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top-k paths, extract an explanatory snippet, i.e., text surrounding the anchor text of link
v on page u, using a KWIC concordance tool [[14].

The top-k paths mined by the method probably contain some dependent paths. Al-
though we can select some disjoint paths among the mined paths, we cannot determine
in advance how many paths should be mined to obtain a specified number of disjoint
paths. Moreover, this method has a problem because of popular objects, as discussed in
Section[3l For example, in Fig.[] the weight of path (B) is significantly smaller than that
of path (A), because “Bush” is more popular, i.e., linked from or to more objects, than
“Olmert.” Consequently, important paths containing a popular object seldom appear in
the top-k paths mined by the method.

4.2 Improvements Using Doubled Network and Domain-Based Weight

We now discuss two improvements for mining important paths: a doubled network and
an edge weight function using the category information on Wikipedia. Both improve-
ments were originally proposed for measuring a relationship [L1]].

A path constituted by links of different directions could be important for a relation-
ship in Wikipedia. For example, the path (Petroleum, Plastic, Alabama, USA) in Fig.[Il
is formed by links of different directions. Tha path would correspond to an important
fact between “Petroleum” and the “USA” that the Alabama State of the USA produces
a large quantity of plastic from petroleum. To mine such paths, we construct a doubled
network [[1] by adding to every original edge a reversed edge whose direction is oppo-
site to the original one. For example, Fig.[6lB) depicts the doubled network G’ for G in
Fig.[6lA).

For mining important paths, it is desired to assign a larger weight to an important
edge. The importance of an edge depends on its roles for the relationship. Let consider
the relationship between the American politician “Rice” and the Japanese politician
“Koizumi” depicted in Fig. [ In the example, we should assign a larger weight to the
primarily important edges connecting American and Japanese politicians, than proba-
bly unimportant edges connecting American and Israeli Politicians. Edges connecting
American politicians or Japanese politicians would be secondarily important. There-
fore, the weight of an edge is best determined according to the kinds of objects that the
source and the destinations are. To realize such a weight assignment, we must construct
groups of objects in Wikipedia, such as “Japanese politicians” and “baseball players”.
In Wikipedia, a page corresponding to an object belongs to at least one category. For
example, “George W. Bush” belongs to the category “Presidents of the USA.” However,
categories cannot be used as groups directly because the category structure of Wikipedia
is too fractionalized. Given a category ¢;, Zhang et al. [1]] construct the group for ¢; by
grouping c¢; and its descendant categories which represent sub concepts of ¢; together.
Let S be the set of objects belonging to a category in group for a category of the source.
Similarly, let T" be the set of objects for the destination. Zhang et al. [1]] then proposed
an edge weight function to assign a high weight to edges connecting an object in .S
with an object in T'; assign a medium weight to edges connecting objects in s or edges
connecting objects in ¢; and assign low weights to other kinds of edges. Zhang et al. [1]]
assign a smaller weight to a reversed edge in the doubled network than that of its original
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Fig. 5. A generalized max-flow and its decomposition

one. We omit the details because of space limitations. The groups and the weight func-
tion is useful for mining important paths directly.

4.3 Generalized Max-Flow Model

The naive method was unable to mine disjoint paths. We propose a generalized flow
based method that could mine disjoint paths in Section .4l Before introducing the
method, we explain its basis: the generalized max-flow model proposed by Zhang et
al. [[1]] for computing the strength of a relationship.

The generalized max-flow problem [[15]][[16] is identical to the classical max-flow
problem except that every edge e has a gain v(e) > 0; the value of a flow sent along
edge e is multiplied by ~(e). Let f(e) > 0 be the amount of flow f on edge e, and
wu(e) > 0 be the capacity of edge e. The capacity constraint f(e) < p(e) must hold
for every edge e. The goal of the problem is to send a flow emanating from the source
into the destination to the greatest extent possible, subject to the capacity constraints.
Let generalized network G = (V, E, s, t, ui,~y) be information network (V, E') with the
source s € V, the destination ¢t € V, the capacity y, and the gain ~. Fig.[§ depicts an
example of a generalized max-flow. 0.4 units and 0.2 units of the flow arrive at “USA”
along path (A) and path (B), respectively.

To use edges of both directions, Zhang et al. [[1] construct a doubled network, as
discussed in Section[£.2] The reversed edge e, for every edge e in G is assigned with
plerey) = p(e) and y(eren) = rev(e) = A x y(e),0 < A < 1, as depicted in Fig. [@]
(B). Also, a new constraint f(e) f(erer) = 0 for every edge e is introduced to satisfy the
capacity constraint on the doubled network. To assign gain for edges, Zhang et al. [1]]
use the edge weight function introduced in Section 4.2

4.4 A Generalized Flow Based Method

We propose a generalized flow based method to mine disjoint paths important for a
relationship from object s to object ¢ in Wikipedia. We use a new technique for avoiding
“confluences” of a generalized max-flow by setting vertex capacities.

We first present the method as follows.

(1) Construct a generalized network G = (V, E, s, t, i, v) using pages and links within
at most m hop links from s or ¢ in Wikipedia.

(2) Construct the doubled network G’ for G, determine edge gain ~ using the edge
weight function discussed in Section[4.2] and set vertex capacities discussed later.
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(3) Compute a generalized max-flow f emanating from s into ¢ on G’.

(4) Decompose the flow f into flows on a set P of paths [16]. Let df (p;) denote the
value of flow on a path p;, fori = 1, 2, ..., | P|. For example, the flow on the network
depicted in Fig.[§is decomposed into flows on two paths (A) and (B). The value of
the decomposed flow on path (A) is 0.4; that on path (B) is 0.2.

(5) Output the top-k paths in decreasing order of df (p;).

(6) Foreachedge (u,v) in the top-k paths, extracts an explanatory snippet, i.e., text sur-
rounding the anchor text of link v on page u, using a KWIC concordance tool [14]].

We next discuss the new technique of setting vertex capacity. The generalized max-
flow problem is a natural extension of the classical max-flow problem whose flow is
always sent along disjoint paths. A problem arises, however, which is attributable to
the gain: a flow can be confluent at a vertex except s and ¢. For example, Fig. [1] (A)
depicts a confluence of flow at vertex vs; the amount of the flow sent along (v1, v3)
becomes 0.64 at vs. That along (v2, v3) becomes 0.36. The flow can be confluent at v
and can be sent along (vs, t). If a generalized max-flow is confluent at many vertices,
then the paths composing the flow become dependent paths. Consequently, the top-
k paths obtained in (5) might contain some dependent paths. One idea to solve the
problem is to introduce a constraint that a flow must be sent along vertex disjoint paths.
Unfortunately, no polynomial-time algorithm exists, to the best of our knowledge, to
solve the generalized max-flow with the constraint.

We propose an approach to prevent a flow from being confluent to the greatest extent
possible. Concretely, we set the capacity of every edge to one and set the capacity of
every vertex v, except s and ¢, to ' (v) = maxpep [[ ., 7(€), the maximum produc-
tion of the gains of the edges in a path, where P is the set of all paths from s to v. The
vertex capacity of s or t is set to co. The capacities of all the vertices can be computed
easily by solving a single source shortest path problem setting the length of edge e to
—log(~(e)). Because the capacity of every edge is setting to 1, the largest value of the
flow could be sent to node v along a single path going from s to v is p/(v). Therefore,
by setting the capacity of vertex v to p/(v), most of the time, we could prevent a flow
to be sent to v along more than one paths. For example, Fig. [/] (B) depicts the vertex
capacity function for the generalized network depicted in Fig.[7] (A). Although a flow
is confluent at vertex vs in Fig. [/l (A), the confluence does not happen in Fig. [l (B)
because of the vertex capacity. We examine how effective the vertex capacity function
is using experiments discussed in Section[5.2
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Country Elucidatory Objects

Oil crisis, Niigata, Nihon Shoki, Kyushu Oil Co., Ltd., added-profit trade,
Crude oil, Nippon Qil Corp., Japanese post-war economic miracle, ...
Ghawar Field, OAPEC, Crude oil, Oil field, Price of petroleum, Oil-
producing Country, Rub' al Khali, Arabian Oil Company, OPEC, ...
Burgan Field, OAPEC, Crude oil, Oil field, Oil-producing Country, OPEC,
Asphalt, Gulf War, Middle East War, ...

Japan

Saudi Arabia

Kuwait

Fig. 8. Elucidatory objects for relationships from petroleum to each country

Group Countries Label

0 Saudi Arabia, Kuwait, | Oil crisis, OAPEC, Oil-producing country, Middle East, Oil field,
Iran, Bahrain, Libya [ Price of petroleum, Saudi Aramco, Iran—Iraq War, Asphalt

1 Japan,USA, Russia, | Crude oil, Middle East, Asphalt, Oil field, Iraq, Iran,
China, UK Price of petroleum, North Sea oil, Sudan

Fig. 9. Classification for relationships between petroleum and countries

4.5 Classification for Relationships

In this section, given a set of relationships between a common source object and differ-
ent destination objects, we apply our method for mining paths to classify the destination
objects in the relationships. For example, given a set of relationships between petroleum
and countries, we classify the countries into groups. We first mine the top-k paths for
each relationship, say £ = 50. We define elucidatory objects for a relationship as the
objects in the paths, except the source and destination. Intuitively, similar relationships
could share many common elucidatory objects. For example, Fig. [§] presents some elu-
cidatory objects for Japan, Saudi Arabia, and Kuwait. Saudi Arabia and Kuwait, which
are both oil-producing countries in the Middle East, share many common elucidatory
objects. On the other hand, Japan shares almost no elucidatory objects with them.

We apply a frequent itemsets based clustering method named FIHC [[17] to our clas-
sification. In fact, FIHC is used to classify documents using sets of words appearing
together in many documents. Using elucidatory objects instead of words, we can obtain
clusters of destinations. Every cluster is also assigned a label which is a set of elu-
cidatory objects shared by every relationship in the cluster. In some cases, the clusters
obtained by FIHC could be too numerous for a user to understand. Our classification
method unifies them into fewer groups in response to a user’s request, by computing
similarities between clusters according to frequent elucidatory objects of every destina-
tion in the each cluster. We omit details of the classification method because of space
limitations. As an example, our method classifies the relationships from petroleum to
the top-10 countries strongly related to petroleum into two groups. Fig. [9] presents the
groups of the countries. By investigating the labels of groups, a user could understand
that group 0 and group 1 respectively correspond to “petroleum exporting countries”
and “petroleum consuming countries.”
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5 Experiments and Evaluation

5.1 Dataset and Environment

We perform experiments on a Japanese Wikipedia dataset (2009/05/13 snapshot). We
first extract 27,380,916 links that appeared in all pages. We then remove pages that are
not corresponding to objects, such as each day, month, category, person list, and portal.
We also remove links to such pages, and obtain 11,504,720 remaining links.

We implemented our program in Java and performed experiments on a PC with four
3.0 GHz CPUs (Xeon), 64 GB of RAM, and a 64-bit operating system (Windows Vista).

5.2 Evaluation of Mined Paths

In this section, we first investigate whether paths mined by our methods are actually
important for a relationship. We then examine how many of the mined paths are disjoint.

Let the following five symbols represent our methods below. (0) is the naive method
explained in Section .1l (e), (d), (de) are the naive methods using improvements de-
scribed in Section[£.2} (e) the edge weight function, (d) the doubled network, and (de)
the both ones. (g) is the generalized flow based method proposed in Section .4l We
select 105 relationships between two objects of the following six types: (1) two politi-
cians, (2) two countries, (3) a politician and a country, (4) petroleum and a country, (5)
Buddhism and a country, and (6) two countries’ cuisines. To mine paths important for
a relationship between s and ¢, we construct a network G using pages and links within
at most three hop links from s or ¢ in Wikipedia, for all methods. Careful observation
of Wikipedia pages revealed that several paths formed by three links are important for
a relation, although we were able to find few important paths formed by four links. In
preliminary experiments, we also find that paths formed by four links seldom appear in
the top-k paths mined on G constructed using four hop links.

Path Importance. It is desired to consider the following two questions to evaluate our
methods: (Q1) How many mined paths are important for a relationship; and (Q2) Do
most paths important for a relationship could be found by our methods? To answer these
two questions, we evaluate the importance of the mined paths by human subjects.

We first randomly select 10 from the 105 relationships (one or two from each of the
six types) explained above. For each relationship, we mine a set of the top-20 paths by
each of our five methods. Let P be the union of these five sets. On average, P contains
50-60 paths, because the sets mined by different methods usually overlap. We then ask
10 testers to evaluate every path p in P and every edge e(u,v) in p. To each edge
e(u,v), every tester assigns an integer score 0, 1, or 2 representing the strength of the
explicit relationship between u and v, by reading the explanatory snippet of e(u, v). A
higher score was assigned to a stronger relationship. To each path p, every tester assigns
an integer score 0, 1, or 2 representing how important p is for the relationship between
the source s and the destination ¢, by reading the snippets of the edges in p along the
direction from s to t. A higher score was assigned to a more important path. We then
compute the average score of every edge and every path for each relationship.

We present some examples of the assignments here. All the testers assigned score 2
to the top path and the two edges in the path depicted in Fig.[Il For the relationship from
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petroleum to Saudi Arabia, path (Petroleum, Burgan Field, Saudi Arabia) is mined. The
snippet of edge (Burgan Field, Saudi Arabia) is “Burgan Field in Kuwait is still one of
the world’s easiest production sites now, which differs from the Ghawar Field in Saudi
Arabia.” Most testers assigned score 0 to the path and the edge. Let us consider another
path (George W. Bush, Yasuo Fukuda, Junichiro Koizumi). Each of “Yasuo Fukuda”
and “Junichiro Koizumi” was a prime minister of Japan during the tenure of “George
W. Bush” as the president of the USA. Most testers think that both the two edges in the
path represent strong explicit relationships. However, they think that “Yasuo Fukuda”
is unimportant in the relationship. Consequently, they assigned score O to the path.

It is difficult to find all important paths for a relationship in Wikipedia. Therefore,
we could not adopt the conventional precision and recall based evaluation to answer
questions Q1 and Q2 presented above. Instead, we introduce two measures : “Impor-
tant Path Ratio (P Ratio)” for QI1, “Retrieved Important Path Ratio (RP Ratio).” Let
T PQn be the set of the top-n paths mined by a method, let AP@n be the union of the
top-n paths mined by every method, and let s(p) be the average score of path p, then

ZpETP@ZO s(p)
ZpeAP@ZO s(p)

ZpETP@n S(p)

PRatio@Qn =
2Xn

, RPRatio@20 =

These ratios vary from 0 to 1. For a method, if all the average scores of every path in
T PQ20 are 2, then P Ratio@20 is 1; if the other methods yielded no path with an aver-
age score greater than 0 except the ones in 7' P@20, then its RP Ration@20 becomes
1. Therefore, P Ratio corresponds to an absolute evaluation; R P Ratio corresponds to
a relative evaluation. Similarly, we define “Important Edge Ratio (E Rati0)” and “Re-
trieved Important Edge Ratio (RE Ratio).” Let T E@Qn be the set of edges in 7' PQn,
let AE@n be the set of edges in AP@n, and let s(e) be the average score of edge e,
then

ZeeTE@n s(e) ’ RERatio@20 — ZeeTE@20 s(e) .
2 x [TEQn]| > ccapazo S(€)

Table [ presents the PRatios and RP Ratios of our five methods (g), (d), (de),
(0), and (e) for only five relationships because of space limitations. Similar results are
obtained for the remaining five relationships. The shaded cells emphasize the maxi-
mum ratios of each relationship. The generalized flow based method (g) yields most of
the highest ratios. The ratios obtained by the methods without the double network, (0)
and (e), are significantly low for some relationships, such as the relationship between
petroleum and the USA. Using only the original directions of edges, few directed paths
exist from the source to the destination in the network. However, several important paths
formed by edges of different directions are mined by using the doubled network.

Fig. [10l presents the average E Ratios and RE Ratio of the edges of all the 10 re-
lationships obtained by each method. Similarly, Fig. [[T] presents the average P Ratios
and RP Ratio of the paths of the 10 relationships. Method (g) produces the highest
average ratios for both paths and edges. All methods yield high average F Ratios; they
can mine many edges representing strong explicit relationships. However, such edges
do not necessarily constitute a path important for a relationship. For example, the path
(George W. Bush, Yasuo Fukuda, Junichiro Koizumi) discussed above is constituted by

ERatioQn =
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Table 1. P Ratios and RP Ratios of paths

Relationship|Method P%%tw Pg%w ng(t)w R]Z@Pé%tw
g |0.88 0.87 0.71 0.64
Japan d 076 0.56 0.54 0.49
- de [0.84 0.69 0.61 0.55
Russia o 052 0.49 0.47 0.43
c 068 057 0.50 045
g (002 0.75 0.68 0.85
Petroleum | 4 |0.44 0.38 0.47 0.59
- de 10.76 057 053 0.66
USA o ]0.10 0.10 0.10 0.10
e 10.10 0.10 0.10 0.10
g [0.70 0.54 0.50 0.45
Buddhism d [0.58 0.5 0.43 0.39
o= de 1058 053 0.46 0.41
Sri Lanka ——5—10.64 0.52 0.48 0.43
e 1078 052 0.48 0.43
, g (040 0.46 0.45 0.47
Yoshiro d 1052 05 035 0.37
Mori de 1052 0.48 038 0.39
China o 1042 03 0.26 027
c 044 035 027 0.8
George W. |_ g [0.98 03 0.76 0.49
Bush d [0.80 0.82 0.74 0.47
= de |08 082 0.73 0.47
Junichiro o 1096 0.86 0.79 0.50
Koizumi ¢ 10.96 0.88 0.79 0.50

such edges, but is not important. With respect to paths, the method (g) produces signif-
icantly higher average ratios than the other methods. The methods without the doubled
network, (o) and (e), produce the lowest average ratios for paths, because paths formed
by edges of different directions cannot be mined by them. The methods without the
edge weight function, (o) and (d), produce lower ratios for paths than those using the
edge weight, (e) and (de), respectively. Therefore, we conclude that the generalized flow
based method is the best for mining many paths important for relationships, and that the
doubled network and the edge weight function are effective.

Evaluation of Disjoint Paths. We have proposed a technique for avoiding confluences
using the vertex capacity function in section4.4l We examine how many disjoint paths
were mined by each method, and how effective the technique is. For the selected 105
relationships, we first mine the top 20 and the top 50 paths by each of our five methods
and the generalized flow based method without the technique. We then count the disjoint
paths in the mined paths for each relationship. Fig. 12 (A) and Fig. 12 (B) depict the
average number of disjoint paths in the top-20 and that in the top-50 paths, respectively.
The symbol (g, w/ vc) denotes the generalized flow based method with the technique,
and (g, w/o vc) denotes that without the technique. Method (g, w/ vc) produced the
highest average number for both the top-20 and top-50 paths; especially, all the top-20
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Fig. 12. Number of disjoint paths mined by each method

paths are disjoint for all the 105 relationships. The naive methods without the doubled
network, (o) and (e), produced the lowest average numbers. Consequently, we observed
the following three facts: (1) Our technique is effective in mining disjoint paths. (2)
The naive method is inadequate for mining disjoint paths. (3) The doubled network is
effective in mining disjoint paths formed by edges of different directions.

As discussed in Section 2] we mine disjoint path to prevent an object appearing
multiple times in the mined paths. Therefore, we also evaluate how frequent an object
appears in the top-k paths. We compute the average object frequency f@Fk in the top-k
paths important for a relationship between s and ¢ mined by each method. Let Oy, be the
set of objects in the top-k paths, except s and ¢, and let ny, ; denote how many times the
j-th object o, ; € Oy, appears in the top-£ paths. Then, the average object frequency is

defined as fQk = leozlf’j . Note that fQk is at least 1. If f@k = 1, then every object
appears only once in the top-k paths; if a number of objects appear many times in the
top-k paths, then f@k becomes larger than 1. Fig. [I3]illustrates the average value of
fQE in the top-k paths mined by each method, for the selected 105 relationships. The
method (g, w/ vc) has the lowest f@Qk among all methods; especially, f@100 = 1.04
is almost equal to 1. That is, almost all objects appear only once in the top-100 paths
mined by the method (g, w/ vc). The method without setting the vertex capacity (g,
w/o vc) has higher f@Fk than the method (g, w/ vc). The naive methods without the
doubled network, (0) and (e), produced the highest fQFk; the values of fQ@Fk increase
dramatically as k increases. Consequently, we conclude that our technique of using the
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Fig. 13. Average object frequency in the top-k paths mined by each method

Table 2. Objects in the paths for relationship between “Japanese cuisine” and “Chinese cuisine”

The generalized flow base method (g)
Karaage (269), Chili pepper (402), Soy milk (103), Sesame oil (95), Mochi (345), Dashi
(305), Ginger (344), Donburi (119), Tonkatsu (215), Sashimi (477), Fried vegetables (87),
Jiaozi (341), Jellied fish (45), Yatai (412), Chazuke (164), Kenchin soup (47), Western Cui-
sine (77), Crab stick (58), Japanese noodle (1038)
The naive method (de)

Nouvelle Chinois (12), Three major world cuisine (10), Seafood (12), Wynn Macau (13),
Cooking School of West Japan (15), The Family Restaurant (15), Kazuhiko Cheng (31),
Radisson Hotel Bangkok (21), Hotel Laforet Tokyo (17), Banyan Tree Bangkok (18), Jellied
fish (45), West (Japanese restaurant chain) (19), Soup spoon (38), Grand Hyatt Fukuoka
(20), Grand Hyatt Singapore (16), Ship dish person (20), Resort Okinawa Marriott & Spa
(21), Hyatt Regency Osaka (22)

vertex capacity function is effective for avoiding redundant objects in the mined paths.
Many objects appear frequently in the paths mined by the naive methods, although the
doubled network is helpful for alleviating the redundancy issue.

Case Studies for Understanding Relationships. Table 2] presents the elucidatory ob-
jects in the top-20 paths important for the relationship between “Japanese cuisine” and
“Chinese cuisine,” mined by methods (g) and (de), respectively. The number in the
parentheses behind each object is the number of links going from or to the page repre-
senting the object in Wikipedia. Each object shown in Table 2l constitutes a mined path,
e.g. “Karaage” constitutes (Japanese cuisine, Karaage, Chinese cuisine). Method (g)
mines many Japanese foods originated in China, such as karaage, mochi, fried vegeta-
bles, jiaozi, Japanese noodle, and soy milk. Method (g) also mines some cooking ingre-
dients used in both cuisines, such as chili pepper, sesame oil, and ginger. On the other
hand, most elucidatory objects mined by method (de) are hotels or restaurants purveying
both cuisines. As discussed in Section 3l random walk based methods always underes-
timate popular objects; inversely, the weights of paths constituted by objects having
few links are always overestimated. As shown in Table[2] these hotels and restaurants
have few links in Wikipedia. Therefore, the naive methods based on CFEC overestimate
paths constituted by objects corresponding to these pages. However, method (g) mined
many important objects regardless of how many links the objects have. Therefore,
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Group Industries Label

0 Retailing, information and Conveniencestore, Vending machine, Emissions
communicationindustry, Trading, Transportation, Niigata, Industry,
Service, Traffic, Finance industry | Senko Co.,Ltd., Shima Spain Village

1 Construction industry, Fuel cell, Biofuel, Carbon footprint, Convenience
Manufacturing store, Emissions Trading, Industrial evolution, USA

2 Agriculture, Forestry, Afforestation, Local production for local
Fishingindustry consumption, Biodiesel, Biomass, Biofuel

Fig. 14. Classification for relationships between C' O and industries

we confirm that the generalized flow based method is more appropriate than the naive
methods for mining paths important for a relationship in Wikipedia.

5.3 Case Study: Classification for Relationships

We present an example of our classification for relationships from carbon dioxide, CO2,
to the top-10 industries strongly related to C'Os. Our method discussed in Section
then classifies the 10 industries into three groups. Fig. [[4] presents the groups and the
label for each group. By investigating the groups and the labels, a user could under-
stand the classification. In fact, the groups 0, 1, and 2 respectively correspond to the
tertiary sector, the secondary sector, and the primary sector of the economy. The la-
bel for group 2 includes “Afforestation,” “Local production for local consumption,”
“Biodiesel,” “Biomass,” and “Biofuel,” which are approaches performed in “Agricul-
ture,” “Forestry,” or “Fishing industry,” for decreasing C'O- emissions. The label for
group 0 also contains objects related to CO5 emitted by the industries in the group. For
example, “Shima Spain Village” is a famous amusement park in Japan, and “Senko Co.
Ltd.” is a Japanese Logistics company, both of which use renewable energy; "Niigata”
is one of the top three cities having high C'O5 emissions per capita in the transportation
industry of Japan. Similarly, the label for group 1 is helpful for understanding the rela-
tionships between C'O- and the industries in group 1. Consequently, we confirmed that
our classification method could give a user a better understanding of relationships.

6 Conclusion

We proposed a new approach for explaining a relationship between two objects by
mining disjoint paths connecting the objects on Wikipedia. We realized the approach by
proposing the naive method and the generalized flow based method. Our experiments
revealed that the generalized flow based method can mine many disjoint paths important
for relationships, and that the proposed technique for avoiding flow confluences is very
effective in improving the method. We ascertained that our classification, proposed as
an application of our approach, is also helpful for understanding relationships.

We plan to apply the mined paths for a relationship to Web search of images and
texts explaining the relationship.
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Abstract. In this paper we address the problem of preserving mining
accuracy as well as privacy in publishing sensitive time-series data. For
example, people with heart disease do not want to disclose their electro-
cardiogram time-series, but they still allow mining of some accurate pat-
terns from their time-series. Based on this observation, we introduce the
related assumptions and requirements. We show that only randomization
methods satisfy all assumptions, but even those methods do not satisfy
the requirements. Thus, we discuss the randomization-based solutions
that satisfy all assumptions and requirements. For this purpose, we use
the noise averaging effect of piecewise aggregate approximation (PAA),
which may alleviate the problem of destroying distance orders in ran-
domly perturbed time-series. Based on the noise averaging effect, we
first propose two naive solutions that use the random data perturbation
in publishing time-series while exploiting the PAA distance in comput-
ing distances. There is, however, a tradeoff between these two solutions
with respect to uncertainty and distance orders. We thus propose two
more advanced solutions that take advantages of both naive solutions.
Experimental results show that our advanced solutions are superior to
the naive solutions.

Keywords: data mining, time-series data, privacy preservation, simi-
larity search, data perturbation.

1 Introduction

In recent years privacy preserving data mining (PPDM) [2/4] has been investi-
gated extensively motivated by the current practice by private and public orga-
nizations of collecting large amounts of often sensitive data. The aim of PPDM
algorithms is to extract relevant knowledge from a large amount of data while
protecting at the same time sensitive information [4]. PPDM algorithms can be
classified into four categories[I]: random data perturbation, k-anonymization,
distributed privacy preservation, and privacy preservation of mining results.

In this paper we address the problem of preserving both privacy and mining
accuracy in publishing sensitive time-series data. Time-series data have been
widely used in many applications, and data mining on time-series data has been
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Fig. 1. A data flow model of independent data sources and third parties

actively studied [RIIO/TT]. Fig. [l shows the data flow model that we assume.
We use the centralized model [I213] where multiple independent data sources
provide their time-series to third parties. In this model, however, data sources do
not trust third parties, so they do not wish to provide their original time-series,
but they could still provide appropriately distorted time-series to get meaningful
mining results. Thus, we can say that accuracy preservation of mining results as
important as privacy preservation of sensitive time-series data.

To address both privacy and mining accuracy, we first setup a privacy model
that addresses the underlying assumptions and requirements. Our model has
three assumptions: full disclosure, equi-uncertainty, and independency. Full dis-
closure means that all information used in distorting and publishing time-series
can be revealed to third parties or attackers. Equi-uncertainty means that each
of distorted time-series has the same amount of uncertainty, which represents the
degree of difference between original and distorted time-series [13]. Independency
means that each time-series can be independently distorted without considering
other time-series. To meet our main goal of preserving privacy and mining ac-
curacy, we also derive two preservation requirements: uncertainty and distance
order. Uncertainty preservation means that original time-series cannot be recon-
structed from the published, distorted time-series. Distance order preservation
means that relative distance orders among time-series must be preserved after
the distortion. According to our analysis, only the random perturbation meth-
ods [I2/T3] satisfy all three assumptions, but even these methods do not satisfy
both the requirements. Therefore, we discuss the randomization-based solutions
that satisfy all assumptions and requirements of the privacy model.

For the purpose of preserving distance orders, we use the noise averaging effect
of piecewise aggregate approximation (PAA) []]. This notion is derived from a
simple intuition that the summation of random noise eventually converges to 0.
The noise averaging effect can alleviate the problem of distorting distance orders
in randomly perturbed time-series. PAA extracts a fixed number of averages from
a long time-series and uses those averages to compute the distance [§]. Since PAA
uses the averages in computing distances, it naturally exploits the noise averaging
effect on the distorted/published time-series. To exploit this noise averaging
effect, we use PAA distances in computing distances of the distorted time-series.

In this paper we propose naive and advanced solutions based on the random
perturbation and the noise averaging effect. Our first solution simply adopts
the random perturbation in publishing time-series, but it uses PAA distances
to preserve distance orders by exploiting the noise averaging effect. The simple
random perturbation, however, can be attacked by the wavelet filter [T3]. We thus
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propose another solution that uses the recent wavelet-based perturbation [I3]
which is secure against the wavelet filtering attack. These two solutions, however,
are in a tradeoff relationship with respect to uncertainty and distance orders. We
thus propose two more advanced solutions that take advantages of both naive
solutions. Our advanced solutions can be seen as an engineering approach that
preserves uncertainty and distance orders as much as possible through the recent
wavelet-based perturbation and the noise averaging effect of PAA.

Our solutions provide a very practical approach to publish time-series data
which well preserves mining accuracy as well as privacy. We do not use any
complicated cryptography techniques or SMC protocols [5], but simply adopt
an intuitive notion of the noise averaging effect and the wavelet-based secure
perturbation method. The contributions of the paper can be summarized as
follows. (1) We present a privacy model characterized by assumptions required in
a centralized data flow model and requirements for preserving privacy and mining
accuracy. (2) We discuss the notion of the noise averaging effect and show its
effectiveness in computing distances of the perturbed time-series. (3) We propose
two naive solutions that exploit the noise averaging effect and introduce two more
advanced solutions that represent a compromise in the tradeoff relationships
between those naive solutions. (4) Through extensive experiments we showcase
the superiority of our advanced solutions.

2 Proposed Privacy Model

Our privacy model uses the Euclidean distance [IOTT/I3] as the metric of
(dis)similarity between time-series since it has been widely used in many cluster-
ing or classification algorithms [I1]. Given two time-series X = {z1,...,2,} and
Y={y1,...,Yn}, the Euclidean distance D(X,Y) is defined as \/> 1, (z; — v;)2.
Our model assumes that each data source first distorts its time-series X to
X4 = {z¢,...,2%} independently, and then publishes the distorted time-series
X<, Attackers may try to recover the original time-series X from the published
time-series X for the malicious purpose of obtaining privacy-sensitive data. We
denote by X" = {27,...,2"} the recovered time-series recovered from X.
Under the data flows in Fig. [l our privacy model has three assumptions.

o Full disclosure: We assume that all information used in distorting time-
series can be revealed to third parties or attackers. It means that distortion
techniques and related parameters can be published.

o FEqui-uncertainty: We assume that every published time-series has the same
amount of distorted information. In other words, all distorted time-series
have the same amount of uncertainty. Here, the uncertainty represents the
degree of difference between original and distorted time-series. (We will for-
mally define it below.)

e Independency: We assume that each time-series can be independently dis-
torted without considering other time-series. This is because, as shown in
Fig. [l time-series are scattered in multiple independent data sources, and
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those sources do not interact with each other. Thus, each data source inde-
pendently distorts its time-series without interacting with other data sources
or third parties.

The major goal of our privacy model is to preserve privacy and at the same
time assure mining accuracy. To discuss about the privacy preservation first, we
use the uncertainty [13], also known as the mean square error or discrepancy [6],
as the metric of privacy. Uncertainty between an original time-series X and its
distorted time-series X is defined as u(X, X9) = >0 | |2; — 2¢|?; uncertainty
between X and its recovered time-series X" is defined as u(X, X") = > 1" | |z; —
27|2. The former uncertainty u(X, X¢) can be seen as the noise amount enforced
by the data source of X; the latter uncertainty u(X,X") the noise amount
remaining after the attack. Thus, the smaller difference between u(X, X9) and
u(X, X™) the better privacy preservation is[I3]. Based on this observation, we
formally define the uncertainty preservation and derive the privacy requirement.

Definition 1. Given an original time-series X, its distorted time-series X¢,
and its recovered time-series X", we say that the uncertainty of X< is preserved
if [u(X, X?%) — u(X, X")| is less than the user-specified threshold. O

Requirement 1. Uncertainty of the published time-series needs to be preserved
to assure that original time-series cannot be reconstructed from the published
ones. 0

We next discuss about the mining accuracy preservation. Different mining tech-
niques use different accuracy measures, and we thus introduce a notion of dis-
tance orders as a general measure of mining accuracy. Distance orders represent
the relative orders among distances between time-series. In general, preserving
both the absolute distances between time-series and their privacy is difficult.
However, preserving the relative orders among distances is enough for providing
higher accuracy in most mining algorithms [7]. Based on this observation, we use
the notion of distance order preservation for assuring mining accuracy.

Definition 2. Let O, A, and B be time-series, and O%, A?, and B¢ be the
corresponding distorted time-series, respectively. We say that the distance order
among O, A, and B is preserved if one of the following implications holds (i.e.,
if their relative order of distances is not changed).

D(0,A4) <D(0,B) = D(0% A" < D(0",BY),
D(0,A) > D(0O,B) = D(0% A%) > D(0? BY)

Using Definition [2] we now derive the mining accuracy requirement.

Requirement 2. Distance orders among time-series need to be preserved for
the purpose of providing high quality of mining results. ]

We analyzed existing solutions with respect to the assumptions and requirements
in our privacy model. In our comparison, we only considered approaches that can
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be applied to time-series data. (For the detailed analysis of existing solutions,
refer to Section [6l) The analysis result shows that, except for random data per-
turbation solutions in [2I13], all privacy preserving solutions do not satisfy one
or more assumptions. This is because most solutions assume some constraints
on distortion techniques or underlined environments. The randomization meth-
ods, which distort time-series by adding white noise locally and independently,
satisfy all three assumptions, but even those methods do not satisfy both the
requirements. Therefore, in this paper we aim at finding the best solution that
solves the following problem.

Problem Statement. In publishing time-series, find a solution that satisfies
the three assumptions of full disclosure, equi-uncertainty, and independency and
the two requirements of privacy preservation and distance order preservation. [

3 PAA-Based Intuitive Solutions

3.1 Noise Averaging Effect of PAA

Random data perturbation (randomization in short) generates white noise based
on uniform or Gaussian distributions and adds that noise to original time-series.
More formally, for a time-series X, the randomization generates a noise time-
series N = {ny,...,n,} with mean 0 and standard deviation o and constructs
a distorted time-series as X¢ = {z; +n1,..., 2, + n,}. Obviously, the standard
deviation o equals to u(X, X%), the uncertainty between original and published
time-series. Full disclosure, the first assumption, is satisfied since we do not hide
any information including the mean and standard deviation. Equi-uncertainty,
the second assumption, is also satisfied since we use the same standard deviation
for all time-series. Independency, the third assumption, is trivially satisfied since
each time-series reflects its own noise time-series. Thus, the only thing we need
to consider in randomization is whether it satisfies two requirements or not.

Randomization is known to well preserve privacy, but not mining accu-
racy [II]. White noise makes it difficult to disclose the exact value of each en-
try, but at the same time it destroys distance orders among time-series. As
we increase the amount of noise for better privacy, mining accuracy decreases
rapidly [IT]. To solve this problem, we use the noise averaging effect, which is
derived from a simple intuition that the summation of white noise eventually
converges to 0 since the mean of noise is 0. To exploit the noise averaging effect
in computing the distance between two distorted time-series, we simply use their
averages of multiple entries instead of individual entries.

In this paper we use the noise averaging effect of PAA [8]. PAA transforms a
time-series X (= {z1,...,2,}) and its distorted time-series X% (= {¢,...,22})

to their averaged sequences X (= {Z1,...,Zs}) and X% (= {z¢,... ,a?‘}}):

n

fZ
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As shown in Eq. (), PAA gets an average from each interval, and we thus
naturally exploit the noise averaging effect if we use PAA in computing the
distance. For this purpose, we define the PAA distance between two distorted
time-series as follows.

Definition 3. Given two distorted time-series X% and Y'?, their PAA distance,
denoted as PD(X9,Y?), is defined as follows:

f
PD(X"Y") = DX YY) =, | (zd - gd)2. (2)
i=1

Using PAA distances instead of original distances we may alleviate the problem
of destroying distance orders.

3.2 RAND: Random Data Perturbation and PAA Distances

Our first solution, called RAND, uses the randomization without any modifica-
tion in distorting time-series, but it uses the PAA distance in comparing distance
orders. Algorithm [ shows the distortion procedure of RAND, which is simple
and self-explained. In Line 1, GaussRand(0, o) generates a white noise based
on the Gaussian distribution. According to the data flow model of Fig. [l each
data source publishes its time-series using RAND, and third parties mine the
meaningful patterns using the PAA distance to get the higher mining accuracy.

Algorithm 1. RAND(X = {z1,...,2,}, 0)
1: Generate a noise time-series N where n; :=GaussRand(0, 0);

2: Make a distorted time-series X¢ from X and N; // ¢ =z 4+ ny
3: Publish the distorted time-series X¢ to third parties;

According to our preliminary experiment, the PAA distance in RAND closely
preserves distance orders, and it thus improves the mining accuracy. RAND,
however, has a critical problem in preserving privacy. The problem is that white
noise can be easily removed by the wavelet filter [I3]. Example [l shows how we
can remove the white noise from the distorted time-series.

Example 1. In Fig. [ we first distort an original time-series X to X¢ by adding
20% of noise. We then perform the discrete wavelet transform (DWT) on X ¢ and
get wavelet coefficients from X ¢. Through DWT, most energy is concentrated on
the first few coefficients. We next filter the less energy coeflicients whose absolute
values are less than o [I3]. We finally recover the time-series through the inverse
DWT. As a result, the recovered time-series X" has only 4.8% of white noise.
It means that the uncertainty is significantly reduced from 20% (= u(X, X%)) to
4.8% (= u(X, X")) by the wavelet filter. O

Likewise, the uncertainty, i.e., the white noise can be removed by the wavelet
filter, and we can say that privacy is not well preserved in RAND.
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Fig. 2. Recovery of similar time-series by the wavelet filter

3.3 WAVE: Wavelet-Based Noise and PAA Distances

Papadimitriou et al.[I3] pointed out the privacy problem of randomization and
proposed a novel solution to avoid the filtering attack. Their solution generates
a noise time-series by considering wavelet coefficients of an original time-series;
more specifically, less energy coefficients have no contribution to making a noise
time-series, but higher energy coefficients have much contribution to making it.
Fig. B shows how their solution makes a distorted time-series. As shown in the
figure, we first get a sequence of wavelet coeflicients, X* = {z%,..., 2%}, from an
original time-series X. We then construct a sequence of noise coefficients, N* =
{n¥,...,n¥}, based on X™. A noise coeflicient n¥" is set to 0 if its corresponding
wavelet coefficient z}” is less than the given uncertainty o; in contrast, n;" is set to
GaussRand(0, c- o) if 2 is not less than o, where ¢ = \/n/|{z|z} > o}| (vefer
to [I3] for details). This process explains that less energy coefficients are ignored,
but higher energy coefficients have much noise. We next make a noise time-series
N from N™ through the inverse DWT. We finally obtain a distorted time-series
X4 by adding N to X and publish it to third parties. Papadimitriou et al.[L3]
showed that the noise of the resulting time-series was not removed by the wavelet
filter, and the uncertainty was preserved well.

We now propose another randomization method, called WAVE, which uses
the wavelet-based noise [13] in distorting time-series. WAVE solves the recover-
ing problem of RAND by using the wavelet-based noise, but it still uses the PAA
distance in comparing distance orders. The formal algorithm of WAVE is given

original time-series wavelet coefficients X ={x{’ ... x’} (2) making noise coefficients
X={x; ... x,} Coow © _ 0.
(l)DWT if (x; <§) n’ =0;
PN else 7’ = GaussRand(0 c-o);
h——

noise wavelet coefficients
w w w
NY={n" ... n;}

distorted time-series noise time-series
X' = . &) N={n ... n,}
+A
Aol =i @ s Pl mET T . | l-
- n”N (4) addition ! H 1 (3) inverse DWT |2

Fig. 3. WAVE-based noise time-series and its distorted time-series
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in Algorithm 2l In Line 1, we get wavelet coefficients from the given time-series.
In Lines 2-6, we obtain noise coefficients by considering energy of original coeffi-
cients. In Line 7, we make a noise time-series from the noise coefficients through
the inverse DWT. In Lines 8-9, we construct a distorted time-series and publish
it to third parties. Like RAND, each data source publishes its time-series using
WAVE;, and third parties use the PAA distance to mine the meaningful patterns.

Algorithm 2. WAVE(X = {z1,...,2,}, 0)
: Get a sequence X of wavelet coefficients from X;
c:=/n/|{zy|z? > o};
: for i:=1tondo // get aseq. NV of noise wavelet coeflicients
if x}" < o then nj’ := 0;
else nj’ :=GaussRand(0,c- o);
end-for
Make a noise time-series N from N through the inverse DWT;
Get a distorted time-series X¢ from X and N; // 2 =2+
Publish the distorted time-series X¢ to third parties;

WAVE, however, incurs another problem of destroying distance orders. Ac-
cording to our experiment, distance orders are severely destroyed in WAVE even
though we use the PAA distance. The reason why WAVE destroys distance or-
ders is that only a few high levels of wavelet coefficients are considered to make
a noise time-series. That is, most noise is concentrated on a very small part
of noise wavelet coefficients. This concentration simply makes WAVE stronger
against the wavelet filtering attack and preserves the uncertainty well, but at
the same time it significantly destroys distance orders.

4 Advanced Solutions

As we explained in Section[3] RAND has a problem in preserving privacy; WAVE
has another problem in preserving distance orders. In other words, RAND is an
extreme example of focusing on distance orders; WAVE is an extreme example
of focusing on privacy. It means that there can be some intermediate solutions in
between RAND and WAVE. In this section we discuss those advanced solutions
that take advantages of both RAND and WAVE.

4.1 SNIL: Spread Noise to Intermediate Wavelet Levels

Our first advanced solution, called SNIL, spreads the noise to intermediate levels
of wavelet coefficients when making a noise time-series. SNIL comes from an
observation that WAVE concentrates most noise to only a few high levels of
wavelet coefficients, and this concentration destroys distance orders. Based on
this observation, SNIL spreads the noise to several intermediate levels instead of
a few high levels. By not using a few high levels, some of noise can be removed
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by the wavelet filter; in contrast, by using intermediate levels rather than low
levels, much noise can be preserved as the uncertainty. Moreover, using the PAA
distance SNIL preserves distance orders relatively well since it spreads the noise
to several levels of wavelet coefficients.

Algorithm [ shows the distortion procedure of SNIL. As inputs to the al-
gorithm, start and end levels, [ and [, are given together with an original
time-series X and the uncertainty o. We let I; be lower than [, in wavelet lev-
els. Thus, if the highest level is L (= logy, n), the start and end levels, I and
le, have 207t and 287l (< 2F=Ls) coefficients, respectively. Like Algorithm [2]
in Line 2 we compute how many coefficients will have the noise and obtain the
constant factor ¢ of that noise. In Lines 3-6 we assign the noise to the coefficients
whose levels are in between start and end levels. This noise assignment spreads
the given uncertainty to intermediate levels of [; to l.. The rest of Algorithm
is the same as Algorithm 2l Compared to WAVE, SNIL spreads the noise to
more wavelet levels. This spread leads a well distribution of noise compared with
WAVE, and through this well distribution we get the noise time-series that is
strong to the wavelet filter and adequate to the PAA distance.

Algorithm 3. SNIL(X = {z1,...,2,}, o, start I, end [.)
: Get a sequence X™ of wavelet coefficients from X;
c:= \/n/ Z;;ls 2L=t /)] Z;;ls 2L=1: the number of coefficients in Is to I levels
: fori:=1tondo //getaseq. N of noise wavelet coefficients
if z}"’s level is in [ls, le] then n}’ :=GaussRand(0, ¢ 0);
else n}’ :=0;
end-for
Make a noise time-series N from N through the inverse DWT;
Get a distorted time-series X¢ from X and N; /] x? =z, +n
Publish the distorted time-series X¢ to third parties;

Start and end levels of I, and [, represent on which levels we concentrate the
noise. If those levels are close to the highest level (= L), the resulting time-series
becomes similar to that of WAVE; in contrast, if those levels are close to the
lowest level (= 1), the resulting time-series becomes similar to that of RAND.
In this paper we use E log, nw as s and Li log, nJ as l.. This is based on the
real experimental result on random walk time-series such that if I, is lower than
(% log, nw , too much noise is removed by the wavelet filter, and if [, is higher than
LZ log, nJ, too many distance orders are destroyed. We also note that optimal
ls and [, vary slightly according to the data set. For simplicity, however, we use
E log, n} and LZ log, nJ only in the experiment of Section

4.2 DAPI: Divide And Perturb Independently

The second advanced solution, called DAPI, divides a time-series into several
pieces and perturbs those pieces independently. DAPI exploits the noise aver-
aging effect on each piece of a time-series by adding the noise to that piece
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independently. Regarding each piece as a unit of computing the PAA distance,
we can easily exploit the noise averaging effect in DAPI. On the other hand,
considering the wavelet filter we use the same distortion procedure of WAVE in
distorting each piece, i.e., it computes a wavelet-based noise for each piece and
adds the noise to that original piece.

Fig. @ depicts the distortion procedure of DAPI. (We omit the detailed algo-
rithm due to space limitation.) As shown in the figure, before adding the noise,
we divide a time-series of length n into p pieces of length Z and localize the noise
to individual pieces; after dividing the time-series, we add the same amount of
noise to those pieces independently to enforce the given uncertainty o.

original time-series P pieces of time-series

X=ly . %} Xo4 Y, ... v}
s (1) division |

Rl W VN
A
distorted time-series noise time-series noise coefficients of p pieces
) N={m

(2) making noise coefficients for each piece

X = (.. s e Ny o N =0 N . Ny}

1 (3)inverse DWT f—t—p— 1+ ¢+ k1
< @ % i M & concatenation L+ F
addition

Fig. 4. DAPI-based noise time-series and its distorted time-series

To use DAPI in distorting time-series, we need to determine p, the number of
pieces. We note that, as p increases, the number of entries (= Z) contained in a
piece decreases. The smaller number of entries (i.e., the larger number of pieces)
makes it difficult to add the given uncertainty correctly, but it well preserves
distance orders. This is because a small length time-series cannot have a large
amount of noise while its average relatively well reflects all entries. In contrast,
the larger number of entries (i.e., the smaller number of pieces) well preserves
the uncertainty, but it does not preserve distance orders well. In other words, as
we increase the number of pieces, DAPI shows a similar trend with RAND; in
contrast, as we decrease the number, it shows a similar trend with WAVE. We
use é and i of wavelet levels in SNIL, and thus, to be consistent with SNIL, we
choose their average g (: (é + i) /2) as the number of pieces in DAPI. More
precisely, we set p to a factor of n that is closest to g logy 1.

5 Experimental Evaluation

From the UCR data[9], we selected three data sets, CBF (143 time-series of
length 60), ECG200 (600 time-series of length 319), and Two Patterns (512 time-
series of length 1,024), which were suitable for evaluating clustering or clas-
sification algorithms on time-series data. We implemented our four distortion
methods and measured three evaluation metrics: (1) uncertainty preservation,
how many time-series preserved their uncertainty after the distortion; (2) dis-
tance order preservation, how many time-series preserved their distance orders;
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(3) clustering accuracy preservation, how many clusters preserved their original
clusters. In particular, for the clustering accuracy preservation, we first obtained
the actual clustering result from the original data and then compared it with
the result of the distorted data. The hardware platform was SUN Ultra 25 work-
station equipped with UltraSPARC IIIi 1.34GHz CPU, 1.0GB RAM, and an
80GB HDD; its software platform was Solaris 10. We used C/C++ language for
implementing our solutions and k-means clustering algorithm.

5.1 TUncertainty Preservation

To evaluate the uncertainty preservation, we compared (1) the distorted time-
series, which was generated by adding the noise to the original time-series, and
(2) the recovered time-series, which was obtained by applying the wavelet fil-
ter to the distorted time-series. Through these two steps, we investigated how
much noise was remained after the filtering attack; more specifically, for a given
time-series X, we compared the remaining uncertainty «(X, X") with the given
uncertainty u(X, X%). In the experiment, we measured u(X, X%) and u(X, X")
for every time-series X, and used their average as the result.

Fig. [ shows the experimental result on uncertainty preservation. First, in
Fig.[Bl(a) of CBF, we note that WAVE shows the best result while RAND shows
the worst result. This is because WAVE extremely focuses on preserving the
uncertainty while RAND extremely focuses on preserving distance orders. In Fig.
[l(a) we also note that our advanced solutions, SNIL and DAPI, are in between
WAVE and RAND. In particular, SNIL, which tries to spread the noise to many
wavelet levels, is comparable with WAVE in preserving the uncertainty. This
is because, even though the given noise is spread to many wavelet coefficients,
a large portion of the noise is still concentrated on a small number of higher
wavelet levels, and it is not easily removed by the wavelet filter. On the other
hand, DAPI is relatively worse than SNIL because it has difficulty in generating
the full amount of noise due to the small size of individual pieces.

Figs.[Bl(b) and (c¢) of ECG200 and Two Patterns show the similar trend with
Fig.Bl(a) of CBF. In summary, our advanced solutions take advantage of WAVE
and show the better uncertainty preservation compared with RAND. In partic-
ular, SNIL is comparable with WAVE in preserving the uncertainty.

‘ ->—RAND —=—WAVE A—SNIL —<—DAPI ‘
N et ave i ppwe s el | B s
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Fig. 5. Experimental result on uncertainty preservation
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5.2 Distance Order Preservation

We constructed 10,000 triplets from each data sets. Each triplet consisted of three
time-series as in Definition P2l We measured how much percent of triplets pre-
served their distance orders by investigating all 10,000 triplets for each method.

Fig. @ shows the experimental result on distance order preservation. As shown
in the figure, for all three data sets, RAND shows the best result, but WAVE
shows the worst result. This trend is exactly opposite to that of uncertainty
preservation. As we explained earlier, this is because RAND emphasizes distance
orders while WAVE focuses on uncertainty. Similar to uncertainty preservation,
our advanced solutions are in between RAND and WAVE by taking advatage
of RAND in preserving distance orders. Unlike Fig. B however, DAPI is better
than SNIL in Fig. [6] because DAPI well preserves the PAA distance by dividing

a long time-series into smaller pieces.
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Fig. 6. Experimental result on distance order preservation

A notable point in comparing Figs. Bl and [0l is a tradeoff between uncer-
tainty (i.e., privacy) and distance orders (i.e., mining accuracy). The uncertainty
result of “RAND < DAPI < SNIL < WAVE” is exactly opposite to the distance
order result of “WAVE < SNIL < DAPI < RAND.” In case of SNIL and DAPI,
we can emphasize one of uncertainty and distance orders by adjusting the input
parameters ((ls, l.) in SNIL and p in DAPI). Thus, we can say SNIL and DAPI
are more flexible than other methods in adjusting the tradeoff relationship.

5.3 Clustering Accuracy Preservation

We also experimented the actual clustering accuracy of the proposed distortion
methods. As the measure of clustering accuracy, we used F-measure [11], which
was widely used in information retrieval or data mining to evaluate the accu-
racy of retrieved or mined results. F-measure was computed by comparing the
resulting clusters of original time-series and those of distorted time-series. In our
experiment, the higher F-measure means the more accurate clustering result.
For the detailed explanation about F-measures, readers are referred to [I1].
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After executing the k-means algorithm for the distortion methods, we obtain
their F-measures, respectively. We omit the experimental result of F-measures
since it is very similar to that of distance order preservation in Fig.[6l This means
that preserving distance orders well reflects preserving clustering (or mining) ac-
curacy. In other words, if a distortion method preserves distance orders well, it
also preserves mining accuracy well. In summary, like the distance order preser-
vation, RAND is the best while WAVE is the worst, and the advanced solutions
are still in between RAND and WAVE.

6 Related Work

PPDM solutions can be classified into four categories [I]: random perturba-
tion [6IT3], k-anonymization [3], distributed privacy preservation [5], and privacy
preserving of mining results [I4]. We review these solutions w.r.t. our approach.

First, the random data perturbation adds white noise to the data in order
to mask the sensitive values of data [I]. Agrawal and Srikant [2] first proposed
random perturbation-based PPDM solutions. This random perturbation can be
easily used for adding noise to time-series data, but it distorts distance orders as
well and eventually incurs bad mining accuracy [I3] (refer to RAND). Geomet-
ric transformation [I2] and rotation perturbation [6] were proposed to get a set
of distorted time-series from a set of original time-series. These solutions pro-
vide higher clustering/classification accuracy. However, they cannot deal with
an individual time-series of a specific data source, and their related parameters
should not be disclosed to preserve privacy. Papadimitriou et al. [I3] proposed a
novel perturbation solution which generated the wavelet-based noise to preserve
privacy (i.e., uncertainty) against the filtering attack. This solution, on which
our WAVE and advanced solutions are based, satisfies all three assumptions and
the privacy preservation requirement, but it is still inadequate to the distance
order preservation requirement as we explained in WAVE.

Second, k-anonymization increases anonymity of data by reducing the gran-
ularity of data representation with the use of generalization and suppression [IJ.
We can adopt the concept of k-anonymity in publishing time-series as follows:
“Ensure at least k time-series should be similar.” This anonymity problem is
orthogonal to ours, and we may use our solutions to solve this problem.

Third, distributed privacy preservation provides secure mining protocols for
the distributed environment. In general, those solutions use the cryptography-
based secure multiparty computation (SMC) techniques to preserve data privacy
of individual entities. Clifton et al. [5] proposed various types of SMC operations
and used those operations for privacy preserving clustering and association rule
mining. Those SMC-based solutions, however, are not suitable for our privacy
model since in their solutions data sources need to co-work together, or some
encryption parameters should be hidden from others.

Fourth, privacy preserving of mining results prevents the outputs (i.e., mining
results) from disclosing data privacy [I]. For example, Verykios et al. [T4] pro-
posed solutions to hide the sensitive association rules that might disclose private
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data. We can also adopt this concept in publishing time-series as follows: “En-
sure that the original time-series cannot be recovered even though the mining
results are published.” This output problem is also orthogonal to our distortion
problem, and we may use our solutions to solve this problem.

Recently, Mukherjee and Chen [I1] proposed a novel solution to privacy pre-
serving clustering on time-series data. Their solution published a few Fourier
coefficients instead of a whole time-series. Since the Fourier coefficients well pre-
serve the Euclidean distance, their solution provides a higher clustering accuracy.
However, it may cause privacy breach if positions of coefficients are revealed. To
avoid this problem, they tried to hide the exact positions through the sophisti-
cated permutation protocol [I1]. However, the positions can be easily revealed if
only one original time-series and its published coefficients are disclosed.

7 Conclusions

Time-series data are very sensitive since a time-series itself may disclose its cor-
responding private information (e.g., identifier). Thus, preserving both privacy
and mining accuracy is an important issue in publishing time-series data. In this
paper we presented naive and advanced solutions which considered mining accu-
racy preservation as well as privacy preservation. Our work can be summarized
as follows. First, we proposed a privacy model of publishing sensitive time-series
data and derived the related assumptions and requirements. Second, we analyzed
the randomization-based solutions on the privacy model and presented their com-
mon problems. Third, we introduced a notion of the noise averaging effect of
PAA and explained that the PAA distance might well preserve distance orders
for the higher mining accuracy. Fourth, we proposed two naive randomization
methods by exploiting the PAA distance. Fifth, to take advantages of both naive
solutions, we proposed two more engineering solutions. Sixth, through extensive
experiments, we showcased the superiority of our solutions.
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Abstract. This paper proposes the concept of generalized sentinel rules (sen-
tinels) and presents an algorithm for their discovery. Sentinels represent schema
level relationships between changes over time in certain measures in a multi-
dimensional data cube. Sentinels notify users based on previous observations,
e.g., that revenue might drop within two months if an increase in customer prob-
lems combined with a decrease in website traffic is observed. If the vice versa
also holds, we have a bi-directional sentinel, which has a higher chance of being
causal rather than coincidental. We significantly extend prior work to combine
multiple measures into better sentinels as well as auto-fitting the best warning pe-
riod. We introduce two novel quality measures, Balance and Score, that are used
for selecting the best sentinels. We introduce an efficient algorithm incorporating
novel optimization techniques. The algorithm is efficient and scales to very large
datasets, which is verified by extensive experiments on both real and synthetic
data. Moreover, we are able to discover strong and useful sentinels that could not
be found when using sequential pattern mining or correlation techniques.

1 Introduction

The Computer Aided Leadership and Management (CALM) concept copes with the
challenges facing managers that operate in a world of chaos due to the globalization of
commerce and connectivity [[10]]; in this chaotic world, the ability to continuously react
is far more crucial for success than the ability to long-term forecast. The idea in CALM
is to take the Observation-Orientation-Decision-Action (OODA) loop (originally pio-
neered by “Top Gun'fl fighter pilot John Boyd in the 1950s), and integrate business
intelligence (BI) technologies to drastically increase the speed with which a user in an
organization cycles through the OODA loop. One way to improve the speed from ob-
servation to action is to expand the “time-horizon” by providing the user of a BI system
with warnings based on “micro-predictions” of changes to an important measure, of-
ten called a Key Performance Indicator (KPI). A generalized sentinel rule (sentinel for
short) is a causal relationship where changes in one or multiple source measures, are
followed by changes to a rarget measure (typically a KPI), within a given time period,
referred to as the warning period. We attribute higher quality to bi-directional sentinels
that can predict changes in both directions, since such a relationship intuitively is less
likely to be coincidental. An example of a sentinel for a company could be: “IF Num-
ber of Customer Problems go up and Website Tra