


Lecture Notes
in Business Information Processing 61

Series Editors

Wil van der Aalst
Eindhoven Technical University, The Netherlands

John Mylopoulos
University of Trento, Italy

Michael Rosemann
Queensland University of Technology, Brisbane, Qld, Australia

Michael J. Shaw
University of Illinois, Urbana-Champaign, IL, USA

Clemens Szyperski
Microsoft Research, Redmond, WA, USA



Francesco Buccafurri
Giovanni Semeraro (Eds.)

E-Commerce
and Web Technologies

11th International Conference, EC-Web 2010
Bilbao, Spain, September 1-3, 2010
Proceedings

13



Volume Editors

Francesco Buccafurri
Università degli Studi Mediterranea di Reggio Calabria
DIMET Dept.
via Graziella, loc. Feo di Vito, 89122 Reggio Calabria, Italy
E-mail: bucca@unirc.it

Giovanni Semeraro
Università degli Studi di Bari
Dipartimento di Informatica
Via E. Orabona, 4, 70126 Bari, Italy
E-mail: semeraro@di.uniba.it

Library of Congress Control Number: 2010932190

ACM Computing Classification (1998): J.1, K.4.4, I.2.11, H.3.5, H.4

ISSN 1865-1348
ISBN-10 3-642-15207-4 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-15207-8 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2010
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper 06/3180 5 4 3 2 1 0



Preface 

 

After the lesson learned during last years and following the successful edition of  
EC-Web 2009, for its 11th edition EC-Web tried to provide a clearer description of 
the electronic commerce universe focusing on some relevant topics. The main focus 
was not only on Internet-related techniques and approaches. The aim of EC-Web 
2010 was to also cover aspects related to theoretical foundations of e-commerce, 
business processes as well as new approaches exploiting recently emerged 
technologies and scenarios such as the Semantic Web, Web services, SOA 
architectures, mobile and ubiquitous computing, just to cite a few. Due to their central 
role in any realistic e-commerce infrastructure, security and privacy issues were 
widely considered, without excluding legal and regulatory aspects. The choice of the 
above relevant topics directly reflects the fact that electronic commerce (EC), in the 
last few years, has changed and evolved into a well-established and founded reality 
both from a technological point of view and from a scientific one. Nevertheless, 
together with its evolution, new challenges and topics have emerged as well as new 
questions have been raised related to many aspects of EC.  

Keeping in mind the experience of the last edition of EC-Web, we maintained, for 
its 11th edition, the structure and the scientific organization of EC-Web 2009, aiming 
to highlight the autonomous role of the different (sometimes heterogeneous) aspects 
of EC, without missing their interdisciplinary scope. Thus, we organized the 
conference into four “mini-conferences,” each for a relevant area of EC and equipped 
with Area Chairs. Both the submission and the review process reflected the 
organization into the four tracks, namely: Agent-Based Electronic Commerce (Chairs: 
Helder Coelho - Fernando Lopes), Service-Oriented E-Commerce and Business 
Processes (Chair: Florian Daniel), Recommender Systems (Chairs: Marco de Gemmis 
- Pasquale Lops) and E-Payment, Security and Trust (Chair: Barbara Masucci).  

We received a broad spectrum of submissions and we are confident that the papers 
that were finally selected for publication and presentation contribute to a better 
understanding of EC issues and possibilities in the Web 2.0 and Web 3.0 eras. We are 
grateful to all authors for their submissions. All papers were reviewed by at least three 
reviewers, either members of the Program Committee or external experts in the field. 
In all, 45 papers were submitted and the Program Committee selected the 22 papers 
published in this volume. We received submissions from 18 different countries 
located in four continents, namely, Austria, Australia, Belgium, Canada, France, 
Germany, Greece, Ireland, Italy, Portugal, Romania, Slovakia, Spain, Taiwan,  
The Netherlands, Turkey, the UK, and the USA. 

The three invited speakers provided a fundamental contribution to the success of 
the conference. Specifically, Ricardo Baeza-Yates outlined the science and the 
technology behind Web advertising, while Tommaso Di Noia and Azzurra Ragone 
presented different semantic-based approaches to matchmaking and negotiation in 
electronic markets, showing how semantics can lead to a new generation of EC 
systems. 
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We wish to thank Track Chairs Helder Manuel Ferreira Coelho, Florian Daniel, 
Marco de Gemmis, Fernando Lopes, Pasquale Lops and Barbara Masucci for their 
valuable contribution and support as well as all the Program Committee members of 
each track and external reviewers. Our thanks also go to Roland Wagner and to 
Gabriela Wagner for their great support in every single step of the organization. We 
do not forget Amin Anjomshoaa, who supported us with ConfDriver and changed the 
system according to our needs, and Leo Iaquinta, Cataldo Musto and Fedelucio  
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Resource Recommendation in
Collaborative Tagging Applications

Jonathan Gemmell, Thomas Schimoler, Bamshad Mobasher, and Robin Burke

Center for Web Intelligence
School of Computing, DePaul University

Chicago, Illinois, USA
{jgemmell,tschimoler,mobasher,rburke}@cdm.depaul.edu

Abstract. Collaborative tagging applications enable users to annotate online re-
sources with user-generated keywords. The collection of these annotations and
the way they connect users and resources produce a rich information space for
users to explore. However the size, complexity and chaotic structure of these
systems hamper users as they search for information. Recommenders can assist
the user by suggesting resources, tags or even other users. Previous work has
demonstrated that an integrative approach which exploits all three dimensions of
the data (users, resources, tags) produce superior results in tag recommendation.
We extend this integrative philosophy to resource recommendation. Specifically,
we propose an approach for designing weighted linear hybrid resource recom-
menders. Through extensive experimentation on two large real world datasets,
we show that the hybrid recommenders surpass the effectiveness of their con-
stituent components while inheriting their simplicity, computational efficiency
and explanatory capacity. We further introduce the notion of information chan-
nels which describe the interaction of the three dimensions. Information channels
can be used to explain the effectiveness of individual recommenders or explain
the relative contribution of components in the hybrid recommender.

Keywords: Collaborative Tagging, Information Channel, Hybrid Recommender.

1 Introduction

Collaborative tagging applications such as Citeulike1 and LastFM2 allow users to anno-
tate online resources with arbitrary tags. These tags aid users as they organize, share and
navigate online content. Tagging applications have many advantages over more tradi-
tional web applications. Resources are categorized by several tags, rather than a single
branch of a hierarchy. Tagging systems also benefit from the opinions of many users
rather than a dominant view provided by a few ‘experts.’ They are consequently more
nimble, able to adjust to a changing vocabulary and absorb trends quickly.

While recommendation algorithms are a staple of many online applications, the com-
plex data structure makes them even more critical in tagging systems. Resources, tags

1 www.citeulike.org
2 www.last.fm

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 1–12, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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or even other users can be recommended in a variety of contexts. Moreover, the recom-
menders must contend with a three-dimensional information space.

To better understand the flow of information within tagging data, we propose the
notion of information channels and provide two metrics for their evaluation. Informa-
tion channels describe the level of interaction between users, resources and tags. The
quality of these interactions can impact the effectiveness of various recommendation
algorithms.

Leveraging the three-dimensional information requires an integrative technique.
Graph models and tensor factorization, for example, have been successfully used for
the recommendation of tags. These approaches have two drawbacks: they often rely
on computationally complex algorithms which may not be practically scalable to real
online systems; and they produce models which are difficult to interpret.

In this work, we turn our attention to resource recommendation and propose the
use of linear weighted hybrid recommenders. This integrative technique combines the
output of several component recommenders. The hybrid maintains the simplicity, com-
putational efficiency and explanatory powers of its components.

The rest of the paper is organized as follows. In Section 2 we present related work
on recommendation techniques. Section 3 introduces information channels. We present
our linear weighted hybrid scheme in Section 4. Our experimental results and evaluation
are offered in Section 5.

2 Related Work

One of the first techniques to demonstrate the value of an integrative approach was
FolkRank [8], an adaptation of the well known PageRank algorithm for collaborative
tagging data. While this approach produces excellent results in tag recommendations,
its computational requirements make it ill suited for large scale deployment. This ap-
proach works best when it can triangulate elements from one dimension (i.e. tags) given
elements from the two other dimensions (i.e. a users and a resource). For resource rec-
ommendation, however, the input consists solely of a user. FolkRank is unable to effec-
tively exploit its graph model and produces inferior results.

Tensor factorization is another integrative solution for making recommendations in
tagging applications. Tucker decomposition is one such example that factors the three
dimensional tagging data into three features spaces and a core residual tensor [18,19].
This method predicts the relevance of elements from one dimension of the data given
elements from the other two dimensions. Unlike FolkRank the time required to produce
a recommendation is quite fast. However, the time required to build the model is far too
great to be applicable to any real world application.

A pair-wise interaction tensor factorization model has also been proposed which
offers far more reasonable running times in both the building of the model and the pro-
duction of recommendations [12,13]. It has been used to optimize the ranking of tags
given the user-resource pairs in the data. Tags may then be recommended for a new
user-resource pair. While this model captures user-tag and resource-tag interactions, it
does not directly capture the relation between users and resources making it ill suited for
resource recommendation. It remains unclear if the algorithm can be adapted to identify
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user-resource interactions without breaking certain assumptions inherent in the model.
All these techniques are unable to explain why a recommendation has been made.

Our previous work on tag recommendation [3,4] has demonstrated that hybrid algo-
rithms [1] can integrate the three dimensions of the data. Linear weighted hybrids were
constructed from a mixture of popularity based, model based and collaborative filter-
ing algorithms. The most successful hybrids were those that incorporated component
recommenders that relied on complimentary dimensions of the data. In this work we
extend this approach to resource recommendation.

3 Information Channels

We begin this section by discussing the data model. We then discuss how an under-
standing of the data model facilities the notion of information channels, the interaction
between users, resources and tags. We provide two metrics for analyzing the strengths
of information channels and briefly discuss how they can be used to explain the perfor-
mance of recommenders.

At the heart of a collaborative tagging application is the annotation; a user describes
a resource with one or more tags. A collection of annotations results in a complex
network of interrelated users, resources and tags [10]. Collaborative tagging data can
be described as a four-tuple: 〈U, R, T, A〉, where, U is a set of users; R is a set of
resources; T is a set of tags; and A is a set of annotations. An annotation contains a
user, resource and all tags the user applied to the resource.

The data may be viewed as a hyper-graph [11] with users, tags and resources rep-
resented as nodes and the annotations represented as hyper-edges. Alternatively, it can
be viewed as a three dimensional matrix, URT, in which an entry URT(u,r,t) is 1 if u
tagged r with t. Aggregate projections of the data can be constructed, reducing the di-
mensionality but sacrificing information [11]. The relation between resources and tags
can be defined as RT (r, t). In this work we define RT (r, t) as the number of users that
have applied t to r.

This notion strongly resembles the “bag-of-words” vector space model [14] and is
analogous to the idea of term frequency common in information retrieval. A similar
two dimensional projection can be constructed for UT , in which an entry contains the
number of times a user has applied a tag to any resource. Finally, UR is a binary ma-
trix indicating whether or not a user has annotated a resource. An alternative approach
would be to define an entry in the matrix as the number of tags a user has applied to a
resource. Our previous work and continued experimentation has shown that the binary
model for UR produces better results.

The interaction between users, resources and tags suggests several information chan-
nels which may be exploited by resource recommenders. For example, the channel from
resources to tags produces a highly descriptive model of the resources, while the chan-
nel from resources to users provides an alternative model. The manner in which users
interact with the system will result in information channels with varying predictive
power. If the users of a tagging system are motivated to organize their resource for
later retrieval, then the channel between resources and tags may become well devel-
oped. Alternatively, if the emphasis of the system is on sharing resources with friends,
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the resource-user channel may become dominant. An understanding of the information
channels of a collaborative tagging application may inform the selection of recommen-
dation algorithms or the design of hybrid recommenders. To that end, we present two
metrics for evaluating the agreement between two information channels: RMSE and
ANA.

Each resource, r, may be modeled as a vector over the multi-dimensional space of
tags, where a weight, w(ti), in dimension i corresponds to the prominence of a partic-
ular tag ti:

rt = 〈w(t1), w(t2)...w(t|T |)〉 (1)

Similarly, a resource can be modeled as a vector over the space of users to produce
ru, where each weight, w(ui), corresponds to the importance of a particular user ui.
Analogous vector models can be constructed for users (ur,ut) and tags (tu,tr). We
draw the weights directly from the previously constructed aggregate projections UR,
UT and RT . The model of a user, resource or tag is defined as a row or column taken
from the one of the projections.

Given that any element of the tagging data may be modeled as a vector over two
dimensions, our first metric evaluates how well these dimensions agree. We adapt the
well known root mean square error for this purpose and define it for resources as:

RMSE(R) =

√∑
i,j (σ(ru

i , ru
j ) − σ(rt

i , r
t
j))2

m
(2)

where m is the number of resource pairs and σ is the similarity between the ith and jth
resources. Several techniques exist to calculate the similarity between vectors. In this
work we employ cosine similarity. Intuitively, if RMSE(R) is low then we can say
that there is general agreement between the ru and rt models. Information captured
in the resource-user channel might therefore be useful in making predictions in the
resource-tag channel. On the other hand, if RMSE(R) is high then the two models of-
ten disagree on the similarity between resources and the resource-user information will
have little predictive power for connecting resources and tags. Equivalent calculations
can be made for RMSE(U) and RMSE(T ).

RMSE equally penalizes a disagreement in similarities whether it occurs when two
resources are quite alike or when they are otherwise different. The former might neg-
atively impact a recommendation algorithm such as user-based collaborative filtering
which focuses on the similarity among users while the later would not.

We therefore propose average neighborhood agreement or ANA. A neighborhood,
Nu(r), of the k most similar resources to r is constructed using the cosine similarity
and the ru models. A second neighborhood, N t(r), is constructed using the rt models.
We then calculate ANA(R):

ANA(R) =
∑

r∈R(|Nu(r) ∩ N t(r)|)/k

|R| (3)

ANA(U) and ANA(T) can be similarly calculated. If Nu(r) and N t(r) are populated with
many of the same elements it indicates that the ru and rt models are capturing similar
information. As with RMSE, ANA could be used to explain how information in one
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information channel relates to information from another information channel. Unlike
RMSE, ANA is focused on the most similar elements and is unaffected by discrepancies
between otherwise dissimilar resources. Taken together these metrics can be used to
describe the information channels of a collaborative tagging application and explain the
performance of recommendation algorithms.

4 Hybrid Resource Recommendation

In this section we first explore the expected input and output of our recommenders. We
then present several simple methods which will be used in our hybrid models and for
comparative purposes. Lastly, we discuss how these components can be aggregated into
a linear weighted hybrid resource recommender.

4.1 Resource Recommendation

Recent work has explored resource recommendation in collaborative tagging applica-
tions [5,6,8,17]. As in traditional recommendation algorithms the input is a user, u, and
the output is a set of items, in this case a set of recommended resources, Rr. Unlike tra-
ditional algorithms that normally assume a two-dimensional relationship between users
and resources, recommendation in a collaborative tagging system must also contend
with tags. This dimension adds new opportunities and additional complexity.

For each of our resource recommenders we assume that it accepts a user-resource
pair and returns a score, φ(u, r), describing the relevance of the resource to the user.
Given u, the resources are sorted by their corresponding scores and the top n resources
are recommended to the user.

Popularity Model. Perhaps the simplest recommender is one which merely recom-
mends the most popular resources. We call this approach Pop and define its score as:

φ(u, r) =
∑
v∈U

θ(v, r) (4)

where θ(v, r) is 1 if v has annotated r and 0 otherwise. While Pop is not an effec-
tive recommender, it does serve as a baseline and may contribute to the hybrid recom-
mender. In the rare case that a recommender is unable to populate a recommendation
set, we rely on Pop to complete the task.

User-Based Collaborative Filtering. User-based collaborative filtering [7,9,16] works
under the assumption that users who have agreed in the past are likely to agree in the fu-
ture. A neighborhood of the most similar users is identified through a similarity metric.
For any given resource the weighted sum can then be calculated as:

φ(u, r) =
∑
v∈N

σ(u, v)θ(v, r) (5)

where N is the k nearest neighbors to u and σ(u, v) is the cosine similarity between the
users u and v. As before θ(v, r) is 1 if v has annotated r and 0 otherwise.

Collaborative tagging application offer unique opportunities to model the user. When
users are modeled as resources we call this approach KNNur. When users are modeled
as tags we call this technique KNNut.
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Item-Based Collaborative Filtering. Item-based collaborative filtering [2,15] relies
on discovering similarities among resources rather than among users. We may model
the resources as a vector over the user space. We call this model KNNru. When relying
on tags, the vector contains the frequency with which a resource has been annotated with
the tags. We call this model KNNrt. Given r we define N as the k nearest resources
drawn from the user profile and then define the relevance of r for the user u as:

φ(u, r) =
∑
s∈N

σ(r, s)θ(u, s) (6)

If a user has annotated resources similar to r then φ(u, r) will be high. Otherwise if the
user does not have similar resources in his profile the score will be low.

Tag Model Similarity. Given that we may define both users and resources as a vector
over the tag space, we may directly measure the cosine similarity between the two
elements. We call this model TagSim and define its measure as:

φ(u, r) =
∑

t∈T RT (r, t) × UT (u, t)√∑
t∈T RT (r, t)2 × √∑

t∈T UT (u, t)2
(7)

This method works under the assumption that the frequency with which a user employs
a tag measures his interest in the topic described by that tag. Moreover, we assume that
the frequency of the tags applied to the resource adequately describe the resource. If
these two models are similar we can infer a relation between the user and resource.

4.2 Linear Weighted Hybrid Recommenders

Hybrid recommenders have a long tradition in recommendation [1]. We employ a linear
weighted model which aggregates the results of several components. The constituent
recommenders are freed from the burden of covering all the available informational
channels and instead focus on only a few. A successful hybrid creates a synergistic
blend of its constituents producing results superior to what they achieve alone.

In order to ensure that the scores for each recommendation approach are on the
same scale, we normalize the scores φ(u, r) ∈ Φ to 1 producing Φ′. A hybrid resource
recommender will accept a user, u and query its component recommenders, c ∈ C, for
each resource, r, then combine the results in the linear model:

φh(u, r) =
∑
c∈C

αcφ
′
c(u, r) (8)

where αc is the strength given to the recommender c. As usual the resources are sorted
by their relevance score and the top n are returned. As additional recommenders are
added to the hybrid its complexity grows. The challenge then becomes how to ascertain
the correct α for each component in order to maximize the effectiveness of the hybrid.

We employ a hill climbing technique, because of its speed, popularity and simplic-
ity. We first initialize the α vector with random positive numbers constrained such that
the sum of the vector equals 1. We then randomly modify the vector and test the result to
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ascertain if it achieves better results. If the result is improved we accept the change,
otherwise we usually reject it. We occasionally accept a change to the α vector even
when it does not improve the results in order to more fully explore the α space. We
continue until the vector stabilizes. To ensure we have not discovered a local maximum,
we repeat the experiment several times from different starting points.

5 Experimental Results

In this section we describe the methods used to gather and process our datasets. Our
testing methodology is then outlined. We separate the analysis of the experiments into
a discussion on the metrics, an evaluation of the component recommenders and finally
the results of the hybrids.

5.1 Datasets

We provide an extensive evaluation using data collected from two large real world tag-
ging applications. On all datasets we perform p-core processing. Users, resources and
tags are removed from the dataset in order to produce a residual dataset that guarantees
each user, resource and tag occur in at least p annotations. We define an annotation to
include a user, a resource, and every tag the user has applied to the resource.

Citeulike is a popular online tool used by researchers to manage and catalogue
journal articles. The site owners make their dataset freely available to download. On
2/17/2009 the most recent snapshot was taken. A p-core of 5 was used. The dataset
contains 2051 users, 5376 resources, 3343 tags and 105,873 annotations.

LastFM users upload their music profile, create playlists and share their musical
tastes online. We selected 100 random users from the system and recursively explored
the “friend” network. Only about 20% of the users had annotated a resource. Users have
the option to tag songs, artists or albums. The tagging data here is limited to album
annotations. This larger dataset allowed a p-core of 20. It contains 2368 users, 2350
resources, 1141 tags and 172,177 annotations.

5.2 Methodology

We employ five-fold cross validation. Each user’s annotations were divided equally
among five folds. Four folds were used as training data to build the component recom-
menders. The fifth was used to train the model parameters and ascertain the optimal
weights of the component in the hybrids. The fifth fold was then discarded and we per-
formed four fold cross validation on the remaining folds. The results were averaged
over each user, then over the final four folds.

Given a user, the recommenders are evaluated on their ability to recommend re-
sources found in the user’s holdout set, Rh. Recall is a common metric for evaluating
the utility of recommendation algorithms. It measures the percentage of items in the
holdout set that appear in the recommendation set. Recall is a measure of completeness
and is defined as: r = |Rh ∩ Rr|/|Rh|.
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Table 1. RMSE and ANA metrics of Citeulike and LastFM

RMSE(U) RMSE(R) RMSE(T) ANA(U) ANA(R) ANA(T)
Citeulike 0.111 0.145 0.145 0.343 0.327 0.543
LastFM 0.417 0.383 0.121 0.153 0.293 0.225

Precision is another common metric for measuring the usefulness of recommenda-
tion algorithms. It measures the percentage of items in the recommendation set that
appear in the holdout set. Precision measures the exactness of the recommendation al-
gorithm and is defined as: p = |Rh ∩ Rr|/|Rr|.

5.3 Experimental Results

Here we report the evaluation of RMSE and ANA on the datasets. Then we report the
experimental results of the individual recommenders. Finally we discuss the perfor-
mance and composition of the hybrids.

Information Channels. Table 1 reports the RMSE and ANA values on the two datasets.
A low RMSE(U) value indicates agreement between the ur and ut models. A high
ANA(U) represents that the two models produce similar neighborhoods.

In Citeulike the RMSE(U) value is relatively low indicating that the ur and ut

models are similar. RMSE(R) and RMSE(T ) are also low in Citeulike. This agree-
ment is likely due to the motivation of its users. Citeulike is a tagging platform for
journal articles. Its users are often focused on particular topics, use domain driven tags
and form tightly knit research communities. The result is a highly interrelated tapestry
of users, resources and tags.

An evaluation of the ANA metrics demonstrate these trends in further detail. In each
case k was selected such that the neighborhood included 10% of the elements. Other
values were explored and these produced identical trends.

For Citeulike the ANA(U) value is 0.343 indicating that there is moderate overlap
when generating neighborhoods based on ur and ut models. ANA(R) shows a similar
result and ANA(T) demonstrates the greatest agreement. These relatively large values
reinforce the notion that users in Citeulike often concentrate on their research domain
and use tags relevant to that domain.

In the context of resource recommendation these observation suggest that tag in-
formation could play a meaningful role in matching users with resources. Moreover,
because it reveals a strong relation between all three dimensions of the collaborative
tagging application, it supports the use of an integrative approach which utilizes multi-
ple information channels.

In contrast the RMSE(U) and RMSE(R) of LastFM is relatively large. This may
be due to the fact that many users of this system do not store or organize their music
within LastFM using tags. Instead users upload their listening habits through a process
called ‘scrobbling’. The system records which songs they listened to and how often
they have listened to them. Since the song titles are uploaded in batches and the user
is not actively engaged in the music when it is added to his profile, the annotation pro-
cess becomes a burdensome additional task which is often neglected. Rather than using
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Fig. 1. The recall (x-axis) and precision (y-axis) plotted for recommendations sets of size one
through ten for the component and hybrid recommenders on Citeulike

the application for organizing and exploring music through the tag space, users often
employ the system to find new music and friends through the resource and user space.
Visual examination of the tag space reveals that when the users do annotate albums, the
tags are often overly generic, such as “rock,” or not descriptive of the resource, such as
“album i own.” This analysis is supported by the low ANA values for LastFM revealing
a less structured collaborative tagging application.

In terms of resource recommendation, this evidence suggests that tags would offer
diminished utility in resource recommendation. Similarly, an integrative recommender
utilizing multiple dimensions would not achieve a significant boost in performance over
those that focus solely on the user-resource relation.

Resource Recommenders. Figure 1 reports the recall and precision of the recommen-
dation algorithms in Citeulike. In all cases k was tuned in increments of five from five to
one-hundred. The best result is reported in parenthesis. In Citeulike KNNur, the user-
based collaborative filtering approach that models users as a vectors over the resource
space is the strongest individual recommender. Given the nature of the recommendation
task, a technique which is strongly invested in user-resource connections is predictably
valuable to the hybrid.

The second most successful recommender is KNNrt. The efficacy of this approach
over KNNru reveals that in this dataset and for resource recommendation, tags rather
than users are the better model for resources. KNNut is the worst performing individ-
ual recommender, suggesting that users are better modeled by resource than by tags.
TagSim performs moderately well. However, all the recommenders perform far better
than the baseline and are tightly grouped, suggesting that while some outperform others
they are all provide some utility. The efficacy of several recommenders based on dif-
ferent dimensions of the data was suggested by the low RMSE and relatively high ANA
values.
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Fig. 2. The recall (x-axis) and precision (y-axis) plotted for recommendations sets of size one
through ten for the component and hybrid recommenders on LastFM

Table 2. Contribution of the individual components in Citeulike and LastFM

Pop TagSim KNNur KNNut KNNru KNNrt

Citeulike 0.217 0.184 0.270 0.025 0.162 0.142
LastFM 0.006 0.153 0.410 0.005 0.425 0.001

In LastFM KNNur and KNNru perform well. The results are found in Figure 2.
Both these recommenders concentrate on the user-resource relation. In contrast to Ci-
teulike, there is a wide gulf between these approaches and the remaining techniques.
KNNut, KNNrt and TagSim all perform nearly as bad or worse as the baseline rec-
ommender which simply employs the popularity of a resource. These techniques rely
on tag information and their ineffectualness confirms the metric driven hypotheses gen-
erated by the high RMSE and low ANA values: the tag space is weakly developed.

Hybrid Recommenders. In both datasets the hybrid recommender surpasses the in-
dividual components. As suggested by the metrics, the Citeulike hybrid more dramat-
ically outperforms its constituent components than the LastFM hybrid outperforms its
constituents. Since the Citeulike data is more organized, particularly in the tag dimen-
sion, an integrative approach which exploits multiple dimensions of the data is able to
demonstrate greater predictive power.

The individual contributions of the components are reported in Table 2 and add fur-
ther weight to this analysis. In Citeulike many of the components are well represented in
the hybrid. The only exception is KNNut which we earlier discovered to be the worst
individual recommender. Its contribution to the hybrid was 2.5%. The remaining contri-
butions vary from 16.2% to 21.7%. This reliance on multiple dimensions confirms our
notion that the RMSE and AMA metrics describe Citeulike as a well organized application
with several strong information channels that can be used for making recommendations.
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The LastFM hybrid is almost exclusively composed of KNNur and KNNru. Once
again this reliance a single dimension confirms the observations made by the RMSE and
AMA metrics. The tag space in LastFM offers little additional information for resource
recommendation.

6 Conclusions

In this paper we have proposed a linear weighted hybrid for resource recommendation
in collaborative tagging applications. Our results motivate several conclusions. First,
the experiments provide further evidence that not all collaborative tagging applications
are equal. The different ways users interact with a system can dramatically affect the
strength of its information channels. Second, metrics such as RMSE and AMA can char-
acterize some of the differences between systems and explain how various simple rec-
ommenders would perform relative to one another. Third, an evaluation of RMSE and
AMA can predict which collaborative tagging applications would benefit most from an
integrative approach such as hybrid recommenders. Finally, weighted linear hybrids
provide a simple and efficient means to aggregate information channels into a single
framework. These hybrids can offer explanatory support and can be designed to focus
on the information channels most relevant to the tagging system. These characteristics
are not shared by other integrative approaches such as graph models and tensor factor-
ization. It is not clear whether or not these other integrative models could be extended
for resource recommendation.
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Abstract. The explosion of collaborative platforms we are recently wit-
nessing, such as social networks, or video and photo sharing sites, rad-
ically changed the Web dynamics and the way people use and organize
information. The use of tags, keywords freely chosen by users for an-
notating resources, offers a new way for organizing and retrieving web
resources that closely reflects the users’ mental model and also allows the
use of evolving vocabularies. However, since tags are handled in a purely
syntactical way, the annotations provided by users generate a very sparse
and noisy tag space that limits the effectiveness of tag-based approaches
for complex tasks. Consequently, systems called tag recommenders re-
cently emerged, with the purpose of speeding up the so-called tag con-
vergence, providing users with the most suitable tags for the resource to
be annotated.

This paper presents a tag recommender system called STaR (Social
Tag Recommender), which extends the social approach presented in a
previous work [14] with a content-based approach able to extract tags
directly from the textual content of HTML pages.

Results of experiments carried out on a large dataset gathered from
Bibsonomy, show that the use of content-based techniques improves the
predictive accuracy of the tag recommender.

Keywords: Recommender Systems, Web 2.0, Collaborative Tagging
Systems, Folksonomies, Tag Recommender.

1 Introduction

The recent explosion of collaborative platforms radically changed the nature
of the services offered by the Web. For many years Internet users have been
relegated to a passive role in the Web dynamics: they were only viewers of the
information created by other users (e.g. web site administrators) and they were
not able to contribute in any way to enrich the available content. Nowadays this
strong dichotomy has been replaced by a new and more democratic vision, in
which users are more and more involved, because they are able to:

1. produce new content (the so-called User Generated Content);
2. enrich already available content with novel metadata.

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 13–23, 2010.
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In platforms like YouTube, Flickr or Wikipedia users contribute in the first way,
by sharing resources (new videos, photos, . . . ) that other users can enjoy, while
in the collaborative tagging systems, the contribution of the community falls
into the second category.

The idea behind the concept of tagging is simple: a user enjoys a resource
(an image, a web site, etc.) and, according to her mental model, identifies those
terms that better describe the information conveyed by that resource. The same
resource can be annotated by several users: some of them will reuse the tags
already assigned to that resource, while some others will adopt new tags. This
process allows building a socially-constructed classification schema, called folk-
sonomy [18]. The inceptive idea behind folksonomies is that the more a tag is
used by the community to annotate the target resource, the more is the likelihood
the tag correctly describes its content.

Recently the use of folksonomies gained more attention because of their sim-
plicity: using tags, users can freely model the information without the constraints
of a predefined lexicon or hierarchy [12]. However, the simplicity of the approach
has also an important drawback: the information managed by folksonomies is
modeled in a simple syntactical way. Therefore, as stated by Golder et. al. [8],
collaborative tagging systems suffer from the classic problems of Information
Retrieval (IR) systems like polysemy, synonymy and level variation.

The polysemy refers to situations where tags can have multiple meanings: for
example a resource tagged with the term turkey could indicate a news in an
online newspaper about politics or a recipe for Thanksgiving Day.

When multiple tags share the same meaning we refer to it as synonymy. In
collaborative tagging systems we can also have simple morphological variations,
for example we can find blog, blogs, web log, to identify a common blog, but
also tags semantically similar such as resources tagged with arts versus cultural
heritage.

Finally, the level variation problem refers to the phenomenon of tagging at
different level of abstraction: some people can annotate a web page containing a
recipe for roast turkey with the tag roastturkey, but also with a simple recipe.

These drawbacks hinder the use of folksonomies for tasks more complex than
the simple browsing of resources. In order to avoid these problems, in the last
years many tools have been developed to facilitate the user in the task of tagging,
by also speeding up the tag convergence [6]: these systems are known as tag
recommenders. These systems work in a very simple way:

1. a user posts a resource;
2. depending on the approach, the tag recommender analyzes some information

related to the resource (usually metadata);
3. the tag recommender processes this information and produces a list of rec-

ommended tags;
4. the user freely chooses the most appropriate tags to annotate the resource.

This paper presents the tag recommender STaR. When developing the model,
we tried to point out two concepts:
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– resources with similar content should be annotated with similar tags;
– a tag recommender needs to take into account the previous tagging activity

of users, increasing the weight of the tags already used to annotate similar
resources.

We applied STaR to the task of recommending tags for bookmarks. In this work
we enriched the approach we proposed in [14] by integrating some heuristics for
extracting tags from the HTML content of web pages to be annotated. This
could allow producing recommendations even when no similar bookmarks are
available, and the process of extracting tags from similar resources inevitably
fails.

The paper is organized as follows. Section 2 analyzes related work, while Sec-
tion 3 depicts the general system architecture and the recommendation approach
implemented in STaR. Details about the experimental evaluation are given in
Section 4. Finally, conclusions and future works are drawn in the last section.

2 Related Work

Usually tag recommenders are broadly divided into three classes: content-based,
collaborative, and graph-based approaches.

A content-based tag recommender exploits textual content by adopting Infor-
mation Retrieval-related techniques [1] in order to extract relevant terms (uni-
grams or bigrams) to label a resource. Brooks et. al [5], for example, developed
a tag recommender system that automatically suggests tags for a blog post by
extracting the top three terms exploiting the TF/IDF scoring [15]. Another work
exploiting the TF/IDF measure is KEA [19]. This system applies a supervised
Bayesian classifier able to extract relevant phrases from textual content.

Other systems exploit ontologies for recommending tags: in [2], terms are ex-
tracted from the document and subsequently, surfing the ontology, more abstract
and conceptual tags are suggested.

The collaborative approach for tag recommendation, instead, presents some
analogies with collaborative filtering methods [4]. These systems compute the
relevance of a tag to be suggested by exploiting the community behavior. In
the model proposed by Mishne and implemented in AutoTag [13], the system
suggests tags based on the other tags associated with similar posts in a given
collection. The recommendation process is performed in three steps: first, the
tool finds similar posts and extracts their tags. All the tags are then merged,
building a general folksonomy that is filtered and re-ranked. The top-ranked tags
are suggested to the user, who selects the most appropriate ones to attach to the
post. In [7] the authors propose an adaptation of the classical K-nearest neighbor
approach to create a set of recommended tags. The neighbors are defined looking
for users tagging the same resources with the same tags. In this way tags used
by similar users are boosted in the set of recommended tags.

The problem of tag recommendation through graph-based approaches has been
firstly addressed by Jäschke et al. in [9]. They compared some recommendation
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techniques including collaborative filtering, PageRank andFolkRank. The key idea
behind FolkRank algorithm is that a resource which is tagged by important tags
from important users becomes important itself. The same concept holds for tags
and users, thus the approachuses a graphwhose vertexes mutually reinforce them-
selves by spreading their weights. The evaluation showed that FolkRank outper-
forms other approaches. Schmitz et al. [16] proposed association rule mining as a
technique that might be useful in the tag recommendation process.

In literature we can find also some hybrid methods integrating two or more ap-
proaches (mainly, content and collaborative ones) in order to reduce their typical
drawbacks and point out their qualities. In [11] the authors presents a tag rec-
ommender that suggests tags based on the resource content, resource related tags
and user profile tags. The content exploited by the recommender is the title of the
resource (and the URL, if available). Then, the system extends the set of words
extracted from the title with tags related to the title as well as with tags occurring
in the user and resource profile. The user profile is composed by all the tags used
by that specific user to label resources. Instead, the resource profile groups tags as-
signed to a resource by other users. Another similar approach is presented in [10]
where the authors exploit three kinds of information sources: the description of the
resources, their folksonomies, and the tags previously used by the same person. In
order to remove inappropriate candidate tags, a filtering method and a weighting
scheme for assigning different importance to sources are applied.

3 STaR: A Social Tag Recommender System

A collaborative tagging system is a platform composed of users, resources and
tags that allows users to freely assign tags to resources, while the tag recom-
mendation task for a given user and a specific resource can be described as the
generation of a set of tags according to some relevance model. In our approach
these tags are generated from a ranked set of candidate tags from which the top
n elements are suggested to the user.
STaR is a tag recommender system, developed at the University of Bari. The
inceptive idea behind STaR is to improve the model implemented in systems like
AutoTag [13]. Although we agree with the idea that resources with similar con-
tent could be annotated with similar tags, in our opinion the approach proposed
in [13] presents three important drawbacks:

1. The tag re-ranking formula simply performs a sum of the occurrences of each
tag among all the folksonomies, without considering the similarity with the
resource to be tagged. In this way tags often used to annotate resources with
a low similarity level could be ranked first.

2. The proposed model does not take into account the previous tagging activ-
ity performed by users. If two users bookmarked the same resource, they
will receive the same suggestions since the folksonomies built from similar
resources are the same.

3. When there are not similar resources available for suggesting similar tags,
the recommendation task fails.
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Fig. 1. Architecture of STaR

We will try to overcome these drawbacks by proposing an approach based on
the analysis of similar resources, also capable of weighting more the tags already
selected by the user during her previous tagging activity. Furthermore, we also
integrated some heuristics to directly extract tags from the HTML content of a
Web page.

Figure 1 shows the general architecture of STaR. In our system we integrated
two different approaches to recommend tags: the content-based and the collabo-
rative one. The collaborative approach needs a preprocessing step that, given a
corpus of documents, produces a Social and a Personal indexes that are queried
in order to produce a set of Collaborative Candidate Tags.

In the same way a set of Content-based Candidate Tags is produced by crawl-
ing the HTML content of the web page. Finally, the recommendation step merges
the results obtained by the aforementioned approaches.

In the next section the recommendation model implemented in STaR is thor-
oughly analyzed.

3.1 Indexing Step

Given a collection of resources already annotated (tagged), called corpus, a pre-
processing step is performed by the Indexer module, which exploits Apache
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Lucene1 to perform the indexing step. The corpus is composed by bookmarks, so
we indexed the title of the web page, the description provided by users and the
tags used to annotate it. We build an index for each user, called Personal Index,
that stores the information on her previously tagged resources and an index for
the whole community, called Social Index, that stores the information about all
the resources previously tagged by the community.

3.2 Tag Extraction Step

STaR implements two different approaches to recommend tags for a new book-
mark: a collaborative approach, and a content-based one.

– Collaborative approach
After the Indexing step, STaR retrieves the most similar bookmarks (to that
to be annotated) and collects the most relevant tags used by the community
to annotate them.

More specifically, given a user u and a resource r to be annotated, STaR
returns the resources whose similarity with r is greater or equal than a
threshold β whose value is dependent from the corpus used for the evaluation.
To perform this task, the Processor gets data about both the user (the tags
she uses more) and the resource (metadata like the title of the web page)
and submits a query against the Social Index. If the user is recognized by
the system, since it has previously tagged some other resources, the same
query is submitted against her own Personal Index, as well. The Collaborative
Tags Extractor builds a set of Collaborative Candidate Tags by extracting
tags assigned to the most similar resources retrieved from the indexes. For
each tag, a score is computed by weighting the similarity score returned by
Apache Lucene with the normalized occurrence of the tag. This list is finally
ranked and the top n tags are suggested to the user.

In order to improve the performance of the Lucene Querying Engine the
original Lucene Scoring function has been replaced with an Okapi BM25
implementation2. In [14] we showed that the BM25 integration improves
the overall accuracy of STaR. Further details on the collaborative approach
implemented in STaR are provided in [14].

– Content-based approach
The collaborative approach fails when STaR does not retrieve any bookmark
similar to the one the user should annotate.

To tackle this problem, we implemented a content-based approach for
extracting tags by analyzing the HTML source of a web page. The idea
behind this strategy is to identify a set of candidate tags, and to choose the
more promising ones by analyzing the content of the web page. Starting from
the URL of the new bookmark posted by the user, the Crawler retrieves the
web page and its HTML source. Next, the Content Tags Extractor extracts
from the URL the string representing the domain name (for example from

1 http://lucene.apache.org
2 http://nlp.uned.es/%7Ejperezi/Lucene-BM25/

http://lucene.apache.org
http://nlp.uned.es/%7Ejperezi/Lucene-BM25/


Combining Collaborative and Content-Based Techniques 19

the URL www.wikipedia.it, we extract wikipedia). This represents the first
element in the set of Content-based Candidate Tags. Afterwards, we extract
other candidate tags by analyzing the content stored in the HTML tags
〈title〉 and 〈meta〉. As regards the tag 〈meta〉, we extract the value of the
attributes keywords and description, because in our opinion they are the
most significant. This list is filtered by deleting stopwords and verbs.

When the set of Content-based Candidate Tags is built, the algorithm as-
signs a score to each tag, according to several heuristics. First, the number
of occurrences of each candidate tag in the HTML source is taken into ac-
count (values are normalized in a range between 0 and 1). Then, a different
weight is assigned to each source according to the following values (this is a
heuristics that needs to be evaluated):

• url: 0.2
• title: 0.3
• meta keywords: 0.25
• meta description: 0.25

The score assigned to each tag is the weighted sum of the normalized oc-
currence of the tag in each source multiplied for the weight of the same
source.
More formally, given S = {s1, ..., sn} the set of sources, Cand =

⋃
si∈S Cands,

where Cands is the set of candidate tags coming from the source s, the score
of the tag t is computed by the following formula:

score(t) =
∑
si∈S

wsi · nt (1)

where si identifies the source of the candidate tag, wsi is the weight of the
source si, and nt is the normalized occurrence of the tag t in the HTML
source (nt = 0 if the tag t does not occur in the source si).

3.3 Tag Recommendation Step

After the tag extraction step, two sets of tags, Content-based Candidate Tags
and Collaborative Candidate Tags are available. The set Collaborative Candidate
Tags contains the set Social Tags and Personal Tags.

The Filter component removes from each set those tags whose score is under
a certain threshold, and decides which set to exploit to provide recommenda-
tions. The Filter can suggest just the tags belonging to a specific set, or it can
implement a specific strategy to combine different sets.

The strategy implemented in this work is a cascade one: the Filter starts
from a unique set of tags (Social, Personal, or Content-based) and, if that set is
empty, it uses the others. For example, it starts with the Personal Tags set, but
if the user is new in the community, that set is empty; thus, Social Tags set is
used. If this set is empty too, for example because there are not similar resources
to the one to be annotated, the last chance is to exploit tags extracted by the
content-based approach.
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The Filter can implement other strategies: for example a merge of the three
sets of tags can be defined. Possible strategies will be investigated in future
works.

4 Experimental Evaluation

We designed two different experimental sessions to evaluate the performance of
STaR. In the first session we evaluated the predictive accuracy of the single sets
of tags, Social Tags, Personal Tags and Content-based Tags, while in the second
session we investigated whether the combination of these sets helps STaR to
produce better recommendations.

4.1 Description of the Dataset

In the experiment we adopted the dataset used for the Content-based recom-
mendation task of the ECML-PKDD 2009 Discovery Challenge3. We just used
the 263,004 bookmark posts submitted by 3,617 different users. For each of the
235,328 different URLs were also provided some textual metadata (such as the
title of the resource, the description and so on).

We evaluated STaR by comparing the real tags (namely, the tags a user adopts
to annotate a new resource) with the suggested ones. The accuracy was finally
computed using classical Information Retrieval metrics, such as Precision (Pr),
Recall (Re) and F1-Measure (F1) [17].

4.2 Experimental Session

In the first experiment we evaluated the predictive accuracy of the single sets of
tags produced by the Content-Based Tags Extractor and the Collaborative Tags
Extractor. In this experiment the threshold β was set equal to 0.20. Results are
presented in Table 1.

Table 1. Predictive accuracy of the single sets of tags

Recommendation set Pr Re F1

Personal Tags 11.20 8.34 9.58
Social Tags 13.80 11.28 12.41

Content-based Tags 14.36 17.90 15.90

The effectiveness of the collaborative approach (Personal Tags and Social
Tags) is strictly dependent on the amount of the available resources already an-
notated. Since the approach based on Personal Tags builds the set of candidates
tags on the ground of the resources the user annotated in the past, we observed
a significant loss in recall with respect to the content-based approach (-9.56). In
3 http://www.kde.cs.uni-kassel.de/ws/dc09/

http://www.kde.cs.uni-kassel.de/ws/dc09/
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the approach based on Social Tags the recommendation model analyzes the set
of resources already tagged by all the users in the community, and this reduces
the loss of recall with respect to the content-based approach (-6.62).

As regards the overall accuracy of the content-based approach in terms of
F1, it outperforms the collaborative one (+3.49 for Social Tags and +6.32 for
Personal Tags). This can be explained by observing that the content-based model
is totally independent from the number of the resources already annotated in
the corpus, and also because it does not suffer of the cold-start problem. The
content-based method based on the extraction of tags from the HTML content
of the web page obtained a Precision comparable to that of Social Tags, but with
a significant improvement in recall (+6.62).

To sum up, the main outcome of the first experiment is that the content-
based approach proposed in the paper is a valuable strategy for improving the
performance of the tag recommender.

In the second experiment we investigated whether some strategies for com-
bining collaborative and content-based approaches are useful to improve the
predictive accuracy of STaR.

We run the content-based (respectively, the collaborative) tag extraction al-
gorithm when the collaborative (respectively, the content-based) one is not able
to return any tag. As regards the collaborative model, this happens when no
similar documents are retrieved by querying the corpus containing previously
annotated resources, while in the content-based model, this happens when the
HTML source does not include any meta-tag or when the words contained in
the set of Content-based Candidate Tags do not occur in the HTML source code.
Results are presented in Table 2.

Table 2. Predictive accuracy of different strategies for combining collaborative and
content-based approaches

Configuration Pr Re F1

Personal+Social Tags (baseline) 14.28 16.53 15.32

Personal+Content-based Tags 13.64 15.51 14.52
Content-based+Personal Tags 17.79 15.07 16.32
Social+Content-based Tags 11.50 13.96 12.61

Personal+Social+Content-based Tags 14.51 16.68 15.52
Content-based+Personal+Social Tags 19.21 16.12 17.53

The Personal+Social Tags approach is used as baseline since it represents the
configuration of STaR used to participate to the ECML-PKDD 2009 Discovery
Challenge [14]. The first outcome of the experiment is that the combination of
techniques for recommending tags is a valuable strategy. Indeed, the baseline
outperforms the results obtained using just Personal Tags (F1: +5.74) or Social
Tags (F1: +2.91). It is also worth to note that the order different techniques are
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used matters. The configuration of the experiment adopting the content-based
tags first and the set of personal tags afterwards outperforms the configuration
adopting personal tags first and content-based tags subsequently (F1: +1.8).
This result is coherent with the last two results reported Table 2 (F1: +2.01).
Another interesting result is that using configuration exploiting content-based
tags as the first strategy gives the best results. This is in line with results report
in Table 1, in which the best performance of STaR was obtained by adopting
the set of content-based tags.

5 Conclusions and Future Work

In this paper we presented STaR, a tag recommender system integrating a social
approach with a content-based one able to extract tags by analyzing the textual
content of resources to be annotated. The inceptive idea behind our work was
to discover similarity among resources in order to exploit communities and user
tagging behavior. In this way our recommender system was able to suggest tags
for users and items still not stored in the training set. We also enriched this
collaborative approach by extracting tags from HTML source code by adopting
simple heuristics: we showed that this improves the predictive accuracy of the
recommendation model.

We are planning to run several experiments related to the content-based ex-
traction algorithm in order to tune the several systems parameters. Finally, we
will investigate about other possible strategies for combining and merging tags
coming from the different sources: for example a simple linear combination of
the relevance scores could be adopted.

Furthermore, since tags usually suffer of typical Information Retrieval problem
(polysemy, synonymy, etc.) we will try to establish if the integration of Word
Sense Disambiguation [3] tools or a semantic representation of documents could
improve the performance of the tag recommender.

References

1. Baeza-Yates, R., Ribeiro-Neto, B.: Modern Information Retrieval. Addison-Wesley,
Reading (1999)

2. Baruzzo, A., Dattolo, A., Pudota, N., Tasso, C.: Recommending new tags using
domain-ontologies. In: Web Intelligence/IAT Workshops, pp. 409–412 (2009)

3. Basile, P., Degemmis, M., Gentile, A.L., Lops, P., Semeraro, G.: UNIBA:
JIGSAW algorithm for Word Sense Disambiguation. In: Proceedings of the 4th
ACL International Workshop on Semantic Evaluations (SemEval-2007), Prague,
Czech Republic, June 23-24, 2007, pp. 398–401. Association for Computational
Linguistics (2007)

4. Billsus, D., Pazzani, M.J.: Learning collaborative information filters. In: Proceeding
of the 15th International Conference on Machine Learning, pp. 46–54. Morgan
Kaufmann, San Francisco (1998)

5. Brooks, C.H., Montanez, N.: Improved annotation of the blogosphere via autotag-
ging and hierarchical clustering. In: WWW ’06: Proceedings of the 15th Interna-
tional Conference on World Wide Web, pp. 625–632. ACM, New York (2006)



Combining Collaborative and Content-Based Techniques 23

6. Cattuto, C., Schmitz, C., Baldassarri, A., Servedio, V.D.P., Loreto, V., Hotho, A.,
Grahl, M., Stumme, G.: Network properties of folksonomies. AI Communica-
tions 20(4), 245–262 (2007)

7. Gemmell, J., Schimoler, T., Ramezani, M., Mobasher, B.: Adapting k-nearest
neighbor for tag recommendation in folksonomies. In: ITWP (2009)

8. Golder, S., Huberman, B.A.: The Structure of Collaborative Tagging Systems.
Journal of Information Science 32(2), 198–208 (2006)
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Abstract. Tagging has become a main tool for Internet users to describe
and advertise various web resources. The relatively flat structure of the
tag space poses lots of challenges in tag based query engines. Many data-
centric algorithms have been proposed to discover structures from the
flat tag space and to improve query results. At the same time, lots of
social networking sites start to provide mechanisms allowing users to
specify simple hierarchical structures. The group concept in Flickr is a
good example of such user specified structure. Users can create a group
with predefined themes. Other users can add their resources to several
related groups voluntarily or by invitation. These groups are analogue to
categories in a cataloguing system. This user specified structure would
ideally improve the precision of tag based query. However, categories
can be created by any user and public categories like groups are open for
users to add resources in. More often than not, a simple category title
does not give enough information on its content. In this paper we propose
two algorithms, traditional IR cosine similarity approach and frequent
pattern matching approach, to recommend categories to a given resource.
We evaluate our algorithms using groups and photos from Flickr. Both
algorithms achieve promising results in terms of precision in general. We
also analyse strength and weakness of the two algorithms with respect
to features of test data. We believe such recommendation mechanism is
an important complement to any user specified hierarchical structure.

Keywords: user specified structure; pattern matching; cosine similar-
ity; social tagging system.

1 Introduction

Cataloguing and classification are integral components of any information system
dealing with large amount of data. Typically a taxonomy is used to exclusively
classify an item to an unambiguous category which is in turn within a more
general one [3]. Some examples of taxonomies include the Dewey decimal clas-
sification for libraries, and computer file systems for organizing electronic files
[6]. In addition to the relatively rigid taxonomic classification a more relaxed
option is to annotate content with keywords (called tags) for future navigation,
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filtering and search. For example, Figure 1 shows a photograph of a cat from
South Africa in a file system classification. The same photograph as tagged in
Figure 2 allows more attributes of the photograph to be categorised. In web 2.0
era, many user-uploaded web resources are described by a list of keywords sup-
plied either by the resource owner or other users. Such web platforms for users
to manage and share resources are known as social tagging systems.

Fig. 1. Typical File
System Classification

Fig. 2. Folksonomy ex-
ample

Fig. 3. Sets and Groups Example

In social tagging systems, users are free to use any text as tags to describe an
item. They have recently gained immense popularity. A good example of such
system is Flickr [2], the online photo sharing website that allows users to upload,
share, organise and view photos. Since its launch in 2004, Flickr has become one
of the largest photo sharing communities on the Internet. As of October 2009,
Flickr claims to host over 4 billion photos, indexed by over 20 million unique
tags. As users contribute more tags, a form of classification scheme takes shape.
Such scheme is now commonly referred to as ‘folksonomy’ [6]. Different from
taxonomy, folksonomy is flat and its categories are ambiguous most of the time.

As tags contain high density information, it is likely that tag based query
always return results from various perspectives. Clustering would help users to
locate desirable results efficiently. In addition to automatic and unsupervised
clustering feature, many social tagging systems provide tools for users to explic-
itly classify and organize resources. For instance, Flickr provides both user-level
and site-level classification tools. A user can organize his/her photos into overlap-
ping collections and sets. A user can also create groups and invite other users to
join the group and put related photos in group pool. All those activities produce
a hierarchical structure on top of the relatively flat folksonomy. Figure 3 shows
the same cat photo belongs to a set called “Wild life and domestic animals”
defined by the owner. It also belongs to many group pools such as “Cat are my
friends”, “Best of Cats”. Group titles, set titles and photo tags are categories in
a user specified hierarchical structure.

User specified category has been a new venue for users to organize and promote
their resources. Large number of categories have been created in sites like Flickr.
Given a web resource, there may be many categories that are related with it.
Different from categories in a taxonomy system, the meaning of user defined
categories are derived from the resources associated with it. As users are allowed
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to put the same resource in various categories, categories may overlap in terms
of both meanings and contents. A simple keyword query may result in thousands
of groups in Flickr returned, and the top few ones may not have any semantic
relation. It is not easy for a user to find out whether a photo is more related with
“apple lover” or “an apple a day”, or some other similar named categories. To
make effective use of such user specified structure, we need models to summarize
and recommend categories to users based on what are currently in the category.

In this paper we propose several algorithms to rank and recommend user
defined categories to a given web resource. The contributions of the paper are
as follows:

– We propose and implement two recommendation algorithms, traditional IR
cosine similarity approach and frequent pattern matching approach.

– We carefully design a test data collection of interrelated categories with
different features, such as large and small categories, focused and diverse
categories from Flickr.

– We illustrate that both algorithms achieve promising recommendation pre-
cision, while the frequent pattern matching approach is more efficient than
cosine similarity approach. In addition, we show and prove that category
features have different impacts on result precision.

2 Literature Review

Liu et al. [4] proposed an unsupervised tag ranking scheme, which ranks the
tags associated with a given photo according to their relevancy. Groups are then
recommended based on the top 3 tags of a photo in the ranked tag list. Group
recommendation is presented as a possible application area of the tag ranking
scheme in this paper.

Chen et al. [1] designed and implemented a group recommendation system
called “Sheep Dog” which uses a Support Vector Machine classifier to classify
a photo to a pre-defined list of concepts. Photo query and group query APIs
provided by Flickr are used to obtain training dataset for the SVM classifier.
Once the photos concepts are identified, the top ’n’ concept names are taken as
keywords to recommend groups. This approach relies mainly on visual features
of the photo. It also rely on a manually selected “popular” concepts such as
“animals”, “architecture”, “dog”, “cat”, “snake”, “portrait”, etc. This kind of
supervised learning with a pre-defined category list is not suitable for dynamic
and open system as Flickr or other social tagging system.

Negoescu et al. [7] conducted an extensive study on Flickr groups and be-
haviour of users with respect to sharing photos in groups. They also apply prob-
abilistic latent semantic analysis (PLSA) to model groups by latent topics. Each
group is considered as a document, and the content of the document are the tags
associated with the photos inside the group. PLSA derives the implicit topics of
the group documents collection by computing two important probabilities: the
probability a tag represents a topic and the probability a group contains a topic.
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In keyword based group search, the first probability is used to find relevant top-
ics of query terms while the second one is used to find top groups containing
those topics. The topic based approach may provide better ranking than the
simple keyword search against group title or description in certain cases where
the query contains some popular terms. However it might not be effective for
queries with less popular terms as those terms would have small probabilities
with all topics. In addition, the optimal value of the model parameter, number
of topics, can be different for different datasets.

3 Category Recommendation Algorithms

The problem we try to solve can be described informally as: given an anno-
tated resource and a collection of categories, rank the categories based on how
closely its semantic matches the resource. We propose two methods to solve this
problem. The Cosine Similarity Model (CSM) takes traditional IR approach. It
tackles the problem at a macro level by treating each category as a document
consisting of tags from all resources inside the category. It captures the overall
category feature without considering features of individual resources inside the
category. We also address the problem at a micro level from data mining per-
spective using Frequent Pattern Matching (FPM) method. This is done through
examining tag co-occurring patterns of individual resource inside the category
and evaluating an external resource’s similarity with the category based on pat-
tern matching.

3.1 Cosine Similarity Model

Vector space model places an important role in information retrieval applica-
tions. The basic idea involves three elements: term space, document vector and
query vector. In this model, a document is treated as a bag of words and all dis-
tinct words in the document collection form a term space. Documents and query
are then represented as vectors in the term space. For each query, a document
is assigned a score calculated as the distance between the document vector and
the query vector. These are essential in locating and ranking relevant documents
for a given query.

Our cosine similarity model takes this approach by constructing a term space
from distinct tags appearing in all categories. A category is mapped as a docu-
ment; the tag set of a given resource is mapped as a query. Such mapping enables
us to represent both categories and the query as vectors in the term space. The
weight of a tag t in a query q is denoted as wq,t; while the weight of a tag in a
category c is denoted as wc,t. Different heuristics have been proposed in litera-
ture to quantify the similarity between a query and a document. These include
various ways of computing wq,t, wc,t and the combining similarity function [8,5].
In this study, we adopt the normalized formulation as term frequency component
and do not include the idf component in wc,t. The exclusion of idf has practical
implication as both the category itself and the category collection are not stable
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at all. The computation of wq,t follows the binary match formulation since no
duplicate tags can appear in the same query photo in Flickr. Cosine measure is
used to compute the distance of category vector −→

V (c) and query vector−→V (q).
Let fd,c denotes frequency of a term t in category c, we have:

wc,t = log10ft,c, wq,t =
{

1 if t ∈ q
0 otherwise

(1)

Sim(q, c) =

∑
t∈q wq,twc,t

2

√∑
t∈q w2

q,t
2

√∑
w2

c,t

=

∑
t∈q wc,t

2
√|q| 2

√∑
w2

c,t

(2)

3.2 Frequent Pattern Matching Model

Treating category as a bag of words misses the natural grouping structure of tags
formed by resources inside the category. Even in similar bags of words, certain
tags may co-occur more frequently than others. Ignoring such patterns can cause
problems. Figure 4 illustrates an example where cosine similarity model will as-
sign same scores to the two very different categories. In this example, category ap-
ple tree and New York City both share two tags with the query photo. The cosine
similarity between the query photo and the two categories are the same. However,
it is obvious that category Apple tree is more closely related with the query photo.
The differences between categories are reflected in the tag co-occurrence patterns.
The query tags apple and tree co-occur repeatedly in category apple tree, while
all query tags do not co-occur in category New York City.

Fig. 4. Problems of Cosine Similarity Model

The simple example shows that co-occurrence patterns of tags inside a cate-
gory are good indicators on how closely a query resource and a category match.
Our frequent pattern matching model is developed based on this observation. In
the preprocessing stage, frequent co-occurrence patterns are extracted from each
category. An inverted tag-pattern index is set up for efficient pattern matching
in the query stage. When a query resource is given, matching pattern is found for
each related category and an FP score is computed based on matching portion
and pattern support.
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The tag pattern of a given resource would match partially with many frequent
patterns of a category. It is reasonable to assume that large overlapping indicates
close match between two patterns. Hence, patterns inside a category with the
longest overlapping portion are selected as candidate patterns. Among all candi-
date patterns, the pattern with the highest support becomes the final matching
pattern. Matching patterns from different categories may vary in length. Longer
frequent pattern normally has lower support than the shorter frequent pattern
has. To mitigate such effect, the FP score of each category is thus computed as
overlapping count adjusted by the support percentage of matching pattern. We
have

FpScore(q, c) = |mp ∩ q| + SupportPercent(mp) (3)

Table 1 shows the process of computing FpScore based on inverted tag-pattern
index. We use the same query and groups that are shown in Figure 4 as an
example. We assume different support percentages for the involved patterns. A
query is issued for each tag in the query to find related (pattern, group, support)
tuples. After scanning the inverted-pattern list for all tags in the query. We get
the final score for group 1 as 2.5 and group 2 as 1.5.

Table 1. FPScore computation

tag(s) pattern tuple FPScore computation
apple, tree → ([apple, tree], g1, 0.5) g1 ← 2.5

apple ([apple, store], g2, 0.5) g2 ← 1.5
autumn → ([leaves, autumn ], g2, 0.3)

4 Experiment

The experiment is carried out on a PC equipped with quad CPU and 4G memory.
MySQL 5.1 is used as local storage for test data and results. Both algorithms
are implemented in Java language.

4.1 Experimental Data

Our test data collection includes several user specified categories downloaded
from Flickr using APIs provided. Each category is represented by a group in
Flickr. All photos as well as their tags in group pools are downloaded. The photos
without any tag information are discarded. The data collection took place on
early January, 2010. In total there are over 1.8 million photos included in the
test collection. They belong to over 95.7 thousand users and 38 groups. Around
1 million unique tags are used to tag the photos in the collection.

We select groups with various features around a few predefined themes. The
main goal is to create a sample of groups that overlaps in textual content such
as titles and tags but not in actual photo content. Such sample can test an
algorithm’s discriminative power. The themes include apple, portrait, animal and
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so on. Within each theme, we include general and narrow concepts. For instance,
we have a group representing apple in general, a group focusing on wide range
of Apple products and several groups concentrating on MacBook, iPod and so
on. We also include groups with subjective themes and groups about different
cameras. The sizes of these groups vary from a few hundred photos to over 700
thousand photos.

Table 2. Test Data Collection Summary

feature count/percent

group size as number of photos

over 100K 3 groups
between 10K and 100K 10 groups
between 1K and 10K 19 groups
less than 1K 6 groups

tag-group distribution (overall) maximum sharing: all groups 8 tags
tags shared by least 2 groups 23.6%

tag-group distribution (top 5)

unique tags 110
tags shared by least 2 groups 26.4%
groups having unique top tags 4 groups
group sharing all top tags 4 groups

tag-group distribution (top 10)

unique tags 203
tags shared by at least 2 groups 33.5%
groups sharing all top tags 7 groups
groups sharing half or more top tags 29 groups

photo-group distribution
maximum sharing: 6 groups 6 photos
appear only in 1 group 96.5%

Table 2 shows the summary of group sizes and tag, photo distribution among
groups. There are 8 tags appear in all groups; overall 248.9K tags appear in at
least two groups. We also analyse frequent tags in the groups. We extract top
5 and top 10 tags from each group and examine the tag-group and group-tag
distribution. Quite a few groups share all their top tags with other groups. 29
groups share half or more top 10 tags with other groups. These show significant
tag overlapping within our test data. The photo sharing among groups are rel-
atively small. 96.5% of the photos appear only in one group. Such distribution
satisfies our main goal for the group sample as test data.

We run two experiments on the test data. The first experiment involves a
small independent test suite and human evaluators are used to provide relevance
judgment. A second experiment divides each group into a training set and a test
set and examine if the algorithm can successfully add the test portion back to
the original group. A much larger test suite is used in this experiment.

4.2 Independent Test Suite

In this experiment, the test suite consists of 173 photos downloaded from Flickr
by tag based queries. Tags are chosen according to the main themes of our data
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set and each tag is used as a separate query. The top relevant photos of these
queries that focus on one and only one theme form the test suite. For example, if a
photo belongs to theme MacBook, it will not be a photo of MacBook Pro. Photos
happen to appear in our test data are excluded to ensure the independence of
our test suite.

Three measures are used to evaluate the quality of recommendation: precision,
R-precision [5] and top-1-precision scores. Precision (P) is defined as the fraction
of retrieved groups that are relevant. Our data set contains relatively small
number of groups, as a result the relevant groups for each query photo is quite
limited. This may lead to a relatively low precision for both CSM and FPM.
R-precision (R-P) is a more appropriate measure. It is defined as the fraction of
relevant items that are retrieved among the top r retrieved results. In this case
r is set to the number of relevant groups agreed by the evaluators which makes
R-precision very similar to recall. However, considering the limited number of
relevant groups for each query photo among which most of them are likely to be
retrieved by either algorithm, we believe that R-precision is better than recall
in terms of depicting the capability that an algorithm suggests relevant groups
as its top recommendations. While precision and R-precision tend to overlook
ranking of the recommended groups, top-1-precision (T1-P) can better reflect an
algorithm’s discriminative power. It is defined as the precision that an algorithm
recommends the top 1 evaluator-suggested group as its own top 1. As each test
photo contains only one theme, and each of these themes has only one group that
fit it the best, T1-P is the best approach to examine the accuracy of algorithms
differentiating between themes.

The user evaluation is run in two sessions. Session I focuses on photo content.
Information provided for user evaluation includes the title, picture and tags of
the test photos. A list of groups is also given to the evaluators to identify related
ones for each photo. Group title, topic photos (if available) and top 5 tags of
that group are provided to assist the judgment. All the camera groups are not
included in the list given. As most of the groups have an unbiased, content based
central concept, it is relatively easy for an evaluator to associate those groups
with a photo by the information we provide. In Session II, evaluators are asked
to add possible relevant camera groups based on tag information. As a result,
these camera groups will always rank lower than the content-based groups in
user evaluation.

We precompute patterns, group vector length and inverted index for the entire
test data. FPM has around 111K index compared with 1.6M index for CSM. The
average query response time for FPM is 0.5 seconds in contrast to 10s in CSM.
It is clear that in terms of space cost and query response time, FPM outperforms
CSM with large margin, as it requires substantially less storage for precomputed
patterns and the response time is much faster.

The relevant groups identified by the evaluators are used to compute the three
types of precision scores. Figure 5 shows the results. In general, CSM has much
lower P and T1-P while the R-P is comparable with FPM. We further divide
the test suite into focused and less focused sets according to their themes. There
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are 137 photos with content clearly associated with a focused theme, such as
MacBook. The remaining 36 photos correspond to themes like nature and por-
trait and are put in subjective-themed groups by the evaluators. We notice that
the precision of CSM is constantly much lower than FPM, as it tends to recom-
mend much more groups than FPM. It is also interesting to observe that FPM
has higher R-P and T1-P in recommending groups with focused content; while
CSM has better R-P and T1-P in recommending subjective-themed groups.
Such observation is consistent with the algorithms’ underlying feature. Groups
with focused content often have many long and expressive patterns with high
support percentage, while groups with less focused content often have much less
number of patterns and the patterns are much shorter with a quite low sup-
port percentage. This leads to FPM ranking some less focused groups that are
loosely related to the photos lower than those focused groups or even failing to
recommend them. We also compare the discriminative power of CSM and FPM

Fig. 5. General comparison between
CSM and FPM

Fig. 6. Discriminative power comparison
between CSM and FPM

by selecting several themes that share similar tag distribution or top tags, such
as [cat, Big Cat ] and [MacBook, MacBook Pro]. We can see from Figure 6 that
FPM outperforms CSM in terms of T1-P. It illustrates the pitfall of considering
tag’s single occurrence rather than their co-occurrence. Large groups are likely
to be ranked as the top few ones in the CSM recommendation list. For example,
nature, city and landscape are top tags in some extremely large camera groups.
Although these tags also appear within other groups, when they present in a
photo, CSM always highly recommend the camera groups regardless of omission
of camera information in the photo’s tags. Therefore, we come to a conclusion
that CSM is prone to larger groups with wider topics and it has a poor accuracy
when differentiating two or more themes that share some common features. In
contrast, FPM tends to put content-focused groups (with longer patterns) in
front of those less-focused large group.

In summary, CSM is in favour of large and less focused groups. It tends
to recommend those groups when there is certain tag overlapping. Such bias
sometimes increases the recommendation noise for photos that are only remotely
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related with those groups. On the other hand, FPM performs better in focused
groups especially in separating different concepts sharing similar textual content.
However, it tends to misrepresent those large and less focused groups.

4.3 Build-in Test Suite

We are able to get the date that a photo is added to a particular group from Flickr
API. Based on the date information, we extract photos added within the last
two months dating back from the collection time as the test suite. The remaining
photos in each group form the new test data collection. Over 108K photos are
included in the test suite. Majority of the individual test photo belongs to only
one group. Around 4.5% of the photos belong to 2 or more group. The maximum
number of groups shared by an individual photo is 4. We compute top1precision
and top4precision as measure. These precisions are defined on group rather than
on individual query. top1precision is simply the percentage of photos in a group
that has its original group as top 1 in the recommendation list. top4precision
is the percentage of photos that has its original group included in top 4 of the
recommendation list.

Table 3. Storage, Execution Cost and Precision Comparison

FPM CSM
Index number 129K 1.46M
index size 9.6M 37.5M
Execution Time (s) 1.2K 214.7K
Per Query response
time (s)

0.01 1.98

For each group, there is a certain percentage of photos fail to appear in the
top list of neither algorithm. Three types of photos fall in this set: (1) A photo
with only one tag and the tag is the frequent tag of many groups. For instance,
photos with only a tag apple always have the same recommendations regardless of
their original groups; (2) A photo with a short list of unusual tags. for instance, a
photo tagged with [adayatthezoo], a tag appear only twice in one group and once
in another group does not get any recommendation from FPM and a relative
random recommendation by CSM; (3) A photo with tag list closer to other
groups than its original one. For instance, a photo of iPod tagged with [colour,
art, cards, crafts] is put into groups with portrait theme by both algorithms.
All such cases are examples of lack of expressive tags and cannot be processed
accurately by text-only algorithms.
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Photos that are missed by FPM but appearing on CSM recommendation list
have relatively low occurring tags. Photos missed by CSM but appearing on
FPM top recommendation list often have camera and subjective theme groups
presented as noise. Others have the typical symptom as described in Figure
4. For instance, a photo with tags like [streetphotography, color, apple, street,
newyork, women, people, city] from a group about New York City has many
groups related with apple recommended by CSM.

4.4 Parameter Analysis

Support threshold in FPM algorithm is the only parameter involved. Typically,
support threshold is set as a percentage of total transaction number. Considering
the large variation of group sizes, it is difficult to define a one-size-fit-all percent-
age value. A threshold value at 2.5% would require around 100 photos to have
the same tag(s) in a small group. It would require around 20K photos to have
the same tag(s) in a large group. To make the patterns generated comparable
among groups of different sizes, we set the threshold value so that top 100 tags of
each group form the large 1-item set. We generate two sets of frequent patterns
based on 2.5% threshold and on top 100 tag threshold. We run FPM on both FP
sets using the build-in test suite. Figure 7 highlights the difference. The chart
on left panel shows the overall top4precision obtained using two thresholds.
Support based on top 100 tags obtains higher precision, but the improvement
is not very big. We also show a few individual groups’ performance using the
two thresholds. We select one group with specific concept (sc), one group with
general concept (gc), one group with subjective theme (st) and three camera
groups (c1-c3). The improvement on precision is more prominent in less focused
groups. The chart on the right panel shows the number of patterns and distinct
tags involved for those groups. We can see that the top 100 tag based support
significantly increased the number of patterns in all groups. This is partly due
to the number of tags involved in the frequent pattern computation. For many
groups, especially less focused groups, using 2.5% threshold results in a very
limited set of tags.

Fig. 7. Comparision between different support values
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5 Conclusion

In this paper we propose and implement two algorithms for recommending cat-
egories to a given resources based on the textual information. The baseline al-
gorithm (CSM) takes traditional IR approach while another algorithm (FPM)
takes data mining approach. Overall, the CSM approach favours large and the
less focused group while the FPM algorithm performs better in separating var-
ious concepts with similar textual content. We run two experiments on Flickr
group data and give detailed analyse of the algorithms performance with re-
spect to group features. The proposed algorithm can be used in group and other
user-specified structure.
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Abstract. Many current recommender systems exploit textual annota-
tions (tags) provided by users to retrieve and suggest online contents.
The text-based recommendation provided by these systems could be en-
hanced (i) using unambiguous identifiers representative of tags and (ii)
exploiting semantic relations among tags which are impossible to be dis-
covered by traditional textual analysis. In this paper we concentrate on
annotation and retrieval of web content, exploiting semantic tagging with
DBpedia. We use semantic information stored in the DBpedia dataset
and propose a new hybrid ranking system to rank keywords and to ex-
pand queries formulated by the user. Inputs of our ranking system are
(i) the DBpedia dataset; (ii) external information sources such as clas-
sical search engine results and social tagging systems. We compare our
approach with other RDF similarity measures, proving the validity of
our algorithm with an extensive evaluation involving real users.

Keywords: content-based recommendation, RDF ranking, DBpedia.

1 Introduction

Many content-based recommender systems exploit textual annotation (e.g., tags)
to recommend content to web users. Moreover, in the current Web 2.0 we also
see e-commerce sites giving the possibility to users to tag content/products they
want to sell/buy, in order to make them easily retrievable by other users will-
ing to buy/sell that content or products1. However, the limits of pure textual-
based recommender systems are well know: as semantic relations among key-
words are not taken into account, they cannot recognize different keywords with
the same meaning (synonymy), as well as the fact that a single word can have
different meanings (polysemy). This is the main reason why proposed content
is sometimes not in topic with what the user is looking for. Pure textual ap-
proaches do not allow to face problems such as synonymy, polysemy, homonymy,
context analysis, nor to discover particular relations as hyponymy and hyper-
onymy2. Several semantic-based systems exploits ontological information [8,5,4]

1 Just to cite an example, Amazon allows users to tag products to improve the search
and recommendation process (http://www.amazon.com/gp/tagging/cloud/).

2 www.wikipedia.org/wiki/{Synonym|Polysemy|Homonym|Hyponymy}

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 36–48, 2010.
c© Springer-Verlag Berlin Heidelberg 2010

http://www.amazon.com/gp/tagging/cloud/
www.wikipedia.org/wiki/{Synonym|Polysemy|Homonym|Hyponymy}
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to overcome the above mentioned issues. Unfortuantely, the main problem of
such approaches is that it is very laborious to maintain an ontology regularly
updated. Projects like DBpedia3 may solve the issue of having a semantic source
of information regularly updated and which covers a wide range of fields, being
based on Wikipedia. Indeed, DBpedia is a community effort to extract struc-
tured information from Wikipedia and to make this information available on
the Web as a RDF dataset, allowing to pose sophisticated SPARQL queries to
Wikipedia. Terms from DBpedia can be used to annotate and represents web
contents. Compared to other subject hierarchies and taxonomies, DBpedia has
the advantage that each term/resource is endowed with a rich description in-
cluding abstracts in more than 90 languages. Another advantage, compared to
static hierarchies, is that DBpedia evolves as Wikipedia changes. Moreover, each
concept in DBpedia is referred by its own URI. This allows to precisely get
a resource with no ambiguity. For example, the American corporation Google
Inc. headquartered in California is referred to as the resource identified by
the URI http://dbpedia.org/resource/Google, whereas the American comic
strip Barney Google created in 1919 by Billy DeBeck is referred to as the URI
http://dbpedia.org/resource/Barney_Google_and_Snuffy_Smith.

The main idea behind our approach is the following: keywords can be mapped
to corresponding DBpedia resources. After this mapping, we are able to associate
a well defined semantics to keywords and we can enrich the “meaning” of the
keywords by exploiting the ontological nature of DBpedia. Main contributions
of this work are:

– A tool for the semantic annotation of web resources, useful in both the tagging
phase and in the retrieval one (see Section 2).

– A novel hybrid approach to rank resources on DBpedia w.r.t. a given keyword.
Our system combines the advantages of a semantic-based approach (relying
on a RDF graph) with the advantages of text-based IR approaches as it also
exploits the results coming from the most popular search engines (Google,
Yahoo!, Bing) and from a popular social bookmarking system (Delicious).
Moreover, our ranking algorithm is enhanced by textual and link analysis
(abstracts and wikilinks in DBpedia coming from Wikipedia).

– A relative ranking system: differently from PageRank-style algorithms, each
node in the graph has not an importance value per se, but it is ranked w.r.t.
its neighborhood nodes. That is, each node has a different importance value
depending on the performed query. In our system we want to rank resources
w.r.t. a given query by retrieving a ranking list of resources. For this reason we
compute a weight representing a similarity relation between resources, instead
of a weight for the single resource, as in PageRank-style algorithms.

– An extensive evaluation of our algorithm with real users and comparison w.r.t.
other four different ranking algorithms, which provides evidence of the quality
of our approach.

The remainder of the paper is structured as follows: in Section 2 we introduce
our motivating scenario and present a first implementation of the whole system,

3 http://dbpedia.org/

http://dbpedia.org/resource/Google
http://dbpedia.org/resource/Barney_Google_and_Snuffy_Smith
http://dbpedia.org/
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which is detailed in Section 3. Then, in Section 4 we show and discuss the results
of experimental evaluation. In Section 5 we discuss related work with respect to
our approach. Conclusion and future work close the paper.

2 Not Only Tag: A Tool for Tag Cloud Generation

In this section we describe a semantic social tagging system Not Only Tag – NOT
(available at http://sisinflab.poliba.it/not-only-tag, see Figure 1)) that
can be used to recommend similar tags to users in the annotation and retrieval
process of web resources.

Fig. 1. Screenshot of Not Only Tag system

The interaction with the system is very simple and intuitive. Let us suppose
the user wants to annotate a software component. The user starts typing some
characters (let us say “Drup”) in the text input area (marked as (1) in Figure
1) and the system suggests a list of DBpedia URIs whose labels or abstracts
contain the typed string. Then the user may select one of the suggested items.
We stress here that the user does not suggest just a keyword but a DBpedia
resource identified by a unique URI. Let us suppose that the choice is the tag
Drupal, which corresponds to the URI dbpres:Drupal.

The system populates a tag cloud (as shown in Figure 1 (2)), where the size
of the tags reflects their relative relevance with respect to Drupal in this case
(how the relevance is determined is explained in Section 3). We may see that the
biggest tags are Ubercart, PHP, MySQL, Elgg and Joomla!. If the user goes with
the mouse pointer over a tag, the abstract of the corresponding DBpedia resource
appears in a tooltip. This is useful because it allows for a better understanding
of the meaning of that tag. When the user clicks on a tag, the corresponding
cloud is created in a new tab. Thanks to this feature the user can also navigate
the DBpedia subgraph in an intuitive way.

The user can collects suggested tags she consider relevant for her campaign
by a drag and drop operation of the tag in her tag-bag area (indicated by (3)
in Figure 1). Once the user selects a tag, the system automatically enriches this
area with concepts related to the dropped tag. For example, in the case of Dru-
pal, its most related concepts are PHP, Software, Web Development, Content

http://sisinflab.poliba.it/not-only-tag
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Management System and so on. These new keywords represent the correspond-
ing Wikipedia Categories showed in the Wikipedia page of Drupal. Also the
tags appearing in the personal tag bag area are sized according to their rele-
vance. Thanks to the RDF nature of DBpedia, they can be easily computed via
nested SPARQL queries. In DBpedia, for each URI representing Wikipedia cate-
gory there is a RDF triple having the URI as subject, rdf:type as property and
skos:Concept as object. For a further deeper expansion of (semantic) keywords
in the tag bag, we also exploit the skos:broader and skos:subject properties
within DBpedia. These two properties are used to represent an ontological taxon-
omy among Wikipedia categories. In particular, skos:broader links a category
(subject) to its super-category while skos:subject relates a resource to its cor-
responding Wikipedia category. Finally, the SPARQL query used to compute the
expanded cloud related to a given resource is recursively repeated for all the
related categories.

3 An Hybrid Algorithm to Rank DBpedia Resources

In this section we describe our hybrid ranking algorithm DBpediaRanker4, used
to rank resources (tags) in DBpedia w.r.t. a given keyword. This algorithm com-
putes the relevance of DBpedia resources (tags) w.r.t. a given keyword and so it
allows to determine the size of the words in the tag cloud of NOT (see Section
2). In a nutshell, DBpediaRanker explores the DBpedia graph and queries exter-
nal information sources in order to compute a similarity value for each pair of
resources reached during the exploration.

The graph browsing, and the consequent ranking of resources, is performed
offline and, at the end, the result is a weighted graph where nodes are DBpedia
resources and weights represent the similarity value between any pair of nodes.
The graph so obtained will then be used at runtime:

– in the annotation phase, to suggest similar tags to users annotating e.g. their
software components;

– in the retrieval phase, to display components annotated with tags semanti-
cally related to the ones used in the query.

The similarity value between any pair of resources in the DBpedia graph is com-
puted querying external information sources (search engines and social book-
marking systems) and exploits textual and link analysis in DBpedia. For each
pair of resource nodes in the explored graph, we perform a query to each external
information source: we search for the number of returned web pages contain-
ing the labels of each nodes individually and then for the two labels together
(as explained in Section 3.2). Moreover, we look at, respectively, abstracts in
Wikipedia and wikilinks, i.e., links between Wikipedia pages. Specifically, given
two resource nodes a and b, we check if the label of node a is contained in the ab-
stract of node b, and vice versa. The main assumption behind this check is that
if a DBpedia resource name appears in the abstract of another DBpedia resource
4 For a more detailed description of the system the interested reader can refer to
http://sisinflab.poliba.it/publications/2010/MRDD10a/

http://sisinflab.poliba.it/publications/2010/MRDD10a/
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it is reasonable to think that the two resources are related with each other. For
the same reason, we also check if the Wikipedia page of resource a has a link to
the Wikipedia page of resource b, and vice versa. In the following we will present
in details all the components of our system, whose architecture is sketched in
Figure 2.

Fig. 2. The ranking system DBpediaRanker

Fig. 3. Evaluation for
MAX DEPTH . It represents
the average percentage (y axis) of
the top-10 resources related to 100
seeds within a distance of 1 to 4
hops (x axis).

3.1 Graph Explorer

This module queries DBpedia via its SPARQL endpoint. Given a DBpedia URI
5, the explorer looks for other URIs connected to it via a set of predefined
properties. The properties of DBpedia to be explored can be set in the sys-
tem before the exploration starts. In our initial setting, we decided to select
only the SKOS properties skos:subject and skos:broader Indeed, these two
properties are not specific of a particular context and are very popular in the
DBpedia dataset. Hence, they can be used as a good starting point. Moreover,
we observed that the majority of nodes reached by other properties were also
reached by the selected properties, meaning that our choice of skos:subject and
skos:broader properties does not disregard the effects of potentially domain-
specific
properties.

Given a root URI, this is explored up to a predefined distance, that can
be configured in the initial settings. We found through a series of experiments
that setting this distance, that we call MAX DEPTH , equal to 2 is a good
choice. Indeed, resources within two hops are still highly correlated to the root
URI, while going to the third hop this correlation quickly decreases. Indeed, we
noticed that if we set MAX DEPTH = 1 (this means considering just nodes
directly linked) we loose many relevant relation between pairs of resources. On
the other hand, if we set MAX DEPTH > 2 we have too many non relevant
resources.
5 From now on we use the words URI and resource indistinctly.
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In order to find the optimal value for MAX DEPTH , we initially explored
100 seed nodes up to a MAX DEPTH = 4. After this exploration was com-
pleted, we retrieved the top-10 (most similar) related resources for each node
(see Section 3.2). The results showed that on the average the 85% of the top-
10 related resources where within a distance of one or two hops. The resources
two hops far from the seeds where considered as the most relevant the 43% of
times (σ = 0.52). On the contrary the resources above two hops were rarely
present among the first results (less than 15% of times). In figure 3 the aver-
age percentage of top-10 related resources w.r.t. to the distance from a seed
(MAX DEPTH) is shown.

3.2 Ranker

Here we describe the ranker, the core component of the whole system. Given any
pair of resources in the DBpedia graph it determines a similarity value between
them; this similarity value is the weight associated to the edge between the two
resources.

Given two URIs uri1 and uri2 in the same graph-path, it compares how much
they relate with each other exploiting information sources external to DBpedia
such as search engines and social tagging systems.

The aim of this module is to evaluate how strong is a semantic connection
between two DBpedia resources using information taken from external sources.
In our current implementation we consider as external sources both (i) web
search engines (Google, Yahoo! and Bing) and (ii) social tagging systems (De-
licious), plus (iii) Wikipedia-related information contained in DBpedia. Given
two DBpedia resources uri1 and uri2, we verify how many web pages contain (or
have been tagged by) the value of the rdfs:label associated to uri1 and uri2.
Then we compare these values with the number of pages containing (or tagged
by) both labels. We select more than one search engine because we do not want
to bind the result to a specific algorithm of a single search engine. Moreover, we
want to rank a resource not only with respect to the popularity of related web
pages on the web, but also considering the popularity of such resources among
users (e.g., in Delicious). In this way we are able to combine two different per-
spectives on the popularity of a resource: the one related to the words occurring
within web documents, the other one exploiting the social nature of the current
web. Through formula (1) we evaluate the related similarity of two URIs uri1
and uri2 with respect to a given external information source info source.

sim(uri1, uri2, info source) =
puri1,uri2

puri1

+
puri1,uri2

puri2

(1)

Given the information source info source, puri1 and puri2 represent the number
of documents containing (or tagged by) the rdfs:label associated to uri1 and
uri2 respectively, while puri1,uri2 represents how many documents contain (or
have been tagged by) both the label of uri1 and uri2. It is easy to see that the
formula is symmetric and the returned value is in [0, 2]. The number of documents
containing both labels has to be always lower or equal to those containing only
one of the two labels. Otherwise we set the value puri1,uri2

puri1
= 0.
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Ranker does not use only external information sources but exploits also fur-
ther information from DBpedia. In fact, we also consider Wikipedia hypertex-
tual links mapped in DBpedia by the property dbpprop:wikilink. Whenever
in a Wikipedia document w1 there is a hypertextual link to another Wikipedia
document w2, in DBpedia there is a dbpprop:wikilink from the corresponding
resource URIs uri1 and uri2. Hence, if there is a dbpprop:wikilink from uri1 to
uri2 and/or vice versa, we assume a stronger relation between the two resources.
We evaluate the strength of the connection as follow:

wikiS(uri1, uri2) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, no wikilink between uri1 and uri2;
1, wikilink only from uri1 to uri2;
1, wikilink only from uri2 to uri1;
2, wikilink both from uri1 to uri2 and

vice versa;

Furthermore, given two resources uri1 and uri2, we check if the rdfs:label of
uri1 is contained in the dbpprop:abstract of uri2 (and vice versa). Let n be the
number of words composing the label of a resource and m the number of words
composing the label which are also in the abstract, abstractS(uri1, uri2) = m

n ,
with m

n in [0,1] as m ≤ n. At the end, the similarity value between uri1 and uri2
is computed as the sum of the functions:

sim(uri1, uri2, google) + sim(uri1, uri2, yahoo) + sim(uri1, uri2, bing)+
+sim(uri1, uri2, delicious) + wikiS(uri1, uri2) + abstractS(uri1, uri2)

(2)

4 Evaluation

In the experimental evaluation we compared our DBpediaRanker algorithm with
other four different algorithms; some of them are just a variation of our algorithm
but lack of some key features.

Algo2 is equivalent to our algorithm, but it does not take into account textual
and link analysis in DBpedia.

Algo3 is equivalent to our algorithm, but it does not take into account exter-
nal information sources, i.e., information coming from search engines and social
bookmarking systems.

Algo4, differently from our algorithm, does not exploit textual and link anal-
ysis. Moreover, when it queries external information sources, instead of the for-
mula (1), it uses the co-occurrence formula: puri1,uri2

puri1+puri2−puri1,uri2

Algo5 is equivalent to Algo4, but it uses similarity distance [1] instead of
co-occurrence.

We did not choose to use either co-occurrence or similarity distance in DBpe-
diaRanker since they do not work well when one of the two resources is extremely
more popular than the other, while formula (1) allows to catch this situation.

In order to assess the quality of our algorithm we conducted a study where
we asked to participants to rate the results returned by each algorithm. For each
query, we presented five different rankings, each one corresponding to one of the
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Fig. 4. Screenshot of the evaluation system. The five columns show the results for,
respectively, Algo3, Algo4, DBpediaRanker, Algo2 and Algo5.

ranking methods. The result lists consisted of the top ten results returned by
the respective method. In Figure 4, results for the query Drupal are depicted.
Looking at all the results obtained with our approach (column 3), we notice
that they really are tightly in topic with Drupal. For example, if we focus on the
first three results, we have Ubercart, that is the popular e-commerce module for
Drupal, PHP, which is the programming language used in Drupal, and MySQL,
the most used DBMS in combinance with Drupal. The other results are still very
relevant, we have for example Elgg and Joomla!, that are the major concurrents
of Drupal, and Linux, which is the common platform used when developing with
Drupal. It is very likely that a user who knows Drupal, also knows the languages
and technologies our measure returned.

We point out that even if we use external information sources to perform
substantially a textual search (for example checking that the word Drupal and
the word Ubercart appear more often in the same Web pages with respect to
the pair Drupal and PHP), this does not mean that we are discarding semantics
in our search and that we are performing just a string comparison. Indeed, we
are not performing just a keyword-based search: this is still more evident if we
consider the best results our system returns if the query is PHP. In fact, in this
case no node having the word PHP in the label appears in the first results. On
the contrary the first results are Zend Framework and Zend Engine, that are
respectively the most used web application framework when coding in PHP and
the heart of PHP core. PHP-GTK is one of the first resources that contains the
word PHP in its label and is ranked only after the previous ones.

During the evaluation phase, the volunteers were asked to rate the different
ranking algorithms from 1 to 5 (as shown in Figure 4), according to which list
they deemed represent the best results for each query. The order in which the
different algorithms were presented varied for each query: e.g., in Figure 4 the
results for DBpediaRanker algorithm appear in the third column, a new query
would show the results for the same algorithm in a whatever column between
the first and the last. This has been decided in order to prevent users to being
influenced by previous results. For the same reason the columns do not have the
name of the ranking measure.
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The area covered by this test was the ICT one and in particular programming
languages and databases.

The test was performed by 50 volunteers during a period of two weeks. The
users were Computer Science Engineering master students (last year), Ph.D. stu-
dents and researchers belonging to the ICT scientific community. For this reason,
the testers can be considered IT domain experts. During the testing period we
collected 244 votes. It means that each user voted on average about 5 times. The
system is still available at http://sisinflab.poliba.it/evaluation. The user
can search for a keyword in the ICT domain by typing it in the text field, or
she may directly select a keyword from a list below the text field that changes
each time the page is refreshed. While typing the resource to be searched for,
the system suggests a list of concepts obtained from DBpedia.

If the service does not return any result, it means that the typed characters
do not have any corresponding resource in DBpedia, so the user can not vote on
something that is not in the DBpedia graph. It may happen that after having
chosen a valid keyword (i.e., an existing resource in DBpedia) from the sugges-
tion list, the system says that there are no results for the selected keyword. It
happens because we limited the exploration of the RDF graph to nodes belonging
to programming languages and databases domain, while the URI lookup web
service queries the whole DBpedia. For the sake of simplicity, in this first exper-
iment we decided not to filter results from the URI lookup web service with the
nodes in our context. Occasionally it may happen that a keyword belonging to
IT domain gives no results, this could happen because the selected resource has
not yet been analyzed by DBpediaRanker.

In all other cases the user will see a screenshot similar to the one depicted
in Figure 4. Moving the mouse pointer on a cell of a column, the cells in other
columns having the same label will be highlighted. This allows the user to better
understand how differently algorithms rank the same resource and in which
positions the same labels are in the five columns. Clicking on a concept, the
corresponding Wikipedia page will open in an iframe. This facilitates the user
to obtain more information about the clicked concept.

Finally, the user can start to rate the results of the five algorithms, according
to the following scale: (i) one star: very poor ; (ii) two stars: not that bad ; (iii)
three stars: average; (iv) four stars: good ; (v) five stars: perfect. The user has to
rate each algorithm before sending her vote to the server. Once rated the current
resource, the user may vote for a new resource if she wants. For each voting we
collected the time elapsed to rate the five algorithms: on the average it took
about 1 minute and 40 seconds (σ = 96.03 s). The most voted resources were
C++, MySQL and Javascript with 10 votings.

In Figure 5 we plotted the mean of the votes assigned to each method. Error
bars represent standard deviation. DBpediaRanker has a mean value of 3.91
(σ = 1.0). It means that, on the average, users rated it as Good. Examining its
standard deviation, we see that the values are within the range of ∼ 3 ÷ 5, i.e.,
the ranks are comprised between Average and Perfect. In order to determine if
the differences between our method and the others are statistically significant
we used the Wilcoxon test [13]. From the Wilcoxon test we can conclude that
not only our algorithm performed always better than the others, but also that

http://sisinflab.poliba.it/evaluation
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σ

Fig. 5. Average ranks

the (positive) differences between our ranking and the others are statistically
significant. Indeed, the z-ratio obtained by comparing DBpediaRanker algorithm
with Algo2, Algo3, Algo4 and Algo5 is respectively 4.93, 8.71, 7.66, 12.89, (with
p < 0.0001). By comparing these values with the critical value of z 6, we can reject
the null hypothesis (correlated rankings), and say that the differences between
our algorithm and the others are statistically significant.

5 Related Work

Nowadays, a lot of websites expose their data as RDF documents; just to cite a
few: the DBPL database, RDF book mashup, DBtune, MusicBrainz 7. Therefore,
it would be very useful to have some metrics able to define the relevance of nodes
in the RDF graph, in order to give back to the user a ranked list of results, ranked
w.r.t. the user’s query. In order to overcome this limit several PageRank-like [11]
ranking algorithms have been proposed [2,7,9,6]. They seem, in principle, to be
good candidates to rank resources in an RDF knowledge base. Yet, there are some
considerable differences, that cannot be disregard, between ranking web docu-
ments and ranking resources to which some semantics is attached. Indeed, the
only thing considered by the PageRank algorithm is the origin of the links, as
all links between documents have the same relevance, they are just hyperlinks.
For RDF resources this assumption is no more true: in an RDF graph there are
several types of links, each one with different relevance and different semantics,
therefore, differently from the previous case, an RDF graph is not just a graph,
but a directed graph with labels on each edge. Moreover an RDF resource can
have different origins and can be part of several different contexts and this in-
formation cannot be disregarded, instead it should be exploited in some way in
the ranking process. Swoogle [2] is a semantic web search engine and a meta-
data search provider, which uses the OntologyRank algorithm, inspired by the
PageRank algorithm. Differently from Swoogle, that ranks RDF documents which
6 http://faculty.vassar.edu/lowry/ch12a.html
7 http://www.informatik.uni-trier.de/~ley/db/,
http://www4.wiwiss.fu-berlin.de/bizer/bookmashup/,
http://dbtune.org/, http://musicbrainz.org/

http://faculty.vassar.edu/lowry/ch12a.html
http://www.informatik.uni-trier.de/~ley/db/
http://www4.wiwiss.fu-berlin.de/bizer/bookmashup/
http://dbtune.org/
http://musicbrainz.org/
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refer to the query, our main task is to rank RDF resources similar to the query.
Nonetheless, we borrowed from Swoogle the idea of browsing only a predefined
subset of the semantic links. Similarly to our approach also the ReConRank [7]
algorithm explores just a specific subgraph: when a user performs a query the
result is a topical subgraph, which contains all resources related to keywords
specified by the user himself. In the subgraph it is possible to include only the
nodes directly linked to the particular root node (the query) as well as specify
the number n of desired hops, that is how far we want to go from the root
node. The ReConRank algorithm uses a PageRank-like algorithm to compute
the relevance of resources, called ResourceRank. However, like our approach, the
ReConRank algorithm tries to take into account not only the relevance of re-
sources, but also the “context” of a certain resource, applying the ContextRank
algorithm [7]. Our approach differs from [7] due to the semantic richness of the
DBpedia graph (in terms of number of links) the full topical graph for each re-
source would contain a huge number of resources. This is the reason why we
only explore the links skos:subject and skos:broader. Hart et al. [6] exploit
the notion of naming authority, introduced by [9], to rank data coming from
different sources. In order to achieve this aim they use an algorithm similar to
PageRank, adapted to structured information such as the one contained in an
RDF graph. However, as for PageRank, their ranking measure is absolute, i.e. it
does not depend on the particular query. In our case, we are not interested in
an absolute ranking and we do not take into account naming authority because
we are referring to DBpedia: the naming authority approach as considered in [6]
loses its meaning in the case of a single huge source such as DBpedia. Mukherjea
et al. in [10] presented a system to rank RDF resources inspired by [9]. As in
the classical PageRank approach the relevance of a resource is decreased when
there are a lot of outcoming links from that, nevertheless such an assumption
seems not to be right in this case, as if an RDF resource has a lot of outcoming
links the relevance of such a resource should be increased not decreased. In our
approach, in order to compute if a resource is within or outside the context, we
consider as authority URIs the most popular DBpedia categories. Based on this
observation, URIs within the context can be interpreted as hub URIs. TripleR-
ank [3], by applying a decomposition of a 3-dimensional tensor that represents
an RDF graph, extends the paradigm of two-dimensional graph representation,
introduced by HITS, to obtain information on the resources and predicates of
the analyzed graph. In the pre-processing phase they prune dominant predicates,
such as dbpprop:wikilink, which, instead, have a fundamental role as shown
in the experimental evaluation. Moreover in [3] they consider only objects of
triples, while we look at both directions of statements. Finally, as for all the
HITS-based algorithms, the ranking is just based on the graph structure. On
the contrary we also use external information sources. Sindice [12], differently
from the approaches already presented, does not provide a ranking based on
any lexicographic or graph-based information. It ranks resources retrieved by
SPARQL queries exploiting external ranking services (as Google popularity) and
information related to hostnames, relevant statements, dimension of information
sources. Differently from our approach, the main task of Sindice is to return RDF
triples (data) related to a given query. Kasneci et al. [8] present a semantic search
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engine NAGA. It extracts information from several sources on the web and, then,
finds relationships between the extracted entities. The system answers to queries
about relationships already collected in it, which at the moment of the writing
are around one hundred. Differently from our system, in order to query NAGA
the user has to know all the relations that can possibly link two entities and
has to learn a specific query language, other than know the exact name of the
label she is looking for; while we do not require any technical knowledge to our
users, just the ability to use tags. We do not collect information from the entire
Web, but we rely on the Linked Data cloud, and in particular on DBpedia at
the present moment.

6 Conclusion and Future Work

In this paper we presented a novel system for semantic tag generation and re-
trieval. We motivated our approach in a scenario of annotation of web resources,
showing how exploiting semantic information in DBpedia it is possible both (i)
to help users in the process of tag selection, and (ii) to enhance the retrieval
process of previously annotated content, displaying the most relevant resources
w.r.t. the keywords (tags) specified by the user. We described the components
of our system and showed the validity of our approach through experimental
results supported by extensive users evaluation. Currently, we are mainly inves-
tigating on how to extract more fine grained contexts and how to enrich the
context extracting not only relevant resources but also relevant properties.
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Abstract. Reviews and review based rankings are widely used in re-
commendation systems to provide potential customers quality informa-
tion about selected products. During the last years, many researchers
have shown that these reviews are neither objective nor do they repre-
sent real quality values. Even established ranking methods designed to
fix this problem have been shown to be unreliable. In this work, user gen-
erated content of fora, weblogs and similar trustworthy social networks
is proposed as an alternative data source. It is shown how this data can
be used to calculate a satisfaction and relevance measure for different
product features to provide potential customers reliable quality infor-
mation. The method is evaluated in the automotive domain using J.D.
Power’s established Initial Quality Study to ensure providing meaningful
quality-related data.

Keywords: social networks, reviews, recommendation system.

1 Introduction

During the last 10 years, the e-commerce sector has shown that online shopping
portals have a great growth potential which has not even been stopped by the
economic crisis. Nevertheless, in a highly competitive environment it is simply
not enough to offer product catalogs only. Today, potential customers expect
more comfort: In addition to high quality product information they want to be
guided through the large number of possible products. Recommendation systems
have been successfully used by many different e-commerce portals to suggest
relevant products by providing product rankings or experience reviews of other
customers [1,2].

There are different types of systems to convert browsers into buyers, improve
cross-selling or enforce customer loyalty [1]. Reviews and review based rankings
are the most widely used recommendation system which is supposed to provide
relevant quality information based on the experience of other customers. Recent
work has shown that this simple and widely used method does not reflect real
quality values [3,4] and that even different rating methods (e.g. amazon’s “help-
ful” ratings) cannot assure quality relevant reviews [5,6]. Nevertheless, 78% of
Internet users rely on recommendations from consumers and 61% trust customer
opinions posted online [7].

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 49–60, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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In this work, a new recommendation system is presented that is designed to
provide reliable and quality relevant product information. Instead of relying on a
small number of locally available and possibly manipulated data, it utilizes user
generated content in Internet fora, web-logs and other social networks. The very
large amount of mostly unbiased comments (section 2) is used to provide the
customer a satisfaction and relevance measure on different abstraction levels.
The proposed system provides these measures for the complete life-cycle of a
selected product and is also able to analyze quality changes over time by selecting
different time slots. This is a very important information for long-run products
like cars or hotels.

2 User Generated Content as Recommendation Source

In most community systems, review based recommendation systems are realized
using free-text fields in addition to star-ratings. While shop owners can increase
their revenue offering comment functionality [4,8], customers are able to read
product experience of other customers [3]. This win-win situation leads to a
highly accepted recommendation system that is realized in nearly every online
shop system and thus comments are becoming an accepted form of cultural
expression [3].

Unfortunately, customer reviews are not objective at all. Recent work has
shown that most of the reviews posted in online markets are bimodal [9]: they
are either allotted an extremely high rating or an extremely low rating. The ad-
ditional available average numerical star-rating does not convey a lot of informa-
tion in this situation so that the users have to read free-text comments. It has
been shown that most of these comments are positively biased. In some situa-
tions, they are misused for advertisement, promotion and communication issues
or they are simply duplicated [3]. A measure is needed to distinguish high quality
reviews from low quality reviews. Different shopping systems (e.g. amazon.com)
have introduced a peer-reviewed measure, in which each customer can specify if a
review was helpful. It has been shown that these assessments are influenced by a
number of factors [5,6]. Nevertheless, studies have used these votes to train rank-
ing models [10], which in consequence reflect this bias. Different approaches try
to solve this problem by using extractable meta data like objectivity, subjectivity
and readability to create an objective quality measure [8,5].

Previously mentioned methods do not take time into account, so that it is
not possible to identify quality problems over time: The review based recom-
mendation systems assume that there are no quality changes. This is surely not
correct for products which are sold for a long time like cars or hotels. Addition-
ally, these methods require a product to have reviews. New or low-traffic items
do not have such reviews so that customers may prefer other products. Shop
owners and product manufacturers can counteract this by adding some baits
but there are also paid or manipulated comments [3]. This not-recommended
method undermines trust and thus harms the long-term reliability.

In the following section, a new recommendation system is proposed that is able
to fix these vulnerabilities. Instead of relying only on locally available comments
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that are possibly manipulated to increase sales, the algorithm takes user gener-
ated content of fora, weblogs and other social networks into account. Currently,
there are more than 475 million active Internet users in the world. More than
38% want to start their own web-log and 34% of blog authors are writing their
opinions on products and brands [11]. It is assumed that this data is not as biased
as product reviews because there are no ulterior financial motives. Nevertheless,
the data source has to be selected carefully. During the last years, especially we-
blogs have attracted attention due to paid content which is why in the USA the
Federal Trade Commission FTC regulates weblogs in their use of paid content
with the beginning of December 1st, 20091. An analysis of 1, 196 discussions in
Internet fora has shown however, that most of these discussions are focused on
topics the customer needs help or advice (fig. 1). These discussions provide a
lot of quality information. A carefully selected data source of Internet fora and
trustworthy weblogs is the base for the proposed recommendation system. It is
not recommended to track “the whole” Internet.
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Fig. 1. Abstract topic analysis on 1, 196 entries of the automotive forum benzworld.org.
Nearly 50% of the posts are dealing with technical or conceptual problems in which
the author needs some advice. 25% of the entries are not dealing with any car at all
and can be disregarded for quality analysis.

3 Social Network Analysis

In the following, the workflow of the proposed recommendation system is dis-
cussed in detail. It is assumed that user generated content of weblogs, fora or
other social networks is already downloaded by specialized web crawlers that
only store relevant user generated content additional to author names and post-
ing time [12]. Advertisement, navigation and other page structure elements are
already filtered out.

3.1 Data Analysis

In contrast to product reviews, user generated content in social networks is
not focused on quality or satisfaction reports nor is it supposed to be analyzed
1 http://www.ftc.gov/os/2009/10/091005endorsementguidesfnnotice.pdf
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automatically. While there is some structured information in product reviews
(e.g. star ratings or pro and contra lists) the discussed user postings are com-
pletely unstructured. The text neither contains a special field that defines the
discussed product features nor does it provide a defined field for the customer’s
satisfaction. It is for the algorithms to introduce this structure. This is done
by data cleaning, natural language processing and information extraction algo-
rithms. The schematic of the proposed workflow can be seen in figure 2. The
recommendation system itself is designed to be independent of used data ana-
lysis algorithms. This is why different approaches are discussed and the used
algorithms for the realized prototype (section 4) are presented in the following
subsections.

Pre-processing. First of all, in a multilingual approach the language of the
text has to be identified to load special language dependent resources and al-
gorithms at downstream steps. This is done using a n-gram classification [13].
After tokenization using regular expressions, the content information is enriched
with part-of-speech tagging applying the TreeTagger algorithm [14].

Contrary to texts typically used for research issues, user contributions in we-
blogs, fora and similar systems are of poor quality, containing a lot of abbrevia-
tions, misspellings, dialect words, community specific nicknames and syntax (e.g.
@nickname: ...) so that some cleaning steps are necessary. Tokens which influence
analysis negatively — such as stop words, abbreviations, (nick-) names, e-mail
addresses and URLs which can be disregarded in downstream analysis steps —
are annotated using simple word lists. Misspelled and dialect words are fixed in
English comments [15,16]. In other languages this step is not done because tests
have shown that a correction will cause more errors2. Finally redundant text
doublets caused by quotations are annotated comparing word n-grams to detect
similar text fragments across postings in a discussion thread.

Topic Detection. In recent years, different researchers have focused aspect-
based opinion mining to capture reviewers’ opinions toward different product as-
pects (e.g. [17,18,19,20]). Product feature extraction and categorization is surely
the most difficult task in this process. Next to different statistical approaches
using co-occurrences, association rules [17], PMI [18] and probability based algo-
rithms [19] have been proposed to handle this difficult task. Synonym treatment
is suggested by means of ontologies similar to Wordnet [17,18] or by using fuzzy
string matches [5].

Contrary to the discussed approaches, the proposed recommendation system
is not designed to focus on product features but on topics generally. The candi-
date list of potential topics has to be extracted of completely unstructured user
comments. The usage of semistructured information [20] is not possible due to
missing data structures. Different rule based approaches have shown an aver-
age precision between 79% and 89% on usually uniformly formulated phrases
[17]. These performances cannot be assumed in unstructured content found in
2 In German, for example, it is possible to combine different single words to a new one,

which to our knowledge cannot be reliably handled by current available algorithms.
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weblogs or fora because there are many different comment structures available.
Schierle and Trabold proposed to realize a taxonomy based approach [21]: To
label each comment with related topics, the terminology of a product domain
is organized in a taxonomy providing the possibility to store multi-lingual syn-
onyms for each concept. The special taxonomy structure makes it possible to
disambiguate different concepts having the same word associated to them re-
garding part-of-speech and context. Using simple token matching algorithms,
each user comment can be labeled with corresponding terminology terms. This
approach ensures high precision which is very important for a recommendation
system to gain customers’ trust. Thanks to the large amount of available data
it is possible to prefer precision while maintaining sufficient data points. The
taxonomy structure itself summarizes different concepts to topics. In the follow-
ing, these topics are called “product features” because it is not important if the
analysis focuses on specific features or abstract topics.

To ensure adequate recall values and to cover different terms used by cus-
tomers, this taxonomy can be extended using semi-supervised terminology ex-
traction algorithms presented in previously mentioned publications. This ap-
proach causes of course more human effort. Low precision results, however, would
undermine user trust because of wrong topic classification. In addition, off-topic
discussions are excluded in the product analysis using this method.

Sentiment Analysis. Next to the topics the users are talking about, it is
important to know in which mood they are talking. Recent work dealing with
user reviews has used already classified pro and contra information provided by
the users themselves [17,20]. Scaffidi et al. suggest to use the additional used
star rating assuming that this average rating represents user satisfaction for
mentioned product features [19]. This was already disproved by Kano et al. [22]
who have recognized that product features satisfy a customer in varying degrees.
Lexicon based approaches have been introduced to assign sentiment values to
words causing emotions [23,24,25]. This simple technique is not adequate for
most real world scenarios because the intended sentiment depends not only on
single words but on the context. Different machine learning approaches have
been proposed to take this into account (e.g. [26,27]). Dave et al. have shown
that these methods perform well on whole reviews but not on sentences [27] so
that it is not possible to extract topic related sentiment information.

The proposed analysis algorithm uses an approach similar to the algorithm
used for topic detection: A sentiment lexicon is represented as a taxonomy, en-
riched with context information in which a given sentiment value is valid. Each
concept appearance in user generated content is annotated with the correspond-
ing sentiment value ∈ [−1; 1]. To take relational information into account, each
sentiment word is assigned to the feature annotation located next to it.

3.2 User Driven SWOT Analysis

The proposed recommendation system is supposed to provide an abstract view to
all user comments that are dealing with specific products and product features.
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To provide customer related information about product specific strengths and
weaknesses, opportunities and threats (SWOT), two different measures are
calculated:

1. First a satisfaction index is calculated to estimate the overall quality esti-
mation for each feature yi and product xj .

2. Additionally, a relevance index is calculated to provide information on how
relevant the product feature is in customers’ point of view.

Satisfaction Calculation. Intuitively, one might assume that satisfaction is
the ratio of the number of positive to negative comments. But this presupposes
to have a balanced lexicon and a balanced language. Both conditions are very
unlikely. That is why the system defines neutral satisfaction for a feature yi as
ratio of positive f+(yi) and negative f−(yi) comments for all products. The sat-
isfaction index s(yi, xj) for a given product xj is based on the number of positive
posts concerning a product-feature combination f+(yi, xj) and the number of
negative posts f−(yi, xj).

fpositive = f+(yi,xj)
f+(yi)

fnegative = f−(yi,xj)
f−(yi)

s(yi, xj) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

fpositive
fnegative

− 1 if fpositive ≤ fnegative

1 −
fnegative
fpositive

else

(1)

A potential customer can compare the satisfaction value of different products
x1, . . . , xn on feature level yi: A higher satisfaction value s ∈ [−1; 1] for product
xj and feature yi implies higher satisfaction compared to other products with
feature yi.

Relevance Calculation. Different product features are discussed with varying
frequency. A feature the customer has to deal with every day is more critical
in case of misbehavior than a feature used more rarely. A user driven recom-
mendation system has to take this issue into account and thus has to provide a
relevance measure. Recent work has used absolute counts [17]. The analysis of
user comments has shown however that it is important to be aware of different
frequencies of occurrence for different products: On the one side product A is
much more mentioned than product B because A is a mainstream product. On
the other side a non-mainstream product C can be mentioned even more fre-
quently because the manufacturer was able to motivate users of social networks
to talk about its products (e.g. Apple).

The relevance of a given feature yi for product xj is the probability p(yi|xj)
that depends on the frequency f of both features relative to the product itself:

p(yi|xj) =
f(yi, xj)
f(xj)

(2)
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The formula measures the probability that other users publish comments about
feature yi while dealing with product xj . Thus it provides information about
how relevant feature yi is depending on product xj . It is not necessary to care
about different product frequencies any more.

4 Evaluation

4.1 Prototype Implementation

The proposed recommendation system has been realized as a prototype in the
automotive domain. It tracks 20 automotive Internet fora and 103 weblogs. In
sum, the analysis system has downloaded 13 million German and English user
comments. The taxonomy for topic detection contains 2, 081 automotive-related
multilingual concepts (e.g. components, service terms) with 5, 392 synonyms.
These terms have been extracted from different automotive lexica in addition to
cooccurrences found in real fora data. The sentiment lexicon was created based
on [28] in addition to English translations. User comments are preprocessed
using the OASIS Unstructured Information Management Architecture (UIMA)
[29,30]. All analysis results are stored in a Lucene data index for fast data access
so that incremental data updates are possible (fig. 2).

Fig. 2. Prototype architecture for the proposed recommendation system: The pro-
totype tracks different Internet fora and weblogs and analyzes the downloaded data
(section 3.1). The extracted information is stored in a Lucene data index for fast access
and incremental updates, which is used by the frontend for the SWOT analysis (section
3.2).

The frontend, the customer interacts with, is a Rich Internet Application
(RIA) based on GWT3. The user can drag products and product features to
an analysis table in which the system automatically calculates all necessary fre-
quencies using Lucene search queries. The recommendation system additionally
classifies each satisfaction value to five different groups based on empirically de-
termined borders. Each class is represented by one of five different arrows in
order to give a quick quality impression (figure 3).

3 http://code.google.com/webtoolkit/

http://code.google.com/webtoolkit/
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(a) satisfaction analysis (b) time analysis

Fig. 3. Prototype use case: A potential customer wants to compare customer satisfac-
tion for three different car models. After selecting features relevant to the user, the
prototype calculates the satisfaction and the relevance index (a). Each product-feature
combination can be analyzed over time (b).

Next to the abstract overview, the user can analyze the satisfaction and rele-
vance indices over time to see quality changes during the last months and years.
The user is able to list the corresponding comments to get linked to the original
web pages.

4.2 Evaluation Results

In order to assess whether the proposed system performs a useful product ad-
vice, two different questions are analyzed. First, it has to be ensured, that there
is enough data available to generate statistically relevant statements. Using the
taxonomy structure, the average number of postings for manufacturers, prod-
ucts, product models and product features at different levels of detail can be
quantified. The analysis shows that there is a large number of comments avail-
able for manufacturers and products (fig. 4 (a)). The sales designation instead
can be found in an insufficient number. This is caused by the fact that sales des-
ignations in the automotive domain are specifying different product variations
which in most cases are not subject of a problem description. Model names and
internal model series are well mentioned. Product features on the other side are
discussed in varying frequency: While feature comments are numerous for more
abstract features (fig. 4 (b)) special ones are rarely mentioned. In this situation,
the taxonomy approach does not fit. The user is neither mentioning a feature
nor a synonym. To improve the system quality on detail level, it would be ad-
ditionally necessary to link symptoms to all relevant product features, which on
the other side would decrease data precision.

Ensuring the topics of analysis can be found in the proposed data source, the
resulting product ratings have been compared to survey results of J.D. Power’s
“Initial Quality Study” IQS. This study is based on a 228-question battery de-
signed to provide manufacturers with information to facilitate identifying prob-
lems. Using J.D. Power’s quality index, it is possible to compare the system
output to a well established quality measure. This is done by comparing 36
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Fig. 4. Coverage analysis: There is a large number of comments (y axis) available
for manufacturers, models and internal model series. Sales designation instead is less
useful due to small reliability (a). The discovery of product features depends on the
hierarchical level (b). Very specific components are not mentioned in reliable number.

different cars of 10 different manufacturers in 2008. For each selected model, there
are more than 400 user comments available so that each result is statistically
reliable.

Due to different categorization methods, both measures are compared on the
most abstract level. IQS distinguishes three different ratings: Initial Quality,
Performance & Design and Predicted Reliability. Each one measures the quality
relative to other cars in the market. The three parts are merged to one global
car rating ∈ [1; 5]. The proposed recommendation system distinguishes different
features defined by the taxonomy structure. A comparable concept is the most
abstract topic: component, which consists of all other product features.

The calculated correlation coefficient of both measures is 0.46. Thus, there is
no perfect match between J.D. Power’s IQS survey and the satisfaction index
proposed in this work. Nevertheless there is some correlation. Due to different
measure intervals, the significance of correlation can not be calculated directly.
Therefore, the proposed satisfaction index ∈ [−1; 1] is rescaled to J.D. Power’s
measure interval ∈ [1; 5] using a simple linear regression, which does not affect
correlation.

s2(yi, xj) = 3.66 ∗ s(yi, xj) + 3.31 (3)

The correlation of both measures would be significant if the expected difference
is 0. Using a t-test4, H0 (μ0 = 0) could not be rejected and thus, there is no
evidence that there is a systematic difference. To minimize the Type II error,
the t-test is calculated for other possible differences (table 1). The root mean
squared error of both measures is 0.65.

There are some reasons for expecting small differences between J.D. Power’s
IQS and the proposed measure (e.g. ambiguities, irony, sarcasm, . . . ). The main
reason is that J.D. Power uses a questionnaire while the proposed recommen-
dation system only collects unrequested user feedback which not only contains
information about hard problem facts but also soft facts (e.g. service quality).
These customer expectations are implicitly available in the Internet data which
4 Both measures are normally distributed, which is ensured using the Shapiro-Wilk

Normality Test.
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Table 1. t-test for significance calculation

H0 t two-tailed p-value interpretation
μ0 = 0 −0.015 0.988 not rejectable
μ0 = 0.25 −1.833 0.073 rejectable for α = 10%
μ0 = 0.5 −3.650 0.001 rejectable for α = 1%
μ0 = 1 −7.284 2.4 ∗ 10−9 rejectable
μ0 = 2 −14.554 2 ∗ 10−19 rejectable

makes the data biased compared to J.D. Power’s IQS. This fact changed the
overall result, however, only moderately so that the proposed recommendation
system tends to similar statements regarding the well established J.D. Power’s
Initial Quality Study.

5 Conclusion

Shopping systems can significantly increase the sales volume by providing prod-
uct reviews created by other customers. Although it has been shown by different
researchers that these reviews are not reliable in terms of product quality, po-
tential customers trust in these comments. It is anticipated that this issue will
decrease the long-term usage of the currently widely used recommendation sys-
tem. In this work, an alternative data source is presented: social networks. Using
different text mining techniques, user generated content of Internet fora, web-
logs and other trustworthy social networks can be utilized to provide customers
a mostly unbiased aspect-oriented satisfaction overview. Next to different ab-
straction levels, a potential customer can analyze quality changes over time.
The applicability has been shown in the automotive domain.

The analysis method does not depend on the proposed natural language pro-
cessing algorithms, so that the recommendation system can benefit from future
research in the area of topic detection and sentiment analysis. Especially topic
relevant algorithms could improve the recommendation system on product detail
level.
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Abstract. The information overloading is one of the serious problems
nowadays. We can see it in various domains including business. Espe-
cially news represent area where information overload currently prevents
effective information gathering on daily basis. This is more significant
in connection to the web and news web-based portals, where the qual-
ity of the news portal is commonly measured mainly by the amount of
news added to the site. Then the most renowned news portals add hun-
dreds of new articles daily. The classical solution usually used to solve
the information overload is a recommendation, especially personalized
recommendation. In this paper we present an approach for fast content-
based news recommendation based on cosine-similarity search and effec-
tive representation of the news. We experimented with proposed method
in an environment of largest electronic Slovakia newspaper and present
results of the experiments.

Keywords: news, recommendation, personalization, vector representa-
tion, user model, article similarity.

1 Introduction

There are plenty of news portals on the web. Renowned and influential portal
contains hundreds of new articles from the whole world added daily. These ar-
ticles cannot be easily accessed. For example users of the biggest Slovak news
portal SME.SK spend daily approximately 16 min on the site, in usually two
visits per day1. The amount of words on the websites has increased two times
since year 2003. We can see this effect applied to links, pictures, tables, adver-
tisements etc. More than 60% respondents participating in IDC research said,
that they face up the information overloading in more than half of the time (see
Fig. 1).

One of the quality criteria for a good news portal is time spending by reading
considering the amount of useful information acquisition. It is extremely impor-
tant to enquire new information as quick as possible. The importance of fresh
news can be easily seen on various non-news portals, where various shorten top
news can be found.
1 Source www.aimmonitor.sk – Association of Internet Media.

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 61–72, 2010.
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Fig. 1. Frequency of information overloading [IDC, autumn 2008, U.S., set of 500
respondents]

Considering much work already done in area of recommendation and person-
alization we should take into account dynamic nature of news and the volume of
information flow. We propose a method for content-based news recommendation,
which employs our devised effective article representation. This representation is
important when similar articles are computed. Fast similarity estimation plays
the critical role in the high changing domains as news portals are. It is necessary
to process a new article as fast as possible and start to this article recommen-
dation, because of the high information value degradation. Finally we use these
similar articles to create recommended content based on the implicit user model.

Our content-based method for recommendation is based on three steps (see
Fig. 2):

1. computing article similarity,
2. creating a user model and
3. the recommendation based on the first two steps.

In the article similarity step it is necessary to pre-process every article to reduce
word space. The article is represented in an effective vector representation, which
is used in the similarity computation. As a result of the article similarity step
we obtain a list of similar articles for every article in the dataset.

A user model is created based on implicit feedback extracted from server
logs by identification of visited and recommended articles for particular user
(we compute it for unique cookie). Finally, the recommended content from both
similar articles and the user model is created. We give more detailed description
for every step in the following sections.

The paper is structured as follows. Section 2 describes state of work in the
recommendation domain. In section 3 we provide overview of proposed vector
structure representation. Section 4 describes our recommendation method. The
evaluation of proposed method is described in section 5.
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Fig. 2. Proposed news recommendation method

2 Related Work

The recommendation is one of the actual research topics nowadays. Two basic
approaches of the recommendation exists [10]. Traditional collaborative filtering
accounts a social element. Users are grouped based on their preferences, habits or
the content ranking. The problem of personalized recommendation is reduced to
the finding similar users and recommending such new items to the users, which
were visited and high ranked by other similar users.

The second class of recommenders is based on the content-based filtering.
The history of content-based filtering is connected with information retrieval
and information research [1]. The main goal is to identify two similar items-
create “cluster” of sites instead of users. It is necessary to map user profiles
(user models) to specific site clusters. This type of filtering is successful in well
structured domains like movies, news [11].

These two approaches are widely used and mixed together, which usually
brings better results [9,3]. For example, we can find similar sites and then esti-
mate user rank prediction for sites, which were not visited. Also the combina-
tion of various approaches for every type is possible e.g. Google News [5]. The
main problem in the content-based filtering is effective and enough expressive
representation of items (or articles). This is often done by means of text summa-
rization [4], keywords extraction or by various categorization models [7]. These
techniques are commonly used in recommending documents in English and
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cannot be easily applied in other languages. Keywords extraction and summariza-
tion brings better results as other methods but it is more time consuming. These
methods cannot represent non-text documents without its actual modification.

There are several recommender systems in the news domain. The problem
within this domain which is rather similar to other business domains is extremely
large amount of dynamically changing data. This causes that the recommenda-
tion is not provided directly over the whole data set, when content-based rec-
ommendation is used [16,17]. OTS system [16] uses association rules to create
“preference table” for every user. When there are a lot of new documents added
daily, usual way is to compute recommendation lists off-line [17]. TRecom is a
promising method for content-based recommendation, when uses binary-tree rep-
resentation of similarity and user’s preferences [18]. Brusilovsky [15] has shown
that explicit filled and open user model in the news domain brings usually worse
results. Some systems have involved user location into recommendation systems,
where recommendation list is created depending on the user location [6].

3 Article Similarity Computation

For fast similarity estimation we propose effective vector article representation.
This representation consists of six basic parts:

1. Title. It contains lemmatized words from article title (approx. 5 words –
150 000 Slovak article corpus). This should be good describing attribute in
the most occurrences.

2. TF of title words in the article content. We use term frequency to compute
article relevance. If the article name is an abstract and does not correspond
to the article content, we can easily reveal this situation (using a threshold).
Term frequency is computed as follows:

tfi =
ni∑
k nk

(1)

where tfi is term frequency for term i (term from article title) and ni is
number of occurrences of term i in the document (article content) and

∑
k nk

is the sum of numbers of all terms in document.
3. Names and Places. We extract names and places from article content. There

exist several names or places extractors for English language. We use simple
approach to detect these items. As name or place is marked word starting
with an upper letter and there is no sentence end before (dot, question mark
etc.). This method extracts most of names and places occurred in the article
(precision = 0.934, recall = 0.863).

4. Keywords. We store 10 more relevant keywords. Several news portals define
list of keywords for every article. These keywords are unfortunately on vari-
ous abstract levels for various news portals. We introduced our own keywords
list based in TF-IDF computation (150 000 Slovak news articles from news
portal SME.SK). We adopt a part of speech tagging and removed any words
except nouns and names2.

2 JULS dictionary – Slovak Academy of Sciences.
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5. Category. It consists of “tree-based” category vector with weights. This vec-
tor is constructed based on specific news portal structure hierarchy (op-
tional). This is useful, when not enough similar articles are found. The weight
for every category is computed as:

n=1
For i=|Category| downto 0 do
weight[i]=1/n
n=n*2

end

6. CLI – Coleman-Liau Index. It provides information of understandability of
the text. This vector part is not important for standard similarity computa-
tion, but it is important for the results rearrangement. Our hypothesis is that
the user wants to read articles of similar level of writing style. This method
is able to distinguish between two articles with similar title and different
content (“Jaguar” – animal vs. car). CLI can be easily computed based on
this formula [8]:

CLI = 5.89 ×
(

characters

words

)
− 29.5 ×

(
sentences

words

)
− 15.8 (2)

When using this article representation, we can store an article by the vector no
longer than 30 items in most of occurrences. Example of proposed representation
is given in Table 1.

Table 1. The example of vector article representation (in Slovak)

Vector part Weights

Title
transplantácia 0.5
tvár 0.5

TF of title words in the content
transplantácia 0.0178571428571429
tvár 0.0714285714285714

Category
Sme.sk 0.5
PRESS FOTO 1.0

Keywords

klinika 0.0357142857142857
povrch 0.0178571428571429
nos 0.0178571428571429
zub 0.0178571428571429
nerv 0.0178571428571429
svalstvo 0.0178571428571429
pacientka 0.0178571428571429
rozsah 0.0178571428571429

Names/Places Cleveland 1
CLI 0.2543
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For the purpose of similarity computation, we use cosine similarity [14], which
is widely used in the information retrieval tasks. Our vector consists of 6 sub-
vectors with weights so there is need to extend standard cosine similarity as:

similarity =

∑m
j=1

∑n
i=1 ajibji√∑m

j=1
∑n

i=1 a2
ji

√∑m
j=1

∑n
i=1 b2

ji

(3)

where m is number of vector parts (6 in our method) and n is number of vector
items. The similarity definition in recommendation systems is a difficult task.
We can define similarity based on news content (like plagiarism task), or based
on “topic” or “affair”. This is extremely important when a recommendation list
is created. Our method respects each of these types. We can easily redefine our
similarity with simple changing the weights for vectors parts and adjust it for
various recommender methods.

3.1 News Pre-processing

Text pre-processing holds an important role in the process of similarity search,
because it can significantly reduce word space. This part of the process is high
language dependent. We provided experiments in the Slovak language, which is
one of the most complicated languages as it is flective language (declension of
nouns, verbs etc.). The architecture of the system is flexible, so pre-processing for
Slovak language can be easily replaced by other languages and their methods (e.g.
Porter algorithm3). For the speed of next computations, plays pre-processing a
critical role. There is need to maximum reduction of article words dimensions.

The first task is to remove stop-words. We used static list, which can be
replaced by TF-IDF output [12]. This method can identify commonly repeated
words over the dataset.

As the main part of the pre-processing of Slovak language articles we used
lemmatizing of the text. There is problem with algorithmic solution for this
process, which can be solved by using dictionary of lemmas. For the purpose
of lemmatization we use dictionary of lemmas (600 000 records). The result we
receive is lemmatized (basic form) bag of words for every article.

It is necessary to note that we remove any punctuation except sentences ends.
We use dots as a fast name or place indicator – when we check if there is a dot
before an uppercase letter, and if not, it is probably personal name, or place
etc. Names and place extractors are standard tasks in information retrieval. As
we mentioned above, this approach brought sufficient results and can be simply
substituted by more sophisticated methods.

After keywords extraction we do not need the whole article content anymore.
We can safely delete all words except the title words obtained in the article
content. Then for every processed article we save following list of words:

– Lemmatized article Title
– Lemmatized words from Content (which were included in the Title)

3 The Porter Stemming Algorithm page maintained by Martin Porter.
www.tartarus.org/~martin/PorterStemmer

www.tartarus.org/~martin/PorterStemmer
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– 10 most relevant Keywords
– List of Names and Places

Pre-processing methods we described above can significantly reduce number of
words stored for every article up to 80%.

4 Recommendation

The most important part of proposed method is the recommendation step (see
Fig. 3). For recommendation creation we need two lists as an input:

1. The first list consists of 10 most similar articles for every article computed
as we described above.

2. The second list is list of visited articles for every user (in our system based
on cookie). In this list we need to distinguish between articles visited but not
recommended to users and articles visited and recommended before which
can be easily done by extending article URL with special attribute.

Fig. 3. Steps of the recommendation method
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Firstly we define the number of articles to recommend (length of list to rec-
ommend). As we can see in Fig. 3 list of articles to recommend consists of two
sub-lists:

– list of similar articles for visited and not recommended (S ),
– similar articles for visited and before recommended (N-S ).

The ratio of this list is dynamically computed as:

S = N

(
1 − Nr

V

)
(4)

where S is number of similar articles for visited and not recommended articles,
N is number of articles to recommend. Nr represents number of visited not
recommended articles during the last session and V is number of visited articles
together. For the proposed method, two sessions are distinguished as 1 hour
break between the visits.

Recommendation is then computed for every part separately as follows:

foreach cookie do
visited = get visited articles list
visitedRec = get visited and recom. articles list
foreach visited do
if randomNum > random treshold
listPart1 = get first non visited article from computed

similarity list
else
listPart1 = get random non visited article

end
end
foreach visitedRec do
listPart2 = get first non visited article from computed

similarity list
end
listToRecommend = listPart1[1..N] + +listPart2[1..M]
end

When there is not enough user activity (does not mean “cold start” we use ran-
dom article assignment. In this manner we can flexible react to user’s most recent
preferences. For the list of recommended and visited articles we also introduced
a coincidence – where the user obtains a random article to the recommendation
list.

Fig. 3 presents an example of recommended content creation. We have a list
of user activities where “-o” attribute indicates whether the article was or was
not recommended. Based on this we obtain list of visited articles and list of
visited and before recommended articles. Then when we want to recommend 4
articles (N=4 ), we will obtain ratio 3:1 for sub-lists (similar articles for visited
and recommended, similar articles for visited and not recommended before).
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As we can see in our example, we have 4 visited and recommended articles
B, C, E, F. We have found non visited article from the list of similar articles for
every of these 4 articles. There is only one non visited similar article L for article
B. This is repeated until the “before recommended” list is full. In the case when
there do not exist non visited article in the similar list (article C ), we skip this
article, because the user saw all relevant articles for this “topic” already.

In our example there are 2 non recommended but visited articles, but there are
no non-visited articles for A – method will skip this article and will recommend
first non visited for article D. In this manner we obtain a full list of 4 articles to
recommend.

Dynamical computation of the ratio between sublist allows us to adapt for ac-
tual user activity and preferences. If the user is not interested in recommended
articles and he uses other portal navigation, the size of the first sub-list is de-
creasing while second part will increase respectively.

We store the “article age” for every recommended article. This number repre-
sents how long have been article recommended. If user does not visit this article
for a defined time (number of recommendations) is this article deleted from the
recommendation list as not interesting.

User activity list consists of pairs cookie – visited article. We use implicit user
model representation, where there is no need to involve users into various forms
completing or need of logging etc.

5 Experimental Results

We implemented proposed method within the news recommendation system in
the research project SME-FIIT [2].We evaluated the similarity computation over
10 000 articles from the Slovak news portal SME.SK, which is equivalent to one
week time period. For this window we are able to estimate the similarity in
2-3 seconds (2,6 MHz Pentium, 4Gb RAM, Ruby). The pre-processing takes
approximately 20 seconds for the whole dataset. Then for the new article, when
pre-processing is necessary, the whole computation process takes approximately
22s. When we need only re-estimate similarity with changed vectors parts weights
is this process really fast as we mentioned above.

The accuracy of the similarity computation method was computed based on
two datasets. The first one consists of 1 000 articles from news portal SME.SK.
Every article from the dataset had assigned at least one similar article. These
similar articles were obtained from the news portal, where there are mostly one
or two similar articles quoted in the article footer. These similar articles are
obviously chosen by the article author, which does not mean that there are not
more similar articles.

The second dataset was the manually annotated dataset, which consists of 100
articles in 5 levels of similarity, so we obtained 10 000 article pairs with similarity
level. Our method computed the list of similar articles for every article in the
dataset. We compared these datasets to our method – the list of similar articles
computed by our method and the list of similar obtained from one of two datasets
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with respect to order (more similar articles first). We calculated precision and
recall and F-Score for every dataset and the method. Results were compared
to standard text mining method TF-IDF (whole article content) as shown on
Table 2.

Table 2. Similarity computation evaluation

Dataset SME.SK Manually annotated

Method Our method TFIDF Our method TFIDF
Precision 0.165 0.091 0.700 0.511
Recall 0.202 0.117 0.816 0.587
F-score 0.182 0.102 0.753 0.546

The dataset SME.SK is created based on “similar article” data (none, one or
two) in the articles footers. These similarities are assigned by article’s authors
intuitively and often this choice does not mean not the only possibility but also
one of the best matching articles. This is reflected in the results as we obtained
only 0.182 F-score. Providing manual check we found out that our method in
most cases founded more similar (and relevant) articles as the authors assigned.
This indicates that manual similarity articles list creation by the article authors
can be improved by our method.

We also computed standard deviation based on similarity levels. We mapped
cosine similarity range < 0, 1 > to five similarity levels used in our manually
annotated dataset. The worst standard deviation we obtained – 1.21 “similarity
level” is an acceptable rate in the field of news recommendation.

6 Conclusion

In this paper we provided the overview of concise and high representative article
vectors, which are used for similarity search and content-based recommendation
in a large and dynamically changing datasets. A key future of our method is
short article representing vector. In pursuance of these vectors can be computed
similarity between articles (text or non-text content) in a fast way. Every article
vector consists of 6 sub-vectors based on article part used for their construction.
Every part has its own weight, which can be dynamically changed to rearrange
similar articles list to enable fast personalization. Proposed approach as such is
language independent so it can be easily adapted for other languages.

Weights were found by using evolution algorithms for every vector part, to
obtain the best result. As an example, use of proposed representation brings 4
times better precision than use only article title, and at least 1.4 time better
results as use only keywords. By considering the category part we improve pre-
cision only 1.15 time, but on the other hand it can be useful when “no similar”
article is in the dataset.

Once the similarity is computed, further recommendation is created. User
preferences are collected implicitly via server’s logs. A recommended list consists
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of two sub lists, where the first one represents similar articles to the visited and
already recommended. The second sublist is based on similar articles for visited
but not recommended before. In this way we can easily adapt to user preferences.
The ratio between these two sub-lists is dynamically computed.

Proposed vector representation is a promising method for the fast news sim-
ilarity computation to allow a real time recommendation. We plan to make
improvements on the precision and the recall, for example by using more so-
phisticated keywords extraction methods etc. and evaluate whole recommenda-
tion method by its implementation to existing news portal. Furthermore we ex-
pect significantly better results when combining our approach with TRecom [18]
method or collaborative recommendation [13].
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Abstract. Privacy protection and content confidentiality in video surveil-
lance are new challenging security issues where the basic requirements
are still under discussion. They are truly interdisciplinary topics per-
taining several sectors of the information society (Finance, Homeland
Security, Healthcare, etc) that require inputs from legal experts, tech-
nologists, privacy advocates and general public. This work presents a
novel video surveillance system that provides content confidentiality and
distributed trust by using a hybrid cryptosystem based on a threshold
multi-party key-sharing scheme. Due to the flexibility of the underlying
video content access-control scheme, such approach can handle the prob-
lem of users loosing their private shares as well as dynamically adding
new users that can participate to content reconstruction. The system can
be efficiently implemented on low-cost special purpose devices.

Keywords: Secure Video Surveillance, Secret Sharing, Key-Escrow,
Video-Escrow, Privacy-Preserving Video Recording, Secure CCTV, Se-
cure Video Recording, Crypto Camera, Homeland Security.

1 Introduction

Video surveillance systems are now widely deployed in many strategic places
such as airports, banks, public transportations or busy city centers, where they
assume a strategic role for a variety of critical tasks like personal safety, traf-
fic control, resource planning and law enforcement. However, although people
usually appreciate the sense of increased security brought by such technologies,
the proliferation of video cameras used for surveillance purposes has introduced
severe concerns about the privacy and trustiness of the captured data. Also, the
introduction of wireless cameras while appealing, since it makes the deployment
and relocation of the devices very easy and cost-effective, represents another
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great risk factor for the security of the transmitted video streams. Visual data
may be intercepted by illicit parties for a use that is not the originally intended
one, or may be maliciously manipulated to hide some evidence and/or introduce
some fake one. For example, in a health-care scenario interception of images by
outsiders compromises patient privacy rights, as well as in a banking, industrial
or military environment where the fraudulent replacement of a camera with a
tricky device or the manipulation/tampering of its output can be used to hide
an hostile or illegal activity.

Therefore, in any modern video surveillance system there is a need to intro-
duce a reliable way to protect, with lawful enforcements, the produced images
and videos starting from their source devices. In order to avoid physical attacks,
electronic means should be employed in addition to more robust ad hoc archi-
tectural features. Traditionally, the use of encryption technologies is required [1]
to provide confidentiality in specific applications and to deny third party access
to their content. However, it has been noted that applying robust asymmetric
cryptosystems on visual data to real-time applications further exacerbates the
processing power requirements (see [2], [3], [4] and [5]) and introduces several
impairment factors such as packet size expansion, ciphering latency and jitter,
adversely conditioning the overall video quality.

One way to avoid these problems is to use hybrid cryptography, with asym-
metrical key-agreement procedures based on X.509 certificates for initial end-to-
end authentication between the communicating parties and fast symmetric data
stream encryption, needed for satisfactory performance. Such a hybrid approach
relies on the use of an optimal combination of both asymmetric and symmetric
algorithms, by taking advantage of their strengths and peculiarities to achieve
an acceptable level of security. It is also necessary for a few privileged parties,
e.g., police or government agencies, to access the data stored in the Surveillance
Server. However, it is not desirable that to a single party is granted full access
right to the data since there is a danger of a malicious power party misusing
her/his privileges and/or compromising system security.

In order to safely distribute and refresh encryption keys and periodically check
integrity of the cameras, a key-distribution solution based on the threshold secret
sharing by Shamir [6] could be chosen. Starting from these ideas and concepts,
this paper presents an innovative network-based video surveillance solution that
meets all the above legitimate privacy and security needs ensuring that the
recorded video material will be only available to a subset of mutually trusting au-
thorities under exactly defined policies, agreements and circumstances. The pro-
posed solution is independent from both the used image/video compression and
encoding algorithms, thus allowing the use of standard video encoders/decoders
together with industrial strength smart cameras that can efficiently output en-
crypted video. To demonstrate the validity and effectiveness of the proposed
architecture, the authors analyse not only the privacy protection capabilities
and coding efficiency features, but also its resistance against both brute-force
and error concealment attacks, resulting in the undeniable evidence of a really
secure and robust video surveillance framework. Strong authentication of video
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sources, integrity protection of the stored data and privacy preserving capabil-
ities respect to a subset of cooperating authorities lower than a predetermined
threshold, guarantee the enforcement of common lawful requirements in video
surveillance scenarios.

2 The Architectural Scheme

The system is composed of several surveillance cameras connected through the
network to a Surveillance Server, which controls all the activities of the cam-
eras, and to a data collection and archival server (DVR) which record the video
streams sent by the cameras (see Fig. 1). Video cameras capture either single
pictures or video streams and are able to transmit them to the DVR Server
in real-time on an Ethernet connection by using common IP-based transport
protocols.

Fig. 1. The overall architecture

To ensure lawful evidence and reliability of all the captured video data, it is
important to demonstrate that each video stream stored on the DVR has not
been altered, before or during the transmission, and that its capturing source are
properly computed and transmitted. In doing this the system need to enforce, in
advance, mutual authentication between any camera and the servers to ensure
strong identity trust between the communicating parties and hence to certify the
origin of any service/control transaction or transmitted/received information. To
ensure timing consistency, all the system components should be synchronised on
a common time reference (e.g. using the NTP protocol [7]).

In a non-authenticated environment, external elements can insert themselves in
the data path between cameras and servers and then collect and disrupt/corrupt
the information through eavesdropping or Man-In-The-Middle attacks. Further-
more, since the authors intentions were to guarantee strong security and privacy
protection, it is important to reliably encrypt all the recorded material together
with the key-exchange/notification information before transmitting/storing them.
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The order according to which the encryption and video encoding activities have
to be combined needs particular attention for the success of the whole secu-
rity framework. Indeed, the use of encryption on a compressed video channel
is definitely not straightforward. The typical encoders implement a compres-
sion/decompression process heavily based on the assumption that the input
signal will be a sequence of visual image frames. Except for a few rare cases,
the difference between two successive video frames is small (many times the
background is unchanging or panning in a predictable manner).

For example, the MPEG-4 and H.264 compressed encoding standards take
advantage of this by outputting the difference between frames within specific
objects called P-frames. Complete frames, called I-frames, are only produced
periodically. The period within the I-frames defines the GOP (Group Of Pic-
tures) length. Since the difference between frames is usually small, MPEG-4
does a good job in minimizing the video data close to its entropy value. Clearly,
if the video signal were encrypted before arriving to the encoding block, it would
not satisfy the expected characteristics because it would be randomized by the
encryption process. Hence, it would fail to go through the encoding process with
sufficient accuracy. After the encryption, the video data is sent to the DVR
Server where it is stored to be successively accessed by cooperating agencies.

3 The Encryption Framework

The two most important security requirements of the proposed video surveillance
system, namely trust on video capture devices and content confidentiality, seem
to be practically in contrast with each other. In fact, the techniques based on
digital signatures, certificates and PKI infrastructures needed to ensure strong
authentication between the cameras and the servers, are absolutely unusable
also for the purpose of ensuring confidentiality due to their performance and
quality impacts on the encoded video streams. Consequently, the framework
uses a practical secure solution to achieve both lawful identity enforcement and
real-time performance in video encryption employing hybrid cryptography, with
asymmetrical key-agreement procedures based on X.509 certificates for initial
end-to-end authentication between each camera and both servers (DVR and
Surveillance), together with fast symmetric data stream encryption needed for
reasonable performances.

Finally, in order to enforce the cooperation of several users in the decryp-
tion process, the corresponding decryption secret is shared among a group of
users/agencies. Hence each user, for decrypting video material, needs his share
of the whole encryption key, share which is stored on the Surveillance Server in
encrypted format. Note that the full encryption key is never stored in the system
or present during intermediate results of the decryption process.

Keys that are used for encrypting videos must be chosen intervalwise and
periodically changed to minimise risks of access to videos through cryptoanalysis
techniques. Since the encryption keys are periodically generated by each camera,
all the encrypted shares generated by such keys must be transmitted to the
Surveillance Server on each key change.
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3.1 The Symmetric Encryption Solution

The most undemanding solution is to simply encrypt the entire data stream with
a general-purpose symmetric key algorithm such as AES. This is often referred
to as the naive solution. The advantage of this method is that not only makes
implementation easy, but it allows code modularity enabling straightforward
changes in encryption algorithms, in key-distribution framework and even in
the video codec. However, a clear disadvantage is the computational overhead
of the cryptographic operations. In particular, in a system that uses hardware
for decoding, a software decryption solution could become a bottleneck. An
acceptable alternative is using selective lightweight encryption, where, only parts
of video content are encrypted, thereby reducing the computational burden at
the cost of some acceptable security tradeoffs. This method is generally suitable
for video surveillance systems because the full content of the video is not critical.
For example the Video Encryption Algorithm (VEA), developed by Qiao and
Nahrstedt [8], while applying a standard symmetric encryption algorithm to
the fully encoded video stream, is based on the statistical properties of MPEG
for reducing the amount of data that is actually encrypted and relies on the
Shannon’s principle of selective permute-then-encrypt to keep the security at an
acceptable level. In the VEA scheme, a chunk of the I-frame is divided in two
halves. Both the halves are XORed and stored in one half. The other half is
encrypted with a symmetric encryption algorithm such as DES or AES. This
can yield an almost 50% gain in performance over the naive solution.

The encryption solution proposed in this paper is based on the VEA scheme
with some additional features introduced to avoid byte modifications in the video
ciphertext and to enforce the order of video chunks chaining.
The overall scheme can be described by the following steps:

1. each I-frame chunk, described as a1, a2, a3, · · · , a2n−1, a2n is partitioned in
two byte streams a2, a4, · · · , a2n and a1, a3, · · · , a2n−1 respectively associ-
ated to the even and odd bytes;

2. the above byte streams are XORed bitwise resulting in the stream
c1, c2, · · · , cn−1, cn = a2, a4, · · · , a2n ⊕ a1, a3, · · · , a2n−1;

3. a proper ciphering function Enc(.) is chosen to encrypt the even stream
a2, a4, · · · , a2n so that the resulting ciphertext stream has the form c1, c2, · · · ,
cn, Enc(a2, a4, · · · , a2n). The decryption mechanism at the other end of the
communication channel consists in applying the deciphering function Dec(.)
with the appropriate key to the second half of the ciphertext to obtain the
first half of the original sequence, and XOR this result with the first half of
the ciphertext to obtain the other half of the original sequence. Clearly, if
a2, a4, · · · , a2n has no repeated patterns, then the overall ciphertext secrecy
depends on function Enc(.) since a2, a4, · · · , a2n is a one-time pad;

4. finally, since it is necessary to operate with an unvarying transform on fixed-
length groups of bits (the two halves blocks), the whole encryption framework
is structured according to a block ciphering scheme. Specifically, a Propa-
gating Cipher Block Chaining (PCBC) is applied to cause small changes in
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the ciphertext to propagate indefinitely when decrypting, and hence to en-
sure that any manipulation of the ciphertext would damage all subsequent
ciphertext. To further enforce the ciphertext integrity, a blockwise HMAC [9]
may be added.

The encryption function Enc(.) has been implemented according to the AES
symmetric encryption scheme with a configurable m-bits secret (at least 128
bit) calculated obeying to a key-sharing algorithm.

An alternative method for the key-management and for the encryption of the
media would have been the one adopted by the modern digital broadcasting
televisions, which use several Conditional Access (CA) systems. The variuos
CAs, by way of summary, scramble the video data by using very small keys called
“Control Words” (CW) periodically generated (for example every 10 seconds in
the latest systems like Videoguard or Nagravision) and sent to the customers.
Such CWs are decrypted by using a key which is updated less frequently (usually
on a monthly basis) and stored on the smartcard of the customer. The Decrypted
Control Words (DCW) are used to decrypt the stream only by the customers
who own an official smartcard of the PayTV broadcasting the video content. The
PayTV scenario is remarkably different from the one of the video surveillance
because the CWs are used only for the real-time decryption and destroyed after
their use. On the contrary, in a secure video surveillance system, the encryption
keys must be preserved in order to decode the video data subsequently. Moreover,
in a PayTV system the scrambling is secure if and only if the decryption keys
(i.e. the DCW) are updated repeatedly (i.e. every 10 seconds). A secure video
surveillance system makes use of a strong cryptosystem (like DES or AES) and
consequently is more secure than the scrambling used by the PayTVs.

3.2 End-to-End Authentication and Session Setup

The cameras are responsible of the frames acquisition (in the YUV format),
which are subsequently encoded in video frames (in the MPEG-1 format) and
encrypted on-the-fly by using the above symmetric encryption algorithm. The
encryption key K is generated on-board by each camera in a pseudo-random
way and is never stored on the device. The main task of each camera is the
generation of the session keys. The session keys are directly derived from the
encryption key K by using a secret sharing scheme. In other words the session
keys are pieces of the main key K that has been split among several authori-
ties. Each authority owns a couple of private/public keys. Each camera owns the
public keys of the authorities and, after obtaining the session keys (starting from
the random encryption key K), encrypts each session keys by using the public
keys of the various authorities. For the sake of supporting end-to-end authen-
tication, the DVR and the Surveillance servers have a couple of private/public
keys. Such public keys are present on each camera and are used to support mu-
tual authentication between the servers and the cameras and thus to create a
secure authenticated channel by means of the TLS/SSL protocol. The shares
are never stored on the cameras. Such shares are handed over to the Surveil-
lance Server by using the secure authenticated channel and are stored always in
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encrypted format. Only the authority that owns the corresponding private key
of the public key responsible of the encryption would be able to decrypt that
part of the encryption key K. The shares are vital for future decryption of the
video. The Surveillance Server, besides storing the shares in encrypted format,
is responsible for the authentication of the cameras during the start-up phase or
in case of a new camera joining the architecture. Another prominent task of the
Surveillance Server is to distribute the proper shares to the authorities in case
of decryption of a video.

After the above phases, that substantially perform the setup of the system,
the cameras would be able to send the encrypted data to the DVR server, as-
sured that the video cannot be viewed unless the participation of a number of
authorities suitable for the Shamir scheme. For the authentication of the cam-
eras with the Surveillance Server there are two different scenarios with respect
to the security of private information:

– each camera holds a smartcard, PIN-protected, where there is the secret in-
formation used for the authentication with the Surveillance and DVR servers,
as well as the public keys of the authorities and of both servers. In such a
way, no secret information is stored on the cameras thus avoiding the risk of
accessing them in case of theft or abuse. The advantage of this method is the
high level of security at the expense of usability because, each time the entire
system (or just a single camera) is started (or plugged into the architecture),
it is necessary to perform the setup and provide the smartcard with the PIN
in order to unblock the private information needed for the authentication;

– a secret information (useful to start a challenge-response authentication pro-
tocol) may be derived from a particular unique data which is normally on
the camera, like for example its serial number or a generic string present
on its firmware. In such a case, the setup phase is completely automatic
and no human intervention will be required. The advantage of this method
is obviously the usability. Consequently, the overall security of the system
may be threatened in case of reverse-engineering of the camera firmware, or
simply if a user would be able to understand which is the “secret” used for
the camera authentication. In such a case, an attacker could impersonate a
legitimate camera and try to compromise the whole architecture. It is impor-
tant to note that, even in such less secure scenario, usually the cameras are
positioned in a place that is not so easily accessible and sometimes cameras
are, in turn, monitored by each other camera(s), so a tentative of reaching
a camera for manipulation can be easily discovered and prosecuted.

The second approach, the one using a secret information on-board the cam-
era, can be considered nearly secure as the first one if the cameras make use
of some Trusted Computing technology. In such a case, the secret information
is protected by the secure architecture provided by the trusted device. For the
implementation of the prototype, the authors have chosen to consider the sim-
plest case, i.e. the case in which the secret information is stored on the camera.
In particular, such secret information corresponds to the serial number of the
device. Such a simplification has been done only for developing reason and can
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be easily replaced by a more secure means, like a smartcard or a Trusted Com-
puting device. This generalization does not undermine the overall security of the
architecture.

After the initial setup phase, the surveillance system is ready to be used.
Several keys thus control all its cryptographic operations:

1. the master key KCi which is randomly and independently generated by each
camera Ci (clearly they are different from camera to camera);

2. the p shares S1
Ci

, · · · , Sp
Ci

which are generated by using the secret sharing
scheme for each KCi key;

3. the public/private key pairs of each involved authority;
4. the “protected” encryption keys P (SCi) which are encrypted using the public

key of the authorities prior of sending them to the Surveillance Server and
that are used for the real-time encryption.

For the public/private key at point 3, the authors assume that each authority
already owns such keys. Due to the use of standards X.509 certificates, the system
allows an authority to store such keys wherever their security policies require
(for example on a PIN-protected smartcard). During the normal day-by-day
operations, each camera will encrypt the video using the master key KCi which
is changed on a time basis (for example every 5 minutes) and destroyed after its
expiration. The shares S1

Ci
, · · · , Sp

Ci
, associated with the p involved authorities,

are then encrypted with the public key of the corresponding authority and sent,
through a secure TLS/SSL session, to the Surveillance Server where they will be
stored on specific files to be accessed from the requiring authorities afterwards.

The whole data structures used in the presented architecture, together with
their localisation on the specific system components, are shown in Figure 2. For

Fig. 2. Data allocation taxonomy
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each camera Ci (1 ≤ i ≤ N) in a specific time interval tj (0 ≤ j ≤ M) there are
p shares S1,j

Ci
, · · · , Sp,j

Ci
(1 ≤ k ≤ p) associated to the cyphering secret KCi stored

on the Surveillance Server in encrypted format. Analogously, for each camera Ci

and time interval tj, there will be a corresponding video chunk (stored on the
DVR Server) V j

Ci
encrypted with the secret KCi .

4 Implementation Details

A simple proof-of-concept video surveillance system has been developed to test
the effectiveness of the proposed security framework, with an emphasis on the use
of currently available commercial off-the-shelf (COTS) devices and open source
components, in order to avoid licensing costs and legalities. The use of COTS
components for building the prototype hardware platform let the system to be
easily implemented on an industrial production scale, allowing it to increase in
performance and decrease in cost together with the evolution of the involved
COTS technologies. The system, implemented entirely in ANSI C on standard
Linux-based devices (with kernel 2.6.19), supports USB and wireless/wireline IP
cameras and implements the scheme in which the cameras perform the initial
setup in an automatic way by using the serial number of the camera. Hetero-
geneous clients can access the DVR Server in order to decrypt the recorded
videos. For instance, policemen or security officers, with the correct combination
of shares required by the implemented security policy, can interface with the
DVR Server by using laptops or PDAs equipped with smartcard readers, and
examine the video material captured by one or more cameras. The prototype
implementation makes use of the Video for Linux (V4L2) API [10] [11] to in-
terface the camera devices used for video captures. Such a library is in charge
with the management of the various video devices that a Linux box can handle,
leaving the programmers free to focus on non-hardware specific programming
tasks. For the GUI, the authors adopted the GTK+ library [12], a highly usable
toolkit that provides the developers (using various programming languages such
as C/C++, Python, etc.) with lot of features very useful when working with
GUIs.

The DALÌ library [13], developed at the Cornell University, which handles
the structural elements of the MPEG compression, has been used for MPEG
video manipulation, and precisely for the creation of the MPEG-1 file starting
from a series of images in YUV format. The OpenSSL [14] and SSSS (Shamir
Secret Sharing Scheme) [15] libraries have been used for all the encryption and
key generation tasks. OpenSSL has been adopted even for the symmetric algo-
rithms (DES and AES) which are in charge of securing the real-time video data.
The prototype application requires that the operators download their encrypted
key shares from the Surveillance Server and decrypt them by using the associ-
ated private keys. After the decryption of the needed shares, the master key is
recovered and the involved operator is able to process the encrypted video data.
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5 Coding Performance

One of the fundamental parameter describing the performance of the proposed
encryption framework is coding efficiency. Indeed, it is important that coding
performance is not excessively affected by the encryption activity. For this pur-
pose, the case in which no encryption is applied (i.e., corresponding to the orig-
inal MPEG-1 encoding), together with the cases where encryption is performed
using the naive AES approach (all the packets in the stream are encrypted with a
128 bits key) and the proposed selective encryption scheme, have been analysed
comparing their average frame encoding time.

Table 1. Coding efficiency results

In detail, for a 10 minutes video (both 320x240 and 640x480 at 30 fps) with
no moving objects processed on an Intel Centrino 1.6GHz Dual-Core CPU, the
proposed approach, differently from the naive one, presents a minimum impact
of coding efficiency, as shown in Table 1.

6 Security Analysis

This section aims at giving arguments to substantiate the security of the pro-
posed framework. All the building blocks of the framework communicate through
TLS/SSL secure sessions guaranteeing strong authentication between the com-
municating parties. This assures that all the communications share a common
and consolidated level of security guaranteed by the state-of-the-art public-key
encryption technologies implemented in TLS/SSL. The shares are created inside
each camera and encrypted before the transmission so that they never leave the
camera in clear-text format. The Surveillance Server, upon receiving the shares,
stores them in encrypted format. When a decryption request arrives, the se-
cret key is reconstructed by decrypting a set of shares with cardinality equal to
the value of threshold k associated with the used secret scheme. All the above
operations are performed in memory without storing any information on semi-
permanent storage space. Hence, the only Achilles heel is the short permanence
in memory of such data. All the key-management operations are performed by us-
ing well-known cryptographic libraries relying on a good pseudo-random number
generator. Appropriately chosen key lengths (AES 128 bits for symmetric oper-
ations and RSA 1024 bits for asymmetric ones) ensure that exhaustive searching
in the key space or factoring will be infeasible, protecting all the cryptographic
operations from brute-force attacks.
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Each master key, used for encrypting video material, is generated randomly
and independently by the cameras which may be assumed to be trusted entities
if all their activities are implemented by using trust enforcement technologies
such as smartcards or Trusted Computing (TPM) hardware. At the same time,
even the involved processing facilities (DVR Server, Surveillance Server) should
be secured by using analogous technologies and appropriate security hardening
policies. Since the encryption keys are periodically refreshed during the system
activity, it is obvious that by choosing a sufficiently short key lifetime, the pro-
posed scheme can be considered enough secure against known-plaintext attacks.

Furthermore, the adopted video encryption scheme, based on AES and one-
time pad, is not affected by replacement attacks [16]. Whereas AES is known to
be vulnerable to some side-channel ciphertext-only attacks such as the timing
attack [17] [18], which may occur in any implementation that does not run in
fixed time, there are some workarounds (introducing delays to the faster opera-
tions or avoiding the use of S-boxes) which make AES a bit slower but ensure
that it remains provably secure to ciphertext-only attacks.

Finally, the use of Shamir secret sharing scheme protect the framework from
coalition attacks with less then k cooperating compromised parties.

7 Error Tolerance

Secret sharing is the fundamental factor helping to provide error tolerance. In
the scheme, k shares of the secret (used for the stream encryption) will be dis-
tributed among p (with p ≥ k) available ones. Due to the flexibility of the (k, p)
threshold scheme, the proposed framework can support both the addition of
new agencies that can participate to the process of reconstructing video ma-
terial, and manage key-shares losses or theft, since lose or change of one key
can be tolerated. However, such advanced features introduce an additional, but
tolerable, computational overhead. If more than k keys are distributed, when a
key share is lost, the remaining k keys can be used to reconstruct the original
video content according to the Shamir secret sharing scheme. If an encrypted
content gets modified the PCBC scheme (and eventually the HMAC) will ensure
the detection of an error or an integrity violation.

8 Conclusions

The presented architecture demonstrates to be an efficient, flexible and standard-
based solution for a really secure video surveillance system, supporting the
privacy and reliability needs of modern mission-critical business-oriented ap-
plications. A media-aware hybrid encryption scheme has been implemented to
efficiently enforce lawful evidence and confidentiality of the video streams in an
open and insecure networked environment.

This should be very useful in easing the spreading and deployment of video
surveillance infrastructures because it overcomes most of the privacy concerns
which often adversely affect the retention of sensible data. The authors believe
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that such cross-domain application could bring new light on existing problems, or
reveal new issues due to the interaction of different technologies adopted within
interdisciplinary fields.
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Abstract. A model of reputation is presented in which agents share and
aggregate their opinions, and observe the way in which their opinions
effect the opinions of others. A method is proposed that supports the
deliberative process of combining opinions into a group’s reputation. The
reliability of agents as opinion givers are measured in terms of the extent
to which their opinions differ from that of the group reputation. These
reliability measures are used to form an a priori reputation estimate
given the individual opinions of a set of independent agents.

1 Introduction

This paper describes a reputation model that is inspired by information theory
and that is based on the information-based agency explained elsewhere [1]. Rep-
utation is the opinion (more technically, a social evaluation) of a group about
something [2]. So a group’s reputation about a thing will be related in some way
to the opinions that the individual group members hold towards that thing [3].
An opinion is an assessment, judgement or evaluation of something, and are rep-
resented in this paper as probability distributions on a suitable ontology called
the evaluation space E.

An opinion is an evaluation of an aspect of a thing [4]. An aspect is the “point
of view” that an agent has when forming his opinion. An opinion is evaluated
in context. The context is the set of all things that the thing is being, explicitly
or implicitly, evaluated with or against. The set of valuations of all things in the
context calibrates the valuation space [5]. For example, “this is the best paper in
the conference”. The context can be vague: “of all the presents you could have
given me, this is the best”. If agents are to discuss opinions then they must have
some understanding of each other’s context.

Summarising the above, an opinion is an agent’s evaluation of a particular
aspect of a thing in context [6]. A representation of an opinion will contain: the
thing, its aspect, its context, and a distribution on E representing the evaluation
of the thing.

In this paper we explore the case of opinions being formed through a social
evaluation process. Each agent in a group of agents first forms an individual
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opinion on some thing. Second these individual opinions are shared with rest
of the group. A group discussion follows as a result of which each agent states
a revised opinion. Following that there is another discussion during which the
group attempts to formulate a shared reputation for the thing. The model that
we describe is based on three observations only for each participating agent:
their initial individual opinion, their revised opinion, and the group’s reputation
if one is agreed upon. This social evaluation process was suggested by a process
used to evaluate submissions to conferences.

2 The Multiagent System

We assume that a multiagent system {α, β1, . . . , βo, ξ, θ1, . . . , θt}, contains an
agent α that interacts with negotiating agents, βi, information providing agents,
θj , and an institutional agent, ξ, that represents the institution where we assume
the interactions happen [7]. Institutions give a normative context to interactions
that simplify matters (e.g an agent can’t make an offer, have it accepted, and
then renege on it). The institutional agent ξ may form opinions on the actors
and activities in the institution and may publish reputation estimates on behalf
of the institution. The agent ξ also fulfils a vital role to compensate for any
lack of sensory ability in the other agents by promptly and accurately reporting
observations as events occur; for an example, without such reporting an agent
may have no way of knowing whether it is a fine day or not. When we consider
the system from the point of view of a particular agent we will use agent α, and
that is α’s only significance.

Our agents are information-based [8], everything in their world is uncertain.
To deal with this uncertainty, the world model, Mt, consists of random vari-
ables each representing a point of interest in the world. Distributions are then
derived for these variables on the basis of information received. Additionally,
information-based agents [8] are endowed with machinery for valuing the infor-
mation that they have, and that they receive. They were inspired by the obser-
vation that “everything an agent says gives away information”. They model how
much they know about other agents, and how much they believe other agents
know about them. By classifying private information into functional classes, and
by drawing on the structure of the ontology, they develop a map of the ‘intimacy’
[9] of their relationships with other agents.

3 Forming Opinions

This section describes how an information-based agent forms opinions [10]. Sec-
tion 4 will describe how the opinions of the agents in a group may be distilled
into a reputation.

An opinion is a valuation by an agent of an aspect of a thing taken in context.
Formally, Oi(z, a, C) represents the result of the valuation by agent βi of aspect
a of thing z in context C. For example, the valuation by agent “Carles” of the
“scientific quality” aspect of the thing “John’s paper” in the context of “the
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AAMAS conference submissions”. The context C is often subjectively chosen by
the agent, and is not part of the opinion(·) primitive, although context may be
the subject of associated argumentation.

As noted above, to preserve consistency and generality we assume that all
opinions are expressed as probability distributions over some suitable E. If an
agent expresses an opinion as P(X = ei) we treat this as the distribution with
minimum relative entropy with respect to the prior subject to the constraint
P(X = ei) — in case there is no known prior we use the maximum entropy,
uniform distribution. For example, if E = (fine, cloudy, wet, storm) then the
opinion “I am 70% certain that tomorrow will be fine” will be represented as
(0.7, 0.1, 0.1, 0.1) for a uniform prior.

The distributions in an agent’s world model Mt represent the agent’s opin-
ions about the value of the corresponding random variable over some valuation
space. Opinions may be derived from opinions. For example, to form an opin-
ion on “tomorrow’s suitability for a picnic” and agent may introduce random
variables for: tomorrow’s mid-day temperature, tomorrow’s mid-day cloud cover,
and tomorrow’s mid-day wind strength, construct distributions for them using
on-the-fly weather forecast information, and then derive an opinion about the
picnic somehow from these three distributions.

In Section 3.1 we describe how the distributions in the world model are up-
dated as real-time information becomes available; in that section we also esti-
mate the reliability of each information source by subsequently validating the
information received from it.

3.1 Updating Opinions with Real-Time Information

In the absence of in-coming messages the distributions in Mt should gradually
decay towards some zero-information state. In many cases there is background
knowledge about the world — for example, a distribution of the daily maximum
temperature in Barcelona in May — such a distribution is called a decay-limit
distribution. If the background knowledge is incomplete then one possibility is
to assume that the decay limit distribution has maximum entropy whilst being
consistent with the available data. Given a distribution, P(Xi), and a decay limit
distribution D(Xi), P(Xi) decays by:

Pt+1(Xi) = Δi(D(Xi), Pt(Xi)) (1)

where Δi is the decay function for the Xi with limt→∞ Pt(Xi) = D(Xi). For
example, Δi could be linear: Pt+1(Xi) = (1 − νi) × D(Xi) + νi × Pt(Xi), where
νi < 1 is the decay rate for the i’th distribution. Either the decay function or
the decay limit distribution could also be a function of time: Δt

i and Dt(Xi).
The following procedure updates Mt. Suppose that α receives a message μ

from agent β at time t.1 Suppose that this message states that something is so
1 This message is not necessarily a message from the language in section 2. We refer

with μ to any inform message with propositional content that can be processed by
the agent.
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with probability v, and suppose that α attaches an epistemic belief Rt(α, β, μ)
to μ — this probability reflects α’s level of personal caution. Each of α’s active
plans, s, contains constructors for a set of distributions {Xi} ∈ Mt together with
associated update functions, Js(·), such that JXi

s (μ) is a set of linear constraints
on the posterior distribution for Xi. Denote the prior distribution Pt(Xi) by p,
and let p(μ) be the distribution with minimum relative entropy2 with respect to
p: p(μ) = arg minr

∑
j rj log rj

pj
that satisfies the constraints JXi

s (μ). Then let
q(μ) be the distribution:

q(μ) = Rt(α, β, μ) × p(μ) + (1 − Rt(α, β, μ)) × p (2)

and then let:

Pt(Xi(μ)) =

{
q(μ) if q(μ) is more interesting than p

p otherwise
(3)

A general measure of whether q(μ) is more interesting than p is: K(q(μ)‖D(Xi)) >
K(p‖D(Xi)), where K(x‖y) =

∑
j xj ln xj

yj
is the Kullback-Leibler divergence

between two probability distributions x and y.
Finally merging Eqn. 3 and Eqn. 1 we obtain the method for updating a

distribution Xi on receipt of a message μ:

Pt+1(Xi) = Δi(D(Xi), Pt(Xi(μ))) (4)

This procedure deals with integrity decay, and with two probabilities: first, the
probability v in the message μ, and second the belief Rt(α, β, μ) that α attached
to μ.

Reliability of the Information Source. An empirical estimate of Rt(α, β, μ)
may be obtained by measuring the ‘difference’ between commitment and veri-
fication [13]. Suppose that μ is received from agent β at time u and is verified
by ξ as μ′ at some later time t.3 Denote the prior Pu(Xi) by p. Let p(μ) be
the posterior minimum relative entropy distribution subject to the constraints
JXi

s (μ), and let p(μ′) be that distribution subject to JXi
s (μ′). We now estimate

what Ru(α, β, μ) should have been in the light of knowing now, at time t, that
μ should have been μ′.

The idea of Eqn. 2, is that Rt(α, β, μ) should be such that, on average across
Mt, q(μ) will predict p(μ′) — no matter whether or not μ was used to update

2 Given a probability distribution q, the minimum relative entropy distribution
p = (p1, . . . , pI) subject to a set of J linear constraints g = {gj(p) = aj ·
p − cj = 0}, j = 1, . . . , J (that must include the constraint

∑
i
pi − 1 = 0) is:

p = arg minr

∑
j
rj log rj

qj
. This may be calculated by introducing Lagrange multi-

pliers λ: L(p, λ) =
∑

j
pj log pj

qj
+λ·g. Minimising L, { ∂L

∂λj
= gj(p) = 0}, j = 1, . . . , J

is the set of given constraints g, and a solution to ∂L
∂pi

= 0, i = 1, . . . , I leads eventu-
ally to p. Entropy-based inference is a form of Bayesian inference that is convenient
when the data is sparse [11] and encapsulates common-sense reasoning [12].

3 This could be later communicated as inform(γ, α, experience(γ, β, μ, μ′), t).
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the distribution for Xi, as determined by the condition in Eqn. 3 at time u. The
observed reliability for μ and distribution Xi, Rt

Xi
(α, β, μ)|μ′, on the basis of the

verification of μ with μ′, is the value of k that minimises the Kullback-Leibler
divergence:

Rt
Xi

(α, β, μ)|μ′ = argmin
k

K(k · p(μ) + (1 − k) · p ‖ p(μ′))

The predicted information in the enactment of μ with respect to Xi is:

It
Xi

(α, β, μ) = Ht(Xi) − Ht(Xi(μ)) (5)

that is the reduction in uncertainty in Xi where H(·) is Shannon entropy. Eqn. 5
takes account of the value of Rt(α, β, μ).

If X(μ) is the set of distributions that μ affects, then the observed reliability
of β on the basis of the verification of μ with μ′ is:

Rt(α, β, μ)|μ′ =
1

|X(μ)|
∑

i

Rt
Xi

(α, β, μ)|μ′ (6)

If X(μ) are independent the predicted information in μ is:

It(α, β, μ) =
∑

Xi∈X(μ)

It
Xi

(α, β, μ) (7)

Suppose α sends message μ to β where μ is α’s private information, then assum-
ing that β’s reasoning apparatus mirrors α’s, α can estimate It(β, α, μ).

For each formula ϕ at time t when μ has been verified with μ′, the observed
reliability that α has for agent β in ϕ is:

Rt+1(α, β, ϕ) = (1 − ν) × Rt(α, β, ϕ) + ν × Rt(α, β, μ)|μ′ × Sim(ϕ, μ)

where Sim measures the semantic distance between two sections of the ontology,
and ν is the learning rate. Over time, α notes the context of the various μ
received from β, and over the various contexts calculates the relative frequency,
Pt(μ). This leads to an overall expectation of the reliability that agent α has for
agent β:

Rt(α, β) =
∑

μ

Pt(μ) × Rt(α, β, μ)

3.2 Verifiable Opinions

An opinion is verifiable if within a “reasonable amount of time” it ceases to be an
opinion and becomes an observable fact; for example, the opinion “tomorrow’s
maximum temperature will be over 30◦” is verifiable, whereas the opinion “the
Earth will exist in 100,000 years time” is not verifiable in any practical sense,
and “Brahms’ symphonies are ghastly” will never be verifiable.

The articulation by β of a verifiable opinion carries with it the intrinsic com-
mitment that it will in due time become an observable true fact. α will be
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interested in any variation between β’s commitment, ϕ, and what is actually
observed (as advised by the institution agent ξ), as the fact, ϕ′. We denote the
relationship between opinion and fact, Pt(Observe(ϕ′)|Commit(ϕ)) simply as
Pt(ϕ′|ϕ) ∈ Mt.

In the absence of in-coming messages the conditional probabilities, Pt(ϕ′|ϕ),
should tend to ignorance as represented by the decay limit distribution and
Eqn. 1. We now show how Eqn. 4 may be used to revise Pt(ϕ′|ϕ) as observations
are made. Let the set of possible factual outcomes be Φ = {ϕ1, ϕ2, . . . , ϕm}
with prior distribution p = Pt(ϕ′|ϕ). Suppose that message μ is received from ξ
that verifies or refutes a previously stated verifiable opinion expressed by β, we
estimate the posterior p(μ) = (p(μ)i)m

i=1 = Pt+1(ϕ′|ϕ).
First, if μ = (ϕk, ϕ) is observed then α may use this observation to estimate

p(ϕk)k as some value d at time t + 1. We estimate the distribution p(ϕk) by
applying the principle of minimum relative entropy as in Eqn. 4 with prior p, and
the posterior p(ϕk) = (p(ϕk)j)m

j=1 satisfying the single constraint: J (ϕ′|ϕ)(ϕk) =
{p(ϕk)k = d}.

Second, we consider the effect that the verification φ′ of another simple, veri-
fiable opinion φ of β has on p. This is achieved by appealing to the structure of
the ontology using a semantic distance function Sim(·). Given the observation
μ = (φ′, φ), define the vector t by:

ti = Pt(ϕi|ϕ) + (1− | Sim(φ′, φ) − Sim(ϕi, ϕ) |) · Sim(ϕ′, φ)

for i = 1, . . . , m. t is not a probability distribution. The multiplying factor
Sim(ϕ′, φ) limits the variation of probability to those formulae whose ontological
context is not too far away from the observation. The posterior p(φ′,φ) is defined
to be the normalisation of t.

In this section we have shown how an information-based agent models the
accuracy of an agent’s opinions when they are verifiable. The model produced is
predictive in the sense that when an opinion is stated it gives a distribution of
expectation over the space of factual outcomes.

3.3 Unverifiable Opinions

If an opinion can not be verified then one way in which it may be evaluated is
to compare it with the corresponding individual opinions, or group reputation,
of a group of agents. The focus of this paper is on reputation; that is, a social
evaluation conducted by a group. We deal with unverifiable opinions using a
social evaluation framework that is abstracted from any particular case. The
idea is that a group G of n agents independently form a prior opinion, Oi on the
same thing. Each agent has a prior confidence value, ci, that estimates how close
its prior opinion, Oi, is expected to be to the reputation, or common opinion, of
the group, RG — precisely ci measures how effective the agent is at influencing
the opinions of other agents, it does not measure how good its opinion is in
any absolute sense as the opinion is assumed to be unverifiable. The agents
then make their prior opinions public to the other agents and an argumentative
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Fig. 1. The social evaluation framework in which a group G of n agents β1,. . . ,βn

table their private opinions O1, . . . , On, have an open, argumentative discussion Δ (see
Section 3.3), and then revise their opinions O1|Δ, . . . , On|Δ. This is followed by another
argumentative discussion Γ (see Section 4) during which the agents consider whether
revised opinions can be distilled into a common reputation RG. The symbols ci and cG

are confidence values as explained below.

discussion, Δ, takes place during which the agents may choose to revise their
opinions, Oi|Δ. When the revised opinions are published a second argumentative
discussion, Γ , takes place during which the agents attempt to distil their opinions
into a group reputation, RG. The confidence estimates, ci are then revised by
noting the differences between Oi, Oi|Δ and RG, to give posterior values, ci|Δ.
The processes in Figure 1 are summarised as:

Δ : f({(Oi, ci}) = {Oi|Δ}

Γ : g({(Oi|Δ, ci}) = (RG, dG)

{Δ, Γ} : h({(Oi, ci, Oi|Δ}, RG) = {ci|Δ}
The function f(·) is the product of the discussion Δ — we simply observe the
outcome. Function g(·) is described in Section 4, and h(·) in Section 5.

4 Combining Opinions and Forming Reputation

A reputation is a social evaluation by a group. When the group is a set of
autonomous agents the only sense in which an opinion can exist is as a common
opinion throughout the group. The objective of the argumentative process Γ in
Figure 1 is to determine a common view if one exists. The following procedure
first determines whether a common view exists, and second it offers three views
of what that common view could be. The three different views vary with differing
degrees of statistical dependence between the agents.

The process of distilling opinions into a reputation can not simply be com-
puted. For example, consider two agents who are reviewing the same confer-
ence paper and are in total agreement about the result “a ‘strong accept’ with
confidence 0.8” where the reliability of each agent is 90%. What should their
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combined opinion, or in this case ‘paper reputation’, be? As their individual re-
liability is 90% perhaps the common view is “a ‘strong accept’ with confidence
0.72”. Alternatively because they both agree, and may have quite different rea-
sons supporting their views, perhaps the common view should be “a ‘strong
accept’ with some confidence greater than 0.8”.

The work described in the remainder of this section and in Section 5 is ex-
pressed in terms of two agents; it extends naturally to n agents. The procedure
is based on three methods that are detailed below.

Dependent Method. To form a combined opinion of two opinions, X1 and X2,
construct the joint distribution W = (X1, X2, Z) and impose the constraints:(∑

i

P(W = wi) | Xk = xj

)
= P(Xk = xj), k = 1, 2

(∑
i

P(W = wi) | Xk = Z

)
= ck, k = 1, 2

let W be the distribution of maximum entropy that satisfies these constraints.
Then the combined opinion Dep(X1, X2) is P(Z = z). If the data is inconsistent
then the value is undefined — this is a test of whether the data is consistent.
If the data is inconsistent then this indicates that there is no shared opinion.
Being based on a maximum entropy calculation the posterior is a conservative
combination of the given opinions — it is “maximally noncommittal” to that
which is not known. To calculate this dependent, combined opinion when the
prior is known, calculate the minimum relative entropy distribution with respect
to that prior using the same constraints as described.

Υ Method. Let’s define P(α, d) as the probability that an opinion Oα expressed
by α (i.e, a probability distribution) is at distance d of the true distribution
(or at distance d of a group opinion). That is, the probability that a certain
distribution Q is the right one is defined as P (Q is right) = P(α, DIST (Oα, Q))
for an appropriate distance measure DIST .4 These distributions can be obtained
by datamining past group opinion formation processes.

Given a group G, we look for the group opinion, RG such that the certainty
on that group opinion being the right one is maximised. That is,

RG = max
Q

Υ ({P(α,DIST(Oα, Q))}α∈G)

Where Υ is the uninorm operator [15]. In case there are several such group
opinions we prefer the one with maximum entropy. And then,

dG = Υ ({P(α,DIST(Oα, RG))}α∈G)

For the values in Table 1, we discreetise the P(α, d) in the intervals between the
points in the following list: [0, 0.035, 0.3, 0.5, 0.8, 1].
4 Kullback-Leibler divergence, or the earth movers distance [14] could be used.
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Independent Method. Given a prior distribution P(W = xj), a pair of opinions,
P(Xi = xj) i = 1, 2, with their respective certainties ci, assuming that the
agents’ opinions are statistically independent, let wi,j = ci × P(Xi = xj), i =

1, 2, and let vj =
∏

i
wi,j∏

i
wi,j+

∏
i
(1−wi,j)

then the combined opinion Ind(X1, X2) is:

vj + (1−∑
k vk)×P(W = xj), with strength

∑
k vk. This method assumes that

the priors are independent (unlikely in practice) and has the property that the
probabilities in two similar distributions are amplified.

The overall procedure plays the role of a mediator [16]. If the ‘Dependent
Method’ does not return a value then the data is inconsistent, and the agents
should either have further discussion or “agree to disagree”. Otherwise calculate
the three values Dep(·), Υ (·) and Ind(·). Propose Υ (·) to the agents, and if
they accept it then that is their common opinion. Otherwise propose that their
common opinion lies somewhere between Dep(·) and Ind(·) and leave it to them
to determine it.

Table 1 contains some sample values for the three methods. In Case 3 the
two opinions are identical with maximal value of 0.8 and strengths of 0.8 and
0.9. The Dep(X1, X2) method is conservative and gives 0.77 because of the
strength values. The Υ (X1, X2) method balances the strength uncertainty with
the fact that their are two shared views to give 0.8. The Ind(X1, X2) method
is bold and gives 0.85 because two agents share the same view; the boldness
of the Ind(X1, X2) method is balanced by its comparatively low strength
values.

Table 1. Three cases of sample values for the three methods for combining opin-
ions. In each case the opinions are X1 and X2 and the strength of the distribu-
tions is denoted by “Str”. The right hand column contains the discreetised P(α, d)
values described in the ‘Υ Method’. All calculations were performed with a uniform
prior.

#1 X1 0.1000 0.5000 0.2000 0.1000 0.1000 Str = 0.9 P = 〈0.9, 0.05, 0.03, 0.01, 0.01〉
X2 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.7 P = 〈0.7, 0.2, 0.05, 0.03, 0.02〉

Dep 0.0919 0.5590 0.1653 0.0919 0.0919 cG ≈ 1
Υ 0.0700 0.7000 0.1700 0.0700 0.0700 cG = 0.95

Ind 0.0978 0.6044 0.1022 0.0978 0.0978 cG = 0.53
#2 X1 0.1000 0.6000 0.1000 0.1000 0.1000 Str = 0.8 P = 〈0.8, 0.1, 0.04, 0.01, 0.01〉

X2 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.9 P = 〈0.9, 0.06, 0.03, 0.01, 0.01〉
Dep 0.0683 0.7266 0.0683 0.0683 0.0683 cG ≈ 1

Υ 0.08 0.63 0.08 0.08 0.08 cG = 0.97
Ind 0.0601 0.7596 0.0601 0.0601 0.0601 cG = 0.72

#3 X1 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.8 P = 〈0.8, 0.1, 0.04, 0.01, 0.01〉
X2 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.9 P = 〈0.9, 0.06, 0.03, 0.01, 0.01〉

Dep 0.0573 0.7707 0.0573 0.0573 0.0573 cG ≈ 1
Υ 0.05 0.8 0.05 0.05 0.05 cG = 0.97

Ind 0.0363 0.8548 0.0363 0.0363 0.0363 cG = 0.83
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5 Reputation of the Agents

In the previous section we described how a mediator could assist agents to agree
on a common opinion, or reputation, of some thing being evaluated [17]. Addi-
tionally, the institution ξ builds a view of the reputation of the individual agents
who perform the evaluations by observing the process illustrated in Figure 1.
In particular, ξ observes the development of the ci values (described below),
the distances between initial opinion Oi and considered opinion Oi|Δ, and the
distances between both opinions and the group reputation RG when it exists.

Given two opinions X1 and X2 the strength of X1 on X2 is defined as: P(X1 =
X2). If X1 and X2 are both defined over the same valuation space E = {ei}n

i=1
then: P(X1 = X2) =

∑
i P (W = wi) | X1 = X2, where W = (X1, X2) is

the joint distribution. That is, we sum along the diagonal of the joint dis-
tribution. We estimate the diagonal wi values using the dependent estimate:
P(X1 = ei) ∧ P(X1 = ei) = minj P(Xj = ei), and hence: Str(X1, X2) = P(X1 =
X2) =

∑
i minj P(Xj = ei). A measure of the distance between X1 and X2 is

then: Dist(X1, X2) = 1 − Str(X1, X2). This definition of strength is consistent
with the ‘Dependent Method’ in Section 4 that is the basis of the reputation
mediation procedure. Other definitions include the Kullback-Leibler divergence,
Dist(X1, X2) = K(X1||X2), and the earth movers distance [14].

Each time a reputation RG is formed, the ci values are updated using: ci|Δ =
μ×Dist(Oi, RG)+ (1−μ)× ci, where μ is the learning rate. These ci values are
the product of successive social evaluation processes, and so they are reputation
estimates.

The measures described above do not take the structure of the evaluation
space E into account. Four additional measures are:

A generic distance measure. Dist(X, Y ) = K(X ′||Y ′) where (X ′, Y ′) is a permu-
tation of (X, Y ) the satisfies X ′ < Y ′, and the order is defined by: RG < Oi|Δ <
Oi. I.e. the earliest occurring distribution “goes in the second argument”. This
complication with ordering is necessary because K is not symmetric; it attempts
to exploit the sense of relative entropy. An alternative is to use the symmetric
form as it was originally proposed: 1

2 (K(X, Y ) + K(Y, X))

A distance measure when the prior, Z, is known. This builds on the generic
measure, and captures the idea that the distance between a pair of unexpected
distributions is greater than the difference between a pair of similar, expected
distributions. We measure of how expected X is by: K(X, Z), and normalise it
by: maxIK(I, Z) to get: e(X) = K(X,Z)

maxIK(I,Z) . Then this measure is the arithmetic

product of the previous generic measure with: e(X)+e(Y )
2 .

A semantic distance measure. Suppose there is a difference measure Diff(·, ·) de-
fined between concepts in the ontology. Then the distance between two opinions
X and Y over valuation space E (represented as distributions pi and qi respec-
tively) is: Dist(X, Y ) =

∑
ij pi × qj × Diff(ei, ej) where ei are the categories in

E.
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A distance measure when E is ordered and the prior is known. If the valuation
space E has a natural order, and if there is a known prior then define Diff(ei, ej)
to be the proportion of the population that is expected to lie between ei and ej .
Then define Dist(X, Y ) =

∑
ij pi × qj × Diff(ei, ej). For example, in conference

reviewing, if the expectation is that 40% of reviews are ‘weak accept’ and 20%
are ‘accept’ then Diff(‘weak accept’, ‘accept’)= 40

2 + 20
2 ; i.e. taking the mid points

of the intervals.
The measures described for Dist(X, Y ) are now used to enable ξ to attribute

various reputations to agents. These reputation measures all assume that the
agents have been involved in a number of successive social evaluation rounds.

Inexorable. If agent βi is such that: Dist(Oi, Oi|Δ) � Dist(Oi, Oj |Δ), ∀j �= i
consistently holds then βi is inexorable.

Predetermination. If: Dist(Oi, RG) � Dist(Oj , RG), ∀j �= i consistently, then
βi is a good ‘predeterminer ’. Such an agent will have a high ci value.

Persuasiveness. If βi is such that: Dist(Oi, Oj |Δ) � Dist(Oj , Oj |Δ), ∀j �= i
consistently then βi is persuasive.

Compliance. If βi is such that: Oi|Δ ≈ argminX

∑
j �=i Dist(Oj |Δ, X), then βi

is compliant.
Dogmatic. If βi is such that: Oi = Oi|Δ consistently then βi is dogmatic. A

dogmatic agent is highly inexorable.
Adherence. If βi is such that Oi|Δ = Oj where j = argmaxk,k �=i ck consis-

tently then βi is adherent (in this round adherent to agent βj).

6 Discussion

Reputation measures are becoming a cornerstone of many applications over the
web. This is the case in recommender systems or in trading mediation sites. In
these applications there is a need to assess, for instance, how much should we
trust the recommendation coming from an unknown source, or how reliable a
trading partner is. This paper has proposed a number of methods to ground the
social building of reputation measures. The methods are based on information
theory and permit to combine opinions when there is a high level of independence
in the formation of the individual opinions. The method permits the computa-
tion of reputation values as aggregation of individual opinions, and also detects
when agreement is not feasible. This impossibility may be used to trigger fur-
ther discussions among the members of the group or to introduce changes in the
composition of the group to permit agreements.

The use of social network analysis measures permits to define heuristics on
how to combine opinions when there is no complete independence in the opin-
ions expressed by the agents. There are a number of different relationships that
may be used to guess dependency. For instance, in the context of scientific pub-
lications, co-authorship or affiliation, meaning that authors have written papers
together or belong to the same laboratory may indicate a significant exchange
of information between them and therefore a certain level of dependency. The
aggregation of values by function h can then use these measures to diminish the
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joint influence of dependent opinions into the reputation. This is to be explored
in future extensions of the information based reputation model.
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Abstract. Virtual worlds have become very popular recently, in particular 3D 
virtual worlds with a built-in virtual currency that enables providers and users 
to monetize their creations. Virtual Worlds based on the relatively new open-
source and free-to-install “OpenSimulator” software currently lack such a 
virtual currency framework, in particular one that can be used across the 
boundaries of such virtual worlds (also known as grids). In this paper we 
present the design of such a micropayment system for this class of virtual 
worlds. The functionality expected by the users of such a 3D environment is 
somewhat different from what is usually expected from Web payment systems. 
A particular challenge is the fact that parts of the software that our system is to 
be integrated with cannot be trusted, as they are run by unknown parties, and 
can easily be modified (as it is open-source software). Transaction values in 
such a virtual environment are usually very small, so the cost of a transaction is 
also of concern. The system has already been implemented and is used by a 
number of such virtual worlds.  

Keywords: 3D Virtual Worlds, Micropayment, Virtual Currency, 
OpenSimulator, Hypergrid, Open Metaverse. 

1   Introduction 

Virtual worlds are a special class of social software, where users are represented by 
avatars in a virtual environment. The avatars interact with each other in real time 
using chat or voice chat. In contrast to most other social networks, the users behind 
the avatars typically remain anonymous. Unlike Massively Multiplayer Online Games 
(MMOGs), which use similar technology, virtual worlds are not a game, with 
predefined goals, winners, and losers, but are more open-ended, with a focus on user 
interaction and creativity. 

Virtual worlds have become very popular and are still growing [1]. A recent study 
by virtual world research firm Kzero [2] estimates over 800 million users in over 300 
different virtual worlds. However, these virtual worlds are very different in nature. 
The majority targets children and teenagers as customers, but there are others where 
the average user is over 30 years old. Many of the virtual worlds are only two-
dimensional in nature, running in a web browser.  
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Yesha Sivan defines as “Real Virtual Worlds” [3] virtual worlds which share the 
“3D3C” properties, i.e. three-dimensional, with an emphasis on Community, 
Creation, and Commerce. An example of such a “3D3C Real Virtual World” is 
Second Life [4]. 

Real virtual worlds allow users to create virtual goods (e.g. clothing, buildings, 
furniture, vehicles, weapons, animations, scripted objects), and sell them to other users 
who lack the skills or time to create them for themselves [5]. The global market for 
virtual goods is estimated to be approximately EUR 1,5 billion a year [6] with Second 
Life, Tencent, IMVU, Gaia Online, and Habbo Hotel among the leading players. In the 
virtual economy of Second Life alone, about 2 million US$ worth of virtual goods and 
services are traded between users on an average day [7]. According to statistical data 
published by Linden Lab [8], the company that runs Second Life, about 69.000 users 
made a profit in Second Life in February 2010. In 2009, there existed a few Second 
Life entrepreneurs, whose profits exceed 1 million US$ per year [9]. 

However, there is a significant obstacle for further growth: The current virtual 
worlds are walled gardens, completely isolated from each other. The situation can be 
compared to the pre-Web Internet, with companies like Compuserve, America Online, 
Prodigy, The Source, and others competing for users and publishers. The 
incompatibility required publishers to take bets on where to invest their money, which 
limited the growth of this industry. Finally, the Web came along, with open standards 
and open-source implementations, and removed this barrier to entry for both 
publishers and users.  

2   Introducing the Open Metaverse 

The term “Metaverse” has been coined in 1992 by Neal Stephenson in his science 
fiction novel “Snowcrash” [10], where he described an immersive 3D virtual world. 
In fact, this book has strongly influenced the design of virtual worlds such as Active 
Worlds and Second Life, which can therefore be regarded as an implementation of 
this vision. We will use the term “Open Metaverse” to describe virtual worlds like 
Second Life, but implemented using open-source software such as OpenSimulator 
(also known as OpenSim), Sun’s Project Wonderland, and OpenCroquet. In addition 
to these “de facto” standards, a few “official” standardization initiatives try to 
standardize communication protocols and file formats of virtual worlds [11]. 

The vision of the open metaverse is to do for the 3D Internet what Apache and 
Mozilla did for the 2D Web. In fact, some limited interoperability (teleporting) 
between Second Life and OpenSim has already been demonstrated, and we already 
see some OpenSim-based virtual worlds appear [12].  

However, the situation with 3D worlds is more complicated than in the 2D Web: 
Even if all virtual worlds would use the same protocol, viewer, and 3D object 
representation, it still would not be possible to e.g. buy a virtual good in one world, 
and use or sell it in another. Today’s virtual worlds are like islands, each with their 
own currency, user profiles, permissions system, and asset repositories.  

However, this may soon change. The Hypergrid [13] is an extension to the 
OpenSim protocol which enables teleporting between OpenSim-based virtual worlds 
(which are called grids). You can even take virtual assets (e.g. clothing) with you 
(more precisely, your avatar) as you roam the OpenSim Hypergrid. 
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A key component for making the Open Metaverse a “real virtual world” according 
to Sivan’s definition is the “commerce” aspect. This in turn requires a payment 
system, which is not yet part of the OpenSim framework. 

3   Requirements 

Designing and implementing a payment system for the OpenSim environment poses 
some interesting requirements (and challenges), both technical and non-technical. We 
can divide these issues roughly into the three groups functionality, trust, and cost. 

3.1   Functionality 

The functional requirements of a payment system for 3D virtual worlds are in some 
aspects quite different from the “traditional” payment systems found in the 2D Web 
or even the real world. In the OpenSim case, the expectation of the users is to find the 
same level of functionality available in the virtual world “Second Life”, which is 
arguably the most successful implementation of a micropayment system, with 50 
million US$ worth of transactions per month [14]. Also, as we will describe in more 
detail in the “System Architecture” section, the client software used is compatible 
with the Second-life client (which is open source). Therefore it makes sense to model 
the micropayment system for OpenSim after what is available in Second Life. 

Unlike earlier implementations [15], we did not want to use in-world objects 
representing virtual wallets or head-up displays, because of the negative impact on 
simulator performance and the necessity to allow script permissions to everybody. 
Specifically, our micropayment system has to support the following use cases: 
 

1. User A pays user B, while both users are online in the same simulator and 
see each other. In the user interface, this can be done by user A right-clicking 
on the avatar of user B, and selecting “pay” from a pie-chart menu. 

2. Like use case 1, but user B is not online (or out of sight). Still, user A can 
bring up B’s profile and select “pay” in the profile window. 

3. User A likes to pay an object in the virtual word owned by user B. This can 
be achieved in the user interface by right-clicking on the object, and then 
selecting “pay” similar to use case 1. The owner of the object (B) will 
receive the money, but in addition an event (the money-event) is raised in the 
script running in the object, so that the object can react to it. 

4. User A wants to buy an object in the virtual word owned by user B. Again, 
this is done by user A right-clicking the object and then selecting “buy” in 
the pie menu (see Figure 1). User B has to set the object’s properties to 
“sellable” and set a price beforehand. User B will get the money; in addition 
the object (or a copy of it) will be delivered to the inventory of user A. 

5. User A wants to buy land currently owned by user B. User A initiates the 
process by selecting “buy land” form the land properties page. User B has set 
the land properties to “sellable” and set a price beforehand. Once the money 
has been paid, the OpenSim database will be updated to reflect the transfer of 
ownership. 



100 F. Kappe and M. Steurer 

6. An object owned by user B pays (virtual) money to user A. Note that user B 
will typically not be on-line when this happens (nor does user A have to be 
online). Therefore, the owner (B) will have to specifically give debit 
permissions to the object beforehand, to access the user’s account and send 
money on the user’s behalf without further confirmation. 

 

These are the six cases necessary for a smooth in-world user experience similar to that 
of Second Life. Additional use cases were included to support buying objects and the 
like from more traditional user interfaces like a Web shop, but these are less 
interesting and beyond the scope of this paper. 

 

Fig. 1. “Object Buy” dialog with the notification on the payment made 

3.2   Security and Trust 

Obviously, security is a key concern of any payment system. In a single-provider 
virtual world (like Second Life), the provider will usually not only run the virtual 
world as such, but also be providing the micropayment system, as well as means to 
buy the virtual currency (an exchange), and take the role of the central bank 
responsible for keeping the value of the currency stable. Therefore, the user will have 
to trust only the provider of the virtual world. 

In contrast, in the OpenSim environment, the people running the individual servers 
(so-called simulators) are many, and users should not need to trust them. Therefore, it 
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makes sense to separate the functionality of the payment system provider from that of 
the provider of the virtual world, so that the payment authorization process effectively 
bypasses the unsecure OpenSim servers. Users will of course still have to trust the 
payment system provider, but not necessarily the provider of the specific simulator 
they are currently in, as the (virtual) money never leaves the realm of the payment 
provider. 

For the user experience, this will mean that – unlike in Second Life – for the use 
cases 1 – 5 the payment will have to be confirmed at the external website of the 
payment system provider, where users will have to have an account to participate in 
the virtual commerce. This is somewhat more inconvenient than a complete in-world 
experience, but is the price to be paid for security. An alternative would be to embed 
the payment functionality in a modified viewer, and enforce its use, which would 
probably be seen as even more inconvenient. 

Use case six is a special security concern. The owner of the object paying (virtual) 
money on the owner’s behalf will have to not only confirm the debit permissions in 
the virtual world, but in addition on the payment providers website. This is necessary 
to restrict any provider of a simulator to fake these permissions. Still, the script 
running inside the object paying out can be read and modified by the administrator of 
the simulator, which is why the users using this functionality must trust the simulator 
provider, or preferably run the simulator themselves. 

3.3   Transaction Costs – Virtual Currency 

The value of a user-to-user transaction in a virtual world is typically very small, i.e. 
less than a Dollar or Euro. It is therefore important to keep the transaction costs for 
user-to-user transactions close to zero. This requirement rules out the classic forms of 
payments like credit cards, debit cards, or PayPal. 

The solution that most virtual worlds have adopted is to use a virtual currency, 
with all user-to-user transactions taking place in the virtual currency within the realm 
of the provider of the virtual world, usually without any transaction fee. Fees are only 
charged when the virtual currency is bought or sold in exchange for real-world 
currency. This typically happens in larger amounts than the individual user-to user 
transactions and consequently this exchange fee is less of an issue. 

In addition to the reduction in transaction cost, using a virtual currency offers the 
users the benefit that the goods can be offered worldwide, but without the hassle of 
constantly adjusting the prices in real-world currencies as a result of moving 
exchange rates. For the provider, using a virtual currency can reduce the liability of 
the provider in case things go wrong, e.g. Linden Lab states in the Terms of Service 
of Second Life: 

 
“Regardless of terminology used, Linden Dollars represent a limited license right 
governed solely under the terms of this Agreement, and are not redeemable for any 
sum of money or monetary value from Linden Lab at any time. You agree that Linden 
Lab has the absolute right to manage, regulate, control, modify and/or eliminate such 
Currency as it sees fit in its sole discretion, in any general or specific case, and that 
Linden Lab will have no liability to you based on its exercise of such right.” [16] 
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For these reasons, we have chosen to implement our micropayment system by 
introducing a new virtual currency, the Open Metaverse Currency (OMC), with the 
Open Metaverse Cent (OM¢) as currency unit. To be fully functional, this requires 
that in addition to the micropayment system itself, there is a framework including an 
exchange that lets users buy and sell OMC for real-world currency, and a kind of 
central bank that controls the money supply. In this paper, however, we concentrate 
on the aspects of the micropayment system. 

4   Architecture 

In this section we show the design and the architecture of the entire payment 
mechanism but focus on a general view instead of detailed implementation issues.  

4.1   Modified Event Handling 

In Section 1.1 we have already described use cases of user interactions that require a 
transfer of money. All these mechanisms are already implemented in the client 
software, further referred to as OpenSim Viewer or in the server software, further 
referred to as Simulator. The Simulator has a modular design and the modules detect 
events sent by the OpenSim Viewer with event listeners and act on the received 
parameters with event handlers. Existing server implementations are not aware of 
money and, for instance, immediately deliver objects with the event handler in case of 
a “Buy Object” event initiated by the client and detected by the event listener.  

To add money capabilities to the Simulator we have to split the event listener from 
the event handler and add the entire money transfer process in between. The methods 
in the event handler will only be executed if the actual payment succeeded. Figure 2 
depicts this extension with an additional step in between the event handler and the 
event listener. 

 

Fig. 2. Split the event listener from the event handler in the simulator to do the payment  

The structure of a grid comprises numerous different simulators responsible for all 
listen-events, event handlers, and everything in between. The source code of the 
simulators is publicly available and allows to run the service with potentially 
maliciously modified sources. This implies that every simulator owner could abuse a 
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user's money account. To get rid of this problem the module that implements the 
event listener and event handler for money transfer does not contain any control logic 
but redirects all money related events to an external and trusted web service referred 
to as “Money Gateway”. It puts all simulators under one umbrella and connects 
Simulators with the payment provider. 

If the simulator detects a money-related event it sends a request to this centralized 
instance for further processing and waits for a notification to continue with the event 
handler. The money gateway employs the payment provider for the actual money 
transfer and therefore every user needs an account there. Users provide the payment 
sensitive information, e.g. login credentials, only to the payment provider and 
therefore bypass the untrusted simulator and the money gateway.  

4.2   Bypassing Untrusted Software for Security 

In the previous section we have stated that the actual payment process is hidden from 
the Simulator due to security concerns. To do so, a different and secure channel is 
needed because the client software suffers from the same problems as the simulator 
does – it cannot be trusted. To get rid of this constraint we establish the secure 
connection between the user and the payment provider with a common (and trusted) 
web browser. Secure HTTP connections (HTTPs) provide sufficient authentication 
mechanisms and cannot be wiretapped. 

In case of a money related event the money gateway processes the simulator's 
request and redirects the user to the website of the payment provider in an external 
web browser. Most payment providers offer special programming interfaces to create 
payment requests that only need to be confirmed by a user. To do so, the user needs 
an account with the payment provider, provides credentials for the authentication, and 
finally confirms the payment created by the money gateway. On success the money is 
transferred and the payment provider informs the money gateway about the successful 
payment. The money gateway redirects this notification to the simulator and prompts 
the interrupted event to be continued. 

Figure 3 depicts a block diagram of the involved parties for a money transfer. As 
mentioned in Section 1.2 we cannot trust the OpenSim client viewer and simulator, 
and therefore need the bypass to directly communicate using a trusted web browser. 
Figure 4 shows an example of a message exchange for handling a money event. A 
user requests a money event as mentioned in Section 3.1 which is detected by the 
Simulator's event listener. It extracts all required parameters needed for the actual 
transaction and transmits them to the gateway. To give an example, a simple 
transaction between two avatars involves parameters to identify avatars, the amount 
of money, and the current location where the transaction takes place. All these 
parameters are stored in the gateway's database and the user is requested to confirm 
the outstanding payment. After this confirmation the gateway queries the database for 
the stored parameters and sends them to the Simulator. The Simulator processes this 
notification according to the extracted parameters.  

The benefit of this approach is a complete separation between the requests and the 
notifications because all parameters are stored in the gateway's database and sent to 
the Simulator upon a payment confirmation. Further, the Simulator does not store any 
parameters but just passes them to the gateway and process them in case of a 
notification.  
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Fig. 3. General architecture of a secure and trustworthy payment system in OpenSim based 
environments 

 

Fig. 4. Requests, confirmation, and notifications for a successful and secure money transfer 

4.3   Design Limitations 

We have already described the requirement of a secure channel for the payment 
confirmation due to the untrusted client viewer and simulator. The early stage of the 
entire simulator development raises another critical problem related to the security of 
the notification messages. All notifications are unencrypted XML-RPC and could 
origin from the money gateway, but also from anywhere else. Currently, the only 
available way to exchange information over an encrypted and authenticated channel is 
a secured HTTP request from the simulator to the money gateway. 

Instead of directly transmitting information after a successful payment to the 
Simulator, the money gateway just sends a random 128-bit identifier by unencrypted 
XML-RPC. This identifier can be employed to fetch the necessary parameters from 
the gateway needed for further processing via secured HTTP link. It is not possible to 
repeat this process by sending an XML-Request with the same 128-bit identifier twice 
because the gateway would refuse the request for the according parameters. However, 
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we consider the term “notification” as a synonym for the entire information transfer 
from the money gateway to the simulator regardless of the needed workaround due to 
unencrypted XML-RPC. 

The simulator needs to store all received parameters from the Viewer to be able to 
continue the execution on a notification of a successful payment. Unfortunately, the 
listen-event and the “Confirm Payment” message from Figure 4 are not necessarily 
temporally close. As described in Section 1.4 we have extracted the entire control 
logic from the simulator module to make the layer as thin as possible. We send all 
parameters received by the event listener to the money gateway but do not store it on 
the simulator. To continue with the processing on a successful payment all necessary 
parameters are sent with the notification message. The additional overhead of the 
notification message due to the sent parameters is acceptable because the stateless 
design makes the entire system more reliable and easier to monitor. 

5   Conclusions 

The complete micropayment framework has been implemented and put into actual 
use, with the Austrian company VirWoX [17] as external payment system provider 
and money exchange. Obviously, it is crucial for the acceptance of the new currency 
and the associated payment system that the provider enjoys the trust of the users. 
VirWoX has earned a reputation as the leading independent exchange for trading 
Linden dollars (the virtual currency used in Second Life) in exchange for real-life 
currency. In business since beginning of 2008, until the time of writing (June 2010) 
about 4 billion Linden dollars (worth about 12 million Euros) have been exchanged 
there. Therefore we believe that OpenSim users will trust the new currency. 

At the time of writing, about 600 simulators in 10 different grids are connected to 
the system (see Figure 5). 250 users have registered an account, and 260,000 OM¢ are 
in circulation. 

 

Fig. 5. Active regions versus transaction volume 
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As there are not many items to buy yet, it is not surprising that the number of 
transactions is still relatively low. In the first 100 days of operation, about 900,000 
OM¢ have been transferred between 211 different users, in about 1,400 
transactions [18]. However, we are confident that the transaction volume will grow as 
the user numbers of OpenSim based worlds rise. 
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Abstract. Semantic Web will transform the way people satisfy their requests 
letting them delegate complex actions to intelligent agents, which will act on 
behalf of their users into real-life applications, under uncertain and risky situa-
tions. Thus, trust has already been recognized as a key issue in Multi-Agent 
Systems. Current computational trust models are usually built either on an 
agent’s direct experience or reports provided by others. In order to combine the 
advantages and overcome the drawbacks of these approaches, namely interac-
tion trust and witness reputation, this paper presents a hybrid trust model that 
combines them in a dynamic and flexible manner. The main advantage of our 
approach is that it provides a reliable and flexible model with low bandwidth 
and storage cost. Moreover, we present the integration of this model in JADE, a 
multi-agent framework and provide an evaluation and an e-Commerce scenario 
that illustrate the usability of the proposed model. 

Keywords: Trust, Reputation, Multi-Agent Systems. 

1   Introduction 

Intelligent agents (IAs) are considered the most prominent means towards realizing 
the Semantic Web (SW) vision [1]. In the future, via the gradual integration of multi-
agent systems (MAS) with SW technology, complex tasks will be efficiently per-
formed by agents with less or no human intervention. Nevertheless, a critical issue is 
now raised: how can an agent trust an unknown partner in an open and thus risky 
environment? 

To this end, a number of researchers have proposed, in different perspectives, 
models and metrics of trust, focusing on estimating the degree of trust that can be 
invested in a certain agent [2]. Current computational trust models are usually built 
either on interaction trust or witness reputation, namely an agent’s direct experience 
or reports provided by others, respectively.  

However, both approaches have limitations; for instance when an agent enters an 
environment for the first time, it has no history of interactions with the other agents in 
the environment and thus there is no available information. Thus, if the trust estima-
tion is based only on direct experience, it would require a long time to reach a suffi-
cient amount of interactions that could lead to a satisfying estimation. 

On the other hand, models based only on witness reports could not guarantee relia-
ble estimation as self-interested agents could be unwilling or unable to sacrifice their 
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resources in order to provide reports. In addition, in the distributed and open envi-
ronments, such as MAS, there is no centralized authority to observe and control the 
environment. As a result, the witness reports could be difficult to locate. This is usual-
ly overcome by using some form of centralized mechanism to collect all the reports 
[3]. Hence, models based only on one or the other approach typically cannot guaran-
tee stable and reliable estimations. 

In order to overcome the above drawbacks, in this paper we propose T-REX, a 
novel hybrid trust model that combines both interaction trust and witness reputation 
in a dynamic and flexible manner, letting the final user to proportion their active par-
ticipation in the final estimation. The novelty of our approach is that T-REX could 
vary from a completely witness-based system to a system totally based on personal 
experience, according to what is more important, more appropriate or more conve-
nient for the end user. 

In addition, it provides a stable and reliable estimation mechanism based on certain 
parameters such as the information correctness and completeness and the agent’s 
response time. Moreover, the administration responsibility for this model is delegated 
to a special agent, called Trustor, overcoming the difficulty to locate witness reports. 
Hence, the main advantage of our approach is that it provides a reliable and flexible 
model with low bandwidth and storage cost. Finally, an evaluation and an e-
Commerce scenario are presented that illustrate the usability of the approach. 

The rest of the paper is organized as follows. In Section 2, we present our reputa-
tion model. Section 3 presents the implementation of the model and its integration 
into JADE, the popular multi-agent framework. In Sections 4 and 5, the model’s eval-
uation and an e-Commerce scenario are presented, respectively, that illustrate the 
usability of the approach. Section 6 discusses related work, and Section 7 concludes 
with final remarks and directions for future work. 

2   T-REX 

As mentioned, the proposed model, T-REX, is actually a reputation–based centralized 
system that combines both interaction trust and witness reputation. Its administration 
tasks are up to a special agent, called Trustor, who is responsible for collecting, stor-
ing and keeping the reports safe and available. Moreover, whenever an agent requests 
the reputation value of another agent, the Trustor has to calculate and return the 
agent’s final reputation value according to the model’s metric (see subsection 2.1). 
Notice that Trustor is considered certified by the protocol and, thus, reliable. 

2.1   Rating Mechanism 

Consider an agent A establishing an interaction with an agent B; agent A can evaluate 
the other agent’s performance and thus affect its reputation. We call the evaluating 
agent (A) truster and the evaluated agent (B) trustee. Hence, after each interaction in 
the environment the truster has to evaluate the abilities of trustee and report its ratings 
to Trustor in terms of correctness, completeness and response time. The Tustor stores 
the information of these ratings in the form: 
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ܴ௔௕ሺݐሻሬሬሬሬሬሬሬሬሬሬሬሬሬԦ ൌ ሻۧݐ௔௕ሺ݌݉݋ܥ|ሻݐ௔௕ሺ݌ݏܴ݁|ሻݐ௔௕ሺݎݎ݋ܥۦ ൌ ൻݎଵ௔௕ሺݐሻหݎଶ௔௕ሺݐሻหݎଷ௔௕ሺݐሻൿ        (1) 

where a, b, Corr, Resp and Comp stands for truster, trustee, correctness, response time 
and completeness, respectively. In order to ease formulae presentation, we map Corr, 
Resp, and Comp, to indices 1, 2, 3, respectively and, thus ratings are represented as rx. 
Finally, t is a time stamp used by Trustor in order to organize its case records. Note 
that ratings with a higher time stamp are considered more important as they refer to 
more recent evaluations. Thus, our approach overcomes the main problem faced in 
dynamic environments, such as MAS, where agents may change their objectives at 
any time. As a result, a reliable agent (in t0) may be transformed into a mercenary and 
malicious agent (in t1, where t1>t0). 

In T-REX, ratings vary from 0.1 (terrible) to 10 (perfect); rx∈[0.1, 10] | x∈{1,2,3}. 
However, Trustor in order to cross out extremely positive or extremely negative val-
ues computes logarithmically each rating. Hence, each rating is normalized (r∈[-1, 1] 
| -1≡terrible, 1≡perfect) and stored in Trustor’s repository. Thus, the final reputation 
value ranges from -1 to +1, where -1, +1, 0 stand for absolutely negative, absolutely 
positive and neutral (also used for newcomers), respectively, which means that an 
agent’s reputation could be either negative or positive. 

In addition, whenever an agent requests the reputation value of another agent, it 
can determine (by using weights) how important the above normalized ratings, are for 
him/her (formula 2). For instance, an agent may be considering more important the 
response time (e.g. a 50% on the final value) rather than the correctness (35%) or the 
completeness (15%). Formula 2 calculates the weighted normalized ratings: 

ሻݐ௔௕ሺݎ ൌ ቚܴ௔௕ሺݐሻሬሬሬሬሬሬሬሬሬሬሬሬሬԦቚ ൌ ෍ ቂ ௣ೣ·୪୭୥ቀ௥ೣೌ್ሺ௧ሻቁቃయೣసభ ∑  ௣ೣయೣసభ                                            (2) 

where a, b, rx, px stand for truster, trustee, ratings and weights (for each corresponding 
rating), respectively.  

Hence, the final reputation value (TR) of an agent, at a specific time t, is based on 
the weighted sum of the relevant reports (normalized ratings) stored in Trustor’s repo-
sitory and is calculated according to formula 3. 

ܴܶ௔௕ሺݐሻ ൌ గ೛గ೛ାగ೚ · ∑ ሾ௥ೌ್ሺ௧೔ሻ·௧೔ሿ ׊೟೔ಬ೟ ∑ ௧೔ ׊೟೔ಬ೟ ൅ గ೚గ೛ାగ೚ · ∑ ∑ ൣ௥ೕ್ሺ௧೔ሻ·௧೔൧ ׊೟೔ಬ೟ ∑ ௧೔ ׊೟೔ಬ೟ ׊௝ஷ௔,௝ஷ௕             (3) 

There are two important aspects in this formula, considering an agent a requests the 
reputation of another agent b. The first one is that the normalized ratings are divided 
to two groups, one referring to transactions between a and b (rab) and one referring to 
transactions between b and each one (j) of the rest of the agents (rjb), separating rat-
ings to personal experience and witness reputation, accordingly. The second is that 
the user, through his/her agent a, is able to set what we call the “social trust weights” 
(πp, πo). These weights specify the balance between personal experience (πp). and 
witness reputation (πo), which is actually an opinion provided by strangers. Thus, TR 
value is calculated according to what is more important for the end user, its own expe-
rience or the witnesses’ opinion. Finally, note that time, as already mentioned, is im-
portant and thus it affects the final value, as more recent ratings “weigh” more. This is 
achieved by multiplying the rating at time ti, with ti itself. 
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2.2   Model’s Advantages 

T-REX is a dynamic and flexible model, letting the end user not only to determine the 
importance of each rating criterion but also to even transform the model from an ab-
solutely witness system to an absolutely subjective system based only on past person-
al experience (as discussed in subsection 2.1). Thus, it can be applied to a variety of 
applications, such as bargains and negotiations among agents, auctions and e-
commerce transactions. 

Furthermore, it provides a reliable system, as it is based on a centralized certified 
mechanism provided by Trustor, the model’s special agent. Centralized systems are 
usually faced with skepticism, as in open MAS agents represent different owners, 
who may question the trustworthiness of a central authority. However, T-REX over-
comes that by providing a certified authority, implemented in JADE, a reliable and 
widely used multi-agent framework. Hence, Trustor is always honest, calculating and 
returning the correct TR value. Opposed to that, consider a distributed approach where 
trustees’ collect and store ratings referred to them, such as [8][10]. A malicious trus-
tee with low reputation value would provide only the positive ratings in order to con 
its partners.  

In addition, T-REX provides a mechanism with low bandwidth and storage cost. 
On one hand trustees do not have to transmit or store anything and, on the other hand, 
trusters just report their rating in only one communication step, e.g. an ACL (Agent 
Communication Language) message, which has extremely low cost, and, furthermore, 
need not worry storing it for future reference. Thus, the total trust computational and 
storage costs are assigned to Trustor. Practically, as discussed in section 3, the Trus-
tor’s final computational complexity is just O(1), however its storage complexity is 
O(n*n), which is inevitable. 

3   Implementation 

This section presents the integration of the T-REX model into a multi-agent frame-
work. We have chosen JADE [4], the popular MAS Framework. Moreover, in order 
to reduce the model’s computational complexity, the final formula (3) was revised. 

3.1   Reducing Computational Complexity 

The run-time computational complexity of formula (3) is high, since there is a double 
sum at the second part of the formula; the inner sum ranges over each preceding time 
step, whereas the outer sum ranges over all agents, except a and b. Thus, the run-time 
computational complexity of formula (3) is O(n*t), where n is the number of agents 
acting in the system and t is the total amount of transactions. Both of these numbers 
increase rapidly in an open, dynamic and evolving multi-agent environment. 

Our goal is to reduce the computational cost at run time. In order to achieve this, 
Trustor needs to aggregate and store multiple values, in addition to the raw ratings. 
So, the Trustor does not store the normalized ratings (formula 2) but multiplies them 
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by ti, their time stamp. In addition, Trustor summarizes the ratings referred to the 
transactions between two specific agents. Thus, firstly, we replaced the rab and rjb 
values in the final formula (3) by using formula 2:  

  ܴܶ௔௕ሺݐሻ ൌ గ೛గ೛ାగ೚ · ∑ ቎෍ ቂ ೛ೣ·ౢ౥ౝ൬ೝೣೌ್ሺ೟ሻ൰ቃయೣసభ ∑  ೛ೣయೣసభ ·௧೔቏ ׊೟೔ಬ೟ ∑ ௧೔ ׊೟೔ಬ೟ ൅ గ೚గ೛ାగ೚ · ∑ ∑ ێێۏ
෎ۍێ ቈ ೛ೣ·ౢ౥ౝቆೝೕೣ್ሺ೟ሻቇ቉య

ೣసభ∑  ೛ೣయೣసభ ·௧೔ۑۑے
 ೟೔ಬ೟׊ ېۑ

∑ ௧೔ ׊೟೔ಬ೟ ׊௝ஷ௔,௝ஷ௕  

ൌ గ೛గ೛ାగ೚ · ෍ ቂ ௣ೣ·∑ ୪୭୥ቀ௥ೣೌ್ሺ௧ሻቁ·௧೔׊೟೔ಬ೟ ቃయೣసభ ∑  ௣ೣయೣసభ ·∑ ௧೔ ׊೟೔ಬ೟ ൅ గ೚గ೛ାగ೚ · ∑ ෍ ቂ ௣ೣ·∑ ୪୭୥൬௥ೣೕ್ሺ௧ሻ൰·௧೔׊೟೔ಬ೟ ቃయೣసభ ∑  ௣ೣయೣసభ ·∑ ௧೔ ׊೟೔ಬ೟ ׊௝ஷ௔,௝ஷ௕      (4) 

The sum ∑ log ቀݎ௫௤௬ሺݐሻቁ · ௧೔ழ௧׊௜ݐ , where q∈{a, j} and y≡b, is not necessary to be cal-

culated at rum time. It can be calculated incrementally, whenever a new report is 
arrived. We can represent the above sum as ߪ௫௤௬ሺݐሻ. Similarly, the sum ∑  ௧೔ழ௧ can׊ ௜ݐ
be calculated incrementally (we represent it as T(t)). Hence, the formula can be writ-
ten now in the following form: 

ܴܶ௔௕ሺݐሻ ൌ గ೛గ೛ାగ೚ · ෍ ൣ ௣ೣ·ఙೣೌ ್ሺ௧ሻ൧య౮సభ∑  ௣ೣయೣసభ ·்ሺ௧ሻ ൅ గ೚గ೛ାగ೚ · ∑ ෍ ቂ ௣ೣ·ఙೕೣ್ሺ௧ሻቃయೣసభ∑  ௣ೣయೣసభ ·்ሺ௧ሻ׊௝ஷ௔,௝ஷ௕         (5) 

At this point, the computational complexity is reduced to O(n) compared to O(n*t) in 
formula 3, since there is only one sum ranging over the number of agents. However, 
we have a loss in the storage complexity (memory space), inevitably. Storing all these 
sums leads to O(n2) complexity, since the quantities ߪ௫௤௬ሺݐሻ need to be calculated and 
stored for each pair q-y of agents, which is actually tolerable. Moving one step fur-
ther, we notice that variables x and j in formula 5 are independent, thus the sums can 
swap:  

ܴܶ௔௕ሺݐሻ ൌ గ೛గ೛ାగ೚ · ෍ ൣ ௣ೣ·ఙೣೌ ್ሺ௧ሻ൧యೣసభ∑  ௣ೣయೣసభ ·்ሺ௧ሻ ൅ గ೚గ೛ାగ೚ · ෍ ቂ ୮౮·∑ ఙೕೣ್ሺ௧ሻ׊ೕಯೌ,ೕಯ್ ቃయೣసభ ∑  ௣ೣయೣసభ ·்ሺ௧ሻ         (6) 

Additionally, calculating and storing the quantities  ∑ ௝ஷ௔,௝ஷ௕׊ሻݐ௫௝௕ሺߪ  incrementally, 
let’s call them ܵ௫௔௕ሺݐሻ, the final revised formula becomes:  

ܴܶ௔௕ሺݐሻ ൌ గ೛గ೛ାగ೚ · ෍ ൣ ௣ೣ·ఙೣೌ ್ሺ௧ሻ൧యೣసభ∑  ௣ೣయೣసభ ·்ሺ௧ሻ ൅ గ೚గ೛ାగ೚ · ෍ ൣ ௣ೣ·ௌೣೌ ್ሺ௧ሻ൧యೣసభ∑  ௣ೣయೣసభ ·்ሺ௧ሻ         (7) 

The computational complexity is reduced to O(1), since there are no sums depending 
on the problem size in the formula. On the other hand, the storage complexity remains 
O(n*n), as the Trustor needs to additionally store some more sums ܵ௫௔௕ሺݐሻ for each 
pair of agents. 
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3.2   Trustor 

Trustor was entirely implemented in Java and deployed in JADE. Practically, it com-
municates with the rest of the agents via ACL messages with specific communication 
acts. For instance, a new request (requesting an agent’s reputation value – TR) is 
considered valid only if its communication act is REQUEST. 

More specifically, whenever an agent wants to reports its ratings regarding another 
agent, it has to send an ACL message with an INFORM communication act to Trus-
tor. The content of this message also has to be in a specific form, containing firstly the 
agents involved followed by the three ratings, one for each criterion: 

(the_truster’s_name the_trustee’s_name rcorr rresp rcomp) 

As soon as, Trustor receives a valid report calculates all the necessary sums according 
to the formulas presented in the previous section and stores the information in its  
own repository. Later, an agent may ask for someone else’s reputation value (via a 
REQUEST ACL message). Once again, the content has to be in a specific form:  

(the_requester’s_name the_trustee’s_name pcorr presp pcomp πp πo), 

where pcorr, presp, pcomp are the given weights that define the importance of each crite-
rion and πp, πo are the social trust weights that define the importance of agent’s own 
experience vs. rumor (discussed in the previous section). Then, Trustor calculates the 
TR value and returns it via an ACL message with an INFORM communication act. 

4   Evaluation 

In order to evaluate our model, we use a testbed designed in [5] with slight changes, 
adopted from [8]. Below, a description of the testbed is given and the next section 
presents the methodology and the experimental settings for our experiments. 

4.1   The Testbed 

The testbed environment for evaluating T-REX is a multi-agent system consisting of 
agents providing services and agents using these services in an on-line community. 
We assume that the performance of a provider (and effectively its trustworthiness) is 
independent from the service that is provided (e.g. selling software services or bank-
ing services). In order to reduce the complexity of the testbed’s environment, it is 
assumed that there is only one type of service in the testbed. As a result, it is assumed 
that all the providers offer the same service. Nevertheless, the performance of the 
providers, such as the quality of the service, differs and determines the utility that a 
consumer gains from each interaction (called UG≡utility gain).  

Each agent interaction is a round in the simulations of the testbed. Events that take 
place in the same round are considered simultaneous. The round number is used as the 
time value for events. In the T-REX model, at each round, if a consumer agent needs 
to use the service it can contact the centralized third-party agent (Trustor) in order to 
be informed about the reputations of the provider agents. 



 T-REX: A Hybrid Agent Trust Model Based on Witness Reputation 113 

The consumer agent will select one provider to use its service, the one with the 
highest value of reputation. The selection process relies on the trust model to decide 
which provider is likely to be the most reliable. Consumer agents without the ability 
to choose a trust model will randomly select a provider from the list.  

Firstly, the consumer agent selects a provider, then uses the service of the selected 
provider and gains some utility from the interaction (UG). The value of UG varies 
from −10 to 10 and depends on the level of performance of the provider in that inte-
raction. A provider agent can serve many users at a time. After an interaction, the 
consumer agent rates the service of the provider based on the level of performance 
and the quality of the service it received. It records the rating for future trust evalua-
tions and also informs the provider about the rating it gave. The provider agent (for 
decentralized models, such as Certified Reputation [8]) or the centralized third-party 
agent (as in T-REX and SPORAS [3]) record the rating as evidence about its perfor-
mance to be presented to potential consumers. It is assumed that all agents exchange 
their information honestly in this testbed. This means an agent (as a witness or as a 
referee) provides its true ratings as they are without any modification. 

4.2   Experimental Methodology 

The testbed in each experiment is populated with provider and consumer agents. 
Each consumer agent is equipped with a particular trust model, which helps it select 
a provider when it needs to use a service. The only difference among consumer 
agents is the trust models that they use, so the utility gained by each agent through 
simulations will reflect the performance of its trust model in selecting reliable pro-
viders for interactions. As a result, the testbed records the UG of each interaction 
with each trust model used. In order to obtain an accurate result for performance 
comparisons between trust models, each one will be employed by a large number of 
consumer agents. 

The experimental variables, that were adopted from [8] and used in all experi-
ments, are presented in Table 1. The provider agents used are 100, 10 of which are 
good providers, 40 are ordinary, 5 are intermittent and 45 are bad providers. 

Table 1. Experimental Variables 

Number of simulation: 500 / Number of providers: 100 

Good providers 10 
Ordinary providers 40 

Intermittent providers 5 
Bad providers 45 

Fig. 1 shows particularly that the performance of the “No Trust” group, formed by 
selecting providers randomly without any trust evaluation, is, as expected, consistent-
ly the lowest. T-REX, being a centralized service, is able to gather ratings about all 
interactions in the system. This allows agents using it to achieve high performance 
right from the first interactions (the average UG per interaction of T-REX is 5,5). 
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Fig. 1. Performance of T-REX and No Trust 

Experiments with the same variables, presented in [8], have shown that the SPO-
RAS [3] and Certified Reputation (CR) [8] are beneficial to consumer agents, helping 
them obtain significantly high UG. This means that the tested trust models can learn 
about the provider’s population and allow their agents to select profitable providers for 
interactions.�In contrast, since each provider only shows a small number of ratings to 
agents using CR, they spend the first few interactions learning about their environment. 

Comparably, agents using T-REX maintain a slightly higher stable performance 
than the ones using SPORAS and CR (the average UG per interaction of SPORAS 
and CR are 4.65 and 5.48, respectively while for T-REX it is 5,5). This is because T-
REX is a centralized model and is able to gather much more information than decen-
tralized models and uses reputation in a fully dynamic and flexible way. 

5   Use Case 

This section presents a software-trading use-case paradigm. The scenario aims at 
demonstrating the overall functionality of the trust model and more specifically the 
usability of the agent Trustor in the Multi-Agent System and its ability to easily rate 
each agent in the system in a totally dynamic and flexible way. 

5.1   Scenario Overview 

A MAS is formed by two independent groups, represented by intelligent agents: (a) 
the first group consists of Customer agents, that are potential customers who wish to 
buy a specific software based on their preferences, and (b) the second group consists 
of Seller agents, that are potential sellers who wish to sell their software. Finally, (c) 
Trustor is the independent, certified, third-party agent-based service that provides the 
described T-REX mechanism. 

Initially, the customer finds a seller, by asking the third-party agent Trustor for the 
level of the sellers’ effectiveness in their previous transactions in the environment 
(step 1). This is actually achieved by providing its performance criteria weights via a 
REQUEST ACL message. Trustor uses the provided weights, calculates the final 
reputation value for each of the requested sellers and, then, returns it via an INFORM 
ACL message (step 2). The Customer selects the most trusted seller and transacts with 
it, in order to get the proper software (step 3). Then, the seller replies sending back the 
requested software (Step 4) and the customer rates its response time and efficiency 
and reports its rating to Trustor via an INFORM ACL message (step 5). 
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Fig. 2. Transaction Steps 

According to these transaction steps, depicted in figure 2, we have developed four 
sellers with different efficiency characteristics and three customers. Each customer 
asks for specific software from each of the four sellers and after each transaction the 
customer sends an ACL INFORM message to the Trustor with its ratings according to 
the correctness of the information received, how fast the information was received 
and its level of completeness. Then, the Trustor stores these ratings to its repository. 
Practically, the overall process is depicted in figure 3, taken from JADE’s sniffer 
agent. This instance presents the transactions performed by the first three agents and 
the efforts of Trustor to create its case history. 

 

Fig. 3. The overall process – sniffer’s snap-shot 
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Fig. 4. Scenario Steps 

Later, when a new customer agent enters the multi-agent system and requests from 
Trustor the reputation values for each seller acting in the environment (providing its 
personal performance criteria weights), the Trustor responds via an ACL INFORM 
message containing the necessary information. This process is depicted in the figure 
4. In this case, the most reliable agent is Seller 2. Note that Trustor has already ob-
served a number of transactions among the agents acting in this environment and thus 
has made a sufficient case history (repository records). This allows supporting either a 
witness system or a totally personal-based system. 

To sum up, Trustor provides the implemented T-REX model, guaranteeing the 
transactions among agents. Finally, note that the reputation value of an agent is not 
fixed but dynamic, depending on the weights provided by another interested agent. 
Hence, a good agent according to an agent’s preferences may be bad for another.  

6   Related Work 

Trust and reputation are key ingredients to most multi-agent systems and as a result 
many different metrics have been proposed [6][7]. SPORAS [3] is one of the most 
notable of these models. In this model, each agent rates its partner after an interaction 
and reports its ratings to the centralized SPORAS repository. The received ratings are 
then used to update the global reputation values of the rated agents. In SPORAS new 
agents start with a minimum value of reputation and they build it up during their ac-
tivity on the MAS. After each transaction the values of reputation are updated accord-
ing to the feedback provided by other agents that are involved. Both in T-REX and 
SPORAS ratings are discounted over time so that the most recent ratings are more 
weighted in an agent’s reputation evaluation. Moreover, both models use a learning 
formula for the updating process so that the reputation value can closely reflect an 
agent’s performance, at any time. However, SPORAS has limitations and as a result it 
is not as dynamic and flexible as T-REX. Furthermore, in SPORAS newcomers are 
not supposed to be reliable and the other agents do not trust them easily. On the other 
hand, our approach overcame the problem by evaluating new agents with a neutral 
rating value. 
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Jurca and Faltings [9] is a reputation model, where agents are incentivized to report 
truthfully about their interactions’ results. There are a set of broker agents that are 
buying and aggregating reports from other agents and then they are selling the needed 
information to them. Although these broker agents are distributed in the system, each 
of them collects the reputation values centrally as T-REX. However, reputation values 
are limited to the values 0 and 1 (0 for cheating agents and 1 for reliable), which can 
be a problem if an agent is more reliable than another, but the other is not a cheating 
agent. Conversely, in the T-REX model there are continuous values in the range of [-
1, 1], where -1 is the worst value for the most unreliable agents and 1 is the best for 
the most trustworthy agents. Moreover, despite T-REX, Jurca and Faltings model is a 
static parametric model and these parameters are not adjusted dynamically to adapt 
environment changes. 

In the REGRET model [10], each agent evaluates the reputation of others after 
every interaction and records its ratings in a local database. Each rating is weighed 
according to how recent it is. Similarly to T-REX, in REGRET more recent ratings 
are more weighed than others that are less recent. However, REGRET is a completely 
decentralized reputation model. This model cannot deal with situations where the 
agent is changing behavior in the MAS, and is being transformed from a reliable, 
trustworthy agent to an unreliable one. On the other hand, T-REX overcame this prob-
lem as discussed above. 

Certified Reputation [8] is a decentralized reputation model involving each agent 
keeping a set of references given to it from other agents. In this model each agent is 
asked to give certified ratings of its performance after every transaction. The agent 
then chooses the highest rating and stores them as references. Any other agent can 
then ask for the stored references and calculate the agent’s certified reputation. This 
model overcame the problem of initial reliability in a similar way with T-REX. Most 
previous trust metrics did not perform reliably until a large enough number of interac-
tions had built up, but certified reputation has been proved to perform reliably from 
the beginning of a simulation. However, this model, opposed to our approach, is de-
signed to determine the access rights of agents, rather than to determine the expected 
performance of them. 

7   Conclusions and Future Work 

This paper presented T-REX, a hybrid agent trust model based on both witness repu-
tation and personal experience. It is a dynamic and flexible model that overcomes the 
limitations of the known approaches, based solely either on witness reputation or 
personal experience. Furthermore, it provides a reliable centralized mechanism that 
can be adopted in any multi-agent system in the semantic web. In addition, among 
others, T-REX has low bandwidth and run-time computational cost and even low 
client storage cost. This paper also provided an evaluation of the model’s performance 
and a comparison to two other popular models, SPORAS and Certified Reputation. 
Finally, a use case was presented that illustrated the functionality of the model. As for 
future directions, it would be interesting to verify our model’s performance compared 
to more reputation models from the literature and use it in real-world e-commerce 
applications, combining it also with Semantic Web metadata for trust [11][12]. 
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Abstract. This paper is concerned with the issues of QoS contract for-
mation between service providers and consumers and how either party
can evolve independently from each other without violating the agreed
contract. We show how a QoS contract can be generated using a sub-
typing relation on the quality dimensions and value ranges. For that
purpose, we use Allen’s Interval Algebra (AIA). We also define both
strict and relaxed constraints for different dimensions in order to deal
with what constitutes acceptable change to different quality dimensions.
In particular, we define assertion compatibility as a sufficient condition
for ensuring the compatibility of provider and consumer with respect to
an existing contract.

Keywords: QoS, service contracts, service evolution, quality dimen-
sions, type theory.

1 Introduction

A Service Level Agreement (or SLA) is a mutually-agreed contract between a
service provider and consumer that can describe how, amongst other things, the
non-functional properties of a service should be supplied, monitored and charged.
Typical non-functional properties include availability, throughput and response
time, and they are often collectively referred to as quality dimensions to indicate
they may apply to any aspect of the service, from the system infrastructure level
to the business application layer.1

An agreement on the quality dimensions and their values (i.e., an SLA or
contract) goes through several stages, from the initial service advertisement or
query to the final evaluation of the service’s performance against the agreed
SLA. Fig. 1 shows a typical SLA lifecycle. This paper is concerned with the QoS
contract formation stage of the SLA’s lifecycle, shown in detail in Fig. 1. This
abstract contract formation process from [6] shows how this stage of the SLA’s
lifecycle is made up of three parts: the ‘matchmaking’ phase filters the providers
of services according to the consumer’s requirements from which services are se-
lected and (in the final phase) the SLA is configured with the quality dimensions
that should be monitored and enforced.
1 Quality dimensions have also been called SLA terms [2].
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SLA
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Deploy
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Monitor

Archive

Renegotiation
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Matchmake
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Select 
Provider

Phase 3: 
Configure

Contract Formation

Fig. 1. An SLA Lifecycle [4] showing the QoS Contract Formation Process [6]

Much work exists on the negotiation of SLAs and how they can be monitored;
however there is a gap in current research in how a contract is formed from the
service provider’s advertised capabilities and the service consumer’s desired ser-
vice capabilities. We define QoS contract formation as the process of determining
if the desired service quality capabilities can be met from the advertised capa-
bilities and this paper provides a formal model for the QoS contract formation
phase of the SLA lifecycle.

As also shown in Fig. 1, the renegotiation of an agreement can occur if either
party changes its circumstances during the execution of the task associated with
the SLA. This requires the contract formation process to be repeated, which
could be time consuming if the provider and consumer do not re-agree. For
shallow [3] (i.e. non-breaking to the consumers) changes in the SLA, we propose
a method of allowing both the provider and consumer to evolve without requiring
negotiation.

Underlying this work are the following basic assumptions: a) the contract is
being formed between two parties, the service provider and the service consumer
and, b) the set of quality dimensions, their semantics and domains or ranges are
understood and agreed (explicitly or implicitly) by both parties in the agreement.
An explicit agreement on the quality dimensions can be achieved using a meta-
negotiation [5] step that allows both parties to negotiate about what can be
agreed, whilst an implicit agreement is in place when the service is part of a
service network that shares a common, well-known model for quality dimensions
such as the WSLA specification [7]. In the paper we focus on defining how
providers capabilities and consumer requests are allowed to vary without the
need of changing the contract.

Table 1. Working example: Service Provider Capabilities & Consumer Requirements

ACME Provides:

Availability Between 80–95% of the time.
Response Time Between 2–5 seconds.
Price AC1/invocation.

Availability Between 70–95% of the time.
Response Time Between 3–5 seconds.
Price AC0.80/invocation.

Consumer Requires: Availability Between 80–90% of the time.
Response Time Between 3–5 seconds.
Price Up to (and including) AC1/invocation.



QoS Contract Formation and Evolution 121

To illustrate our approach we use an example that runs throughout the paper,
as summarized in Table 1 which shows two SLA adverts from a service provider
called ACME. The first describes a service profile that has high availability and
low response time but a high cost per invocation. The second describes a service
with lower availability and response time but with a lower cost-per-use. The
consumer’s requirements are also shown. As can be seen, the consumer requires
high availability but low response time. The challenge in this example is how to
find an acceptable agreement to satisfy both parties.

We start by briefly reviewing related work (Section 2). In Section 3 we show
how to formalize the SLA adverts and requirements and in Section 4 how an
SLA is formed based on them; in Section 5 we show how either party can evolve
while respecting an existing SLA before discussing an initial validation of the
approach (Section 6) and concluding the paper in Section 7.

2 Related Work

The current standard for agreeing SLAs between Web services [2] describes a
“protocol and agreement template structure to facilitate the discovery of com-
patible agreement parties” and creating an SLA but does not specify a method
of matching the service provider’s capabilities with the customer requirements
nor how to form the agreement. As a result, there is much previous work on ser-
vice selection techniques policies based on, for example, reputation-systems [8],
semantic annotations [11] and multi-attribute utility theory [10]. The systems
built to use these policies often use an SLA language to describe their services
and contracts, such as [12] and [7]. However, in the work we have reviewed,
service selection policies and languages fail to define what the process of QoS
contract formation actually entails. This paper proposes a formal model for QoS
contract formation in Section 4.

Much of the work on service selection and SLA negotiation, agreement and
management does not consider the evolution of the involved parties as this paper
proposes in Section 5. In current models and techniques if either the service
provider or consumer wish to change their side of the contract (i.e., what is
being provided or what is required from the service) the current contract must
be renegotiated which brings additional overheads to both the service providers
and consumers. The goal of this paper is to define cases in which the evolution
of providers and/or consumers does not require a renegotiation of the contract.

3 Quality Dimensions and Service Descriptions

We define set D to contain the quality dimensions (such as availability, execution
time, price or throughput) identified and agreed a priori by the service provider
and consumer. Each quality dimension has a domain and range; e.g., availability
is a probability usually expressed as a percentage in the range 0-100% and execu-
tion time is in the domain of real numbers in the range 0..+∞. In this paper, we
only consider ordinal quality dimensions, i.e., quality dimensions whose values



122 V. Andrikopoulos et al.

can be ordered. An ordered quality dimension d can be considered monotonic
(denoted by d+) or antitonic (d−); monotonicity indicates that values closer to
the upper bound of the range are considered “better”, whilst with antitonic di-
mensions values closer to the lower bound are considered better. A parameter m
associates a quality dimension to a value range in the following way:

Definition 1 (Parameter). Parameter m ∈ M where M : D×V. D is the set
of quality dimensions, whilst V is the set of ranges for all quality dimensions D.
A dimension and its range are therefore the tuple m := (d, v), d ∈ D, v ∈ V.

Using this definition we can define multiple value ranges for the same quality
dimension. For example, if we consider the single monotonic quality dimension
of Availability (which is monotonic since higher values of availability are
considered “better”) then d+

1 = Availability. If the range of availability is
between 80–95% then v1 = [.8, .95] and mp1,1 = (d1, v1), whereas if it is in the
range 70–95% then we can define v2 = [.7, .95] and mp1,2 = (d1, v2), etc.

Table 2 has three parts: the first is the set of parameters denoting the inten-
tion of the service provider to provide a group of particular quality dimensions
within the advertised ranges. To signify that the service provider requires the
service’s consumer to provide dimensions for parameters — as in the case of
Price (d−3 ) — we use the complementary operator, m = (d, v), to show that
dimension d is required to be within the range of v2. The pricing requirement of
the provider’s advertisement can then be formalized as mp3,1 = (d3, [1, 1]) and
mp3,2 = (d3, [.8, .8]).

We can reverse this logic and apply it to the consumer’s requirements to
formalize the consumer service descriptions, as shown in the second part of
Table 2: the consumer’s required availability is between 80–90% in the example
and can be expressed as mc1,1 = (d1, [.8, .9]); the required response time is
between 3–5 seconds and can be written as mc2,1 = (d2, [3, 5]); the intention to
pay up to AC1/invocation is written as mc3,1 = (d3, [0, 1]).

Combining parameters into assertions allows providers and consumers to ex-
press statements of intention or expectation that couple parameters. For exam-
ple, we can combine parameters mp1,1, mp2,1 and mp3,1 into assertion qp1 =
(mp1,1, mp2,1, mp3,1), which is a conjunction of dimensions d1, d2 and d3 and
must belong to the ranges defined by mp1,1, mp2,1 and mp3,1, respectively. Each
assertion can either be true or false given specific values for each dimension at
run time, which is necessary for monitoring the QoS characteristics of a service.
We can formally define an assertion as:

Definition 2 (Assertion). An assertion q ∈ Q,Q : Mn is defined as the tuple
q := (mi), 1 ≤ i ≤ n i.e., an ordered set of parameters that should be interpreted
as a conjunction.

Assertions can be combined in a similar fashion to form a profile:

Definition 3 (Profile). A profile l ∈ L,L : Qk is defined as the tuple l :=
(qj), 1 ≤ j ≤ k i.e. an ordered set of assertions (interpreted as a disjunction).
2 It can also be seen that m = m.
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Thus, by combining assertion qp1 with the assertion qp2 = (mp1,2, mp2,2, mp3,2)
for the second set of quality dimensions of the service provider in Table 1, we can
define the profile lp = (qp1, qp2) which states that for availability between 80–95%
and response time between 2–5 seconds, the price of the service per invocation
will be AC1; with availability between 70–95% and response time between 3–5
seconds the price per invocation will be AC0.80. This example is summarized in
Table 2 with the remainder of the formalization.

Table 2. Working example: formal specifications

Provider P

lp = (qp1, qp2)

qp1 = (mp1,1, mp2,1, mp3,1)
mp1,1 = (d1, [0.8, 0.95]), mp2,1 = (d2, [2, 5]), mp3,1 = (d3, [1, 1])

qp2 = (mp1,2, mp2,2, mp3,2)
mp1,2 = (d1, [0.7, 0.95]), mp2,2 = (d2, [3, 5]), mp3,2 = (d3, [0.8, 0.8])

Consumer C lc = (qc1)

qc1 = (mc1,1, mc2,1, mc3,1)
mc1,1 = (d1, [0.8, 0.9]), mc2,1 = (d2, [3, 5]), mc3,1 = (d3, [0, 1])

Dimensions D d+
1 = Availability, d−

2 = ResponseTime, d−
3 = Price

4 QoS Contract Formation

Having defined quality parameters, assertions and profiles we can now explain
how these are combined to form a contract. We use the theory presented in [3] as
the foundation for this work, which defines a contract as the product of applying
a binding function, ϑ, to the advertised and desired capabilities of the provider
P and consumer C respectively.

The function ϑ builds on a subtyping relation in order to identify and provide
a pair-wise matching between the elements of the service descriptions. By using
subtyping for matchmaking we incorporate into one relation the checking for
both structural and semantic similarities between the elements of the provider
P and consumer C. Furthermore, as will we show in the following, it not only
allows us to configure the contract between P and C while going through the
matchmaking process, but also allows for the seamless evolution of providers and
consumers without affecting the contract (under certain conditions).

4.1 Subtyping

In order to build the binding function ϑ necessary to form the contract, we
first define the subtyping relation for the elements of the QoS description. In
particular, we define:

Definition 4 (Parameter Subtyping). For m = (d, v), m′ = (d′, v′) and a
subtyping relation <: it holds:

m <: m′ ⇔ d <: d′ ∧ v <: v′ (1)
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Note: For this definition and for the discussion that follows it will be assumed
that p stands for either m or m.

Parameter subtyping requires the further definition of subtyping for quality
dimensions and value ranges. For the former we assume that only the same
quality dimension can be compared, i.e.,:

d <: d′ ∼ d ≡ d′ (2)

Comparing quality dimension types can be enhanced by adding a hierarchy of
quality dimensions that allow us to navigate the IS-A relationships between
dimensions and discern between more or less generic dimensions (i.e., super- or
sub-types). An example of such a taxonomy is the quality model produced by
the S-Cube Network of Excellence; their model [9] has a deep class hierarchy
that is suitable for this approach. The dimension of Latency (the time passed
from the arrival of the service request until the end of its execution/service) for
example is a type of ResponseTime and therefore parameters defined on the two
dimensions are comparable. A mapping between the different domain and ranges
for the value ranges of each dimension may be required for that purpose. We
intend to further investigate the impact of such reasoning to the QoS contract
formation in the immediate future.

To express the subtyping of the two value ranges as intervals we use Allen’s
interval algebra [1] and in particular the starts s, finishes f and is equal to =
relations, which are used as follows:

v <: v′ ⇔
{

v{=, s}v′ for monotonic dimensions
v{=, f}v′ for antitonic dimensions (3)

Equation 3 defines a more generic value range (i.e., super-type) to be a value
range that totally contains another (value range) and also contains values from
the increasing side of the order of the dimension. Value ranges are therefore
generalized by extending their maximum allowed value in the case of monotonic
dimensions and decreasing their minimum value in that of antitonic dimensions,
as shown in Fig. 2. The result in both cases is to accept/expect a greater range

(a) Monotonic Dimensions (b) Antitonic Dimensions

Fig. 2. Positioning of value ranges in Equation 3

of values in the parameter, while incorporating the values already defined. By
using Equations 2 and 3 for Definition 4, and for the parameters in Table 2 it
therefore holds that:
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mc1,1 <: mp1,1 ∧ mc2,1 <: mp2,1 ∧ mp3,1 <: mc3,1

mc1,1 �<: mp1,2 ∧ mc2,2 <: mp2,1 ∧ mp3,2 �<: mc3,1

This information can be used in formulating the contract between providers and
consumers as follows.

4.2 Matching and Mapping Functions

Having defined the subtype relation for quality dimensions and value ranges, we
can define the binding function ϑ used for formulating contracts:

Definition 5 (Binding function). Binding function ϑ(qp, qc) defined over as-
sertions qp = (x1, . . . , xn) and qc = (y1, . . . , yn), qp ∈ P and qc ∈ C is:

ϑ(qp, qc) = {z = (z1, . . . , zn)/ 1 ≤ i ≤ n,

{
xi <: zi <: yi, xi ∈ Preq, yi ∈ Cpro

yi <: zi <: xi, xi ∈ Ppro, yi ∈ Creq }

where Ppro, Cpro are the subsets representing the output-type parameters in the
provider and consumer description respectively (using provided dimensions di),
and Preq, Creq the input-type parameters (using required dimensions di) [3].

A contract R between provider P and consumer C is the triplet < P , C, Θ >
where Θ := {ϑ(qp, qc)/qp ∈ P , qc ∈ C}. Following the working example, and
from the subtyping relations between the quality dimensions and value ranges
discussed in the previous section, we can see it is possible to formulate a contract
R using qp1 from the provider and qc1 from the consumer as shown in Table 3.
Since s = s, it does not matter which perspective we use for the contract terms;
for example, in Table 3 we chose to express them using the provider’s perspective
but could have used the consumer’s and achieved the same result.

The binding function, ϑ, combines the steps of matchmaking and contract
configuration found in the QoS contract formation phase. It provides the means
for checking whether the service consumer’s desired capabilities are met by the
service provider and, at the same time, generates an intermediary service de-
scription based on the possible outcomes. However, a complication in the con-
figuration of the contract is the ϑ value selection policy: from the definition of
ϑ, contract terms (z1, . . . , zn) may be configured using different values for each
parameter pair (xi, yi) as long as they comply to the conditions in Definition 5.

Table 3. Working example: contract example

Provider P Contract R Consumer C
qp1 = (mp1,1, mp2,1, mp3,1)

mp1,1 = (d1, [.8, .95])

mp2,1 = (d2, [2, 5])

mp3,1 = (d3, [1, 1])

qr1 = (mr1,1, mr2,1, mr3,1)

mr1,1 = (d1, [.8, .9])

mr2,1 = (d2, [3, 5])

mr3,1 = (d3, [1, 1])

qc1 = (mc1,1, mc2,1, mc3,1)

mc1,1 = (d1, [.8, .9])

mc2,1 = (d2, [3, 5])

mc3,1 = (d3, [0, 1])
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4.3 Strict and Relaxed Constraints

As mentioned above, the definition of subtyping for value ranges can be too strict,
as the following example demonstrates: assume that in Table 2 we had q′p1 =
(m′

p1,1, mp2,1, mp3,1) where m′
p1,1 = (d+

1 , [.85, .99]), i.e., the service provider offers
better availability than the consumer requires. Nevertheless, it is not possible to
formulate a contract between P ′ and C since according to Equation 3 it holds
that mc1,1 �<: m′

p1,1 and therefore �z/mc1,1 <: z <: m′
p1,1.

In order to accommodate cases like these we relax the definition of the value
range subtyping as an extension of the existing value range and we include the
relations meets m, overlaps o and takes place before < (and their inversions
mi, oi, >, together with the inversions of the starts and finishes relations si, fi)
from interval algebra as follows:

v <: v′ ⇔
{

v{=, <, s, fi, m, o}v′ for monotonic dimensions
v{=, >, f, si, mi, oi}v′ for antitonic dimensions (4)

The relevant positioning of v and v′ as defined by Equation 4 is shown in Fig. 3.
The addition of these relations expands on the nature of the monotonic and
antitonic dimensions and allows for additional flexibility, converting the strict
constraints in the definition of value range subtyping into relaxed constraints.
The basic difference of between strict constraints (Equation 3) and relaxed con-
straints (Equation 4) is in the assumption of what constitutes acceptable be-
havior by each party in the contract. Equation 3 only allows for extending the
acceptable boundaries of a dimension towards “better” values – but in order to
be safe it always includes the original value range for the dimension.

(a) Monotonic Dimensions (b) Antitonic Dimensions

Fig. 3. Positioning of value ranges in Equation 4

Relaxed constraints remove this restriction to allow all types of “better” values
to be included in the acceptable boundaries. This allows, for example, accepting
value ranges that do not even partially overlap with the original value range,
provided that they are signifying a more favorable value range as for example in
case (5) of Fig. 3a and Fig. 3b. This assumes that the other party in the QoS
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contract formation process is willing to accept such a value range — which is
not necessarily true for all cases.

As an example in practice, take the case of a time-critical service-based ap-
plication, optimized for a response time of between 3–5 seconds. If the system
starts experiencing response times between 1–2 seconds this may interfere with
its ability to deal with the throughput and, as a result, it may require adapting.
Since we can not know what the cost of adapting the application is, and whether
or not that is acceptable for the application owner, we may have unintentionally
broken the capability of the application to consume the service by improving
the service performance. This potentially problematic case appears even if we
use only strict constraints; using relaxed constraints increases the severity of the
problem, if it occurs. Nevertheless, it is our belief that the explicit benefits of
allowing for the evolution of parties in the conversation outweighs the potential
disadvantages in applying it to (over-)optimized applications.

To return to the opening example in this section: from Equation 4 it holds
that mc1,1 <: m′

p1,1 (since they overlap) and therefore it is possible to generate
a contract R′ between P ′ and C. As we will show in the following section, it is
not even unnecessary to formulate a new contract R′ after the evolution of P
to P ′ in the case that a contract R already exists between P and C: the fact
that mp1,1, <: m′

p1,1 suffices for signifying the compatibility of P and P ′ with
respect to the existing contract R. P ′ can then use R for its interactions with C
– without affecting or having to notify the service consumers.

5 Evolution of Providers and Consumers

Since service providers and their consumers may change during the lifetime of the
service we need a method of ensuring that changes in either party in the contract
do not break its obligations. This means that the compatibility between new and
old versions of the providers and consumers needs to be assured with respect
to the contract. For this purpose we start by defining assertion compatibility as
a sufficient condition for ensuring the compatibility of provider and consumer
versions with respect to an existing contract and show how it can be used:

Definition 6 (Assertion Compatibility). Assertions q = (m1, . . . , mN) and
q′ = (m′

1, . . . , m
′
N) are called compatible and we write q <c q′ if it holds that

q <c q′ ⇔ mi <: m′
i, mi ∈ Spro, m′

i ∈ S′pro ∧ m′
i <: mi, mi ∈ Sreq, m′

i ∈
S′req, 1 ≤ i ≤ N

From the definition of the binding function ϑ and using only compatible asser-
tions from Definition 6 we can show that new versions of a provider P or a
consumer C are compatible to an existing contract R between them, or in the
notation of [3], that P �→R P ′ and C �→R C′.

In order to demonstrate this we start with the provider’s profile and assume,
without loss of generality, it contains a single different assertion between the two
versions, e.g., qp ∈ P , qp = (x1, x2, . . . , xn) and q′p ∈ P ′, q′p = (x′

1, x2, . . . , xn)
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with x1 ∈ Ppro and x′
1 ∈ P ′pro, respectively. From the definition of assertion

compatibility it holds that qp <c q′p iff x1 <: x′
1, and from the definition of

the binding function we find ∃z1 ∈ Θ, y1 <: z1 <: x1. By combining these two
statements we see y1 <: z1 <: x1 <: x′

1 or equivalently, y1 <: z1 <: x′
1 and

therefore P �→R P ′. Using a similar construction we can show that all assertion
compatible versions according to Definition 6 are also compatible with respect
to an existing contract.

Table 4. Evolution of interacting parties (sample)

Party Change Compatible? Change Compatible?
(Strict/Relax) (Strict/Relax)

P m′
p1,1 = (d+

1 , [.8, .99]) Yes/Yes m′
p2,1 = (d−

2 , [1, 5]) Yes/Yes
P m′

p1,1 = (d+
1 , [.7, .9]) No/No m′

p2,1 = (d−
2 , [3, 6]) No/No

P m′
p1,1 = (d+

1 , [.85, .99]) No/Yes m′
p2,1 = (d−

2 , [1, 4]) No/Yes
C mc1,1

′ = (d+
1 , [.8, .99]) No/No mc2,1

′ = (d−
2 , [1, 5]) No/No

C mc1,1
′ = (d+

1 , [.7, .9]) No/Yes mc2,1
′ = (d−

2 , [3, 6]) No/Yes
C mc1,1

′ = (d+
1 , [.8, .85]) Yes/Yes mc2,1

′ = (d−
2 , [4, 5]) Yes/Yes

Table 4 shows the result of checking for assertion compatibility on a set of
possible changes. For example, changing the availability of the service provider
from [.8, .95] to [.8, .99] does not change the contract R irrespective of whether
we are using strict or relaxed constraints, since mp1,1 <: m′

p1,1 ⇒ qp1 <c q′p1

and therefore P �→R P ′ as before. For m′
p1,1 = (d+

1 , [.7, .9]) on the other hand,
mp1,1 �<: m′

p1,1 and m′
p1,1 �<: mp1,1 (under either strict or relaxed constraints)

and thus qp1 �<c q′p1 ⇒ P ��→R P ′, i.e., it is an incompatible change to the service
provider.

The situation is inversed for the same changes if they occur on the service con-
sumer side: requiring availability between [.8, .99] when it was originally agreed
that it will be [.8, .9] is in violation of the formulated contract R since P will not
be able to provide this range of values. Requiring availability between [.7, .9] may
be acceptable using the relaxed constraint definition, assuming the consumer
does not have a problem accepting better availability (as discussed above). A
similar reasoning can be performed for the antitonic dimension of ResponseTime
but with the symmetrical results due to the nature of the dimension.

The definition of assertion compatibility therefore provides service developers
with the means to reason on the effect of a proposed change to its providers/con-
sumers. It restricts the possible changes to a specific set ruled by the conditions
of Definition 6 that can be checked in a straightforward manner. In that sense it
limits the options in evolving a service or a service-based application but on the
other hand it can guarantee the result of this process is not affecting the oppo-
site party. In [3] it is further discussed how the set of compatible changes can be
further extended by allowing the evolution of the contract itself (for structural
contracts). A similar approach can be applied here for the same purposes.
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6 Validation

We have implemented a system prototype for contract management that can
evaluate the modification of provider and consumer according to the predefined
contract model, existing policies and constraints used in the paper. The archi-
tecture of the system includes two main components, namely, the interfaces of
the interacting parties and the contract broker. The provider interface is used for
service publication while the requestor interface is used for service requests from
the consumers. The contract broker is responsible for establishing and managing
the contract. Readers may refer to [6] for a complete discussion of the contract
broker.

<?xml ve r s i on =”1.0” encoding=”utf −8”?>
<wsp : p o l i c y xmlns : wsp=”http : // schemas . xmlsoap . org /ws/2004/09/ p o l i c y”>

<wsp : ExactlyOne>
<wsp : a v a i l a b i l i t y minvalue=”80” maxvalue=”90” un i t=”percent”/>
<wsp : workTiming minvalue=”3” maxvalue=”5” un i t=”second” />
<wsp : p r i c e minvalue=”1” maxvalue=”1” un i t=”euro” />

</wsp : ExactlyOne>
</wsp : po l i cy >

Fig. 4. WS-Policy document of the contract

Particularly, the system uses three main WS-Policy files in XML format for
storing policies from provider, consumer and SLA contract. The information
retrieved from the provider’s file is used to evaluate the compatibility of new
providers with the contract while the consumer’s file is used to evaluate the
compatibility of new consumers with the contract. The system prototype is im-
plemented in C# , using .NET 3.5 and designed based on Windows Presentation
Foundation (WPF). Fig. 4 illustrates the WS-Policy document of the contract
for the working example applied in the paper.

7 Conclusions and Future Work

In this paper we built on previous work on QoS contract formation and evolu-
tion in order to develop an appropriate approach for QoS contracts. For that
purpose we propose a flexible approach to deal with QoS parameters formulated
by providers and consumers within given value ranges. An algebra for comparing
different offered/required values ranges for various parameters and dimensions
has been presented as the basis of this effort. A strict and a relaxed interpreta-
tion of constraints for QoS dimensions has been incorporated into the algebra
and its impact on the QoS contract formation has been discussed. We have also
shown how we can discriminate between the case of a variation in QoS that sig-
nals a deep change in provisioning service qualities (and which implies contract
re-negotiation and possibly the need for adapting the interacting party) and the
case where QoS variations can be treated as an evolution of the interacting par-
ties. In particular, we have defined a set of compatibility assertions that allow
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us to accommodate providers’ and consumers’ contractual obligations despite
changes to them — without the need to redefine the contract between them.

Furthermore, an initial validation phase based on the definition of QoS dimen-
sions using WS-Policy specifications has been implemented. We are currently
extending this prototype to include more specific WS-Policy elements, with a
user-friendly interface and further logical reasoning on contract violations. In
addition, in the future we intend to extend our approach by reasoning on the
relations between dimensions and provide a comprehensive QoS contract for-
mation and evolution life-cycle which would allow also for the evolution of the
contract itself (as in [3]).
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Abstract. Compliance has become an important driver in business process 
management, as it requires profound and traceable changes of the processes. 
Besides the increasing demand for security, privacy and trust, compliance also 
needs consistent integration and management of process structures related to 
compliance. We use the notion of compliance fragments to refer to such 
structures. In this paper, we discuss the challenges of managing compliance 
fragments in business processes. Extraction, integration, highlighting and hiding 
of compliance fragments represent the challenges we refer to. For extraction 
and hiding of compliance fragments we present an implementation for the 
process execution language BPEL, based on process view transformation 
concepts.  

Keywords: Process View, Model Transformation, Compliance Fragment. 

1   Introduction 

From a high level perspective, business process management (BPM) basically 
consists of three tasks. Process modeling is the first task in the life cycle of a process. 
In this task a process is designed or changes to an existing process are made. The 
result is a new or modified process. A process comprises a set of activities which have 
to be executed in order to achieve a business goal. So-called control flow defines the 
order in which the activities have to be executed. The second task is the execution of 
the process. The execution is supervised in process monitoring, which may run 
parallel to the execution. Process monitoring closes the loop and leads back to process 
modeling and redesign respectively.  

Although, seen from a more technical perspective, there are some more steps in 
this life cycle. A business process is typically modeled on a high level of abstraction 
in a language near to business, for instance by using the Business Process Modeling 
Notation (BPMN) [6]. Technical refinement is a step in between process modeling 
and execution, here a process is prepared for execution by technical personnel. 
Possibly, the process also needs to be transformed into a different language for 
execution, for instance to the Business Process Execution Language (BPEL) [7]. 
Further steps cover verification, validation, and technical monitoring. 

We interpret the term compliance as conforming to particular requirements 
originating from the interpretation of compliance sources [3]. We assume that a 
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compliance assessment is made by experts (e.g. lawyers) who interpret the 
compliance sources and break them down to concrete requirements. Compliance 
sources can be laws from the executive, regulations like Basel II [14], internal 
policies, industrial standards and also business agreements. Non-compliance can 
mean significant punishments to a company. Hence, companies are in urgent need to 
prevent violations by detecting them and reacting accordingly. Besides the installation 
of one or more compliance officers who take care that all compliance requirements 
are met, the business processes that drive the business are affected as well. This also 
has an impact on the tasks related to the process life cycle described above.  

Amongst other things, compliance needs to be addressed in process modeling. 
Some requirements occur frequently and their realization thus is feasible for reuse. 
We proposed the notion of process fragments for compliance, abbreviated as 
compliance fragments [11], to represent the realization of compliance requirements 
concerning a process. A compliance fragment can be understood as a connected sub-
graph of a process graph which addresses requirements related to compliance. Such a 
fragment has significantly relaxed completeness and consistency criteria compared to 
an executable process graph. A process graph consists of nodes which represent the 
activities of a process, and edges which represent control dependencies. 

For the management of these fragments we need several techniques. In order to 
create reusable compliance fragments we need a technique for extraction of process 
structures which realize a compliance requirement in terms of activities and control 
flow. Then, we need a technique for integrating such reusable compliance fragments 
into other business processes that have to be augmented with compliance. In order to 
proof compliance to an auditor, we also have to define a mechanism for highlighting 
integrated compliance fragments. Despite integration and highlighting we also need a 
method for fading those structures out. In other words we need a way to hide those 
steps which do not represent the actual “work” in the business process. In [11] we 
have denoted this as process pollution problem. In summary, compliance fragments 
serve as reusable process structures which realize particular compliance requirements 
related to a business process. Process views for compliance, on the other hand, 
provide a means to work with such structures. 

This paper is structured as follows: Section 2 contains references to works related 
to our approach. Section 3 describes the challenges of managing of compliance 
fragments in business processes. In Section 4 the process view transformations for 
extraction and hiding of compliance fragments are elaborated. In Section 5 we discuss 
the limitations of our approach with respect to compliance management in general. 
Section 6 gives a short summary of the paper and characterizes future work. 

2   Related Work 

Due to the relevance of compliance management in business processes, an increasing 
number of works on this topic exists. Current approaches address all tasks related to 
the process life cycle, ranging from modeling of process constraints to their 
verification and checking for violations in monitoring. Most of the approaches are 
based on annotations that constrain the behavior of a process, preferably using 
domain-specific languages or formal rules as shown in [15]. Those approaches are 
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very important to formally constrain a process and to formally proof compliance of a 
process and its execution respectively. However, these solutions do not address how 
to ensure a consistent specification of requirements in terms of activities and control 
flow in order to augment a process with compliance. We tackle this issue with the 
concept of compliance fragments [11], and together with our research partners we 
combined this concept with the formalization of requirements and process 
verification [17]. 

In our former work [11] we proposed two different methods for integrating 
compliance fragments into a process. The first method (which we called gluing) is to 
physically copy the fragment into the process. The second method is to make use of 
Aspect-Oriented Programming (AOP) techniques to augment a process with 
compliance fragments in a loosely coupled manner. This method is feasible for many 
compliance requirements, for instance related to auditing and logging. When aspect 
weaving is applied there is in fact no need for compliance fragment hiding, as the 
fragment is already separated from the process. However, the integration of some 
compliance fragments requires a physical redesign of the process, that is why gluing 
is not avoidable in any case. In particular, this is the case for compliance fragments 
with multiple entries or multiple exits, such as a compliance fragment for an approval 
which has one exit for acceptance, and another one for rejection. 

Process views are a set of approaches addressing the increasing size of business 
processes, i.e. concerning the increasing number of activities which are contained in a 
process. Aside from the application for process abstraction, process views can also be 
used in other scenarios. In [1] an application of view transformations for extraction of 
reusable structures from Petri Nets is discussed. This mechanism is related to our 
approach of fragment extraction, though specified with a different purpose and for a 
different language. An approach for the generation of a public process for usage in 
outsourcing scenarios is presented in [5]. The mechanism in [5] is similar to the 
mechanism of hiding which we propose. However, it is also applied to a different 
language and limited in extensibility of the supported transformation functions. In [8] 
an overview on further application scenarios for process views is given. In general, 
most approaches make use of omission and aggregation of structures, for instance the 
above mentioned works. We argue that viewing concepts can be utilized as a means to 
support the management of compliance structures in business processes. To the best 
of our knowledge there is currently no comparable approach in this field. 

3   Managing Compliance Fragments in Business Processes 

In this section, we discuss the main challenges of managing compliance fragments in 
business processes, guided by a running example. A frequent compliance requirement 
is related to reviewing and assessing a particular situation. Let us assume for example 
an internal business process for approval of vacations. This process needs to be 
compliant with the requirements originating from internal policies. For this reason 
this process contains, among other steps, activities related to checking up on conflicts. 
To be more precise, it contains a fragment for checking up on conflicts concerning 
fixed appointments in the requested vacation time. 
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Extracting Compliance Fragments. To make the implementation of this compliance 
requirement reusable, the according structures need to be extracted. We propose to 
add a special tag on the activities that belong to the structures which should be 
extracted, see the illustration in Figure 1. This tag states that any kind of view 
transformation has to preserve those structures and all the artifacts (e.g. variables) 
which are related to them. With this method we need to define a view transformation 
that triggers the omission of all other activities. The implementation of the 
transformation needs to preserve the tagged structures and maintain control 
dependency. The result of the view transformation is a fragment for checking up on 
appointment conflicts. After a fragment has been extracted it can be stored in a 
fragment repository [13], ready for reuse, highlighting and hiding. Another possibility 
for the creation of a fragment is to design it from scratch as discussed in [11]. In 
Section 4 we present an implementation of this view transformation. 

 

 

Fig. 1. Compliance Fragment Extraction  

Integrating Compliance Fragments. Sometime later the internal business process for 
approval of business trips also needs to comply with the requirement for checking up 
on appointment conflicts. For this, we need to integrate the fragment which 
implements this requirement into the business trip approval process, see Figure 2. For 
the integration at first the entries and exits of a fragment have to be wired. This can be 
done by breaking existing control edges in the process and inserting the fragment in 
between existing structures, otherwise new control edges have to be inserted. To 
complete the integration, the context of the fragment (variables, etc.) has to be merged 
with the process context. During integration conflicts have to be resolved. For 
instance, parameter types used in the fragment possibly have to be adjusted to those 
used in the process (e.g. Boolean vs. String). Process view transformations are not 
applicable for this task. Therefore, we are currently working on a methodology for 
integration of compliance fragments and their related context into a given process. 

 

Fig. 2. Compliance Fragment Integration  
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Highlighting Compliance Fragments. During an audit a company has to provide all 
relevant information to proof compliance with laws and regulations. As described in 
[2], internal audits are an important measure, too. Applied to our running example, we 
need to provide information to an internal auditor on how we addressed the 
requirement for checking up on appointment conflicts. Process views also refer to the 
visualization of a process. Therefore, we propose using sub-graph matching 
algorithms [16] for the identification of known fragments related to compliance. The 
result of this fragment recognition step provides an input for according highlighting in 
graphical display of the process, as illustrated in Figure 3.  

 

Fig. 3. Compliance Fragment Highlighting  

We are currently extending our view transformation framework to support this 
application. The transformation component is based on Java/DOM, the visualization 
and modeling component is an extension of an open source process design tool [4]. In 
order to enable flexible highlighting we modify the predefined paint methods of the 
process constructs to adjust the visualization, in the same manner as shown in former 
work [9]. We identified several display properties of activities which can be 
customized to provide the highlighting (see Figure 4). For instance, using red border 
color with increased thickness already provides a straightforward solution. More 
advanced settings (e.g. involving shape size) are conceivable though. 

 
shape (here: rounded rectangle) caption

font (size, color, type)

shape size (width, height)
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background

transparency

icon

invokeService

shadow

brightness

 

Fig. 4. Graphical Display Properties of Activities  

Hiding Compliance Fragments. As mentioned in the introduction, process structures 
related to compliance sometimes do not represent the actual work that needs to be 
carried out in a process. If the number of compliance requirements that have to be 
addressed increases, the process becomes “polluted” and harder to understand. 
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Therefore, we propose a view transformation for hiding those fragments in order to 
provide a clear view on an unpolluted process, see Figure 5. In Section 4 we discuss a 
technical implementation for this method. 

 

 

Fig. 5. Compliance Fragment Hiding  

4   Extracting and Hiding of Compliance Fragments 

In this section, we demonstrate how process viewing concepts can be used to extract 
and hide compliance fragments. In the work of [10], we have implemented a human-
centric, model-driven framework for process view transformations based on the 
process language BPEL [7]. The BPEL standard provides a brief introduction to the 
notion of abstract processes. Abstract processes are either used to hide language 
elements of an executable process or they are not yet fully specified and serve as a 
process template. In our framework we currently use the metamodel of Abstract 
BPEL processes to represent compliance fragments. Originally, our framework has 
been designed to enable a semi-automatic generation of public processes to facilitate 
efficient process outsourcing as we discuss in [12]. However, in the following we 
show how to exploit and extend this framework to support also extraction and hiding 
of compliance fragments. 

4.1   Principles of the Process Views 

The process view transformation for fragment extraction which we propose requires a 
manual preparation step before the actual automated transformation can take place. In 
this preparation step the structures of the process that should be extracted have to be 
manually tagged for preservation. When we translate this to the example discussed in 
Section 3 then all structures related to checking up on appointment conflicts have to 
be tagged. In [10] we have shown how to extend a process design tool (Eclipse BPEL 
Designer [4]) to provide end-user support for this task. Figure 6 shows how this 
extension enables the user to add an annotation to selected activities via the context 
menu. The result of this step is a tagged process.  

In addition to tagging, transformation rules which steer the transformation 
(described in detail in Section 4.2) have to be specified. These rules indicate which 
process constructs (targets) should be transformed, and which particular 
transformation operation should be performed (actions). The tagging step eases the 
definition of such rules, as targets can then be easily defined based on the annotations 
made. If no annotations are available, then construct attributes like activity name, 
portType etc. have to be used to select the targets. 
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Fig. 6. Extension of the Eclipse BPEL Designer [4] for Annotation of Activities 

Eventually, transformation actions are applied to the process, based on the 
transformation rules and the tagged input process. This results in a process view, i.e. 
in our extraction example in an abstract process containing only the preserved 
compliance fragment for checking up on appointment conflicts. The proceeding of 
extraction is depicted in Figure 7. 

 

 

Fig. 7. Viewing Application Principle 

For the implementation of the functionality for fragment hiding we have to extend 
this framework by another component, which we call rule generator, see the right part 
in Figure 7. The rule generator takes the fragment that should be hidden as input. 
Translated to our example, the compliance fragment for checking up on appointment 
conflicts would be such an input. For each activity and control structure in the 
fragment a rule for its omission is being generated. The generated rules are passed to 
the transformation component, which applies them to the input process. This 
transformation results in a process view that does not contain the input fragment 
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anymore. Applied to our example, each activity of the checking up on appointment 
conflicts fragment would be omitted while preserving control dependencies. 

4.2   Specification of the Process View Transformation 

We have designed a rule language with a simple grammar which is on the one hand 
easy to handle, but on the other hand also capable of describing complex 
transformation statements. With this language a view transformation can be specified 
as a list of transformation rules. Each rule can target multiple constructs and trigger 
multiple transformation actions to be applied to these constructs. The language can be 
easily extended by new actions, parameterization options or new targeting 
possibilities. Instead of designing a new language from scratch, we could have also 
used (or extended) existing transformation languages like QVT (Query / View / 
Transformation) or ATL (ATLAS Transformation Language). However, these well-
established languages are already very powerful and finding the minimal 
requirements a language for process view transformations has to meet was one of our 
research interests. 
 

A transformation specification has the following structure: 
<rules>            <!-- an ordered list --> 
  <rule>*          <!-- multiple rules may be contained --> 
      <actions/>   <!-- which actions have to be applied --> 
      <targets/>   <!-- to which constructs --> 
  </rule> 
</rules> 
 

The <actions> element denotes which actions have to be applied. It contains at 
least one <action> element. All nested child actions are executed in the order in 
which they are specified. If an action cannot be performed, e.g. if no construct is 
being addressed, the action will be skipped. Our framework currently supports three 
actions that can be used: 
 

i. actionOmit: Omitting an arbitrary construct, i.e. the construct is removed 
from the process. If an activity is omitted, then existing control 
dependencies are being preserved. 

ii. actionOpaque: Transforming an activity into an opaque activity [7], i.e. the 
activity is not removed completely but all implementation details are 
hidden. 

iii. actionSetAttributeTo: Changing the value of an attribute of an arbitrary 
construct. If the value is set to NULL, the attribute is being removed. 

 

The <targets> element is used to indicate the target constructs that should be 
affected by an action. Child elements can either be logical connectors (<or>, <and>, or 
<not>), or target elements. Logical connectors can be used to combine the different 
target elements. Our framework currently supports the following targeting 
possibilities: 

 

i. tag: Targeting based on annotations, e.g. activities annotated with the tag 
“preserve”. 

ii. attribute: Targeting based on name-value pairs of XML attributes. 
iii. type: Targeting based on the XML element type. 



 Process Views to Support Compliance Management in Business Processes 139 

We can use the rule language to specify a general transformation rule for the 
extraction of compliance fragments, assuming that the parts of the compliance 
fragment are annotated with the tag “preserve”. The rule for extraction instructs the 
transformation to omit all structures which do not belong to the compliance fragment: 

<rules> 
  <rule name="extractFragment" apply="true">  
      <actions> 
          <actionOmit preserveChildren="true"/> 
      </actions> 
      <targets> 
          <not> 
            <tag tagName="preserve" /> 
          </not> 
      </targets> 
  </rule> 
</rules> 

For the hiding of a compliance fragment we use a rule generator to automatically 
create the required rules. For each construct contained in the input fragment, we 
generate a rule for its omission. The implementation of the omit action preserves 
consistency of the resulting view. The generated rules are based on the following 
scheme: 

<rule name="omit%CONSTRUCT-NAME%" apply="true">  
    <actions> 
        <actionOmit preserveChildren="true"  
                    preserveTransitionConditions="false"/> 
    </actions> 
    <targets> 
        <attribute attributeName="name" value="%CONSTRUCT-NAME%" /> 
    </targets> 
</rule> 
 

We currently use a name-based matching for the hiding of fragments. Our 
framework also allows a matching based on unique identifiers though. Parameters in 
the elements allow refining the transformation, e.g. preserveChildren preserves 
nested structures from being removed while its parent construct is omitted. This is 
especially related to structured activities in BPEL like a <forEach> loop. 
PreserveTransitionConditions maintains all transition conditions on links in a flow 
(the graph-based component in BPEL) while only hiding the targeted activity itself. 

4.3   Execution of the Process View Transformation 

The specification and implementation of transformation actions on BPEL constructs 
is quite complex as the overall result of the transformation has to be consistent. The 
omission of activities with multiple control dependencies or the preservation of nested 
activities is one of the main challenges. For example, when omitting a <sequence> the 
<sequence> itself and all child activities are removed, except for the ones tagged with 
the preserve-tag. However, the result of such a transformation can be ambiguous 
without further information provided by the user. In this case, we decided to use a 
<flow> as a container because this construct can contain activities without any control 
dependencies. For this reason this construct is ideal to put the preserved activities 
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“loosely” inside. An enhanced version could show different possible results to the 
user from which he may choose the one he actually intended. Furthermore, a new 
<scope> that encloses the <flow>-container is required. This is necessary because 
variables defined locally may need to be preserved as well, e.g. if the <sequence> 
contains a structure that defines variables locally. 

Another example for ambiguity of the transformation is an activity which should 
be removed from a <flow> as depicted in Figure 8: Figure 8a depicts the original 
process, where activity X should be omitted. Figure 8b is a consistent solution to this 
as it maintains control dependency, though it increases complexity. Figure 8c and 8d 
suggest alternatives, however original semantics are changed compared to 8a. 
Figure 8e illustrates a solution which inhibits X from being completely removed, but 
provides simplicity. 
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Fig. 8. Omission of Activities in a Flow 

Transition conditions have to be handled in order to preserve the semantics of the 
process. To be consistent, omission can be realized by removing activity X and all 
adjoining links. Afterwards new links with appropriate transition conditions are 
inserted. To preserve full coherence of activities, new links containing properly 
concatenated transition conditions must be inserted to connect every activity to all 
subsequent activities (see Figure 8b). The dropping of non-needed links is performed 
similarly to accomplish more adequate visualization (see Figure 8c and 8d), even if 
semantics are changed and transition condition handling becomes quite complex. In 
our current implementation we have solved this problem as shown in Figure 8e. It 
states that X will not be removed completely when executing omission on this 
activity. X is transformed into an <opaqueActivity> automatically.  

To speed up post-editing of the resulting process views, cleaning functions are 
implemented. It is likely that unnecessary constructs are still left in the process which 
should be removed automatically after the transformation rules have been applied. For 
instance, unused <variables> or <partnerLinks> may not longer be needed, because 
corresponding activities have been omitted or transformed into opaque activities. In 
addition, structured activities without any nested activities can be removed, e.g. 
removing an empty <sequence> is reasonable. The implementation offers a set of 
predefined functions to clean up the process. 
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5   Limitations of the Approach to Manage Compliance 

The framework we presented can be extended by further transformation actions, e.g. 
an aggregation of multiple activities can be used for process abstraction which might 
ease the work of an auditor. Furthermore, many of the concepts we presented are not 
limited to the BPEL language and can thus be applied to other process languages as 
well. The process views which we proposed support the management of compliance 
fragments. Compliance fragments are capable of addressing compliance requirements 
which are related to control flow and activities within a process, but it has to be said 
that compliance management in general comprises many more aspects.  

A fragment of a process can neither ensure compliance of the humans which are 
involved in that process, nor can it control the applications and services which it 
orchestrates. For instance, a requirement that demands storage of travel expense reports 
for at least ten years is related to a database which is external to the process. Besides, 
executing a process for over ten years would not be efficient. Even when focusing only 
on business process automation, compliance already has an impact on all involved 
components and related tasks: design, verification, technical refinement, execution, and 
monitoring. However, many compliance requirements (e.g. related to security, privacy 
or trust) have an impact on all of the components in the IT infrastructure of a company, 
which also includes ERP or CRM systems. In addition, compliance also has an impact 
on the business processes which run outside of the IT systems. This necessitates further 
methods to manage compliance. For instance, employees have to internalize the code 
of business conduct of a company - interviews can be used to check if the employees 
adhere to this code. Thus, compliance fragments are just one aspect of control in an 
overall solution to compliance management. 

6   Conclusion and Future Work 

In this paper we discussed the major challenges of managing compliance fragments in 
business processes. The main contributions of this work comprise a technique for 
extracting and hiding of compliance fragments based on process view 
transformations. Moreover, we have discussed a practical implementation of this 
technique for a language that is commonly used in industry for Web service 
orchestration. Currently we are extending our framework in order to enable automatic 
recognition of compliance fragments. Therefore, we utilize algorithms for sub-graph 
matching in order to recognize compliance fragments that are integrated in a process. 
With this technique we support an auditor with a tool to check if a particular 
compliance requirement is addressed and how it is integrated into a process. 
Furthermore, we are implementing support for compliance fragment integration in 
order to cover the whole life cycle of compliance fragment management: Extraction, 
integration, highlighting and hiding. As supporting infrastructure we are developing a 
view designer component that eases the specification of transformation rules, and a 
repository for storage and retrieval of processes and compliance fragments [13]. 
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Abstract. We briefly review the science and the technology behind Web
advertising. We first describe the various forms of Web advertising served
up by advertising networks such as Google, MSN and Yahoo!. Then we
introduce the technical challenges behind problems as: (1) given a user’s
search query, how do we determine which advertisement(s) to present?
(2) how many advertisements we should present on a particular query?
(3) how we should price advertisements? The solutions to these problems
span research areas ranging from text mining and information retrieval,
to the theory of auctions and marketplaces, being called today computa-
tional advertising.

Keywords: Web advertising, text mining, auction theory, pricing.

1 Summary

Computational advertising is “a new scientific discipline, at the intersection of
information retrieval, machine learning, optimization, and microeconomics. Its
central challenge is to find the best ad to present to a user engaged in a given
context, such as querying a search engine (“sponsored search”), reading a Web
page (“content match”), watching a movie, and IM-ing” [1].

Computational advertising has two main research problems. The first and
best known is matching advertisements to a given query and displaying them
in the results page of a search engine. This case is called sponsored search. The
second problem is finding the right advertisements that should be included on a
given page that is being requested by a user while browsing. This case is called
content match.

The advertisement itself can be of two types: image or text based (or a com-
bination of both). The initial model of display advertisement was mainly images
and the search based model is usually text. In many cases, placing the adver-
tisement is usually done by an intermediary, called the ad-network. The business
model is typically a payment per impression, in the case of display advertisement
(PPM), or a payment per click, in the case of sponsored search or content match
(PPC). A third and newer model is cost per action in which the advertiser only
pays if a specific target action is achieved, such as a commercial transaction.

Computational advertising can be seen as a search problem, where the search
input, either a query or the content of a page, has to be matched against a
database of advertisements. Every advertisement in the database, usually has at
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least a title, a target URL, and a textual description. One important difference
with classical Web search is that the search input, in the case of content match,
can be much larger than the advertisements themselves. Because of the small size
of the descriptions, pure textual similarity with the query (be it short or long like
in content search) will not bring enough relevant advertisements to the users. To
address this problem, text descriptions are systematically augmented by large
lists of keywords, which are either generated by the advertisers or sometimes
offered by the advertisement system.

The matched advertisements must be ranked to only present the “best” ones
to the users [4,7,5,8,3]. However, the quality here is not only based on relevance,
but also on commercial considerations. In fact, as advertisers pay according to
the number of clicks issued by users until they exhaust a fixed budget. When
the budget is spent, no more advertisements are shown. This payment is mod-
eled by an auction mechanism where advertisers bid (and hence compete in an
open market) on the previously mentioned keywords associated with each text
description. The original scheme was invented by the Goto search engine (later
renamed Overture and bought by Yahoo!), and the order was just based on the
bidding price. However, if no clicks are made for lack of relevance, this model
fails. The actual approach adopted by most search engines thus uses a combina-
tion of auction bids (where advertisers bid on specific keywords) and predicted
relevance models based on expected click through rate (CTR) of the advertise-
ment, which is estimated using past history. The auction mechanism should be
truthful. However when there is more than one winner, as in our case, truthful
mechanisms are more complicated.

For further research in computational advertising see [2,6,7].
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Abstract. This paper proposes that electronic marketplaces for Web
3.0 can be described through three metaphors: “marketplaces where
people are”, “marketplaces that are alive and engaging”, and “market
places where information is valuable and useful”. The paper presents the
core technologies that enable the perceivable reality of electronic market-
places. It describes a demonstrable prototype of a Web-based electronic
marketplace that integrates these technologies. This is part of a larger
project that aims to make informed automated trading an enjoyable re-
ality of Web 3.0.

1 Introduction

A market is commonly defined as a physical or virtual location, where price
is determined and buy and sell orders are matched to create trades accord-
ing to a set of rules that govern the processing of these orders [1]. Electronic
markets have been viewed as information systems ”that allow buyers and ven-
dors to exchange information about prices and product offerings [2]. This and
similar views have guided the development of “soulless” electronic markets, fo-
cussed primarily on enabling standardised or complex transaction processes.
Thus automation of electronic markets have been focused on the secure backend
transaction processing. A recent review of the area (see Chapter 18 “Electronic
Marketplaces and Resource Exchanges” in [3]) provides a broader picture from
various perspectives, including agent-based negotiation, brokering, and partner-
ship formation. Still, the operation and the interactions in such Web-based elec-
tronic markets reflect the dominating content-based systems approach of Web
2.0. Though useful, these electronic markets are far from being realistic trading
places.

In this paper we consider electronic (virtual) marketplace to be a regulated
space populated by computerised players that represent a variety of human and
software traders, intermediaries, and information and infrastructure providers.
Such marketplace is where things and traders have presence, constituting a rich
interaction space [4]. The agreed regulations operating in the space structure
the interactions between the different contributors. We borrow the metaphor
from [5].
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1.1 Electronic Marketplaces for Web 3.0

Electronic marketplaces for Web 3.0 should attempt to model the full richness of
interactions including natural language communication, gestures, and emotional
expression, as well as the cognitive apparatus that underlies these capabilities
[6]. Most virtual human research has focused on the cognitive behaviour on the
source side of the interaction [7] with a recent shift towards the “recipient” [8].

One inspiring contribution is the Carnegie-Mellon set of requirements for re-
alistic agents, which is based on research in drama and story telling [9]. These
include personality, self-motivation, change, social relationships, and “illusion of
life”. Personality infuses everything that a character does — their behaviour, style,
“thought”, “emotion”, e.g. their unique ways of doing things. Self-motivation as-
sumes that agents have their own internal drives and desires which they pursue
whether or not others are interacting with them, and they demonstrate their
motivation. Change implies that characters change with time, in a manner con-
sistent with their personality. Behaviour of agents and interactions between them
should be in a manner consistent with their social relationships (in turn, these
relationships change as a result of the interaction). “Illusion of life” is used as a
label for a collection of features such as: pursuing multiple, simultaneous goals
and actions, having elements of broad capabilities (e.g. movement, perception,
memory, language), and reacting quickly to stimuli in the environment. In this
sense convincing does not necessarily mean realistic. We discuss briefly the issues
in the Carnegie-Mellon set of features:

Regulations: Norms are part of interactions between trading partners. Collec-
tively they constitute a complex, structured, regulatory system that should
be consistent. In a convincing trading environment, in addition to compli-
ance with regulations, some times there could be some modifications based
on mutual agreements. Background details to the operationalisation of norms
in 3D virtual spaces are considered in [10].

Processes: The structure of the business processes in electronic markets define
the narrative of the marketplace. Market players operate in the context of
the process structures under the constraints of the regulatory framework.

Spaces: Humans are embodied in space in all their behaviour. They inhabit
and operate in it; rely on and use various cues related to space, like pointing
and referring to areas of and things in it (for more details see the first two
chapters in [11]). This is an essential factor driving the technological conquest
for moving us from being on the Internet to gradually being in the Internet
space, i.e. towards what is labelled 3D Internet [12]. The evolution relies on
several technologies that enable primarily perceptual immersion, including
virtual worlds and immersive access to digital content [13]). In terms of the
realism of electronic environments, the virtual space is essential part of what
constitutes an intelligent environment populated with intelligent artefacts.
Intuitively, to be realistic electronic markets should have arrangement of
their virtual spaces that are aligned with the business processes in them.

Interactions: As a result of their capability to dig out and paste together var-
ious pieces of useful information, traders usually are informed to a different
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extent about various aspects of the deals they are pursuing. When neces-
sary they rely on various relations with other traders that they have estab-
lished over the time. Their decisions are result of the mix of being rational,
informed, impulsive, and the ability to influence others and cope with the
influences from others. All these nuances impact the richness of market inter-
actions, hence, must be taken into account when considering the interactions
in electronic markets.

This paper presents the core technologies developed to address these issues.
Section 2 describes the underlying theoretical and practical solutions of demon-
strable prototype of a Web-based electronic marketplace. Section 3 presents the
machinery that enables market players to act convincingly in the uncertain,
diverse and very dynamic environment of Web-based electronic marketplaces.
Section 4 concludes.

2 Regulated Virtual Spaces

In order to address regulatory requirements that operate in real world research
in multiagent systems adapted social science theories and concepts like norms
[14]. Normative multiagent systems relate agent theory and the social sciences
such as sociology, philosophy, economics, and legal science. The electronic in-
stitutions (EI) methodology and technology for normative multi-agent systems
(MAS), developed by IIIA CSIC in Barcelona [15], elegantly formalises and im-
plements the institutional approach for MAS. The work on virtual institutions
(VI) [10] developed the institutional approach further for inhabited 2D and 3D
spatial environments, including virtual worlds. The VI concept and develop-
ment methodology [10] extends the EI approach, enabling the implementation
of institutional commitments that ensure rich and reliable interaction between
embodied entities - avatars, whether they are driven by autonomous agents or
humans. Central to the implementation of institutional behavioural norms in
the EI methodology is the notion of performative structure which formalises
processes in terms of scenes, agent roles and communication language. A set of
(business) processes are modeled as a discrete collection of interlinked ordered
scenes. The involvement of participants (agents) in these processes is modeled
through a set of roles, where roles are related to the scenes by the set of par-
ticipation rights (constraints) for each role in respective scenes, including the
subset of the language that can be used in each scene. The later defines the
set of permitted dialogues [15]. The VI concept [10] enables the institutionali-
sation of a virtual world with respect to a performative structure in terms of
(i) the spatial layout of the virtual world that reflects the performative struc-
ture of the (business) processes; (ii) the objects and avatars and their behaviour
within the institution with respect to their roles; and (iii) the rich interaction
based on natural language and embodiment of humans and software agents in
the institutionalised world.
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Fig. 1. Extending the VI steps described in [10] for designing electronic markets

We extend the VI methodology [10] to embed realistic components. Figure 1
presents the extended methodology with the steps grouped into three stages.
Stage 1 considers the initial requirements engineering of the institutional en-
vironment, based on the type of the market in consideration. This stage can
generate specific requirements towards the believability of the environment. For
instance, if the electronic market is a type of supermarket, then a believability
requirement may be the identical arrangement of the spatial layout of the shelves
and the presentation of the goods in the same order as in the respective physical
shop, emulating what customers are used to. In a property market, the software
agent that acts on behalf of a property trader may need to look like ”being well
informed” and to have the ability to deal with the new information that su-
persedes the existing information. The set of believability requirements usually
translates into elements of the specification of the performative structure, feeds
into Stage 2 and propagates further into the layout of the virtual institution in
Stage 3. Requirements that are mostly related to the visual presence, like the
style of movement (e.g. trajectories, gestures) as well as believability through
graphical appearance are considered directly at Stage 3 and may require refine-
ment of the performative structure.
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Fig. 2. Enabling the dimensions of electronic markets during the generation of respec-
tive virtual institution

Figure 2 presents a high level view of how the VI technology creates a regu-
lated virtual space on the Web. The topology of the space is extracted from the
performative structure and then converted into an initial set of spatial envelopes
optimally packed in a bounded institutional space.

The technological architecture of virtual institutions that supports convinc-
ing electronic markets is shown in Figure 3. The Normative Institutional Layer,
specified by the steps in Stage 1 and Stage 2 in 1) takes care for the functioning
of the institution as a normative multi-agent system and relies on the EIDE plat-
form [15]. An institutional governor agent is associated with each ‘player’ G1, ...,
Gn (whether Gi is a human, a software agent, or another institution). Together
with the regulatory mechanism and the execution state of the virtual institution
it ensures that the player operates according to the regulatory protocols in each
step of the business process. The Intercommunication layer and the Translation
Layer enable the causal connection between the institutional infrastructure and
the 3D Institutional layer, transforming the actions in the 3D Institutional Layer
into messages in the language of the Normative Institution Layer and and vice
versa. The role of the Translation Layer is to process interactive 3D content,
compliant with the X3D standard [16] and translate it to different virtual world
platforms (currently - SecondLife [17]).



Electronic Trading Environments for Web 3.0 151

Fig. 3. The extended architecture of virtual institution technology

3 Market Players

3.1 Acting Convincingly

It is one thing for an agent to appear to be convincing, or to move in a convincing
way, but another for it to interact to interact in a convincing way. For an agent’s
utterances to be convincing it must act in a way that demonstrates that it
understands:

– the significance of each of its utterances to the observer
– that on-going interaction are seen as relationships with the other agents that

carry implied social obligations to act appropriately
– what it should not do

A formal model is described that addressed these issues that is based on the
observation that an agents beliefs and understanding are necessarily uncertain.
The description is from the point of view of agent α and interacts with agent β.
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The significance of utterances. If β passes an utterance to α, α evaluates
this act in two ways. First, it is valued for the strategic significance of the in-
formation that it contains, precisely it is measured as the expected increase in
utility that α expects to enjoy given that it has the information — this is the util-
itarian measure. Second, it is valued because the sending agent was prepared to
divulge the information in the utterance, precisely it is measured as the decrease
in uncertainty that the receiving agent has over the sending agent’s private infor-
mation — this is the information measure. All utterances received are qualified
by α with a belief probability as described in [27].

From α’s point of view, β’s private information is everything that β knows
and that α does not know with certainty. Due to the persistent effect of integrity
decay this will include much of what β knows.

An agent may wish to decide which action, {ai}, to take where the payoff
depends on which state, {sj}, the world is in when the action is taken (possibly
in the future). The payoff, vi, from taking action ai is a vector where vij will
be the payoff from taking action ai and the state of the world is sj . Let p
be the probability mass function of a random variable representing the prior
expectation about the state of the world when the action is taken. Then the
expected monetary value gained by choosing action ai is mi = p · vi.

Armed with this information suppose that the agent applies some decision
criterion, c, to decide what to do — perhaps c will choose the action with the
greatest expected payoff: arg maxi p · vi. Now suppose that the agent receives
information in an utterance u that enables him to refine his expectation of the
state of the world when the action is to be taken (p|u), and that he applies the
same criterion c. Then one utilitarian value of utterance u to criterion c is
the difference between the payoffs of the respective outcomes. For each state
of the world sj let bj = maxi vij i.e. bj is the ‘best’ action that the agent can
take if the state of the world is sj then the expected value of perfect information is

p · b − max
i

p · vi

this is an upper limit on the total value of all possible utterances with respect
to the application of criterion c.

Utilitarian measures of information are expressed in terms of: if you know
information x when applying criterion y to determine which action to perform
then you will gain utility z over not knowing x [26]. That is, they are defined in
the context of some decision making act — they do not place an intrinsic value
on information. So if an agent learns x at time t and is unaware of what future
decisions he will make that will benefit from knowing x, then he will be unable
to value x until he knows what those future decisions are. But, by the time
he is aware of all of those decisions it may not be possible to reconstruct with
certainty how he and the other agents would have behaved if he had not known
x at time t. In summary, it is only possible to attach an intrinsic utilitarian value
to information when the future decisions that are relevant to it are known.

We have described the value gained by acquiring information, we now consider
the value lost by an agent’s private information becoming public knowledge— that
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is, known to all agents in the system. Once information becomes public knowl-
edge it has no tradable value until the integrity of the public’s belief of it decays
in time.

Utilitarian measures of information may be used when all the relevant future
decisions are either known with certainty or a probability distribution expressing
their likeliness to occur is known.

α’s world model, Mt, is a set of probability distributions. If at time t, α
receives an utterance u that may alter this world model then the (Shannon)
information in u with respect to the distributions in Mt is: I(u) = H(Mt) −
H(Mt+1). Let N t ⊆ Mt be α’s model of agent β. If β sends the utterance
u to α then the information about β within u is: H(N t) − H(N t+1). We give
structure to the measurement of information using an illocutionary framework
to categorise utterances, and an ontology.

The illocutionary framework will depend on the nature of the interactions be-
tween the agents. The LOGIC framework for argumentative negotiation [27] is
based on five categories: Legitimacy of the arguments, Options i.e. deals that are
acceptable, Goals i.e. motivation for the negotiation, Independence i.e: outside
options, and Commitments that the agent has including its assets. The LOGIC
framework contains two models per agent: first α’s model of β’s private infor-
mation, and second, α’s model of the private information that β has about α.
Generally we assume that α has an illocutionary framework F and a categorising
function v : U → P(F) where U is the set of utterances. The power set, P(F),
is required as some utterances belong to multiple categories. For example, in the
LOGIC framework the utterance “I will not pay more for Protos1 than the price
that John charges” is categorised as both Option and Independence.

We assume an ontology, and O denotes its concepts that are organised in an
is-a hierarchy.2 δ measures the semantic distance between two concepts c1 and
c2, for example [28]:

δ(c1, c2) = e−κ1l · eκ2h − e−κ2h

eκ2h + e−κ2h

where l is the shortest path between the concepts, h is the depth of the deepest
concept subsuming both concepts, and κ1 and κ2 are parameters scaling the
contribution of shortest path length and depth respectively.

Acting to Respect Social Obligations. In [27] two central concepts are
used to describe relationships and dialogues between a pair of agents. These
are intimacy — degree of closeness, and balance — degree of fairness. Both of
these concepts are summary measures of relationships and dialogues, and are
expressed in the LOGIC framework as 5 × 2 matrices.

More generally, the intimacy of α’s relationship with βi, It
i , measures the

amount that α knows about βi’s private information and is represented as real

1 A fine wine from the ‘Ribera del Duero’ region, Spain.
2 A simplified way of understanding an utterance u is as a set of concepts in O, that

is u = {ci | ci ∈ O}.
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numeric values over G = F × O. Suppose α receives utterance u from βi and
that category f ∈ v(u). For any concept c ∈ O, define Δ(u, c) = maxc′∈u δ(c′, c).
Denote the value of It

i in position (f, c) by It
i(f,c) then:

It
i(f,c) = ρ × It−1

i(f,c) + (1 − ρ) × I(u) × Δ(u, c)

for any c, where ρ is the discount rate. The balance of α’s relationship with βi,
Bt

i , is the element by element numeric difference of It
i and α’s estimate of βi’s

intimacy on α.
[29] describes measures of: trust (in the execution of contracts), honour

(validity of argumentation), and reliability (of information). The execution of
contracts, soundness of argumentation and correctness of information are all
represented as conditional probabilities P(ϕ′|ϕ) where ϕ is an expectation of
what may occur, and ϕ′ is the subsequent observation of what does occur.

[20] describes a single computational framework for these three measures that
summarise α’s observations of β’s behaviour. One of these summary measures
is:

M(α, β, ϕ) = 1 −
∑
ϕ′

Pt
I(ϕ

′|ϕ, e) log
Pt

I(ϕ
′|ϕ, e)

Pt(ϕ′|ϕ)

where the “1” is an arbitrarily chosen constant being the maximum value that
this measure may have, and Pt

I(ϕ
′|ϕ, e) is a distribution of enactments that

represent α’s “ideal” in the sense that it is the best that α could reasonably
expect to happen in context e. If α repeatedly observes ϕ′ then the amount of
information that those observations convey about the associated commitments,
ϕ, is the mutual information: I(ϕ′; ϕ) = H(ϕ′) − H(ϕ′|ϕ), this measures the
mutual dependence of the two variables, where I(ϕ′; ϕ) = I(ϕ; ϕ′).

These summary measures are all abstracted using the ontology; for example,
“What is my trust of John for the supply of red wine?”. These measures are also
used to summarise the information in some of the categories in the illocutionary
framework. For example, if these measures are used to summarise estimates
Pt(ϕ′|ϕ) where ϕ is a deep motivation of β’s (i.e. a Goal), or a summary of β’s
financial situation (i.e. a Commitment) then this contributes to a sense of trust
at a deep social level.

Knowing what not to do. [27] advocates the controlled revelation of informa-
tion as a way of managing the intensity of relationships. In Section 3.1 we noted
that information that becomes public knowledge is worthless, and so respect of
confidentiality is vital to maintaining the value of revealed private information.
We have not yet described how to measure the extent to which one agent re-
spects the confidentiality of another agent’s information — that is, the strength
of belief that another agent will respect the confidentially of my information:
both by not passing it on, and by not using it so as to disadvantage me.

Consider the motivating example, α sells a case of Protos to β at cost, and
asks β to treat the deal in confidence. Moments later another agent β′ asks α
to quote on a case of Protos — α might then reasonably increase his belief in
the proposition that β had spoken to β′. Suppose further that α quotes β′ a
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fair market price for the Protos and that β′ rejects the offer — α may decide
to further increase this belief. Moments later β offers to purchase another case
of Protos for the same cost. α may then believe that β may have struck a deal
with β′ over the possibility of a cheap case of Protos.

Confidentiality is the mirror image of trust, honour and reliability that are all
built by an agent “doing the right thing” — respect for confidentiality is built
by an agent not doing the wrong thing. As human experience shows, validating
respect for confidentiality is a tricky business. One proactive ploy is to start a
false rumour (e.g. “My wife is a matador.”) and to observe how it spreads. The
following reactive approach builds on the Protos example above.

An agent will know when it passes confidential information to another, and it
is reasonable to assume that the significance of the act of passing it on decreases
in time. In this simple model we do not attempt to value the information passed
as in Section 3.1. We simply note the amount of confidential information passed
and observe any indications of a breach of confidence.

If α sends utterance u to β “in confidence”, then u is categorised as f as
described in Section 3.1. Ct

i measures the amount of confidential information
that α passes to βi in a similar way to the intimacy measure It

i described in
Section 3.1:

Ct
i(f,c) = ρ × Ct−1

i(f,c) + (1 − ρ) × Δ(u, c)

for any c where ρ is the discount rate; if no information is passed at time t then:

Ct
i(f,c) = ρ × Ct−1

i(f,c)

Ct
i represents the time-discounted amount of confidential information passed in

the various categories.
α constructs a companion framework to Ct

i , Lt
i is as estimate of the amount

of information leaked by βi represented in G. Having confided u in βi, α designs
update functions JL

u for the Lt
i. In the absence of evidence imported by the JL

u

functions, each value in Lt
i decays by:

Lt
i(f,c) = ξ × Lt−1

i(f,c)

where ξ is in [0, 1] and probably close to 1. The JL
u functions scan every observ-

able utterance, u′, from each agent β′ for evidence of leaking the information u,
JL

u (u′) = P(β′ knows u | u′ is observed). As previously:

Lt
i(f,c) = ξ × Lt−1

i(f,c) + (1 − ξ) × JL
u (u′) × Δ(u, c)

for any c.
This simple model estimates Ct

i the amount of confidential information passed,
and Lt

i the amount of presumed leaked, confidential information represented over
G. As with most things that information-based agents do, the ‘magic’ is in the
specification of the JL

u functions. A more exotic model would estimate “who
trusts who more than who with what information” — this is what we have
elsewhere referred to as a trust network. The feasibility of modelling a trust
network depends substantially on how much detail each agent can observe in
the interactions between other agents.
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4 Conclusions

The evolution of the electronic market places is an intrinsic part of the evolu-
tion of the Web, hence, it will be essential in Web 3.0 technology. When Web
2.0 is centered around humans engagement, interaction and sharing, we view
the forthcoming Web 3.0 to be about placing humans “within” an intelligently
behaving Web. Consequently, the form of realism, discussed in this paper, is es-
sential to Web 3.0. Central to this notion is believable agent behaviour, including
the smart ways of gaining advantage from being well informed and the ability to
utilise relevant information. We also discussed the enabling technology. At the
end we would like to sum up using Gary Kasparov’s quotation “I sensed an alien
intelligence in the program.” after the 1997 defeat of the world chess champion
by the computer program Deep Blue II (as quoted in [30]).
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Abstract. Sellers of goods or services wishing to participate in spon-
sored search auctions (SSA) must define a pool of keywords that are
matched on-line to the queries submitted by the users to a search en-
gine. Sellers must also define the value of their bid to the search engine for
showing their advertisements in case of a query-keyword match. In order
to optimize its revenue a seller might decide to substitute a keyword with
a high cost, thus likely to be the object of intense competition, with sets
of related keywords that collectively have lower cost while capturing an
equivalent volume of user clicks. This technique is called keyword spread-
ing and has recently attracted the attention of several researchers in the
area of sponsored search auctions. In this paper we describe an experi-
mental benchmark that, through large scale realistic simulations, allows
us to pin-point the potential benefits/drawbacks of keyword spreading
for the players using this technique, for those not using it, and for the
search engine itself. Experimental results reveal that keyword spreading
is generally convenient (or non-damaging) to all parties involved.

1 Introduction

A very large fraction of consumers use search engines to find information on
the web about goods and services before deciding whether to purchase them in
the online markets. Search engines take advantage of their key position on the
Web to sell advertising space to economic players on search result pages. Indeed,
over the last few years, sponsored search advertising has become the dominant
source of profits for search engines. Typically sponsored search results appear
in two separate parts of the page above and to the right of the results returned
by a search engine. Sponsored search results include a title, a short text, and a
link referring to a Website. Advertising space comes in the form of slots, which
are sold by auctions. When a user submits a given keyword in a query to a
search engine, an auction is run among all the advertisers submitting bids for
that keyword. The advertisers who wish to display their ads against the search
for a keyword participate in the auction by specifying their valuation and a daily
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budget to the search engine. The search engine could use various mechanisms
for determining winners and payments, the most popular mechanism being the
generalized second price (GSP) auction.

Although GSP looks similar to the classical Vickrey-Clarke-Groves (VCG)
mechanism [31,10,18], its properties are very different, i.e., truth-telling is not
an equilibrium in GSP [12,30]. Over the last years, several papers of computa-
tional flavor have appeared, touching in different ways this paradigm of online
advertising, see, e.g., [5,6,12,20,21]. From the viewpoint of a search engine, the
adword problem consists of assigning a sequence of search keywords to a set of
competing bidders, each with a daily spending limit, with the goal of maximizing
the revenue generated by these keyword sales. This problem generalizes on-line
matching, and this connection has been exploited in [23]. A central problem in
adword markets from the point of view of a seller of goods and services is the
generation of keywords. Advertisers typically prefer to bid for keywords that
have high search volumes; however they may be very expensive, so that it might
be reasonable to bid instead for several related and low volume, inexpensive
terms that generate roughly the same amount of traffic altogether. Some prelim-
inary work exploring this idea has been done in [1], where however, the emphasis
is on the algorithmic aspects of keyword generation, not on the global market
phenomena as in the present work.

In this paper we describe a large scale simulator for analyzing the effect of
using synonyms for keyword spreading in sponsored search auctions (SSA), and
collect a number of evidences about the effects of this strategy. Our simulations
involve up to 2M agents bidding for words from a pool of 36K words and 3M
queries per experiment (more details in Sections 2 and 3). Our experiments point
to the following conclusions:

– using synonyms increases the revenues for all players in the market (Figs.
6a, 7a, 7b); in particular the early adopter agents benefit the most (Figs. 7a,
7b)

– using a VCG payment scheme decreases the agents’ benefits with respect to
using GSP while not much changes for the search engine (data omitted for
lack of space, see [8])

– as the fraction of agents using synonyms increases, the search engine revenues
are not significantly affected (Fig. 6b) as well as the costs for the agents not
using them (Fig. 8a) while the agents using synonyms have decreasing gains
(Fig. 8b)

– budget depletion strategies are shown to rarely be beneficial for the agents,
while always increasing the revenue for the search engine, even in presence
of keyword spreading (data omitted for lack of space, see [8]).

A problem related to keyword spreading is that of keyword selection [29], where
the economic players try to select at fixed rounds the subset of keywords that
maximize revenues while trying to learn basic parameters (such as keyword click-
through rates) during the repeated bidding processes. Note that here the view-
point is that of a single player and that the market, as seen by the seller, is



160 M. Budinich et al.

modeled via (known or unknown) time varying probability distributions. In con-
trast, in our simulations keywords are selected by the agents off-line. We simulate
directly the market and the auctions by using a large number of atomic agents
each performing simple actions. Previous research on agent-based simulation of
adwords markets by Mizuta and Steiglitz [24] was centered on studying the in-
teraction of different classes of players according to their bidding time profiles,
e.g. early vs late bidders. Kitts and LeBlanc [19] describe a large scale simula-
tor for adwords markets to investigate several bidding strategies, e.g. random
bidding vs. bid to keep relative position, which however do not involve keyword
spreading. The architecture of a large scale SSA is described in [4], where it is
applied to compare several ranking, pricing and budgeting policies. To the best
of our knowledge this is the first large-scale agent-based simulation of the market
effects of keyword spreading. The time horizon of our simulations is one bidding
day. For this reason we consider as fixed all features whose rate of change is so
slow so that it can be approximated by a constant within the time span of one
day (e.g. the number of bidder is fixed at the beginning of the day, and their
number decreases only when they run out of budget). Other features that can
vary with a faster dynamic are modeled as distributions (or with an adaptive
behavior), but the parameters of the distribution itself are considered as having
a much slower dynamics, therefore such parameters are fixed within the one day
time frame.

The rest of this paper is organized as follows. In Section 2 we briefly describe
the clustering technique used to build a dictionary of synonyms. In Section 3
we highlight the architecture of our market simulator. In Section 4 we show the
main outcomes of our experiments.

2 Keyword Spreading

We explore two alternative ways of performing keyword spreading. One uses
the well known Wordnet ontology, the second is based on clustering web pages
related to a query as found by a generalist search engine (in our case Google).
The two resulting word distributions are different but the measured trends are
consistent for both data sets, thus giving high confidence in the robustness of
the experimental benchmark.

Wordnet. The most important project for ontologies of words is WordNet [26].
Originally proposed by the Cognitive Science Laboratory at Princeton University
only for the English language, WordNet has become a reference for the whole
information retrieval community, and similar projects are now available in many
other languages. WordNet is a handmade semantic lexicon that groups words
into sets of synonyms called synsets. Intuitively one can replace a word in a text
with another from the same synset without changing its semantics. A word can
appear in more than one synset if it has more than one meaning. Synsets are
arranged as nodes in a graph such that there is an edge to connect two nodes if
there is a relation between the two synsets. There are different types of possible
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relations, an exhaustive list of them can be found in the WordNet web site [25].
Given two synsets X and Y, the most common types of relations in WordNet are:
hypernym if every X is a “kind of” Y, hyponym if Y is a “kind of” X, holonym
if X is a part of Y and meronym if Y is a part of X. In our experiments we took
into account only hypernym. Note that this relation is asymmetric.

Clustering Google Data. Given a query word, our goal is to find a set of se-
mantically related words whose cost is lower than those of the query. We are not
only interested in paradigmatic similarity, i.e., when two words may be mutually
exchanged without effects on the semantics of the text, but also to syntagmatic
similarity, i.e., when two words significantly co-occur in the same context. To
achieve this goal we approach the problem as a word clustering [11,22] task.
Given a set of objects, clustering attempts to create a partition such that the
objects in a cluster are related among them, while objects in different clusters
are unrelated. Word clustering requires a corpus of documents related to the
query word. To set up such a corpus we redirect the query to Google and down-
load pages related to the first 100 results. Each page is later parsed and split to
extract a set of sentences. Under the well established hypothesis that co-related
words are more likely to stand in the same sentence, all the sentences not con-
taining the query are discarded. We remove from each sentence over-represented
words (stop words) that are often “syntactic sugar” and their removal does not
affect the semantic content of the sentence. We added to the standard stop word
list, a set of words that normally can not be considered stop words, but in the
Web environment are considered generic (e.g. “download”). Once filtered, all
the sentences are arranged in a term-document matrix whose rows correspond
to sentences and whose columns to terms of the corpus. We tested different
weighting schemes for terms, and we found that for our purpose a simple binary
weighting scheme suffice. For clustering we employed a fast implementation of
the FPF clustering algorithm [16] because of its good trade off between speed
and accuracy [14]. As distance between pairs of words, i.e., columns of the term-
document matrix, we used the well known cosine similarity. FPF is an iterative
algorithm. It makes a new cluster at each iteration and populates it by extract-
ing from the other clusters all the elements that are more related to the new
cluster. The procedure stops when a given number k of clusters is reached. For
word clustering it is impossible to predict in advance a good value for k. The
typical approach, with methods such as k-means, is to make a certain number
of independent clusterings with different choices of k and select the most appro-
priate a posteriori. Instead, the iterative nature of FPF allows us to not feeding
the number of clusters in advance but check a more appropriate termination
condition at each iteration. In our case, at the end of iteration t, FPF checks
the cluster Ct(q) containing the query. When the number of elements of this
cluster gets below a certain threshold (10 in our case) the algorithm stops and
returns, among Ct(q) and Ct−1(q), the set whose cardinality is closest to the
threshold. This procedure ensures that we find a coherent cluster of words even
if the query is not central in that cluster. Note that this relation may be asym-
metric, although in a subtle way, since different sets of snippets are processed
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for each query word. Stretching the terminology, we will call words for which the
relations defined above hold (over WordNet and Google data) “synonyms”, for
lack of a better name, however one should keep in mind that the relations we
model is more complex.

3 The Simulator

The starting point in designing the simulator was the collection of some publicly
available data on ad auctions, including:

– a large and representative set of words,
– an estimate of the cost of each word,
– an estimate of the number of clicks received by each word.

The Word List. The simulator uses a finite set of words; these words represent
all the possible queries that a user can make to the search engine and also all
the possible keywords an advertiser can bid on. The core of the word list has
been taken from the SCOWL (http://wordlist.sourceforge.net/) project
(an open source project that maintains a set of word lists for use by spell check-
ers), and consists of 35867 entries.

The Traffic Estimator. Google maintains an on-line tool (the AdWords Traffic
Estimator Sandbox,1) developed to aid advertisers in their campaigns. The Traf-
fic Estimator, given a keyword, displays its estimated cost per click (CPC) and
the estimated number of clicks per day. The simulator uses this data to estimate
some quantities that would otherwise be difficult to generate realistically. Al-
though, as Google itself warns, the data is to be considered only as a guideline,
it is of great help for our purposes. The estimated CPC is used in the simulator
(averaging the two values given by the Traffic Estimator) as a basis to assign a
“real” value to each keyword. The simulator successively employs these values
as parameters to generate the agents’ bids and valuations. Clearly the estimated
CPC of a term is different from its “real” value. If we were to measure the esti-
mated CPCs in the simulator at the end of a run they would certainly be different
from the ones supplied by the Traffic Estimator. Nonetheless their distributions
and main features would be similar, and that is enough for the use we make of it.
The other parameter that is central to the simulator is the estimated number of
clicks per day of each word. Since the simulation considers only the queries that
give rise to a click, we can simply consider the estimated number of clicks per
day as the distribution of the queries in the simulator. We collected such data
for each of the 35867 entries in our dictionary, building a small database that
constitutes our initial data set. Table 1a summarizes the main characteristics
of the data set. For completeness, we plotted the data collected from Google’s
Traffic Estimator. Figure 1a is the distribution of the estimated clicks per day,
while Figure 1b shows how estimated average costs per click are distributed.
1 https://adwords.google.com/select/TrafficEstimatorSandbox

http://wordlist.sourceforge.net/
https://adwords.google.com/select/TrafficEstimatorSandbox
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Table 1. Statistics of the click and synonym databases

Number of words 35867
Max. clicks per day 349216
Min. clicks per day 1

Max. CPC $23.6
Min. CPC $0.05

(a) Statistics from the CPC
and Click Volumes

clustering Wordnet
Words with
synonyms

18660 12271

Max. syn-
onyms for a
word

13 441

Max. terms a
word is syn-
onym of

668 146

(b) Statistics from the two synonyms
databases: Wordnet and clustering
of Google snippets

(a) Estimated number of clicks (b) Estimated CPC

Fig. 1. Data gathered from Google’s Traffic Estimator, in log-log scale

We want to use our simulator to investigate the behavior of the ad auction
mechanism in the presence of agents who make use of keyword spreading. To
model such behaviors we need a set of synonyms for each word. The clustering
algorithms described in Section 2 produced a list of synonyms for each word.
As a reference we have also created a similar list by querying the Wordnet2

database. Table 1b gives some basic figures on the two resulting data sets, while
Figure 2a and Figure 2b show the distribution of the number of synonyms per
word and the distribution of the number of terms a word is synonym of.

There is a big difference in the boundary values of the databases: for exam-
ple, there is a term for which Wordnet gives 441 synonyms; but more impor-
tant is the difference in the rank distribution (see Fig. 2a). Due to limitations
in the computational resources, the clustering imposed a hard limit of 13 on
the maximum number of synonyms per word. Nonetheless, as shown clearly
by Figure 2a, the majority of the words have more synonyms in the clustering
database than in the Wordnet one. Overall we can consider the databases compa-
rable for our purposes, and the experimentally detected trends are consistent in
both databases. Starting from a list of words, we have expanded it with various

2 http://wordnet.princeton.edu/

http://wordnet.princeton.edu/
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(a) Number of synonyms per word (b) Number of words a term is a
synonym of

Fig. 2. Comparison of the two synonyms databases in log-scale

information: prices, number of clicks and synonyms. It seems now a natural ques-
tion to ask if there is any correlation between these quantities. As a first guess
it might seem reasonable to expect at least some correlation. That is, we might
expect that some “popular” words receive many clicks and have a high price.
Or that words that receive a lot of clicks also happen to have many synonyms.
Somewhat surprisingly, an empirical analysis gives a negative result. At a first
glance the data set exhibits virtually no correlation between the different values.
To give a rough idea of this result we present just two plots, all the other ones
being extremely similar. Figure 3a ranks words by estimated number of clicks,
and shows these values along the CPCs (both normalized). It looks like there is
no order in the CPC values; they appear as if uniformly distributed.

Figure 3b, instead, ranks the words by the number of synonyms they possess,
using the Wordnet database, and displays this value along the estimated CPC
(again, normalized). As it seems apparent there is no correlation between these
quantities. All the other comparisons, e.g. CPCs versus click volume, synonyms
versus CPC using the clustering database, give similar results.

All the simulations were carried out using the same static set of agents. To
this end, the set of agents was generated once and for all and saved in a file. Its

(a) nr. of clicks and CPC (log-
scale)

(b) nr. of synonyms and CPC

Fig. 3. Comparison of the two synonyms databases used
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Table 2. Statistics for the bidding agents and bids on a typical keyword

Number of Agents 2 · 106

Max. bids on a single
word

21446

Min. bids on a single
word

21

Max. bids per agent 3000
Min. bids per agent 3
Budget Range [$1 − $max. avail.]
Bid Range [$0.01 − $200]
Nr. of slots 4
Clickthrough proba-
bilities

0.6, 0.25, 0.10, 0.05

(a) Statistics on the pool of bidding agents

Keyword “reviews”
“Real” value $1.045

Estimated nr. of clicks 12029
Nr. of interested agents 11023

Max. bid $3.064
Min. bid $0.010

Max. difference vi − bi 12.5% of vi

(b) Statistics on the bids for the key-
word “review”

main characteristics are presented in Table 2a. In what follows we will refer to
this fixed set of agents, words and synonyms as our data set.

Each agent bids on a number of different keywords. If we consider all the
agents, these numbers of allocated keywords are distributed as a power law,
whose parameters are based on the number of agents, such as to keep a fixed
maximum and minimum (to avoid cases in which an agent bids on all of the
words, or cases in which there are agents that have not bid on any word at all).
Figure 4a plots these values for the data set. The choice of a power law distribu-
tion to model the keyword-to-agent distribution is justified by an analogy with
real data in the version 1.0 of Yahoo! Search Marketing advertising bidding data3,
used also in [7]. The distribution described in [7] fits qualitatively a power law.
The real data come for an anonymised log of bids for 1000 keywords with about
10,000 bidders collected in the period 2002/2003, where data was truncated at
50 keywords-per-agent. In order to perform a larger simulation (2 · 106 bidders,
36 · 103 keywords) we have correspondingly scaled up the power-law curve so to
have the number of words-per-agents in a range from a few units to about two
thousand.

Another quantity characterizing agents is their budget. We have chosen a
uniform distribution with budgets in the range [$1 − $100]. The choice of a
uniform distribution for the budget-to-agent distribution comes from a series of
rather indirect arguments. We could not find any such distribution described
in literature, or in publicly available data sets, probably due to the sensitive
nature of such data. A few papers that use such a distribution in simulation
(e.g. [13] [3]) give no clue as to its shape. Anecdotic remarks [15] report typical
budgets are in the orders of hundreds of dollars. A theory of sponsored search
auctions for markets with budget constraints has been developed in recent years,
and often the budget distribution among bidders is left as a free parameter of

3 http://webscope.sandbox.yahoo.com/

http://webscope.sandbox.yahoo.com/
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(a) words per agent (b) agents per word

Fig. 4. Agents per word and words per agent in log-log scale

the theory. An interesting paper of Z. Abrams [2] describes a theory for revenue
maximization where a critical parameter is the bidder budget dominance, that is
the fraction of the total market budget that is allocated to the bidder with the
highest budget. The use of a uniform budget distribution in the range [1, .., 100]
is consistent with the above considerations. While the ratio of the highest to the
lowest bidder can be as high as 100, the bidder budget dominance is very low
(at most 10−6). Experiments with a power law distribution give almost identical
results. We conjecture that the results we present are qualitatively analogous for
any other distribution that has a similar low budget dominance and maximum
budget ratio, even if not uniform.

Words. The words come from an open-source dictionary created for the spell-
checkers. To each entry we have added the following two pieces of informa-
tion: estimated number of clicks, and estimated CPC, which we obtained from
the tool made available by Google. Given the dictionary, we assign the words to
the bidders in such a way that both the number of bidders per keyword and the
number of keywords per bidder be distributed according to a power-law. Having
fixed the number of words an agent will bid on, the next step is to select them
from the dictionary. The simulator does so, and the resulting values (i.e., the
number of agents interested in every word) are again distributed as a (different)
power law. The parameters controlling such distribution are chosen as to avoid
unrealistic scenarios. Figure 4b shows the number of interested agents per word
in our data set. As described above, each word is assigned a “real” value based
on the data gathered from the Traffic Estimator. Based on this reference value,
each agent i will then compute its personal valuation vi for the keyword. The
distribution of the valuations for each agent is a normal distribution whose mean
is precisely the “real” value of the word. To increase the variety among agents,
each agent has a different variance associated to this normal distribution. Figure
5a shows the distribution of valuations for different agents interested in the same
keyword, i.e. “reviews”. The agent valuation vi represents the agents’s Return
on Investment for a click of his advertisement, and it is a private information
not disclosed to any of the partners in the auction (either SE or other players),
thus difficult to infer from any collected data set where only the bids are known.
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(a) Bids and valuations (b) Difference valuations - bids

Fig. 5. The bids and valuations for the word “review”, whose “real” value is 1.045

As a final step each agent i must generate a bid bi. Bids are generated ac-
cording to the agent’s valuation vi. Only bids such that bi < vi are considered,
and such that they do not exceed the residual budget of agent i. The quantity
vi − bi for a given keyword and agent i is proportional to the payoff (or utility)
of agent i in a generalized first price auction (where each agent pays the amount
of his own bid), thus it is an overestimate for the payoff in a GSP auction. Much
research has tackled the scenario of a single agent optimizing the bid bi in an
adaptive manner so to maximize revenue, and the game-theoretic properties of
such strategies. We simulate both adaptive and non-adaptive bidding strategies.
In [17] two basic bidding strategies are described, the first strategy is to bid high
enough so to increase the chances of securing a good rank, the second is to lower
the bid so to increase the payoff in case the auction is won. For the non-adaptive
case we sample the bid value from a power-law distribution that represents a
probabilistic mixed strategy that pursue both goals at once in a balanced man-
ner. Thus we choose to generate the differences vi − bi according to a power
law distribution. For the adaptive case, we have implemented the equilibrium
converging strategy described in [9]. The two cases give similar outcomes and
we report the non-adaptive results.

4 Experimental Results

The simulations in this section were all run under the GSP mechanism. More-
over, the keyword spreading mechanism is applied after the first 20% of the
queries have been processed. Fig. 6a shows the increment in search engine rev-
enue between a basic simulation (in which no agent ever changes keywords) and
one where we allow 20% of the agents to apply keyword spreading, using both
the Wordnet database and our clustering techniques. The difference levels-off
with a gain of 0.5 to 0.8 of a point. Given the total value of the adwords market
this difference is very significant in absolute terms.

In Fig. 7a we show the revenue increase for the agents that are allowed to
change words (20% of total), and in Fig. 7b for those that are not allowed (80%
of total). For both groups the revenue increase is positive and levels-off, with the
agents in the first group having better performance (in the range 3.0%-4.5%).
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(a) Search engine’s revenue when
20% of the agents change their key-
words with synonyms ( Wordnet and
clustering data).

(b) Search engine’s revenue increase
for varying fraction of keyword
spreading agents.

Fig. 6. Revenue increase for the Search Engine

(a) Keyword spreading agents (b) Non keyword spreading agents

Fig. 7. Revenue increase for agents

(a) Non keyword-spreading agents (b) Keyword-spreading agents

Fig. 8. Agent’s revenue increase for varying fraction of keyword spreading agents

Figures 6b, 8a, 8b show the variation in revenue increase when we vary the
fraction of users using keyword spreading from 5% to 95% of the total. While the
increased revenue for the search engine and for non-keyword spreading agents is
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hardly affected, we notice a clear effect of diminishing marginal gain for keyword-
spreading agents, with initial gains up to 7% for early adopters, and just 2.5%
when the practice is widespread.

We also explore the effect of a class of strategic behavior called budget deple-
tion strategies. Here for 20% of the words the top bidder of each such word that
does not obtain an advertisement slot will switch to a policy of increasing its bid
so to deplete the competition’s budget faster, without incurring any additional
cost. We explore two cases (a) called “unrealistic” where the strategic agent
knows the optimal new bid value, and (b) called “realistic” where the optimal
new bid value is sought by small successive increments. SE do not seem to suffer
in revenue from this type of strategic agents. In the realistic case, the strategic
agents may have to bid above their own valuation, thus risking a negative payoff.
In our simulation (data not shown, see [8]) this effect overweights the potential
gain from the depletion of competitors’ budget.

5 Conclusions

Keyword spreading in sponsored search auction is a technique aiming at extract-
ing more value from the long tail of the distribution of user queries volumes. We
performed a simulation with a large number of bidding agents and keywords
to expose the possible benefits of this technique for all players involved. We
conclude that there are non-negligible economic benefits for the search engine
running the auction, and for the bidding agents. There is also a competitive ad-
vantage for early adopters. Our simulations are based on publicly available data,
on educated guesses as to the shape of some relevant distributions, and on a very
large numbers of agents, keywords and queries involved. As a word of caution,
we remark that the model for each single agent we employed is rather simple
(both adaptive and non-adaptive). Thus, although our results are interesting for
search engine companies and bidders, we view them a preliminary investigation.
As future research we plan to use more sophisticated user and bidder behavior
models (for example by replacing some distributions with “profiles” deducted
from real data) so to confirm our findings in a scenario that is more complex
in terms of the repertoire of possible individual behaviors. A second future line
of research will use more complex market segmentation models and investigate
how such models can influence the outcomes of the simulations.
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Abstract. Intelligent agents have been developed for a number of e-commerce
applications including supply chain management. In Trading Agent Competition
for Supply Chain Management (TAC SCM), several manufacturer agents com-
pete in a reverse auction in order to sell assembled computers to customers. In
this paper, we consider an individual manufacturer agent in TAC SCM and we
focus on the sales task. Using a dynamic programming method, the manufac-
turer agent is able to find an optimized bidding strategy to decide whether to bid
for each arriving request for quote (RFQ). The experiment results show that this
strategy improves the agent’s revenue significantly comparing to several other
heuristics in the current practice. This approach can also be applied to similar
bidding problems in other e-commerce applications.

Keywords: E-commerce, Supply Chain Management, Bidding Strategy, Trading
Agent Competition (TAC).

1 Introduction

Intelligent agent technology has been applied to various stages of Business-to-Customer
(B2C) e-commerce process such as product brokering, merchant brokering and nego-
tiation [1]. Meanwhile, agent technology is also very promising in handling a number
of complex issues in Business-to-Business (B2B) e-commerce such as supply chain
management [2]. The Trading Agent Competition in Supply Chain Management (TAC
SCM) is a testbed to stimulate research in this area. The TAC SCM is a simulated com-
puter manufacturing market in which a finite number (currently six) of independent
software agents compete in a supply chain game. The agents maximize their profits by
competing in a reverse auction to sell computers to a random number of customers. This
game is studied over a finite horizon. At the beginning of each period (i.e. day), cus-
tomers send out requests for quote (RFQs); each RFQ includes the number of requested
products and their characteristics, the reserve price per unit, the due date expected, and
a penalty the manufacturer needs to pay if the due date is missed. For each RFQ re-
ceived, the manufacturer agent needs to decide whether to bid on this RFQ and if yes,
what the bidding price is. This is referred as the bidding problem. The customer selects
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the best bid to accept. Upon the acceptance of a bid, the manufacturer agent needs to
acquire the components from the suppliers. and then conducts a local manufacturing
process to assemble products. And, finally, the manufacturer agent receives its payment
upon the delivery of the finished products to the customer. Since the manufacturer agent
own limited resources, it would be beneficial for the agent to consider future conditions
in its current decision. By bidding the right RFQ at the right price, the manufacturer
agent can reserve its production capacity for future demand with possibly higher rev-
enue. Current agents in TAC SCM, however, myopically consider the current period and
the immediate capacity and decide about the arriving RFQ without considering future
demand. Therefore, a practical method that evaluates the agent’s policy over the whole
sales time horizon can help the agent to maximize its expected profit.

To solve the bidding problem, we first simplify our mathematic model to overcome
the complexity that many stochastic components in the problem cause. More specifi-
cally, we define a finite set of RFQ types based on all possible combinations of product
types, due dates, reserve prices and penalty costs. We then further simplify the bidding
problem into a stochastic decision model by estimating the value of each RFQ type.
This value is estimated using experimental data from running the current TAC SCM
game, see Section 5 for the set-up of the game. We use the value as the minimum price
that the agent can accept for each product in a given RFQ type. Finally we use stochas-
tic dynamic programming to calculate the optimal bidding strategy that the agent uses
in the competition.

In order to provide an evaluation baseline for our model, we also introduce a heuristic
using which the agent desires to maximize the revenue only in the current order. Be-
cause the agent does not consider the long term impact of its decision on future profit,
we call this heuristic myopic policy. However, the decision whether to accept or reject a
RFQ in a given day impacts the ability of the agent to compete in the market in future.
By accepting a RFQ, the agent enters into a contactual agreement and needs to assign
resources and facilities to fulfill that order, which reduces its capacity and therefore its
future decision of whether to accept or reject a bid.

The literature in TAC SCM is vast and indirectly belongs to a broad stream of sup-
ply chain management literature. Most studies focus on the design of the agent. Ketter
et al. ([3]) provides a comprehensive survey review of the current literature in TAC
SCM agent design. Benisch et. al. (2004) describes the design a specific agent in the
TAC SCM game, called Botticelli. This agent competes with other agents to win the
customers and to negotiate with suppliers to procure product components. They used
stochastic programming approach for the bidding and scheduling problem to determine
the optimal solutions. Another optimization technique for the TAC SCM agents is pro-
vided by Burke et al. ([4] and [5]). They determine what customer orders to bid on and
what prices to bid by combining constraint-based optimization and learning of market
conditions. In their model, the agent does this combination to maximize its profit while
being restricted by capacity and supply constraints. Kiekkintveld et al. ([6]) address two
issues that a manufacturer agent should consider. First, how to deal with the inherent
uncertainty in different aspects of the market. And second, how to compete in the mar-
ket with other agents who play strategically. Greenwald et al. ([7]) presents a bidding
strategy for the TAC SCM game using the greedy algorithm. Their marginal bidding
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provides an incremental solution to incorporate general acceptance conditions such as
scheduling and component constraints. However, they have ignored the market compe-
tition and focused only on the decision-theoretic optimization problem. For researches
directly on TAC SCM see Bell et al. ([8] ) and Benisch et al. ([9]).

Our work differs from existing literature because we consider the inter-dependency
among time periods. This is the main contribution of this work. We use a mathematical
programming that not only considers the expected profit from the immediate bid but
also considers the impact of the current decision on the future profit. We specifically
categorize the RFQs into different classes (i.e. RFQ types) based on their characteris-
tics such as product type, reserve price (maximum bid), due date, etc. We then define
the manufacturer agent capacity as the state variable of a discrete event dynamic pro-
gramming problem with time of the bid as its stage variable. Upon the arrival of a new
customer RFQ, the manufacturer agent (here after agent) observes the characteristics of
the RFQ, reviews its previous contract and decides whether to bid on this RFQ.

In the rest of this paper, we first describe the TAC-SCM game in Section 2, then we
present our mathematical model in Section 3. In Section 4 we provide two different
proxies in order to compare with our dynamic programming model. Section 5 shows
the design of an intelligent agent which uses our mathematical model, and Section 6
provides the details of our experiment and the evaluation results. Section 7 concludes.

2 TAC-SCM Game

The TAC SCM game simulates a real world supply chain scenario. The game is operated
over a period of 220 days, each day being simulated as 15 seconds. Six manufacturer
agents compete against each other, the one with the most money at the end of the game
wins. There are three types of entities in TAC SCM game: customer, manufacturer and
supplier. Their interactions are depicted in Figure 1.

Customers Suppliers 

Manufacturer 
Agent

Inventory

Factory

1. RFQ

2. Bid

3. Order

7. Delivery

4. RFQ

5. Bid

6. Order

for 
products

for 
components

Fig. 1. Manufacturer agent’s interactions with customer and suppliers

Customers order PCs from the manufacturers. They send RFQs to all manufacturers,
each RFQ consists of the following information.

1. PC type. (productID) There are 16 types of PCs, which fall into three market
ranges, namely low, medium and high range.
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2. Reserve price. The maximum unit price the customer is willing to pay.
3. Due date. The date by then the orders must be shipped to the customer.
4. Penalty amount. The amount the manufacturer must pay per day for late delivery.

Manufacturer agents are responsible for producing PCs ordered by customers, it has
2000 production cycles per day. The manufacturer agent receives multiple RFQs from
customers every day. For each RFQ, the manufacturer agent decides whether to bid for
it. If it decides to bid, it needs to decide the bidding price for this RFQ. The customer
selects the best bid and places an order. Upon receiving an order from the customer, the
agent then analyzes what types of components and how many of them are needed to
fulfill this order. Keeping in mind the components in inventory, it sends RFQs to suppli-
ers for additional components needed. The supplier submits a bid to the manufacturer
agent if it is interested in the RFQ for components. The manufacturer agent places an
order for the components if it is satisfied with the offer. The manufacturer agent pro-
vides its factory a daily production schedule, which specifies the product type (1-16)
and the quantity required for production. The completed PC products are shipped to the
customer. A warehouse is also provided to the manufacturer agent to store both com-
ponents and the finished PCs with a daily storage cost charged for each unit. Every 20
days, the manufacturer agent receives a market report with the average price paid for
each of the 16 Product types to all the competing manufacturers in the past 20 days. The
manufacturer agent can use the information in the report to make better local decisions.

Suppliers are entities that produce the components required to build a PC. There are
8 suppliers in the game. The suppliers are revenue-maximizing agents. They work on
make-to-order basis, they do not produce components without an order. Each supplier
has a fixed production capacity. When the supplier receives a RFQ from the manufac-
turer, it checks if it can offer a price less than the reserve price. The supplier can also
offer a reduced quantity or it can negotiate on the due-date.

3 Model

Consider an agent who produces a finite number of PC products. To assemble a PC,
depending on the product type, the agent needs to spend a specific amount of time that
we call production cycle. The game is performed during a fixed period of time that we
divide it into equal intervals (say T time periods) such that at most one RFQ can be
received in each period. We count the time periods in chronological order so that period
T represents the last period of the game.

Each RFQ, say RFQ i, consists of productID, quantity, reservePrice, dueDate, and
penalty. The productID determines the configuration of the PCs and determines what
components are used in each product (i.e. bill of materials). Currently there are 16 types
of productID. In each RFQ, the quantity, qi, is a discrete variable that is determined
uniformly from interval [qmin, qmax]. The customer also specifies a due date ddi that
is a due date of receiving the product. The due date is the current date plus a uniformly
chosen order lead time in the interval [duemin, duemax]. The customer also includes
their reserve price ρ, which is uniformly chosen in the interval [ρmin, ρmax]. Finally, the
penalty x is uniformly chosen in interval [Ψmin, Ψmax] and is the cost that the agent is
committed to pay to the customer if the product cannot be delivered by the due date [10].
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For each RFQ, we define an offer vector of I = {k, qi, ddi, ρi, xi} that specifies the
productID, quantity, due dates, reserve price, and penalty cost, respectively.

We now categorize the RFQs by defining RFQ type that differentiates between RFQs
not only by their PC types but also by their reserve prices, due dates, and penalty costs.
For example two RFQs with the same productID, due dates, and reserve price but with
different penalty costs are considered two different RFQ types. To define RFQ types we
first classify due date, reserve price, and penalty cost as high, medium, and low using
appropriate intervals. Therefore there are a total of M RFQ types, which based on our
setting M = 3×3×3×3 = 81, where the four 3s stand for three types (high, medium,
low) of PC type, reservation price, due date, and penalty cost. Now we define Pi as the
probability of receiving RFQ type i in each period. At the beginning of each period,
upon a RFQ arrival the agent should decide whether to bid and if bid at what price. We
use a dynamic programming method to solve this problem in order to maximize its total
expected profit from period t until period T .

In order to determine the expected profit of accepting an order based on a RFQ, we
need to determine the marginal profit of each RFQ type. We use historical data (i.e.
different experiments using the existing game) to estimate the marginal revenue that
can be generated from each RFQ. The expected revenue (here after revenue) for RFQ
i, i = 1, · · · , M is ri and we assume that this revenue is given and remains constant
over all time periods. Note that ri consists of all costs to produce the products in RFQ
i including material and assembly costs. Using the historical data, other parameters for
each product type such as the required capacity and marginal revenue can be estimated.
We estimate the number of production cycles that are needed to assemble j units of PCs
as specified in RFQ type i by cij and we define fi as the marginal revenue from RFQ
type i.

Furthermore, we use the historical data to model the impact of competition in the
market. As the TAC SCM game is a multi-agent game, we also measure the interac-
tion between different agents using the historical data. We measure the probability of
bid acceptance by customers as a function of the bid price made by the agent. In other
words, we determine the probability that the offers made by other manufacturer agents
are less appealing to the customer. A mathematical model that addresses this compe-
tition explicitly that provides the Nash equilibrium is an interesting extension of our
model. We define gi(x) as the probability of accepting a bid of price x by the customer.
Determining the appropriate bidding price x is another a problem that is left for future
work. Currently, we use a heuristic described in Section 4.2 to determine the bidding
price for RFQ type i, hence gi(x) can be simplified as gi.

Lets define J(c, t) as the agent’s expected profit at beginning of period t when its
production capacity is c. The following dynamic program can be used to calculate the
optimal decision of whether to bid or to ignore a RFQ of type i.

J(c, t) =
M∑

i=1

K∑
j=1

Pi∗Qij ∗max(J(c, t+1), gi∗(j∗fi+J(c−cij, t+1))+(1−gi)∗J(c, t+1)) (1)

with boundary conditions of J(0, t) = J(c, T ) = 0 for all values of c ≥ 0 and 0 ≤ t ≤ T ,
and Table 1 explains those parameters.
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Table 1. Parameters Used in Equation 1

Name Meaning
Pi The probability of receiving a RFQ of type i.
Qij The probability of requesting j units of products in a RFQ if type i.
gi Probability that a bid for RFQ type i will be accepted.
fi Revenue from each unit of product in RFQ type i

cij The number of production cycles needed to produce j units of products in RFQ type i.
i The RFQ type. Currently ranges from 1 to 81.
K Maximum number of products in an RFQ . Currently ranges from 1 to 20.

Equation 1 is based on the following principle. In order to maximize its expected
profit, an agent with c available production cycles at time t should accept a RFQ of type
i if the profit it makes from this RFQ plus the maximum profit it can make at time t +1
with the rest of production cycles after satisfying the requests in this RFQ is greater
than the maximum profit it can make at time t + 1 with c available production cycles.
Otherwise, the agent should not bid for this RFQ. The values for Pi, Qij , gi and fi were
gathered from the experiments described in Section 5. For tractability, We assume that
the agents does not hold any inventory, or equivalently, we assume that inventory and
storage costs are zero.

4 Baseline Agents

To evaluate our approach, we first build a manufacturer agent, named Agent B using
some of the best practices found in TAC-SCM literature. We then modify Agent B by
using the optimized bidding strategy found with the model presented in Section 3, this
modified agent is named Agent A. Since each competition has six manufacturer agents,
there are dummy agents provided by the game designer to fill the entries. Here we then
describe how the dummy agent and Agent B make decisions in the competition.

4.1 Dummy Agent

A dummy agent bids for a RFQ if both the following criteria are satisfied.

1. The due date for the RFQ is greater than 5 days from the current date, given the
component ordering process takes a minimum of 5 days and the dummy agent only
orders components from the suppliers after receiving the PC order.

2. ReservePrice > (BasePrice ∗ 0.9).

The bid price is calculated using the following formula:
BidPrice = (BasePrice ∗ 0.9)+
[ReservePrice−(BasePrice∗0.9)]∗(1.0−RandomFactor∗PriceDiscountFactor)
BasePrice is the sum of the nominal price of all components for the PC, which is
given in the game specification. RandomFactor is a random value between 0 and 1,
and PriceDiscountFactor is 0.3.
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The dummy agent sends RFQs for components to suppliers after receiving PC orders.
The reserve price is set to 0, which means there is no constraint on the supplier’s bid
price, and the due date for the supplier RFQ is set to 2 days from the current date.
The dummy agent produces to fulfill the orders with the most recent due dates within
the limitation of components and production cycles. Within the limitation of available
finished PCs, orders with immediate due dates are shipped from the inventory.

4.2 Intelligent Agent B

Agent B uses an inventory-driven strategy to select customer RFQs, it only bids for
RFQs according to what is presently available in its inventory. By doing so, the agent
avoids paying penalties for overcommitting itself, since the quantity of PCs it can pro-
duce is constrained by the availability of components and the factory cycles. This strat-
egy was used by the agent SouthamptonSCM in 2004 [11]. More specifically, the RFQs
are considered one at a time. A bid is sent for the RFQ if there are enough factory cy-
cles available to meet the required quantity of products in the RFQ, and there is enough
inventory available for production of the products requested in the RFQ.

When the agent decides to bid for a RFQ, the required quantity instead of the actual
quantity in the RFQ is deducted from both the inventory and the production capacity,
because the bid on this RFQ may not be accepted by the customer.
RequiredQuantity = ActualQuantity ∗ AcceptanceRate
AcceptanceRate = AverageOrderCount

AverageOfferCount
The average order count and average offer count are taken over the past 5 days.

The bid price for a RFQ is set as:
BidPrice = max(MinimumPrice, EstimatePrice)
MinimumPrice = BasePrice ∗ 1.1 (to guarantee profit margin of at least 10%)
The EstimatePrice is set differently depending on the number of days (d):

• If d > 20, EstimatePrice = CostFactor ∗ AverageProductPrice
AverageProductPrice is taken from the 20-day market report.

• If d <= 20, no market report is available yet, then:
EstimatePrice = CostFactor ∗ BasePrice

CostFactor = LowestProductPriceday#(d−1))/BasePrice
The end game strategy in sales involves the following tactics.

1. The acceptance rate is calculated over of period of 2 days instead of 5 days. Usually
in the end of the game, there is a sharp peak in acceptance rate from one day to
another owing to the fact that other agents are more reluctant to send bids then.

2. The predicted acceptance rate is increased by 70% from the past 2-day record, due
to the same reason described above.

3. The agent provides a discount of 30% on all offers in order to deplete inventory.

In order to maintain high factory utilization (80-100%), a very high inventory level is
required. So the inventory threshold for components is fixed as 1200 and that for fin-
ished PCs is set as 40. On day 0 (the 1st day), an initial order is placed for all the
components. The amount of components ordered is equal to the threshold value 1200.
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Additional RFQs are sent to the suppliers to maintain the fixed threshold 1200 through-
out the game. The idea of ordering large quantity of components on the first 2 days and
then maintaining a threshold is adopted from Agent Mertacor’s design [12]. The RFQ
for components is created as the follows.

1. The reserve price of component RFQ as:
ReservePrice = BasePrice + (0.1 ∗ BasePrice).
If d > 20, BasePrice is the average market price from the market report.
If d <= 20, BasePrice is the mean cost of the component according to the agent’s
record over the past days.

2. The due day is set to 4 days from the current day.

The end game strategy in procurement is applied from after the 200th day. This strategy
involves decreasing the threshold for components drastically.

1. Threshold = 400 (Day 201 to Day 205)
2. Threshold = 100 (Day 206 to Day 210)
3. Threshold = 0 (Day 211 to Day 219), the agent stops ordering components.

Agent B uses a greedy approach to handle the production. It caters to orders whose
due date is closer. In addition to producing PCs for orders, it also maintains a threshold
of finished PCs (40 PCs of each type) if enough components and production cycles
are available [13]. Agent B also uses the greedy approach to handle delivery, it ships
PCs available in the inventory to meet deadlines even if those PCs were produced for a
different order [13].

5 Optimizing the Bidding Strategy - Agent A

The main difference between Agent A and B is that Agent A uses the Expected Profit
Matrix (EPM) to decide whether to bid on a customer RFQ. To build the matrix, we
first categorize the RFQs in the following way according to the value ranges given in
the specification document [10].

• Product type - (Low, Mid, High)
• Due date - (Short [3-6 days], Mid [6-9 days], Long [9-12 days])
• Reserve price - (Low [75 - 90%], Mid [90 - 100% ], High [110 - 125% ] of base

price)
• Penalty - (Low [5-8%], Mid [8-12%], High [12-15%] of reserve price)

To generate EPM - JM (c, t), the expected profit the manufacturer agent can make at
time t with production capacity as c (Equation 1), the following data are gathered from
the experiments for each RFQ type i: the probability of getting such RFQ (Pi), the
probability of having j units of products in one RFQ (Qij), the acceptance rate gi; the
revenue from each unit of product in one RFQ (fi). Among these data, revenue fi and
acceptance rate gi are highly dependent on what kind of strategies other agents in the
competition are using. Since we are planning two types of evaluation tests:

• One Intelligent Agent (Agent A or B) + 5 Dummy agents
• Agent A + Agent B + 4 Dummy agents
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we collected data in the following two experiment settings and generated two estimated
profit matrices that are used by Agent A in the above two tests, respectively:

• One Agent B + 5 Dummy agents
• 2 Agent B + 4 Dummy agents

10 games were run for each setting and the average values are used to generate the
matrix. Dynamic programming method is used to generate a matrix of the size 22000
(c) x 320 (t). The size was chosen for the following reasons:

• The maximum due date for any RFQ cannot be more than 12 days from the date of
it being received. So, 11 days was chosen as the planning period. Hence, the total
capacity at our disposal was (2000*11).

• According to the specification document [10], the maximum number of RFQs that
can be sent out by the customer in one day is 320. So we split one day as 320 time
slices and there is no more than one RFQ arriving on within any one time slice.

Agent A is similar to Agent B, except the following modifications. Agent A has a plan-
ning period of 11 days, it uses the EPM JM (c, t) to decide whether to bid for a RFQ or
ignore it.

For (t = 1, t <= 320, t + +)
for the RFQ R of type i received at t,

if bid for R, revenueA = gi ∗ (JM (c − c′, t + 1) + Revenue(R))
+(1 − gi) ∗ JM (c, t + 1), where c′ is the capacity needed for R
if ignore R, revenueB = JM (c, t + 1)
if revenueA > revenueB , then bid for R, otherwise ignore R.

Agent A uses a capacity vector to prevent it from overbidding and incurring penalty.
The capacity vector is a 11 day window ranging from (current day + 1) to (current day
+ 11). Initially, the available cycles on each day are 2000. Every day before the RFQ
selection process, the capacity required for current orders is deducted. The remaining
capacity can then be used for the selection process. To further prevent penalties incurred
by overbidding, the acceptance rate for Agent A is inflated by 10% from Agent B’s cal-
culation of acceptance rate, and the daily production cycles is also deflated by 10% (100
cycles). The amount of components in the inventory is deflated by 200. For example, if
there are 600 components of component A, then bidding is done as if there were only
400 components. The reason for the deduction is that the a production schedule is cre-
ated after the sales process, so in the sales process a certain portion of the inventory
needs to be reserved for the current days production.

6 Experiment Results

In this section, we present the experimental results in two different settings. In this first
setting, two types of competitions have been run. One competition is among Agent A
and five dummy agents, and another one is among Agent B and five dummy agents.
Each type competition is repeated 8 times and the average values and standard devia-
tions are shown in Table 2. The average revenue made by Agent A (16.26M) is almost
twice as the average revenue made by Agent B (8.01M). Both agents receive about the
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Table 2. Results for the First Setting: one Intelligent agent and 5 dummy agents

Agent A Dummy Agents Agent B Dummy Agents
Average STDV Average STDV Average STDV Average STDV

Revenue (in Millions) 16.26 3.63 6.78 3.89 8.01 4.13 4.16 1.84
Factory Utilization (%) 95.21 0.78 91.40 0.77

Total RFQ 40712 3946 40521 3487
Total Offer 16451 321 14063 300
Total Order 7538 97 6512 133

Penalty (in Millions) 0.797 0.356 0.156 0.137
Penalized RFQ 137 44 36 22

same number of RFQs from customer, Agent A actually produces 15.7% more orders
compared to Agent B. Agent A maintains a slightly higher factory utilization percent-
age (95.21%) compared to Agent B (91.40%). So we can conclude that most of the extra
revenue made by Agent A owes to carefully selecting of RFQs to respond by using the
expected profit matrix.

In the second setting, the competition is among two intelligent manufacturer agents
(A and B) and four dummy agents. The competition is repeated 10 times and the av-
erage values and standard deviations are shown in Table 3. In this setting, Agent A
and B compete directly with other 4 dummy agents. The average revenue gained by
Agent A (16.66M) is 28% more than Agent B (13.0M). Both agents receives exactly
the same set of RFQs from customer, Agent A responded to 8.7% more RFQs and re-
ceived 12.9% more orders from customer comparing to Agent B. So part of the extra
revenue obtained by Agent A should be attributed to the usage of the expected profit
matrix. The improvement of agent A’s performance over agent B is less significant in
this setting compared to the first setting. The reason could be the bigger gap between
the environment (2 Agent B + 4 dummy agents) where the data is collected to generate
the EPM and the environment (Agent A + Agent B + 4 dummy agents) where the EPM
is applied. The more realistic data the EPM is built upon, the better performance can be
achieved when using the EPM.

Table 3. Results for the Second Setting: Agent A, B and 4 dummy agents

Agent A Agent B Dummy Agents
Average STDV Average STDV Average STDV

Revenue (in Millions) 16.66 2.82 13.0 5.2 7.6 1.9
Factory Utilization (%) 91.46 3.54 86.68 5.17

Total RFQ 39726 4226 39726 4226
Total Offer 24732 913 22473 1210
Total Order 7186 315 6364 259

Penalty (in Millions) 0.662 0.151 0.361 0.301
Penalized RFQ 131 32 76 59
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7 Conclusions

In this paper, we describe a supply chain scenario in Trading Agent Competition (TAC),
an environment that allows the testing of various approaches for several interrelated
problems. We focus on the RFQ selection problem for manufacturer agents. We pro-
posed to build an expect profit matrix using dynamic programming method and then
use this matrix to make bidding decisions. We implement this approach in an intelli-
gent agent - Agent A, which is otherwise the same as Agent B - an intelligent agent
that combines some of the best practices in literature for other problems. The experi-
ment results show that the modification for Agent A improves its performance signif-
icantly, hence demonstrate the power of the formal methods on solving supply chain
problem. The future work includes extending this model to reason about the best bid-
ding price, and to find Nash equilibriums by explicitly modeling the competition in the
market.
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Abstract. Traditional negotiation, conducted face-to-face and via mail
or telephone, is often difficult to manage, prone to misunderstanding,
and time consuming. Automated negotiation promises a higher level of
process efficiency, and more importantly, a faster emergence and a higher
quality of agreements. The potential monetary impact has led to an in-
creasing demand for systems composed of software agents representing
individuals or organizations and capable of reaching efficient agreements.
At present, work on automated negotiation has generated many useful
ideas and concepts leading to important theories and systems. Yet, the
design of software agents with negotiation competence largely lacks sys-
tematic, traceable, and reproducible approaches, and thus remains more
an art than a science. Against this background, this paper presents a
model for software agents that handles two-party and multi-issue negoti-
ation. The model incorporates various concession strategies and negoti-
ation tactics. Concession strategies are computationally tractable func-
tions that define the tactics to be used both at the outset and throughout
negotiation. Tactics, in turn, are functions that specify the short-term
moves to be made at each point of negotiation.

Keywords: Automated negotiation, Negotiation strategies, Negotiation
tactics, Multi-agent systems.

1 Introduction

Negotiation is a discussion among conflicting parties with the aim of reaching
agreement about a divergence of interests [13]. The list of situations that can
be handled by negotiation is endless. Some situations are purely competitive, as
when the parties have completely opposed interests. Other situations are purely
cooperative, as when the parties have perfectly compatible interests. Most situa-
tions are mixed-motive, containing elements of both competitive and cooperative
situations − the parties’ interests are imperfectly correlated [14]. There are, how-
ever, several characteristics common to most negotiation situations, including [6]:
(i) two or more parties, (ii) a conflict among the parties, and (iii) an individual
preference to search for agreement rather than to appeal to a higher authority,
to permanently break off contact, or to fight openly.

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 184–194, 2010.
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Negotiation may involve two parties (bilateral negotiation) or more than two
parties (multilateral negotiation) and one issue (single-issue negotiation) or many
issues (multi-issue negotiation). Also, negotiation may proceed through several
distinct phases or stages, notably a beginning or initiation phase, a middle or
problem-solving phase, and an ending or resolution phase [6]. The initiation
phase focuses on preparation and planning for negotiation − it is marked by
each party’s efforts to emphasize points of difference and to posture for positions.
The problem-solving phase seeks a solution for a dispute − it is characterized by
extensive interpersonal interaction, strategic maneuvers, and movement toward
a mutually acceptable agreement. The resolution phase focuses on details and
implementation of a final agreement.

Traditional negotiation, conducted face-to-face and via mail or telephone, is
often difficult to manage, prone to misunderstanding, and time consuming [1].
Negotiators are typically satisfied with the final outcome and, in many instances,
proudly describe it. However, they frequently view conflict-laden situations with
a fundamentally more distrustful, win-lose attitude than is necessary or desirable,
and settle for outcomes that are worse for them than other available solutions
[19]. They often fail to achieve agreements on the Pareto optimal or efficient
frontier (i.e., the locus of achievable joint evaluations from which no joint gains
are possible [17]).

Automated negotiation promises a higher level of process efficiency, and most
importantly, a faster emergence and a higher quality of agreements. The potential
monetary impact has led to an increasing demand for systems composed of
software agents representing individuals or organizations and capable of reaching
mutually beneficial agreements (e.g., the industrial trend toward agent-based
supply chain management). Yet, the design of software agents with negotiation
competence largely lacks systematic, traceable, and reproducible approaches,
and thus remains more an art than a science. There is much further work to be
done, and some current ideas and concepts are likely to be substantially altered
as researchers move ahead (but see [10]).

Against this background, this paper presents a model for software agents that
handles two-party and multi-issue negotiation. The model incorporates a bilat-
eral negotiation protocol, a set of concession strategies, and a set of negotiation
tactics. The protocol formalizes the set of possible tasks that the agents can per-
form during the course of negotiation. The strategies and tactics formalize the
tasks that each agent should perform to negotiate effectively. More specifically,
the strategies define the tactics to be used both at the beginning and during the
course of negotiation. The tactics formalize the individual moves to be made at
each point of the negotiation process.

This paper builds on our previous work in the area of automated negotiation.
In particular, it extends the work presented in [7,8,9] by introducing precise
definitions for the key components of our model. Also, it formalizes concession
strategies as computationally tractable functions that specify the tactics to be
used both at the outset and throughout negotiation. Furthermore, at every pe-
riod, strategies state whether bargaining should continue or terminate.
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The remainder of the paper is structured as follows. Section 2 presents a nego-
tiation model for software agents. Section 3 discusses related work and compares
the negotiation model with other existing models. Finally, section 4 presents con-
cluding remarks and indicates future avenues of research.

2 A Negotiation Model for Software Agents

Let A={a1, a2} be the set of autonomous agents (negotiating parties). Both the
number of agents and their identity are fixed and known to all the participants.
The negotiation issues {x1, . . . , xn} are quantitative in nature and defined over
continuous domains {D1, . . . , Dn}, respectively. For each issue xk, the range of
acceptable values is represented by the interval Dk =[mink, maxk]. The issues
are also known to all the participants.

Preparation and planning are often considered the foundations for success in
negotiation [6]. Accordingly, effective negotiators often make efforts to perform a
number of activities before starting to bargain, including: (i) prioritizing the is-
sues, and (ii) defining realistic, pessimistic, and optimistic targets. Prioritization
usually involves two steps, namely deciding which issues are most important and
which are least important, and determining whether the issues are connected or
separate. Priorities can be set in a number of ways (e.g., to use standard tech-
niques, such as the nominal group technique). For the sake of simplicity, we
consider that negotiators set priorities by ranking-order the issues.

Target setting usually involves defining three key points for each issue at stake:

1. the resistance point or limit − the point where negotiators decide to stop
the negotiation rather than to continue, because any settlement beyond this
point is not minimally acceptable;

2. the target point or level of aspiration − the point where negotiators realisti-
cally expect to achieve a settlement;

3. the optimistic point or asking price − the best deal negotiators could possibly
hope to assume.

We present below precise definitions for these intuitions.

Definition 1 (Issue, Agenda). A negotiation issue is a resource to be allocated
or a consideration to be resolved in negotiation. The negotiating agenda is the
set I ={x1, . . . , xn} of issues to be deliberated during negotiation. ”

Definition 2 (Priority, Weight). The priority prt ik of an agent ai ∈A for
an issue xk ∈I is a number that represents the importance of xk. The weight
w i

k is a number that represents the preference for xk. ”

Definition 3 (Limit, Target Point, Optimistic Point). The limit limi
k of

an agent ai ∈A for an issue xk ∈I is the ultimate fallback position for xk, the
point beyond which ai is unwilling to concede on xk. The target point trg i

k is the
point at which ai is satisfied with the value of xk. The optimistic point opt ik is
the most preferred or ideal value for xk. ”
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2.1 The Negotiation Protocol and Negotiators’ Preferences

The negotiation protocol is an alternating offers protocol [11]. Two agents or
players bargain over the division of the surplus of n≥2 distinct issues. The
players determine an allocation of the issues by alternately submitting proposals
at times in T = {1, 2, . . .}. This means that one proposal is made per time period
t∈T , with an agent, say ai ∈A, offering in odd periods {1, 3, . . .}, and the other
agent aj ∈A offering in even periods {2, 4, . . .}. The agents have the ability to
unilaterally opt out of the negotiation when responding to a proposal.

The negotiation process starts with ai submitting a proposal p1
i→j to aj in

period t=1. The agent aj receives p1
i→j and can either accept the offer (Yes),

reject it and opt out of the negotiation (Opt), or reject it and continue bargaining
(No). In the first two cases the negotiation ends. Specifically, if p1

i→j is accepted,
negotiation ends successfully and the agreement is implemented. Conversely,
if p1

i→j is rejected and aj decides to opt out, negotiation terminates with no
agreement. In the last case, negotiation proceeds to the next time period t=2,
in which aj makes a counter-proposal p2

j→i. The tasks just described are then
repeated. Once an agreement is reached, the agreed-upon allocations of the issues
are implemented.

Definition 4 (Proposal). Let A be the set of negotiating agents and I the set
of issues at stake in negotiation. Let T be the set of time periods. A proposal
pt

i→j submitted by an agent ai ∈A to an agent aj ∈A in period t∈T is a vector
of issue values:

pt
i→j = (v1, . . . , vn)

where vk, k=1, . . . , n, is a value of an issue xk ∈ I. ”

Definition 5 (Agreement, Possible Agreements). An agreement is a pro-
posal accepted by all the negotiating agents in A. The set of possible agreements
is:

S = {(v1, . . . , vn) ∈ �n : vk ∈ Dk, for k = 1, . . . , n}
where vk is a value of an issue xk ∈ I. ”

Negotiators should express their own preferences to rate and compare incoming
offers and counter-offers. The most common way to model the preferences of
the negotiating agents is probably to define a utility function over all possible
outcomes [4,17]. Let I ={x1, . . . , xn} be the agenda and D={D1, . . . , Dn} the
set of issue domains. We consider that each agent ai ∈A has a continuous util-
ity function: Ui :{D1×. . .×Dn} ∪ {Opt, Disagreement} → �. Accordingly, when
the utility for ai from one outcome is greater than from another outcome, we
assume that ai prefers the first outcome over the second. The outcome Opt is
interpreted as one of the agents opting out of the negotiation in a given period
of time. Perpetual disagreement is denoted by Disagreement.

Now, the additive model is probably the most widely used in multi-issue
negotiation − the parties assign numerical values to the different levels on each
issue and add them to get an entire offer evaluation [17]. This model is simple
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and intuitive, and therefore well suited to the purposes of this work. We consider
that each agent ai has a scoring or single-issue (marginal) utility function for
each issue at stake in negotiation, i.e., a function that gives the score ai assigns
to a value of an issue xk. For convenience, scores are kept in the interval [0,1].
Additionally, as mentioned above, we consider that ai has a multi-issue utility
function to rate offers.

Definition 6 (Multi-Issue Utility Function). Let A={a1, a2} be the set
of negotiating agents and I ={x1, . . . , xn} the negotiating agenda. The utility
function Ui of an agent ai ∈A to rate offers and counter-offers takes the form:

Ui(x1, . . . , xn) =
n∑

k=1

w i
k ×V i

k (xk)

where:

(i) w i
k is the weight of ai for an issue xk ∈ I;

(ii) V i
k (xk) is the (marginal) utility function of ai for xk. ”

Negotiation may end with either agreement or no agreement. Failure to agree
can occur in two ways: (i) either party decides to opt out unilaterally, or (ii)
the two do not agree to any proposal. The resistance points or limits play a
key role in reaching agreement when the parties have the ability to unilaterally
opt out of the negotiation − they define the worst agreement for a given party
which is still better than opting out. For each agent ai ∈A, we will denote this
agreement by ŝi ∈S. Hence, ŝi will be the least-acceptable agreement for ai, i.e.,
the worst (but still acceptable) agreement for ai. The set of all agreements that
are preferred by ai to opting out will be denoted by Si.

Definition 7 (Least-acceptable Agreement, Acceptable Agreements).
The least-acceptable agreement for an agent ai ∈A is defined as: ŝi =(limi

1, . . . ,
limi

n), where limi
k, k=1, . . . , n, is the limit of ai for an issue xk ∈ I. The set of

acceptable agreements for ai is:

Si = {s : s ∈ S, Ui(s) ≥ Ui(ŝi)}

where Ui(ŝi) is the utility of ŝi for ai. ”

Perpetual disagreement is the least-preferred or worst outcome, i.e., disagree-
ment is even worse than opting out. Thus, the agents prefer any agreement in
any given time period over the continuation of the negotiation process indefi-
nitely. Formally, and more precisely, we state the following:

(1) (Acceptable agreements versus opting out). For every agent ai ∈A and ac-
ceptable agreement s∈Si, Ui(s) ≥ Ui(Opt).

(2) (Opting out versus Disagreement). For every agent ai ∈A,
Ui(Opt) > Ui(Disagreement).
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2.2 Concession Strategies

The opening offer and the initial concessions are two central elements of nego-
tiation [19]. When negotiation begins, the parties are faced with a fundamental
question − should the opening offer be exaggerated, more toward the optimistic
point, or modest, somewhat closer to the limit? The main advantages of an ex-
aggerated initial offer are [12]: (i) negotiators can concede further and hence
elicit more counterconcessions from their opponent, and (ii) negotiators’ later
demands are likely to look generous. However, an exaggerated opening offer
frequently communicates an attitude of toughness that may be harmful to long-
term relationships. Also, it may be seen as too high by the other party and
therefore summarily rejected. By contrast, an opening offer seen as reasonable
or modest by the other party could perhaps have been higher, either to leave
more room for movement or to achieve a higher settlement.

After the first round of offers, other fundamental question is, what concessions
are to be made? Negotiators can choose to make none, holding firm and insist-
ing on their original positions. By taking a firm position, negotiators attempt
to capture most of the initial bargaining or settlement range (defined by the
opening offers of both parties). However, there is the very real possibility that
firmness will be reciprocated − one or both parties may become intransigent
and withdraw completely. Negotiators can also choose to make some conces-
sions, being flexible and changing their original positions. Flexibility often keeps
negotiation going − the more flexible one party seems to be, the more the other
party will believe that a settlement is possible. Hence, if concessions are to be
made, another fundamental question is, how large should they be?

Concession strategies are computationally tractable functions that model sig-
nificant opening positions and typical patterns of concessions. They specify the
tactics to be used at the outset of negotiation (to prepare the initial offers).
Also, at each step of negotiation, they specify the tactics to be used in prepar-
ing counter-offers. Furthermore, concession strategies state whether bargaining
should continue or terminate. The words “computationally tractable functions”
presume that agents are able to compute concession strategies in a reasonable
amount of time. A formal definition of a generic strategy follows.

Definition 8 (Concession Strategy). Let A be the set of negotiating agents,
I the negotiating agenda, T the set of time periods, and S the set of possible
agreements. Let ai ∈A be the first agent to submit a proposal and Ti his set
of tactics. A concession strategy Ci : Ti×Ti×T → S ∪ {Yes, No, Opt} for ai is a
function with the following general form:

Ci =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

apply Oi(xk) and offer p1
i→j , if ai’s turn and t=1

reject pt−1
j→i and quit , if aj’s turn and Ui(pt−1

j→i)<Ui(ŝi)

apply Yi(xk, f i
k ) and prepare pt

i→j if aj’s turn and Ui(pt−1
j→i)≥Ui(ŝi)

if U∗
i ≥0 accept pt−1

j→i else reject ,

offer compromise pt
i→j , if ai’s turn and t>1
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where:

(i) p1
i→j is the opening offer of ai, pt−1

j→i is the offer of aj for period t−1 of
negotiation, and pt

i→j is the offer of ai for the next period t of negotiation;
(ii) for each issue xk ∈ I, Oi(xk) is an opening negotiation tactic, Yi(xk, f i

k ) is
a concession tactic, and f i

k ∈ [0, 1] is a real number that defines the magnitude
of a concession on xk, referred to as the concession factor of ai for xk (see
subsection 2.3, below);

(iii) Ui(ŝi) is the utility of the least-acceptable agreement for ai;
(iv) U∗

i = Ui(pt−1
j→i) − Ui(pt

i→j) ”

Two explanatory and cautionary notes are in order here. First, notation is being
abused somewhat, by using Ci rather than Ci(Oi(xk), Yi(xk, f i

k ), t). The abuse
helps improve readability, however, and meaning will always be clear from con-
text. Second, tactics are functions of a single issue rather than a vector of issues.
This permits great flexibility, since it allows agents to model a wide range of
concession behaviors (e.g., large initial demands and slow concession making).

Interestingly, bargainers sometimes have different strengths of preference for
the issues at stake − they place greater emphasis on some key issues and make
significant efforts to resolve them favourably. Hence, they often yield on less
important or low-priority issues, in the hope that their opponent will make com-
pensating concessions [17,19]. A generic low-priority concession making strategy
for ai takes the form (again, the definition slightly abuses notation):

C i
LP =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

apply Oi and offer p1
i→j , if ai’s turn and t=1

reject pt−1
j→i and quit , if aj ’s turn and Ui(pt−1

j→i)<Ui(ŝi)

apply Yi to Îi and prepare pt
i→j if aj ’s turn and Ui(pt−1

j→i)≥Ui(ŝi)

if U∗
i ≥0 accept pt−1

j→i else reject,

offer compromise pt
i→j , if ai’s turn and t>1

where Îi ⊂ I is the set of issues that are of lower priority to ai. The definition
of a specific strategy involves basically the specification of a particular opening
negotiation tactic (e.g., the tactic “starting optimistic”) and a key concession
tactic to apply to the issues of low priority (e.g., the tactic “moderate”). These
and other negotiation tactics are defined in the next subsection.

2.3 Negotiation Tactics

Negotiation tactics are functions that model the short-term moves designed to
enact high-level strategies. The following two groups of tactics will receive the
preponderance of our attention in this paper:

1. opening negotiation tactics − functions that specify the demands to be made
at the outset of negotiation;

2. concession tactics − functions that model the concessions to be made
throughout negotiation.

As mentioned above, tactics are functions of a single issue.



Concession Behaviour in Automated Negotiation 191

Opening Negotiation Tactics. Skilled negotiators often start with high de-
mands to leave room for later movement and hence elicit counterconcessions from
their opponent [12]. High initial demands also protect limits from detection and
underestimation (this is a concern about image loss). If limits are detected by
the opponent, he may become unwilling to accept a better offer than the least-
acceptable one, dooming all higher aspirations. If limits are underestimated, the
opponent may become committed to unacceptable demands, fostering break-
down of negotiation. Thus, to avoid these dual dangers, bargainers typically
place their demands well above their limits as a sort of smoke screen. Further-
more, high initial demands are also partly designed to protect target points (this
is a concern about position loss). Clearly, bargainers often need to move in con-
cert with their opponent toward mutually acceptable agreements. This means
starting higher than targets and only moving down to them in coordination with
the opponent [14].

Noticeably, starting high frequently communicates an attitude of toughness
that can be reciprocated by the opponent, thus making negotiation “difficult to
resolve” [6]. Hence, should bargainers start with a firm, determined stance, or
adopt a position of moderateness and understanding? It follows that bargainers
often decide how much to demand on the basis of the concessions they expect
from their opponent − the farther the opponent is expected to concede, the more
will be demanded (this phenomenon is referred to as tracking).

In general, three levels of initial demand are commonly discussed in the ne-
gotiation literature [6,15]: extreme or high, reasonable or moderate, and modest
or low. They have motivated the definition of the following opening negotiation
tactics:

1. starting optimistic − specifies a value for an issue close to the optimistic
point;

2. starting realistic − specifies a value for an issue in the range defined by the
target and the optimistic points;

3. starting pessimistic − specifies a value for an issue in the range defined by
the target and the resistance points.

A formal definition of the tactic “starting optimistic” follows.

Definition 9 (Starting Optimistic). Let A={a1, a2} be the set of negotiating
agents and I ={x1, . . . , xn} the negotiating agenda. Let D={D1, . . . , Dn} be the
set of issue domains. The tactic starting optimistic of an agent ai ∈A for an
issue xk ∈ I takes the form:

Oi(xk) = opt ik + ε

where:

(i) ε > 0 is small;
(ii) opt ik is the optimistic point of ai for xk. ”

The definition of the other two tactics is essentially identical to that of
“starting optimistic”, and is therefore omitted.
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Concession Tactics. Concessions are a powerful aspect of negotiation − with-
out them, in fact, some researchers consider that negotiation would not exist [19].
A concession is usually defined as a change of offer in the supposed direction of
the other party’s interests that reduces the level of benefit sought. Concession
rate is the speed at which demand level declines over time. A bargainer’s de-
mand level can be thought of as the level of benefit to the self associated with
the current demand or offer [12,15].

Practically speaking, bargainers often enter negotiation expecting concessions.
Their opening position may be good for both sides and might have been the
final settlement if the parties started negotiation from different points. Even
so, bargainers generally resent a take-it-or-leave-it approach − an offer that
may have been accepted had it emerged as a result of concession making may
be rejected when it is thrown on the table and presented as a fait accomply [6].
Ample research evidence indicates that the parties feel better about a settlement
when negotiation has involved a progression of concessions [14].

A formal definition of a generic concession tactic follows (in the interests
of readability, and without loss of generality, we consider that ai ∈A wants to
maximize xk ∈ I).

Definition 10 (Concession Tactic). Let A={a1, a2} be the set of negotiating
agents, I ={x1, . . . , xn} the negotiating agenda, and D={D1, . . . , Dn} the set of
issue domains. A concession tactic Yi : Dk×[0, 1] → Dk of an agent ai ∈A for
an issue xk ∈ I is a function with the following general form:

Yi(xk, f i
k ) = xk − f i

k (xk−limi
k )

where:

(i) f i
k is the concession factor of ai for xk;

(ii) limi
k is the limit of ai for xk. ”

Negotiators may consider strikingly different patterns of concessions as nego-
tiation unfolds. However, the following three levels of concession magnitude are
commonly discussed in the negotiation literature [6,14]: large, substantial, and
small. To this we would add two other levels: null and complete. Accordingly,
we consider the following five concession tactics:

1. stalemate − models a null concession on an issue xk at stake;
2. tough − models a small concession on xk;
3. moderate − models a substantial concession on xk;
4. soft − models a large concession on xk;
5. accommodate − models a complete concession on xk.

These and other similar tactics are defined by considering specific values for
the concession factor f i

k . In particular, the “stalemate” tactic is defined by
f i
k = 0 and the “accommodate” tactic by f i

k = 1. The other three tactics are
defined by considering values for f i

k in different ranges (e.g., the “tough” tactic
by f i

k ∈ ]0.00, 0.05], the “moderate” tactic by f i
k ∈ ]0.05, 0.15], and the “soft”

tactic by f i
k ∈ ]0.15, 0.20]).
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3 Related Work

Artificial intelligence (AI) researchers have investigated the design of agents
with negotiation competence from two main perspectives: a theoretical or for-
mal mathematical perspective and a practical or system-building perspective.
Researchers following the theoretical perspective have attempted mainly to de-
velop formal models of negotiation, i.e., models for describing, specifying, and
reasoning about the key features of negotiating agents. To this end, they have
drawn heavily on game-theoretic and economic methods (see, e.g., [2,5,18]). On
the other hand, researchers following the practical perspective have attempted
mainly to develop computational models of negotiation, i.e., models for speci-
fying the key data structures of negotiating agents and the processes operating
on these structures. They have drawn heavily on social sciences techniques for
understanding interaction and negotiation (see, e.g., [3,10,16]).

Overall, various researchers have developed models that incorporate specific
protocols (notably, the alternating offers protocol) and libraries of negotiation
strategies (notably, concession strategies). However, the authors are aware of
no similar efforts to define strategies as functions that specify the tactics to
be used both at the outset and throughout negotiation. Tactics, in turn, are
defined as functions that specify the short-term moves to be made at each point
of negotiation. Our interest lies mainly in formalizing important strategies and
tactics motivated by rules-of-thumb distilled from good behavioral practice in
real-life negotiations.

4 Conclusion

This paper has presented a model for software agents that handles two-party and
multi-issue negotiation. The model incorporates a bilateral negotiation protocol,
a set of concession strategies, and a set of negotiation tactics. The protocol is an
alternating offers protocol. The strategies are computationally tractable func-
tions that define the tactics to be used both at the beginning and during the
course of negotiation. The words “computationally tractable functions” presume
that agents are able to compute the strategies in a reasonable amount of time.
Furthermore, at every period of negotiation, the strategies state whether bar-
gaining should continue or terminate. The tactics are functions that specify the
individual moves to be made at each point of the negotiation process.

Autonomous agents equipped with the negotiation model are currently be-
ing developed. Our aim for the future is to perform a number of experiments
to empirically evaluate the key components of the agents. Also, notice that the
task of designing and implementing agents with negotiation competence involves
the consideration of insights from multiple relevant research areas. Accordingly,
we also intend to develop an interdisciplinary framework for automated negoti-
ation − game-theoretic (strategic) and behavioural negotiation theories should
mutually reinforce each other and contribute to richer negotiators.
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Abstract. A supply chain is a set of organizations directly linked by
flows of services from suppliers to customers. Supply chain activities
range from the ordering and receipt of raw materials to the production
and distribution of finished goods. Supply chain management is the
integration of key activities across a supply chain for the purposes
of building competitive infrastructures, synchronizing supply with
demand, and leveraging worldwide logistics. This paper addresses the
challenges created by supply chain management towards improving
long-term performance of companies. It presents a multi-agent supply
chain system composed of multiple software agents, each responsible
for one or more supply chain activities, and each interacting with other
agents in the execution of their responsibilities. Additionally, this paper
presents the key features of a negotiation model for software agents.
The model handles bilateral multi-issue negotiation and incorporates
an alternating offers protocol, a set of logrolling strategies, and a set of
negotiation tactics.

Keywords: Autonomous agents, Multi-agent supply chain system,
Automated negotiation, Bargaining.

1 Introduction

Multi-agent systems (MAS) are ideally suited to represent problems that
have multiple problem solving entities and multiple problem solving methods
[3]. The major motivations for the increasing interest in MAS research
include the ability to solve problems in which data, expertise, or control is
distributed, the ability to allow inter-operation of existing legacy systems, and
the ability to enhance performance along the dimensions of computational
efficiency, reliability, and robustness. Agent technology has been used to solve
real-world problems in a range of industrial and commercial applications,
including manufacturing, process control, telecommunications, air traffic
control, information management, electronic commerce, and business process
management (see, e.g., [11]).
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A supply chain is a set of organizations directly linked by flows of services
from suppliers to customers. Supply chain activities range from the ordering
and receipt of raw materials to the production and distribution of finished
goods. Supply chain management (SCM) is the integration of key activities
across a supply chain for the purpose of improving long-term performance.
SCM encompasses the planning and management of all activities involved in
sourcing, procurement, conversion, and logistics. It also includes the crucial
components of collaboration and coordination with channel partners (e.g.,
suppliers, intermediaries, and customers). In essence, SCM integrates supply
and demand management within and across companies. The main objectives
include building competitive infrastructures, leveraging worldwide logistics,
synchronizing supply with demand, and measuring performance globally.

Supply chain management in general and multi-agent supply chain systems in
particular have received some attention lately (see, e.g., [1,2]). However, despite
the prominent models proposed in the literature, most challenges created by
SCM are still waiting to be addressed more thoroughly. At present, there is a
need to develop computational tools to help manage the complexity of SCM.
Against this background, the purpose of this paper is twofold:

1. to present a multi-agent supply chain system − the system is composed of a
collection of software agents, each responsible for one or more supply chain
activities, and each interacting with other agents in the execution of their
responsibilities;

2. to present the key features of a negotiation model for software agents −
the model handles bilateral multi-issue negotiation and incorporates an
alternating offers protocol, a set of logrolling strategies, and a set of
negotiation tactics.

Logrolling strategies are computationally tractable functions that define the
tactics to be used both at the beginning and during the course of negotiation.
The words “computationally tractable functions” presume that agents are able
to compute the strategies in a reasonable amount of time. Furthermore, at every
period of negotiation, the strategies state whether bargaining should continue or
terminate. Negotiation tactics are functions that specify the individual moves to
be made at each point of the negotiation process.

This paper builds on our previous work in the area of automated negotiation
[6,7,8]. In particular, it introduces precise definitions for logrolling strategies.
It also lays the foundation for performing an experiment to investigate the
performance of agents operating in a supply chain system and equipped with
our negotiation model.

The remainder of the paper is structured as follows. Section 2 is devoted to
negotiation between software agents. Section 3 describes a multi-agents supply
chain system and illustrates how software agents equipped with our model
operate in a negotiation setting. Finally, related work and concluding remarks
are presented in sections 4 and 5 respectively.



Bilateral Negotiation in a Multi-agent Supply Chain System 197

2 Multi-agent Negotiation

Negotiation is a discussion among conflicting parties with the aim of reaching
agreement about a divergence of interests. Negotiation may involve two parties
(bilateral negotiation) or more than two parties (multilateral negotiation) and
one issue (single-issue negotiation) or many issues (multi-issue negotiation). This
section presents the key features of a model for software agents that handles two-
party and multi-issue negotiation.

2.1 Pre-negotiation

Pre-negotiation is the process of preparing and planning for negotiation and
involves mainly the creation of a well-laid plan specifying the activities that
negotiators should attend to before actually starting to negotiate [5]. Let
A={a1, a2} be the set of autonomous agents (negotiating parties). Both the
number of agents and their identity are fixed and known to all the participants.
Let I ={x1, . . . , xn} be the negotiating agenda − the set of issues to be
deliberated during negotiation. The issues are quantitative in nature and defined
over continuous domains. Let D={D1, . . . , Dn} be the set of issue domains.
For each issue xk, the range of acceptable values is represented by the interval
Dk =[mink, maxk]. The issues are also known to all the participants.

Effective pre-negotiation requires that negotiators prioritize the issues and
define the targets. Priorities are set by ranking-order the issues, i.e., by defining
the most important, the second most important, and so on. The priority prt ik of
an agent ai ∈A for an issue xk ∈I is a number that represents the importance
of xk. The weight w i

k is a number that represents the preference for xk. The
resistance point or limit limi

k is the ultimate fallback position for xk, the point
beyond which ai is unwilling to concede on xk. The level of aspiration or target
point trg i

k is the point at which ai is satisfied with the value of xk. The asking
price or optimistic point opt ik is the most preferred or ideal value for xk.

Additionally, effective pre-negotiation requires that negotiators agree on
an appropriate protocol that defines the rules governing the interaction.
The negotiation literature describes several protocols that vary significantly
depending on the type and amount of information exchanged between agents
(see, e.g., [9,15]). Simple protocols allow agents to exchange only proposals, i.e.,
solutions to the problem they face. Richer protocols allow agents to provide
feedback on the proposals they receive. This feedback often takes the form
of critiques, i.e., comments on which parts of proposals are acceptable or
unacceptable. Sophisticated protocols allow agents to provide arguments to
support their negotiation stance.

Most complex protocols make, however, considerable demands on any
implementation, mainly because they appeal to very rich representations of the
agents and their environments. Therefore, we consider a simple alternating offers
protocol [10]. Two agents or players bargain over the division of the surplus
of n≥2 distinct issues. The agents determine an allocation of the issues by
alternately submitting proposals at times in T = {1, 2, . . .}.
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The negotiation process starts with an agent, say ai ∈A, submitting a proposal
p1

i→j to the other agent aj ∈A in period t=1. The agent aj receives p1
i→j and can

either accept the offer (Yes), reject it and opt out of the negotiation (Opt), or
reject it and continue bargaining (No). In the first two cases the negotiation
ends. Specifically, if p1

i→j is accepted, negotiation ends successfully and the
agreement is implemented. Conversely, if p1

i→j is rejected and aj decides to opt
out, negotiation terminates with no agreement. In the last case, negotiation
proceeds to the next time period t=2, in which aj makes a counter-proposal
p2

j→i. The tasks just described are then repeated. Once an agreement is reached,
the agreed-upon allocations of the issues are implemented.

The negotiation procedure, labelled the “joint-offer procedure”, involves
bargaining over the allocation of the entire endowment stream at once. A
proposal pt

i→j submitted by an agent ai ∈A to an agent aj ∈A in period t∈T
is a vector (v1, . . . , vn) of issue values. An agreement is a proposal accepted by
all the agents in A. The set of possible agreements is S = {(v1, . . . , vn) ∈ �n},
where vk ∈ Dk, for k = 1, . . . , n, is a value of an issue xk ∈ I.

The players’ preferences are modelled by defining a utility function over all
possible outcomes. More specifically, we consider that each agent ai ∈A has
a continuous utility function: Ui :{D1×. . .×Dn} ∪ {Opt, Disagreement} → �.
Accordingly, when the utility for ai from one outcome is greater than from
another outcome, we assume that ai prefers the first outcome over the second.
The outcome Opt is interpreted as one of the agents opting out of the negotiation
in a given period of time. Perpetual disagreement is denoted by Disagreement.

Now, the additive model is probably the most widely used in multi-issue
negotiation − the parties assign numerical values to the different levels on each
issue and add them to get an entire offer evaluation [16]. This model is simple
and intuitive, and therefore well suited to the purposes of this work. The utility
function Ui of ai to rate offers and counter-offers takes the form:

Ui(x1, . . . , xn) =
n∑

k=1

w i
k ×V i

k (xk)

where w i
k is the weight of ai for an issue xk ∈ I and V i

k (xk) is the scoring (or
marginal) utility function of ai for xk, i.e., the function that gives the score ai

assigns to a value of an issue xk.
Negotiation may end with either agreement or no agreement. Failure to agree

can occur in two ways: (i) either party decides to opt out unilaterally, or (ii)
the two do not agree to any proposal. The resistance points or limits play a
key role in reaching agreement when the parties have the ability to unilaterally
opt out of the negotiation − they define the worst agreement for a given party
which is still better than opting out. For each agent ai ∈A, we will denote this
agreement by ŝi ∈S. Hence, ŝi will be the least-acceptable agreement for ai, i.e.,
the worst (but still acceptable) agreement for ai. The set of all agreements that
are preferred by ai to opting out will be denoted by Si. Perpetual disagreement
is the least-preferred or worst outcome, i.e., disagreement is even worse than
opting out.
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2.2 Actual Negotiation

Actual negotiation is the process of moving toward agreement (usually by an
iterative exchange of offers and counter-offers). The negotiation protocol defines
the states (e.g., accepting a proposal), the valid actions of the agents in particular
states (e.g., which messages can be sent by whom, to whom, at what stage),
and the events that cause states to change (e.g., proposal accepted). It marks
branching points at which agents have to make decisions according to their
strategies. Thus, at each step of negotiation, agents often need to follow their
strategies to choose among different possible actions to execute.

Negotiation strategies are often implemented through a variety of tactics
[13,14]. The line between strategies and tactics often seems indistinct, but
one major difference is that of scope. Tactics are short-term moves designed
to enact broad (or high-level) strategies − they are structured, directed, and
driven by strategic considerations [5]. Accordingly, in this work strategies are
computationally tractable functions that define the tactics to be used both at
the beginning and during the course of negotiation. The words “computationally
tractable functions” presume that agents are able to compute the strategies in a
reasonable amount of time. Also, at every period of negotiation, strategies state
whether bargaining should continue or terminate. Tactics, in turn, are functions
that specify the short-term moves to be made at each point of negotiation.

Negotiation strategies can reflect a variety of behaviours and lead to strikingly
different outcomes. However, logrolling is commonly discussed in the behavioral
negotiation literature − two parties agree to exchange concessions on different
issues, with each party yielding on issues that are of low priority to himself
and high priority to the other party [17]. Accordingly, logrolling will receive the
preponderance of our attention in this paper.

Logrolling Strategies. Most well-intended negotiators tend to believe that,
above all, success depends on the creativity to devise agreements that yield
considerable gain to both negotiating parties. They see the essence of negotiation
as expanding the “pie” of available resources, as pursuing joint gains. They are
essentially value creators − they attempt to probe below the surface of the other
party’s true needs to locate mutually superior solutions [12].

Logrolling is possible only when several issues are under consideration and
the parties have different priorities among these issues. The parties then agree
to exchange concessions on (part or all) of the issues, each party winning on
the issues he places greater emphasis. In this way, each party gets the fraction
of his demands that he deems most important. Clearly, a theory of logrolling
in complex agendas is of particular importance to both human and automated
negotiation. However, there are important questions still waiting to be addressed
more thoroughly. We highlight the following: which issues will be grouped for
the exchange of concessions? Relevant efforts to answer this questions include
the theory of appropriate exchange and the principle of equivalence [14]. But it
is clear that much more research still needs to be performed. In this work, we
consider the following three subsets of the agenda for each agent ai ∈A:
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• a subset I+
i , containing the issues of higher priority to ai (and are also

believed to be of lower priority to his opponent aj);
• a subset I−i , containing the issues of lower priority to ai (and are also believed

to be of higher priority to aj);
• a subset I±i , containing the remaining issues of the agenda (I = I+

i ∪I±i ∪I−i ).

Negotiators have frequently something to offer that is relatively less valuable to
them than to their opponent, and thus, the subsets I+

i and I−i are typically non-
empty. These two subsets contain the logrolling issues, i.e., the issues that can
be logrolled to make profitable trade-offs. By contrast, the subset I±i contains
both the distributive issues (the parties’ interests are directly opposed) and the
compatible issues (the parties have coordinated interests). A formal definition
of a generic logrolling strategy follows.

Definition 1 (Logrolling Strategy). Let A be the set of negotiating agents,
I the negotiating agenda, T the set of time periods, and S the set of possible
agreements. Let ai ∈A be the first agent to submit a proposal, Ti his set
of tactics, and aj ∈A his opponent. Let I+

i be the set of issues that are of
higher priority to ai (and are believed to be of lower priority to aj), I−i
the set of issues that are of lower priority to ai (and are believed to be of
higher priority to aj), and I±i the remaining issues of the agenda. A logrolling
strategy Li : Ti× Ti× Ti× Ti× T → S ∪ {Yes, No, Opt} for ai is a function with
the following general form:

Li =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

apply Oi(xk) and offer p1
i→j , if ai’s turn and t=1

reject pt−1
j→i and quit , if aj’s turn and Ui(pt−1

j→i)<Ui(ŝi)

apply Y +
i (xk, f i

k) to I+
i if aj’s turn and Ui(pt−1

j→i)≥Ui(ŝi)

apply Y ±
i (xk, f i

k) to I±i
apply Y −

i (xk, f i
k) to I−i

prepare pt
i→j

if U∗
i ≥0 accept pt−1

j→i else reject ,

offer logrolling solution pt
i→j , if ai’s turn and t>1

where:

(i) p1
i→j is the opening offer of ai, pt−1

j→i is the offer of aj for time period t−1
of negotiation, and pt

i→j is the offer of ai for the next time period t of
negotiation;

(ii) for each issue xk ∈ I, Oi(xk) is an opening negotiation tactic;
(iii) Y +

i (xk, f i
k), Y ±

i (xk, f i
k) and Y −

i (xk, f i
k) are concession tactics, and f i

k is the
concession factor of ai for xk (see below);

(iv) Ui(ŝi) is the utility of the least-acceptable agreement for ai;
(v) U∗

i = Ui(pt−1
j→i) − Ui(pt

i→j) ”
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Two explanatory and cautionary notes are in order here. First,
notation is being abused somewhat, by using Li rather than
Li(Oi(xk), Y +

i (xk, f i
k ), Y ±

i (xk, f i
k ), Y −

i (xk, f i
k ), t). The abuse helps improve

readability, however, and meaning will always be clear from context. Second,
tactics are functions of a single issue rather than a vector of issues. This permits
great flexibility, since it allows agents to model a wide range of negotiation
behaviors.

Logrolling can be insightful or simply emerge from concession making. Typical
strategies that lead to logrolling solutions include:

1. starting high and conceding strategically − negotiators adopt an optimistic
opening position, slightly reduce their low-priority demands (and they
believe are of high priority to their opponent), and hold firm on their high-
priority demands (and they believe are of low priority to their opponent);

2. starting high and negotiating creatively − negotiators adopt an optimistic
opening position, substantially reduce their low-priority demands (and they
believe are of high priority to their opponent), and hold firm on their high-
priority demands (and they believe are of low priority to their opponent).

The definition of these and other relevant strategies involves basically
the specification of particular tactics. For instance, the strategy
“starting high and negotiating creatively” is defined by considering
the opening negotiation tactic “starting optimistic” and the concessions
tactics “moderate” and “stalemate” (but see below).

Opening Negotiation Tactics. Opening negotiation tactics are functions that
specify the demands to be made at the outset of negotiation. The following three
tactics are commonly discussed in the behavioral negotiation literature [5,14]:

1. starting optimistic − specifies a value for an issue close to the optimistic
point;

2. starting realistic − specifies a value for an issue in the range defined by the
target and the optimistic points;

3. starting pessimistic − specifies a value for an issue in the range defined by
the target and the resistance points.

A formal definition of the tactic “starting optimistic” follows (the definition
of the other two tactics is essentially identical, and is therefore omitted).

Definition 2 (Starting Optimistic). Let A={a1, a2} be the set of negotiating
agents and I ={x1, . . . , xn} the negotiating agenda. Let D={D1, . . . , Dn} be the
set of issue domains. The tactic starting optimistic of an agent ai ∈A for an
issue xk ∈ I takes the form:

Oi(xk) = opt ik + ε

where:

(i) ε > 0 is small;
(ii) opt ik is the optimistic point of ai for xk. ”
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Concession Tactics. Concession tactics are functions that model the
concessions to be made throughout negotiation. Practically speaking, negotiators
may consider strikingly different patterns of concessions as negotiation unfolds.
However, the following three levels of concession magnitude are commonly
discussed in the negotiation literature [13,17]: large, substantial, and small. To
this we would add two other levels: null and complete. Accordingly, we consider
the following five concession tactics:

1. stalemate − models a null concession on an issue xk at stake;
2. tough − models a small concession on xk;
3. moderate − models a substantial concession on xk;
4. soft − models a large concession on xk;
5. accommodate − models a complete concession on xk.

A formal definition of a generic concession tactic follows (without loss of
generality, we consider that ai ∈A wants to maximize xk ∈ I).

Definition 3 (Concession Tactic). Let A={a1, a2} be the set of negotiating
agents, I ={x1, . . . , xn} the negotiating agenda, and D={D1, . . . , Dn} the set of
issue domains. A concession tactic Yi : Dk×[0, 1] → Dk of an agent ai ∈A for
an issue xk ∈ I is a function with the following general form:

Yi(xk, f i
k ) = xk − f i

k (xk−limi
k )

where:

(i) f i
k is the concession factor of ai for xk;

(ii) limi
k is the limit of ai for xk. ”

The five tactics are defined by considering specific values for the concession
factor f i

k . In particular, the “stalemate” tactic is defined by f i
k = 0 and

the “accommodate” tactic by f i
k = 1. The other three tactics are defined by

considering values for f i
k in different ranges (e.g., the “tough” tactic by

f i
k ∈ ]0.00, 0.05], the “moderate” tactic by f i

k ∈ ]0.05, 0.15], and the “soft” tactic
by f i

k ∈ ]0.15, 0.20]).

3 Agents for Supply Chain Management

Multi-agent systems have generated lots of excitement in recent years because of
their promise as a new paradigm for conceptualizing and implementing complex
software systems. Central to the design and effective operation of a multi-agent
system are a core set of problems and research questions, notably [3]:

1. the design problem − how to formulate, describe, decompose, and allocate
different problems and synthesize results among a group of intelligent agents?

2. the coordination problem − how to ensure that agents act coherently in
making decisions or taking action, accommodating the non-local effects of
local decisions and avoiding harmful interactions?
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The design problem is focused on the domain the system is intended to solve
in a distributed manner. This problem consists mainly in distributing different
supply chain activities across a number of agents. A typical distribution involves
at least the following agents:

1. sales agent − responsible for acquiring orders from customers, negotiating
with customers, and handling customer requests for modifying or canceling
orders;

2. logistics agent − responsible for coordinating the plants and distribution
centers of a manufacturing enterprise: it manages the movement of materials
and products across the supply chain, from the suppliers of raw materials to
the customers of finished goods;

3. scheduling agent − responsible for scheduling and rescheduling the activities
of a manufacturing enterprise;

4. resource management agent − responsible for dynamically managing the
availability of resources in order to execute the scheduled activities;

5. supplier agents and customer agents − the suppliers sell raw materials and
the customers buy finished goods.

The agents are essentially computer systems capable of flexible autonomous
action in order to meet their design objectives.

The coordination problem is focussed on ensuring that agents act in a tightly
coordinated manner in order to effectively achieve their objectives. This problem
is addressed, at least in part, by designing agents that are able to coordinate their
activities through negotiation. Specifically, for the case of a supply chain system,
the agents are charged with executing actions towards the achievement of their
private goals and, thus, conflicts inevitably occur among them. Negotiation is
the predominant process for resolving conflicts.

Let us introduce a specific scenario involving interaction between the sales
agent and the logistics agent:

David, the director of Sales, has lined up two new orders for a total
of 15000 men’s suits: one for 10000 and the other for 5000 men’s suits.
Martin, the director of Logistics, has already stated that it will take four
months to make the suits. Together, they will gross over a million Euros,
with a fine profit for the company. The problem is that Martin insists that
the job will take four months and David’s customer wants a two-month
turnaround. Also, David claims that he can’t afford to lose the customer.
David and Martin are discussing and, so far, have accomplished little more
than making each other angry. However, they can resolve their differences
by negotiating a mutually beneficial agreement.

The remainder of this section illustrates how software agents equipped with
the proposed model operate in the Sales-Logistics scenario. In particular, we
demonstrate both how negotiation evolves and how software agents use different
logrolling strategies (and their associated opening negotiation and concession
tactics).
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Table 1. Major issues, preferences, limits and targets (Sales agent)

Negotiation Issue Weight Limit Target Point

quantity 1 0.350 9500 10000

date 1 0.300 1.25 1.00
(5 weeks) (4 weeks)

quantity 2 0.175 4000 5000

date 2 0.175 1.50 1.00
(6 weeks) (4 weeks)

For illustrative purposes, we consider the negotiation process from the
viewpoint of David. There are four major issues of concern: quantity 1, date 1,
quantity 2 and date 2. The first two issues are the most important to David
due to the inherent customer demands − he wants fast action on the 10000 suit
order. Also, after a period of consultation with the customer, David concludes
that he is overly firm about the 10000 suit order (and is willing to wait up to
five weeks for 10000 suits, or ultimately 9500 suits), but he is moderately firm
about the 5000 suit order (and is willing to wait up to six weeks for only 4000
suits). Table 1 shows the four issues, the (normalized) weights, the limits, and
the target points of the Sales agent.

Figure 1 shows the joint utility space for David and Martin. The abscissa
represents the utility to David, and the ordinate represents the utility to Martin.
The solid line OCO’ represents the Pareto optimal frontier (i.e., the locus of
achievable joint evaluations from which no joint gains are possible [16]). The
small squares depict a few options for settling the issues at stake.

Now, we take up a few logrolling strategies, one at a time, and examine their
nature and their impact on the negotiation outcome. As noted, it is of higher
priority for Sales to get fast action on the 10000 suit order than the 5000 suit
order. Suppose now that it is of higher priority for Logistics to handle the 5000
suit order (and to avoid the 10000 suit order). These two departments have the
makings of a logrolling deal − each party can yield on issues that are of low
priority to himself and high priority to the other party. Accordingly, David and
Martin can reach the following solution: a 4-week schedule for 9750 suits and
a 6-week schedule for 4500 suits. This agreement is represented by point A in
Figure 1 and provides a (normalized) benefit of 0.562 to each agent.

Noticeably, logrolling strategies can permit negotiators to fully exploit the
differences in the valuation of the issues to capitalize on optimal agreements. In
this way, David and Martin can pursue specific logrolling strategies and agree
on a four-week schedule for 10000 suits and a six-week schedule for 4000 suits.
This agreement lies along the efficient frontier and is represented by point B in
Figure 1 − it provides a (normalized) benefit of 0.65 to each party.
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Fig. 1. Joint utility space for the Sales-Logistics negotiation situation

4 Related Work

Artificial intelligence researchers have paid a great deal of attention to automated
negotiation over the past decade and a number of prominent models have been
proposed in the literature (see, e.g., [4,9,15]. The majority of models primarily
use either game-theoretic techniques or methods from the social sciences as
a basis to develop autonomous negotiating agents. Furthermore, most models
incorporate specific protocols (notably, the alternating offers protocol) and
libraries of negotiation strategies (notably, concession and logrolling strategies).
However, despite the power and elegance of existing models, we are aware of no
similar efforts to define logrolling strategies as functions that specify the tactics
to be used both at the outset and throughout negotiation. Tactics, in turn, are
defined as functions that specify the short-term moves to be made at each point
of negotiation.

5 Conclusion

This article has presented a simplified multi-agent supply chain system composed
of a collection of software agents, each responsible for one or more supply chain
activities, and each interacting with other agents in the execution of their
responsibilities. Additionally, the article has presented the key features of a
model for software agents that handles two-party and multi-issue negotiation.
The model incorporates an alternating offers protocol, a set of logrolling
strategies, and a set of negotiation tactics.
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Autonomous agents equipped with the negotiation model are currently being
developed. Our aim for the future is to perform a set of inter-related experiments
to empirically evaluate the key components of the agents operating in the
supply chain system. Each experiment will lay the foundation for subsequent
experimental work.
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Abstract. This paper systematically evaluates the user experience of a recom-
mender system. Using both behavioral data and subjective measures of user  
experience, we demonstrate that choice satisfaction and system effectiveness 
increase when a system provides personalized recommendations (compared to 
the same system that provides random recommendations). We furthermore 
demonstrate that despite privacy issues, this higher choice satisfaction and sys-
tem effectiveness increases users’ intention to provide feedback about their 
preference. Due to an intention-behavior gap, this may however not necessarily 
influence the users’ actual feedback behavior. 

Keywords: recommender systems, user study, evaluation, user experience, 
choice satisfaction, system effectiveness, privacy.  

1   Introduction 

Recommender systems recommend items (e.g. books, movies, laptops) to users based 
on their stated preferences. In many of these systems users indicate their preference 
by rating presented items (e.g. from one to five stars). These systems predict the us-
ers’ rating value of new items based on their rating history, and then present items 
with the highest predicted rating as recommendations. Although the research field of 
recommender systems has mainly focused on increasing the predictive accuracy of 
prediction algorithms [1], several researchers contend that a good recommender sys-
tem needs more than high prediction accuracy [2], [3]. Researchers have therefore 
proposed to focus more on the user experience of recommender systems by means of 
a user-centric development [4] and evaluation [5] process. 

The current paper takes up on this user-centric approach to recommender system 
evaluation. The focus on the user experience allows us to address two important is-
sues concerning the interaction between users and recommender systems. The first 
issue concerns an unproven premise of most recommender system research, namely 
that users want to receive personalized recommendations. By comparing a system that 
provides personal recommendations to the same system without such personalization, 
we can determine whether personalized recommendations have any effect on the user 
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experience at all. The second issue concerns a necessary and often implied condition 
for recommender systems to work: They can only give good recommendations if 
users provide feedback by rating items. Users may however not always do this. By 
analyzing users’ feedback behavior and intentions, we can determine what drives and 
inhibits their propensity to provide feedback. 

2   Evaluating the User Experience 

In this section, we use related work and the evaluation framework defined in [5] to 
construct a path model (Fig 1) that can be used to systematically analyze the effect of 
personalized recommendations on the users’ perceptions, evaluations and intentions 
when using the system. 

User experience 

Personalized vs. 
random 

Perceived recom-
mendation quality

Choice 
satisfaction 

Perceived system 
effectiveness 

Intention to 
provide feedback 

System-specific 
privacy concern  

General trust 
in technology

 H1 +

H2a +

 H2b +

H3a 

 H3b +

H5 H4 

+

 

Fig. 1. The path model describing the hypothesized mechanisms underlying the user experience 
of recommender systems 

We test the path model in an experiment with the Microsoft ClipClub system 
(Fig 2), a Silverlight application with video clips covering lifestyle and entertainment 
topics. In order to control the causal relations in the model, we manipulate the recom-
mendation quality by randomly assigning our participants to a version of ClipClub that 
provides personalized recommendations (the personalized condition), or to a version 
that provides random clips as ‘recommendations’ (the random condition). We hy-
pothesize that the higher recommendation quality in the personalized condition leads to 
a better user experience and a higher intention to provide feedback to the system. All 
path model constructs are measured using post-experimental questionnaires. 

2.1   The Effect of Personalized Recommendations 

Several researchers have indicated the limitations of algorithmic performance as an 
evaluation metric for recommender systems. Although experiments show that users  
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Fig. 2. The ClipClub prototype with our modifications: social network features are disabled and 
the link to the section with recommendations is made more salient 

are able to notice differences in prediction accuracy [6], [3], McNee et al. reason that 
even observably higher predictive accuracy can sometimes lead to lower usefulness of 
recommendations [2], [4]. Attempts have been made to develop evaluation metrics 
that more closely match the user experience (e.g. the multi-corridor evaluation metric 
[7], [8]), but few have used a direct measure of user experience (i.e. asking the users 
about their experience). 

The need for user-centric evaluation metrics is evident in the few studies that actu-
ally do present user-centric evaluations. In a comparison of six recommender algo-
rithms, McNee et al. [9] found that the algorithm that provided the best predictions 
was rated least helpful by the users. Torres et al. [10] found that the algorithm with 
the lowest predictive accuracy among five resulted in the highest user satisfaction. 
Finally, Ziegler et al. [3] found that diversifying the recommendation set resulted in 
lower (real and observed) accuracy, but, up to a certain level, a more positive subjec-
tive evaluation.  

Based on these findings, it seems to be important to make a distinction between the 
perception and the evaluation of recommendation quality. Concerning perception, our 
path model (Fig 1) includes a measure of perceived recommendation quality, which 
can determine whether users notice differences in algorithmic performance. Concern-
ing evaluation, the model includes two evaluative measures that determine how the 
recommendations influence the user experience: choice satisfaction and perceived 
system effectiveness. The choice satisfaction measure allows us to test whether pro-
viding personalized recommendations increases the satisfaction of users with the 
items they choose. Evidence for this hypothesis is mixed: An extensive review of the 
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field by Xiao and Benbasat [1] finds seven papers reporting increased decision quality 
for personalized recommendations, two that are inconclusive, and one reporting a 
decrease in decision quality. The perceived system effectiveness measure allows us to 
test whether personalized recommendations increase how effective users believe the 
system to be. 

In terms of our path model (Fig 1), we hypothesize that personalized recommenda-
tions (compared to random) increase the perceived quality of the presented recommen-
dations (H1), and that the increased quality in turn increases the users’ choice  
satisfaction (H2a) and perceived system effectiveness (H2b). Furthermore, we hy-
pothesize that the effect of personalized recommendations is also observable in the 
users’ behavior in terms of item search (less browsing and shorter overall viewing 
time) and viewing behavior (more clips watched from beginning to end). If users in-
deed show reduced browsing and increased consumption, we take this as an objective 
indicator of higher system effectiveness. Similarly, Häubl et al. report that users exam-
ine fewer options when they receive personalized recommendations [11]. The effects 
of personalized recommendations on the decision time are however ambiguous [1]. 

2.2   Drivers and Inhibitors of User Feedback 

Since feedback aides the personalization process, we hypothesize that the amount of 
feedback provided to the system is influenced by the effect of personalized recom-
mendations on choice satisfaction and system effectiveness: The more beneficial it 
seems to be, the more feedback users provide. There is however a tradeoff between 
user experience-related benefits and the users’ privacy concerns [12], [13].  

Especially in an online context users are concerned about providing personal in-
formation and occasionally refuse to give personal information to certain websites 
[14]. Moreover, several researchers have found that general and system-specific pri-
vacy concerns (i.e. the concern for a specific system’s respect for the user’s privacy) 
influence users’ willingness to disclose personal information [15], [16], [17], [18]. 
Nonetheless, a more detailed survey found that 80% of the respondents were usually 
or always comfortable disclosing personal taste preferences [19]. In terms of our path 
model (Fig 1), we predict that users’ privacy concerns are higher when users have less 
trust in technology in general (H4) and that higher privacy concerns decrease users’ 
intention to provide feedback (H5). 

One could argue that users would be more willing to provide feedback when this 
improves their experience. Spiekermann et al. [20] suggest that the usefulness of the 
feedback can overrule initial privacy concerns. However, an overview of privacy 
surveys estimates the proportion of users willing to give personal information in re-
turn for a personalized experience only between 40 and 50% [18]. Explicitly indicat-
ing the benefit of providing feedback seems to increase the amount of feedback given 
by the users [21], [22]. Considering the fact that users can observe differences in 
prediction accuracy [6], [3] one could argue that for a recommender system the bene-
fit of providing feedback should be evident even without an explicit indication. How-
ever, to date no study has considered the effects of personalized recommendations on 
the amount of input provided to the system [1].  

Based on these findings, we expect that personalized recommendations increase 
the intention to provide feedback, and that this effect is mediated by the better user 
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experience in this condition. Specifically, we hypothesize that users with a higher 
choice satisfaction and perceived system effectiveness have a higher intention to pro-
vide feedback (in Fig 1, H3a and H3b respectively). 

In light of privacy and user feedback it is important to note the apparent discrep-
ancy between users’ stated privacy-defending strategies and their actual behavior 
[18]: Users may say that they intend to restrict their feedback due to privacy concerns 
without actually showing this behavior in practice. Spiekermann et al. [20] show that 
users provided the same amount of information to the system despite differences in 
stated privacy concerns. The current study will measure both users’ intentions to pro-
vide feedback as well as their actual feedback behavior. We expect at most a weak 
correlation between the two. 

3   Method 

From September 10 to October 29, 2009 the European Microsoft Innoviation Center 
(EMIC) carried out an experiment using two slightly modified versions of the MSN 
ClipClub system (Fig. 2). The goal of the experiment was to test the user experience 
as described in the path model of Fig 1, as well as possible correlations between these 
subjective measures and observable user behavior. 

3.1   Participants 

43 participants1 completed the experiment, 25 in the random and 18 in the recom-
mender condition. The main incentive for participation was a raffle of one 100 Euro 
and ten 20 Euro electronic gift certificates. Participants, 65% male, were all German 
and had an average age of 31 (SD = 9.45). Gender and age did not correlate signifi-
cantly with any of our outcome variables, with the notable exception that females had 
an overall higher choice satisfaction than males (p < .05). This did not influence any 
of our main results.  

3.2   System 

The Microsoft ClipClub system features redacted video clips covering lifestyle and 
entertainment topics. The content as well as the system itself is in German. A pre-
experimental instruction explained the rating feature and its effect on recommenda-
tions. The recommendations section was highlighted (blue/yellow icon), and opening 
this section before rating any clips explained that recommendations would only show 
up after rating clips. If a participant would not rate any items for five minutes, a ”rat-
ing-probe” would pop up asking the user to rate the current clip (Fig 3). Participants 
were allowed to close this pop-up without rating. After rating the clip, participants 
were transported to the recommendations. Note that even though all participants were 
told that rating clips would change the recommendations this action had no beneficial 
effect on the recommendations in the random condition (i.e. the recommendations 
changed randomly). 

                                                           
1 In our experiment all path model constructs are causally linked to the two conditions. 43 data 

points are therefore expected to contain enough explanatory power to test our model. 
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The algorithm employed in the personalized condition is a Vector Space Model 
Engine, an algorithm that uses the tags associated to a clip to create a vector of each 
clip in the space built by all available tags (the length of the vector depends on the 
impact the tags have). The system also creates a tag vector for the subset of clips rated 
by the user, and recommends clips with a tag vector similar to the created tag vector 
(in terms of cosine similarity). Older ratings are logarithmically discounted, as are 
older items. 

 

Fig. 3. Requesting a rating from the user (pops up after 5 minutes without rating activity) 

3.3   Procedure 

Participants first entered demographic details, after which they were shown an in-
struction on how to use the ClipClub system. They then used the system freely for at 
least 30 minutes. Users could perpetually rate items and inspect recommendations in 
any given order; they were thus able to reflect on their experience in deciding whether 
to provide further ratings (thereby allowing ample opportunity to let their feedback 
behavior be influenced by choice satisfaction and perceived system effectiveness). 
Our rating-probe asked users to rate the current item whenever 5 minutes passed 
without the user rating any items. Each user therefore provided at least 6 ratings, 
unless they ignored the rating-probe. The median number of ratings per user was 15. 
After the experiment, users completed our questionnaire, and entered an email address 
for the raffle. 

3.4   Questionnaires 

Post-experimental questionnaires consisted of 40 statements2 to which participants 
could agree or disagree on a 5-point scale. The questionnaires were analyzed using 
Factor Analysis in two batches. The first analysis, analyzing 23 items with Alpha 
Factoring extraction and Oblimin rotation (delta = -0.5), provided three factors that 
explained 64% of the variance: recommendation set quality (7 items, e.g. “The rec-
ommended videos fitted my preference”), system effectiveness (6 items, e.g. “The 
recommender is useless”, reverse-coded) and choice satisfaction (9 items, e.g. “The 
                                                           
2 The questionnaires are available from the authors upon request. 
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videos I chose fitted my preference”). One item was deleted due to low communality. 
The KMO statistic of sampling adequacy was 0.833; well above the prescribed mini-
mum of 0.60. 

The second analysis, analyzing 17 items with the same settings, provided three fac-
tors that explained 60% of the variance: general trust in technology (4 items, e.g. “I’m 
less confident when I use technology”, reverse-coded), system-specific privacy con-
cern (5 items, e.g. “I feel confident that ClipClub respects my privacy”) and intention 
to rate (5 items, e.g. “I like to give feedback on the items I’m watching”). Three items 
were deleted having low communalities. The KMO was 0.730. 

3.5   Process Data (Click Stream) 

In order to link the subjective metrics developed in the questionnaires to observable 
behavior, all clicks in the interface were logged. We processed the logs for total view-
ing-time, total number of clicked and completed clips, number of self-initiated rat-
ings, and number of canceled rating requests. 

4   Results 

Fig 4 shows the statistical results of our path model (Fig 1). The model has a good fit, 
with a non-significant χ2 of 13.210 (df = 13, p = .4317), a CFI of .996, an RMSEA 
between 0 and 0.153 (90% confidence interval) and an SRMR of .094. 

Personalized vs. 
random 

Perceived recom-
mendation quality

Choice 
satisfaction 

Perceived system 
effectiveness 

Intention to 
provide feedback 

System-specific 
privacy concern  

General trust 
in technology

.696 (.276)* 

H1

.572 (.125)*** 

H2a 

.515 (.135)*** 
H2b 

.346 (.125)** 

H3a 

.296 (.123)* 
H3b

-.255 (.113)* 

H5

-.268 (.156)1

H4
 

Fig. 4. Coefficients (and standard deviations) of regression between the concepts under study, 
as taken from our structural equation model (1 pone-sided < .05, * p < .05, ** p < .01, ***  
p < .001) 

Providing personalized recommendations (as compared to random recommenda-
tions) increases the perceived quality of the recommendations (H1), which in turn 
increases the choice satisfaction (H2a) and the system effectiveness (H2b). The proc-
ess data provided further evidence for these hypotheses. The number of clips watched 
from beginning to end is significantly higher in the personalized condition than in the  
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random condition (M = 15.17 vs. M = 10.15, t(43) = 2.642, p < .05, r = .37), indicat-
ing more consumption in the personalized condition. At the same time, the number of 
clicked clips and the total viewing time3 were both negatively correlated with subjec-
tive system effectiveness (r = -.405, p < .01 and r = -.341, p < .05 respectively), show-
ing that a higher system effectiveness is related to reduced browsing activity. 

Users with a higher choice satisfaction and system effectiveness are more willing 
to provide feedback (H3a,b). The willingness to provide feedback decreases however 
when users have a higher system-specific privacy concern (H5), which in turn in-
creases when users have a lower general trust in technology (H4). Consistent with 
this, the number of canceled rating probes (popping up after five minutes without 
rating) is significantly lower in the personalized condition than in the random condi-
tion (M = .33 vs. M = 1.22, t(33.94) = -2.398, p < .05, r = .38), and is also negatively 
correlated with intention to provide feedback (r = -.364, p < .05). However, the total 
number of provided ratings was not significantly correlated with users’ intention to 
provide feedback, indicating the predicted intention-behavior gap. 

5   Discussion 

The results provide several insights in the user experience of recommender systems, 
the effect of personalized recommendations, and feedback intentions. Participants 
were able to notice the higher recommendation quality in the personalized condition. 
This in turn positively influenced the perceived system effectiveness and choice satis-
faction. The increased number of finished clips in the personalized condition provides 
objective evidence that the manipulation was successful. Users that rate the system 
more effective show reduced browsing behavior as they click on fewer clips but at the 
same time watch more clips entirely from beginning to end. This complies with the 
finding that effective systems allow users to more selectively watch content [1]. 

Our results also provide an insight in the factors that influence the users’ intention 
to provide feedback. Our path model shows that the intention to provide feedback is 
influenced by choice satisfaction, the perceived effectiveness of the system and the 
system-specific privacy-concern. In other words, initial privacy concerns can be over-
come when users find out that providing feedback is beneficial. The higher number of 
canceled rating requests in the random condition indicates that users may refuse to 
provide feedback when this has no benefit. At the same time, however, we find an 
intention-behavior gap: a higher intention to provide feedback did not result in more 
actual feedback. 

6   Future Work 

Several directions for future work can be suggested that may solidify our results. For 
example, the confirmed benefit of personalized recommendations would stand on firmer 
ground if it would be confirmed in several other systems and with a higher number and 
a more diverse range of participants. The same holds for the privacy-usefulness trade-
off for providing feedback. Other aspects that may influence user experience and  
                                                           
3 One outlier with an abnormally long viewing time was ignored for this analysis. 
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willingness to rate may be incorporated in future work to get a more detailed under-
standing of the mechanisms underlying the user-recommender interaction.  

Our experiment found significant results comparing a system employing a recom-
mender algorithm against a system that provides random ‘recommendations’. The 
difference in accuracy between these two conditions is substantial; future work could 
test for similar differences comparing two algorithms that only moderately differ in 
accuracy. 

Microsoft’s business model for the ClipClub system is advertisement revenue. At 
intervals, ads are displayed at the beginning of a clip. Personalized recommendations 
decrease the number of clicked clips, which means that users may watch fewer ads, 
which would reduce advertisement revenue. In the current experiment there was how-
ever no significant decrease in viewed ads, and it is expected that in the long run 
higher system effectiveness will increase the number of return visits, which will even-
tually result in higher sustained revenue. A longitudinal study of the system may 
provide more insights in this matter. 
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Abstract. This research proposes a decision aid based on a novel type
of preference relaxation, which enables consumers to easily make quality
choices in online multiattribute choice scenarios. In contrast to filtering
and recommendation mechanisms that are a potential solution to this
problem, our method combines decision theory with preference relax-
ation and enables consumers to consider high-quality alternatives they
initially eliminated. We compare our approach with existing methods us-
ing a set of 2650 car advertisements gathered from a popular advertiser
website. We discuss the potential impact of our method on decision qual-
ity and give an overview of implications for practitioners and researchers.

Keywords: Decision Theory, Recommender Systems, Preference Relax-
ation, eCommerce.

1 Introduction

Online stores tend to provide large numbers of products with a variety of fea-
tures. Consumers making purchase decisions are often unable to evaluate all
available alternatives in great depth, and so seek to reduce the amount of infor-
mation processing involved[1]. To prevent information overload online retailers
provide product search and filtering functionality, usually by requesting users to
fill in a form asking about the requirements that a desired product has to satisfy
(their preferences). This process is used, for example, when searching for a used
car (http://carzone.ie/), or a flight (http://orbitz.com/) on popular websites,
and is referred to as preference-based search [2] . Although such choice-based ap-
proaches are prevalent, both users and retailers can find them unsatisfying. One
of the major reasons is that users are often not able to correctly transform their
preferences into requirements using online forms [2], and thus they are rarely
provided with the information they need.

In this paper we study the impact of a preference relaxation mechanism on
consumer decision making, and implement it as a decision aid. We argue that
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during the process of preference-based filtration of an initial, very large, set of
product alternatives consumers can eliminate products they might later consider
valuable. We introduce a method that uses preference relaxation to extend the
initial value preference and to include initially filtered out alternatives of poten-
tial high utility for further consideration. As such, a consumer is able to revise
her criteria, consider more products and choose a configuration she finds the
most suitable, but which may not fully fit her initial preference. In this paper we
describe a model of a decision aid implementing our method, and present results
of a simulation-based study using 2650 car advertisements gathered from one of
the most popular websites in Europe.

2 Theoretical Background

2.1 Information Filtering and Recommender Systems

Information Filtering techniques typically perform a progressive removal of non-
relevant content based on the information in a user profile acquired either in
an implicit (e.g. studying user behavior) or an explicit (e.g. asking user to state
his preferences) manner. These techniques provide a theoretical foundation for
building recommender systems [3] that enable content personalization - an im-
portant stream of research in e-commerce.

Numerous studies [4,2] use recommendations to improve consumer decision-
making. Providing a consumer with a relevant (similar to their stated prefer-
ences) yet diverse (so that they can discover new opportunities and adjust their
preference model) set of alternatives has become an important research prob-
lem [5]. According to the Look-ahead principle [2],”suggestions should not be
optimal under the current preference model, but should provide high likelihood
of optimality when an additional preference is stated”. Furthermore, dynamism
in user preferences [6] is a problem recognized in Recommender Systems research.

2.2 Preferences in Decision Theory

Assumptions that the decision maker can accurately state (and indeed bound)
which levels within an attribute are acceptable versus unacceptable is a fun-
damental to a self-explicated approach [7]. Decision-makers (DM) often use a
conjunctive evaluation of available alternatives in which all the alternatives that
possess at least one attribute with unacceptable values are rejected from further
consideration. Product search and filtering mechanism offered online adhere to
that approach, and filter out all products that do not fully fulfil stated require-
ments. However, previous research indicates that decision makers tend to fail to
fully adhere to the self-explicated approach. Klein [8] found that decision makers
often fail to reject alternatives with attribute levels which they themselves had
previously described as unacceptable, and showed that significant numbers of
participants can choose an alternative described with at least one attribute level
they initially indicated as completely unacceptable. Preference relaxation mech-
anisms may assist in alleviating this problem. Further, a decision aid supporting
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preference relaxation can be seamlessly integrated with the existing online shop-
ping websites to improve consumer decisions. The rigidity of typical preference
elicitation (filtering) mechanisms is a well-established problem [9] that can po-
tentially lead to the elimination of all available products from consideration.
Over-specification of consumer requirements leading to an empty result sets mo-
tivated research on similarity based-retrieval [10] and query (preference) relax-
ation [11]. The process of filtering involves the application of filtering rules (or
restriction on attributes) to the items in the set to be filtered [11,9]. Consumer
preferences are the key input for alternative pre-filtration as only alternatives
that fully satisfy all provided preferences are presented to the user as a result to
his query. Mirzadeh and Ricci proposed a mechanisms for preference relaxation
for failing queries (producing an empty result set) [11]. However, they do not
investigate the impact of the extent of relaxation on decision maker behaviour,
and their method is applicable primarily to failing queries.

Our research differs from these approaches. First, we primarily focus on re-
duction of type I error by extending the preferences provided by a consumer
(which, however, can lead to discovering alternatives that may lead to providing
preference on additional attributes). Second, many of these approaches require
prior knowledge or history of user interactions and preference models, which are
not required in our approach. We argue that the decision aid proposed in this
paper can increase the average quality of result sets presented to a user after
filtration, and positively impact decision making.

3 The Decision Aid

You intend to buy a car priced between e7000 and e8000 with reasonable
mileage (25000 to 75000 km). Would you be willing to pay slightly more (e8100)
for a car with mileage lower than you expected (11000 km)? The ability to lo-
cate cars with such attribute values which, albeit out of the boundary ranges
specified, may provide consumers with a better awareness of possible choices.
The method proposed here enables consumers to consider products that would
ordinarily be eliminated early in the selection process by falling outside rigid
preferences. In the subsections below we discuss our approach in more detail
and contrast it with common simple preference relaxation methods.

3.1 Edge Sets

Typically, preferences on numerical attributes are expressed using value ranges.
As such, we allow the decision maker to specify his/her attribute value range
preference for an i-th attribute as d = (dL, dU ) where dL (dU ) indicates the low-
est (highest) acceptable value for a given attribute. We now introduce softening
variables eU (upper) and eL (lower), and a relaxation factor δ (where ei = δ∗di),
which enhance the filtering rule (value range) built based on attribute value pref-
erence p causing the filtering rule to be less restrictive. The alternatives that sat-
isfy the less strict preference d∗ = (dL−eL, dU +eU) remain in the set and can be
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Fig. 1. An example of an Edge Set for a user price preference

considered by the DM. However, this approach, commonly referred to as Simple
Preference Relaxation (SR), can significantly increase the number of alternatives
presented to the user, resulting in information overload and increasing decision
effort [12]. In order to prevent these negative effects we use approach based on a
concept of Edge Set (ES). We conceptualize an Edge Set as a set of alternatives
that fall into a value range based on the initial consumer value preference for a
given attribute (see Fig. 1). For every preference value range two edge sets can
be constructed (lower and upper), respectively: ESLOWER = (dL − eL, dL + eL)
and ESUPPER = (dU − eU , dU + eU ). We explain this concept using price range
preference pPRICE =(e3000, e4000). For example, assuming softening variables
eU =e200 and eL = e150 (5% of respective preference interval boundaries’
values) we can construct ESLOWER =(e3000 - e150, e3000 + e150) resulting
in ESLOWER =(e2850, e3150) and ESUPPER =(e4000 - e200, e4000 + e200)
resulting in ESUPPER =(e3800, e4200). Thus, ESLOWER will contain cars that
fall into the (e2850, e3150) price range.

3.2 Information Filtering Using Edge Sets

The inclusion of all alternatives satisfying the relaxed criteria would ordinar-
ily increase the number of items presented to the DM, contributing to infor-
mation overload. To address this issue we incorporate a selection mechanism
into our relaxation method that includes only some of those cases (see Algo-
rithm 1). First, we create edge sets (ES) based on relaxed preferences (e.g.
ESLOWER = (dL−eL, dL+eL) for a lower preference boundary) using a selected
δ (e.g. 0.05). Second, for every ES we identify the subset of all non-dominated
alternatives (also referred to as the skyline [13]) that are part of this set. An
item is non-dominated if no other item is better for any preference on attribute
without being worse for at least one preference on other attributes [14]. If a non-
dominated item is a member of an edge set and it does not satisfy the non-relaxed
initial DM preferences (is not a member of ResultSetNR) it is added to the set
of Suggestions, as it may be found valuable. We define two methods for inclusion
of Suggestions in the result set presented to a consumer. First, we propose to
add suggestions to an initial result set constructed using a non-relaxed (NR)
query. This method, further referred to as SBRADD (Soft Boundary Preference
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Input: Products, Preferences, δ, Method
Output: ResultSetSBR

SKY LINE ←− findSkyline(Products);1

ResultSetNR ←− filter(Products, Preferences);2

PREFRELAXED ←− relaxPreferences(Preferences, δ);3

SUGGESTIONS ←− ∅;4

EdgeSet ←− filter(Products,PREFRELAXED) ;5

foreach Product p ∈ EdgeSet do6

if p ∈ SKYLINE and p /∈ ResultSetNR then7

SUGGESTIONS ←− SUGGESTIONS ⊕ p;8

end9

end10

if Method = ADD then11

ResultSetSBR ←− ResultSetNR ⊕ SUGGESTIONS ;12

end13

if Method = REPLACE then14

LowUtilSet ←− findLowUtil(ResultSetNR ∩EdgeSet, |SUGGESTIONS|);15

ResultSetSBR ←− ResultSetNR � LowUtilSet;16

ResultSetSBR ←− ResultSetSBR ⊕ SUGGESTIONS ;17

end18

Algorithm 1. The Soft Boundary Preference Relaxation Mechanism

Relaxation with addition), may lead to increases in the size of result sets. To ad-
dress this drawback and to prevent an increase in cognitive load we propose an al-
ternative method. Instead of simple addition to the set, the method would replace
dominated, low-utility items from a non-relaxed result set (ResultSetNR) that
belong to the EdgeSet, with high-utility alternatives. We refer to this method as
SBRREP (Soft Boundary Preference Relaxation with replacement). With this
approach, the total size of the set is kept constant, and the alternatives with
lowest utility according to current preference model (in this study we use the
WADD model) are substituted with items from the skyline. We further refer to
to these two mechanisms as SBR (Soft Boundary Preference Relaxation).

As indicated earlier, our method assumes variables eU (upper) and eL (lower),
and a relaxation factor δ, which relax the value preference p. Selecting an appro-
priate value of δ is not trivial, as it resembles closeness (similarity of values) and
can differ among consumers [15]. However, some studies [16,?] report that the
maximum relaxation value δmax should not be greater than (3 −

√
5)/2, that is

0.382. Thus, the relaxation factor δ should be selected from the interval [0, 0.382]
to satisfy the concept of closeness [17]. Although Mirzadeh and Ricci [11] re-
port that relaxation parameters are attribute-dependent and should be tuned
according to consumer sensitivity to changes in that feature, in our study we
implemented the former simpler relaxation approach to explore potential effects
in the first instance, with a view towards possible expansion of parameters in
future work. Although our approach is applicable to all types of attributes, in
this study we investigate the methods that use numerical attributes as, com-
mensurate with the literature [11], relaxation of binary and nominal constraints
is trivial, as they are typically discarded during the relaxation process.
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4 Hypotheses

Many dependent variables have been proposed as good indicators of the impact
of decision aids on DM performance [18,19,1]. In our study we concentrate on
three common measures, that is: decision quality, decision effort and diversity of
a set of considered alternatives.

Previous studies [18,14] assess decision quality as a match between actual
DM’s choice from a set of alternatives and the ”ideal selection” (a non-dominated
alternative [14]). Hostler et al. [18] and Häubl and Trifts [14] have used such con-
ceptualization of decision quality as a measure of decision performance. Our Soft
Boundary Preference Relaxation method leads to better decisions by facilitat-
ing the consideration of a larger number of high quality alternatives by DMs.
Consequently, compared to non-relaxing methods, we propose:

H1.1: Simple Preference Relaxation increases decision quality.

Similarly, our method should allow consumers to locate products that more
closely match their preferences further improving decision quality:

H1.2: Soft Boundary Preference Relaxation increases decision quality.

The level of effort required to make a decision is another common decision per-
formance indicator [1]. Ideally, the better support offered by a decision aid,
the lower the cognitive effort required by a DM to make a decision. Effort is
directly related to the amount of information that needs to be considered by
a DM [20,12]. Intuitively, preference relaxation mechanisms increase effort by
relaxing rigid requirements, and therefore incorporating more alternatives for
consideration by a DM. We expect that our method will not lead to a signifi-
cant increase in decision-making effort due to an increased number of products
included for consideration. Compared to non-relaxing methods, we propose:

H2.1: Simple Preference Relaxation increases decision-making effort.
H2.2: Soft Boundary Preference Relaxation does not increase decision-making

effort.

Selection of a product is considered context dependent, as the relative value of
an option depends not only on the characteristics of that option, but also upon
characteristics of other options in the choice set [21]. According to behavioral
decision theory [1,22] the existence of such context impacts the perceived quality
of available products. Indeed, Tversky [22] pointed out that in such contexts,
DMs tend to adjust their initial preferences based on available choices, in con-
trast to maximizing pre-computed preferences. Further, the diversity of an RS is
important in Recommender Systems research [23]. Consequently, we argue that
preference relaxation mechanisms will increase the diversity of a result set.

H3: Soft Boundary Preference Relaxation increases result set diversity.
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5 Evaluation

5.1 Dataset

The dataset consisted of 2650 used car advertisements collected from the most
popular website in Ireland (http://carzone.ie/, a member of Autotrader media
group). Additional attributes for used cars in the set not present in advertise-
ments, such as reliability, were automatically generated using standard infor-
mation retrieval methods based on product reviews collected from car review
websites (e.g. whatcar.com). Generated attributes were classified as benefit-type
and given scores ranging from 0 to 5 to resemble star ratings (e.g. 5 points for
maintenanceCost describes the relatively lowest maintenance cost).

5.2 Method

Our experimental design was based on a leave-one-out (LOV) [10] approach in
which we temporarily removed each alternative from the dataset and used its de-
scription as a DM preference. Based on user studies on importance of attributes
in the used cars domain [24], and consistent with bounded rationality we chose
6 most popular attributes for our experiments. To best resemble user behaviour
the preferences in our simulations were constructed similarly to filtering inter-
faces of the popular websites, where value preference intervals were selected to
simulate possible user entries. Using the LOV approach, every used car advert in
the set was temporarily removed from the set and its values were used to create
preference values (based on available preference intervals). For example, a car
at e3500 would be represented as a user search query with preference for price
at (e3000-e4000). Simulations were run for combinations of 1 to 6 stated pref-
erences and for relaxation factors 0.05, 0.1, 0.2, 0.3 and 0.382 (δmax). Thus, for
every set of parameters a maximum of 2650 non-failing relaxed queries were is-
sued and relevant result sets were constructed for all four investigated methods:
non-relaxed (NR), Simple Preference Relaxation (SR), Soft Boundary Prefer-
ence Relaxation with Addition (SBRADD), and with Replacement (SBRREP ).
Particular characteristics of these constructed result sets (see the next section)
were assessed and compared to evaluate the methods under investigation.

5.3 Indicators

In our study a number of indicators were used to evaluate the four methods: non-
relaxing (NR), Standard Preference Relaxation (SR), Soft Boundary Preference
Relaxation with addition (SBRADD), and with replacement (SBRREP ).

Decision quality is a common indicator of performance. Häubl et al. [14] showed
that the share of considered products that are non-dominated indicates the qual-
ity of a set of products considered by a consumer, which positively impacts
decision quality. Conversely, we measured decision quality using a share of non-
dominated alternatives present in the result set. Further, we note that decision
quality is directly related to fulfilling particular DMs criteria for product selection
(preferences) that can be measured by the utility of selected alternatives [4]. The
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Table 1. Average: utility (AvgUtil), share of non-dominated alternatives in the result
set (%ND), and result set size (|RS|) for relaxed (SR), non-relaxed (NR), SBR with
addition (SBRADD) and replacement (SBRREP ) for number of stated preferences N

N 1 2 3 4 5 6 Avg

AvgUtil

NR 0.3414 0.2792 0.2197 0.1851 0.1638 0.1498 0.1879
SR 0.4533 0.4263 0.4123 0.3981 0.3869 0.3784 0.3975
SBRADD 0.4892 0.4460 0.4029 0.3721 0.3509 0.3360 0.3730
SBRREP 0.5056 0.4541 0.4064 0.3735 0.3513 0.3357 0.3747

%ND

NR 12.25% 17.26% 16.62% 15.65% 14.91% 14.36% 15.58%
SR 12.10% 18.87% 22.54% 24.18% 25.05% 25.57% 23.92%
SBRADD 21.16% 43.77% 54.77% 59.48% 61.87% 63.27% 58.65%
SBRREP 25.37% 54.27% 65.46% 69.60% 71.47% 72.46% 68.65%

|RS|
NR 673.31 201.97 78.46 39.82 23.97 16.13 51.10
SR 1057.82 494.97 291.61 213.15 175.39 154.08 229.73
SBRADD 712.17 231.31 99.63 56.93 38.86 29.64 68.94
SBRREP 673.33 205.92 84.14 46.20 30.68 23.02 57.54

Diversity

NR 0.1560 0.1212 0.0913 0.0839 0.0754 0.0694 0.0837
SR 0.2503 0.2134 0.1735 0.1661 0.1585 0.1537 0.1669
SBRADD 0.1963 0.1812 0.1526 0.1463 0.1375 0.1311 0.1455
SBRREP 0.1945 0.1838 0.1542 0.1468 0.1379 0.1316 0.1463

higher the average utility of alternatives presented for choice, the more suitable
options can be considered. Thus, we propose to measure decision quality using
the average utility of a result set (where AvgUtil ∈ [0, 1]).

Information overload is an important factor that increases decision making
effort and leads to changes in strategies employed by decision makers when
selecting a product [20]. Following [21], we propose to measure decision making
effort by the number of alternatives presented for consideration by a DM (that
is, the size of a result set).

Vahidov [25] has indicated the importance of result set diversity in decision
making. In our study we use a common conceptualization of normalized diversity
(diversity(ResultSet) ∈ [0, 1]) that is inversely proportional to similarity, fol-
lowing the relation presented by Smyth and McClave [5]. We compute similarity
using a law proposed by Shepard [26] stating that perceived similarity of items is
related to their distance via an exponential function sim(A, B) = e−distance(A,B).

5.4 Results

We used related samples non-parametric tests to compare the average share
of nondominated alternatives in the RS for queries using the preference relax-
ing mechanisms discussed in this study, with no preference relaxation. Results
show that on average, RS constructed using relaxation contained significantly
more non-dominated alternatives than the result sets constructed using no re-
laxation. In particular, we observed on average 23.92% (SR) of non-dominated
alternatives in contrast to only 15.58% in case of non-relaxing methods (NR)
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Table 2. Average: utility (AvgUtil), share of non-dominated alternatives in the result
set (%ND), and result set size (|RS|) for relaxed (SR), non-relaxed (NR), SBR with
addition (SBRADD) and replacement (SBRREP ) for different values of δ

δ 0.05 0.1 0.2 0.3 0.382 Avg

AvgUtil

NR 0.2107 0.2009 0.1878 0.1758 0.1702 0.1879
SR 0.3537 0.3752 0.3964 0.4171 0.4310 0.3975
SBRADD 0.3327 0.3430 0.3623 0.3939 0.4204 0.3730
SBRREP 0.3369 0.3455 0.3637 0.3949 0.4206 0.3747

%ND

NR 17.47% 16.65% 15.57% 14.57% 14.12% 15.58%
SR 24.65% 24.50% 24.07% 23.13% 23.49% 23.92%
SBRADD 39.70% 46.05% 58.12% 69.16% 74.95% 58.65%
SBRREP 46.09% 54.65% 69.73% 80.92% 85.87% 68.65%

|RS|
NR 57.51 54.85 51.28 48.00 46.49 51.30
SR 113.04 142.64 211.53 286.60 359.07 229.73
SBRADD 63.34 63.59 67.22 71.50 77.06 68.94
SBRREP 58.33 56.38 55.50 56.76 60.48 57.54

Diversity

NR 0.0939 0.0895 0.0837 0.0783 0.0759 0.0837
SR 0.1393 0.1497 0.1728 0.1808 0.1848 0.1669
SBRADD 0.1182 0.1211 0.1445 0.1636 0.1718 0.1455
SBRREP 0.1169 0.1208 0.1461 0.1647 0.1743 0.1463

(see Table 1). Similar results were obtained for average utility of alternatives in
a RS (AvgUtilNR = 0.1879 and AvgUtilSR = 0.3957)). These differences were
statistically significant (p<0.001) thus confirming the hypothesis H1.1. Simi-
larly, our results indicate that the use of the SBR mechanism improves the share
of non-donimated alternatives in a result set in contrast to both non-relaxing
(NR) and simple relaxation (SR) methods. We observed 58.65% (SBRADD), and
68.65% (SBRREP ) of non-dominated alternatives in contrast to 23.92% (SR)
and 18.79% (NR). These differences were statistically significant (p < 0.001).
Although the average utility of alternatives in a RS was similar to all preference
relaxing methods with 0.3975 (SR), 0.3730 (SBRADD), and 0.3747(SBRREP )
the extent of improvement in the average share of non-dominated alternatives
in a RS provides evidence for accepting H1.2.

The second group of hypotheses relates to the decision-making effort mea-
sured by a number of items from which DM has to select. For the methods
investigated, we observed on average 229.73 (SR), 68.94 (SBRADD), and 57.54
(SBRREP ) items in the result set in contrast to only 51.10 items on average
in a result set for non-relaxed queries (NR). These differences are statistically
significant (p<0.001), confirming H2.1 and indicating rejection of H2.2. Finally,
results indicate that the diversity of sets of alternatives generated using pref-
erence relaxation methods are more diverse than when no relaxation is used.
In particular, we observed an average diversity of 0.1455 (SBRADD), 0.1463
(SBRREP , and 0.1699 (SR) in contrast to 0.0837 for a non-relaxing method
(NR) (see Table 2). These differences were statistically significant (p < 0.001),
confirming H3. Results of the study are summarized in Table 3.
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Table 3. The summary of results

Hypothesis Result

H1.1 Simple Preference Relaxation increases decision quality supported
H1.2 Soft Boundary Preference Relaxation increases decision quality supported
H2.1 Simple Preference Relaxation increases decision-making effort supported
H2.2 SBR does not increase decision-making effort not supported

H3 SBR increases result set diversity. supported

5.5 Discussion

Our study highlights the benefits of preference relaxation from a decision making
perspective. First, we showed that preference relaxation methods lead to con-
struction of result sets with a higher average utility (’usefulness’) and a greater
share of non-dominated alternatives. Furthermore, we demonstrated the posi-
tive impact of our method on the diversity of alternatives in result sets, which,
according to [25], may lead to higher DM satisfaction. In addition, we showed
that standard Preference Relaxation (SR) induces very significant increase in
size of a result set, leading to an unacceptable increase in the decision-making
effort. We proposed two variants of our method (SBR) that addresses this dis-
advantage. We demonstrate that our methods outperform the SR method and
minimize the additional decision-making effort. In particular, for a low number
of explicated preferences (N < 3), the difference in the size of a result set for
SBRREP and non-relaxing method (NR) is not statistically significant (see Ta-
ble 1). Furthermore, when comparing SBRREP and NR method, we observed
12.6% increase in the average size of a result set (57.54 and 51.10 respectively).
However we found a large (340,6%) increase in the share of non-dominated alter-
natives (68,65% and 15.58% respectively). Moreover, we note that for low values
of relaxation factor (e.g δ = 0.05) we observed only 1.4% increase in the average
size of the result set between SBRREP (58.33 items) and NR (57.51 items) (see
Table 2). On the other hand, results indicate a 163,8% increase in the share of
non-dominated items (from 17.47% for NR to 46.09% for SBRREP ) and 59.9%

Fig. 2. Relative improvement in the size of a RS (|RS|), the share of non-dominated al-
ternatives (%ND) and the average utility of alternatives in a set (AvgUtil) for SBRREP

compared with no relaxation (NR) for different values of δ
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increase in average utility (from 0.2107 for NR to 0.3369 for SBRREP ). As such,
we highlight the strong positive impact of SBRREP on our decision-making indi-
cators, with minimum negative impact on effort compared with other relaxation
methods (see Fig. 2), and show that, overall, our method outperforms standard
preference relaxation mechanisms.

6 Conclusions

This paper investigated the impact of preference relaxation on decision perfor-
mance measures. We argued that during the process of filtering of the initial, very
large set of products, consumers eliminate alternatives they could later consider,
by providing inaccurate preferences for attributes and attribute values. In this pa-
per we introduced a model for a decision aid based on preference relaxation that
can limit the potentially negative effects of the dynamic preferences of consumers,
addressing the limitations of existing methods. Moreover, we discussed the results
of our experiments showing potential positive effect of preference relaxation on
consumer decisions. The e-commerce application of our method may be highly
beneficial to providers of online shopping services: diverse result sets may lead to
more consumer satisfaction and potentially higher customer retention [25]. More-
over, increased average quality of the alternatives considered by a decision maker
would reduce decision-making effort. This would have direct relevance to online
consumers, as well as having value to e-commerce providers.
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Abstract. The exponential increasing of information on the Web and informa-
tion retrieval systems engendered a heightened need for content personalization.
Recommender systems are widely used for this purpose. Collaborative Filtering
(CF) is the most popular recommendation technique. However, CF systems are
very dependent on the availability of ratings to model relationships between users
and generate accurate predictions. Thus, no recommendation can be computed for
newly incorporated items. This paper proposes an original way to alleviate the la-
tency problem by harnessing behavioral leaders in the context of a behavioral
network. In this network, users are linked when they have a similar navigational
behavior. We present an algorithm that aims at detecting behavioral leaders based
on their connectivity and their potentiality of prediction. These leaders represent
the entry nodes that the recommender system targets so as to predict the pref-
erences of their neighbors about new items. This approach is evaluated in terms
of precision using a real usage dataset. The results of the experimentation show
that our approach not only solves the latency problem, it also leads to a precision
higher than standard CF.

Keywords: recommender systems, usage analysis, behavioral networks, behav-
ioral leaders, preference propagation.

1 Introduction

With the heightened development of the Web, of e-commerce applications and the ex-
ponential increasing of available information, the diffusion of personalized content is
required. In this context, recommender systems are widely used for this purpose. Based
on the observation of users’ behavior, recommender systems predict the future prefer-
ences of users about a collection of items. Collaborative Filtering (CF) is one recom-
mendation technique which consists in identifying similarities between users in order
to generate recommendations of items to an active user [1].

CF and recommender systems are widely implemented in many application areas
thanks to their reliability for personalization. Nevertheless, some research questions
subsist and strangle recommender systems performance. Some of these questions con-
cern the new item cold-start problem or latency problem [3]. Indeed, when a new item
is introduced in the system, the preferences (the ratings) relating to this item are not
available because no user has assigned a rating yet. Thus, recommender systems based
on ratings, as CF systems, are unable to recommend new items to users.

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 229–240, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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In this paper, we propose an original approach to address the latency problem. We
suggest to harness behavioral leaders in the context of recommender systems and be-
havioral networks [13]. In these networks, users are connected when they have a similar
navigational behavior. Thus, we propose an algorithm that aims at detecting leaders.
This algorithm relies on the identification of potential behavioral leaders based on their
high connectivity in the behavioral network. Then, so as to detect actual leaders, leader
preferences are propagated to their neighbors through the network and these propagated
preferences are evaluated in terms of precision. The higher the precision ratio are, the
more reliable the leaders are. These leaders have a prominent role in the behavioral
network thanks to their important potentiality of prediction. They represent the entry
nodes that the recommender system targets so as to predict user preferences about new
items.

The remainder of this paper is organized as follows. In the second section related
works regarding the latency problem and detection of leaders are presented. The third
section focuses on the description of our algorithm for the detection of behavioral lead-
ers. The fourth section is dedicated to the presentation of the experimentations we con-
ducted so as to evaluate the performance of our approach. Finally, we summarize our
research and conclude with some possible future directions.

2 Related Works

In this paper, our research focuses on the detection of leaders in the context of recom-
mender systems. With the objective of alleviating latency problem, the issue regarding
this research is to find a reliable method for detecting leaders. In the following subsec-
tions, as related works, we present some research studies examining the latency prob-
lem in the frame of recommender systems. We also focus on studies investigating the
problem of detecting leaders.

2.1 Latency Problem

Recommender systems based on CF are confronted with the new item cold start prob-
lem, called also the latency problem. When a new item is introduced in the system, it
cannot be used in collaborative recommendations as users’ evaluation about this item
are not yet available in the system. Let us notice that in general users do not devote
much time to express regularly their preferences about new items [27].

To alleviate latency problem, content-based filtering and ontology-based filtering
have been suggested as solutions. We present here an overview of these studies.

Content-based filtering has been widely used in several works as [20] and [6]. This
technique relies on the analysis of the content of items so as to generate recommenda-
tions. Thus, a new item is recommended according to the similarity of its content with
the other items. For example, a user who has already seen items about “genetics” will
receive recommendations of new items related to this subject.

However, the problem of content-based filtering is the limitation of the recommen-
dation diversity. Moreover, recommendations are usually overspecialized as the recom-
mended items are always similar and identical to those already appreciated by the user.
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Thus, the other items with a different content are neglected and are never integrated in
recommendation lists suggested to this user.

To overcome this problem, content-based filtering is often combined with CF in the
frame of hybrid recommenders [4,14] based notably on probabilistic models [24,26].

Furthermore, ontology-based filtering has been also developed and suggested as a
solution to the latency problem. For example, this filtering technique has been used
in Quickstep-Foxtrot (recommending research papers) [22] and Entree (recommending
restaurants) [7]. Ontologies are used to automatically construct knowledge bases, then
learning techniques are applied to classify items and generate user profiles.

The problem regarding such systems is the requirement of the availability of an
ontology.

2.2 Detection of Leaders and Influencers

Leadership and influence propagation have been subject of many studies in the area of
marketing, social science and social network analysis [15]. Researchers tend to under-
stand how communities start, what are their properties, how they evolve, what are the
roles of their members and how influencers and opinion leaders can be detected through
these communities. Katz and Lazarsfeld [11] defined opinion leaders as ”the individuals
who were likely to influence other persons in their immediate environment“.

The earliest studies of influence and leadership focused on the analysis of the propa-
gation of medical and technological innovations [9]. More recently, [28] also examined
this question and proposed diffusion models of innovations in networks.

In the area of marketing (viral marketing), influence propagation is often linked to
the word-of-mouth phenomenon and its effects on the success of new products [10].
The most important challenge in marketing is how to find a small segment of the popu-
lation (influencers or leaders) that can influence the other segments by their positive or
negative opinions regarding products and services [29]. Keller and Berry [18] confirm
the importance of influencers as they guide the decisions of a community and predict
market trends. According to their study, “one American in ten tells the other nine how
to vote, where to eat and what to buy”.

With the development of Internet, leaders and influencers do not use only tradi-
tional word-of-mouth, they can propagate their opinions based on interactive exchanges
through blogs, forums, wikis and various social network platforms. Indeed, nowadays,
social networks become the most important medium for propagating information, inno-
vation and opinions.

Several recent studies have been interested in analyzing interactions and influences
between entities and examining the impact of leaders in social networks. [19] study ap-
proximation algorithms for influence maximization in co-authorship network. [2] show
how to identify active and non active influential bloggers that can lead trends and affect
group interests in the blogosphere. [15] propose a pattern mining approach to discover
leaders and to evaluate their influence in social networks. Actions such as tagging, rat-
ing, buying and blogging are considered in frequent pattern discovery. [15] consider in
fact that in a social network, a leader can guide the trends of performing actions. Thus,
friends are tempted to perform the same actions than the ones the leader performed.
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Other studies investigated the role of network structure on the propagation of infor-
mation and opinions. Some of them [5] [23] emphasize the role of highly connected
nodes in a social network, called also hubs, in information dissemination and evolution
of collaboration in this network. [21] confirm that highly connected nodes have an im-
portant influence on their neighbors. Keller and Berry [18] show also that users who
influence others, have relatively large numbers of social links.

To our knowledge, in the context of recommender systems and CF, the detection of
leaders and influencers has been examined in few studies. [8] present a recommendation
system that selects opinion leaders by category to solve the new user problem in CF. To
detect opinion leaders, this system uses a fuzzy inference system exploiting a marketing
method called RFM (Recency, Frequency, Monetary). [25] define several metrics to
measure the influence of users in rating based recommender systems. They propose a
metric that measures the influence by removing some user’s ratings while computing
predictions and observing the effect of this removal on the recommendation results. If
the difference is high, the user is detected as influential.

In this paper, by considering social networks approaches, we aim at detecting leaders
among users so as to propagate their preferences about new items to the others with the
objective of alleviating latency problem in recommender systems. The following section
describes our approach.

3 Leader Detection and Preference Propagation in Behavioral
Networks

Standard recommender systems and CF require a significant amount of rating data so
as to evaluate similarities between users and compute recommendations. When an item
is new, no or few ratings about this item is available yet. Therefore, the system cannot
incorporate it in any list of recommendations. To alleviate this problem of latency, we
propose to identify leaders through a behavioral network. Then, leader appreciations
are propagated in this behavioral network so as to predict the preferences of neighbors
about new items and eventually recommend these items to users.

The following subsections describe behavioral networks modeling and present the
algorithm we propose to detect behavioral leaders.

3.1 Construction of the Behavioral Network

As presented in [13], a behavioral network is constructed based on behavioral infor-
mation and users are linked as they share similar navigational patterns. This approach
exploits behavioral data with the objective of assessing similarities between users. Be-
havioral data refers to usage traces that capture navigational activities and interactions
of users on a given website.

We consider that two users ua and ub, who share common sequential patterns are
similar. The longer the sequence of a common pattern is, the more the users are similar.
Therefore, our goal is to identify for every pair of users (ua, ub), the maximum length
LKmax(ua, ub) of a navigational pattern among their navigational common patterns.

Then, the similarity of navigation between two users is computed by using formula
(1) that takes into account the following parameters:
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– Common patterns between the active user ua and the neighbor user ub.
– The maximum length of common patterns between the active user ua and the neigh-

bor user ub. For example, if ua and ub have the common patterns < i1i5 > and
< i3i2i9 >, the maximum length of their common patterns is 3 corresponding to
< i3i2i9 >. 3 represents the number of items occuring in this navigational pattern.

– The maximum length of sessions of user ua and the neighbor user ub.

This formula computes, for each pair of users ua and ub the similarity of navigation
SimNav(ua,ub) as the ratio of the maximum length of a common frequent pattern
LKmax(ua, ub) and the minimum of maximum sizes of ua and ub sessions denoted
SessMax(ua) and SessMax(ub). Let us note that the common frequent pattern is
intra-session.

SimNav(ua,ub) =
LKmax(ua, ub)

min(SessMax(ua), SessMax(ub))
(1)

We note that the similarity value is normalized between 0 and 1. This metric emphasizes
the importance of the longest frequent patterns to evaluate similarities of users. The
higher the length of a sequential pattern is, the more the users are similar.

Once navigational similarities are evaluated, we build the behavioral network by
using a graph G = (N, E) where nodes N represent users, edges E represent the links
between users and the navigational similarities are the weights of the edges.

3.2 Detecting Leaders in a Behavioral Network

With the objective of alleviating the latency problem in recommender systems, we pro-
pose to detect behavioral leaders in the constructed behavioral network. Unlike CF, if
ratings about new items are assigned by only one leader, our recommender system in-
corporate them in recommendations. The information from leaders about these items is
sufficient. We propose in fact an algorithm that aims at detecting leaders so as to predict
the preferences of other users in the network about new items.

In social networks, the detection of leaders relies on the analysis of the social links
through the network. Here, we emphasize the role of behavioral links to identify behav-
ioral leaders in a network.

According to [5] [23] [21] [18] mentioned in section 2.2, we define a behavioral
leader as a user who is not only highly connected in the behavioral network, he has also
a high potentiality of predicting the future preferences of other users. We assume in fact
that a behavioral leader can propagate his preferences in the network. We propose to
propagate appreciations with an attenuation factor. This factor is directly related to the
similarity between users (the weights of the links). Indeed, when users are very similar,
there is a high probability that they share the same appreciations about items.

In addition, in recommender systems the items recommended to an active user are
those highly appreciated by his neighbors [12]. Thus, similarly, we assume here that
the items that a behavioral leader can propagate (recommend), are the items he prefers.
Since our model relies on usage traces, the estimation of user appreciations (“like”
or “dislike” an item) is required. To distinguish preferred items from non preferred
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ones, we take into account two implicit parameters: frequencies of visiting an item and
duration of visiting an item that we can compute based on extracted information from
Web server log files [12].

Algorithm 1 represents the algorithm we propose for detecting behavioral leaders.
This algorithm uses as input the graph G = (N, E) modeling the behavioral network
where nodes N represent users and edges E are the links between them. Our algorithm
includes two main steps. Let us notice that each step considers a distinct set of items
denoted Itr and Its. Itr refers to the items used (at the training step) to assess behavioral
similarities and construct the behavioral network and Its represents the set of new items
considered to validate the actual behavioral leaders (the test step). Obviously, there is
no item in common between these two sets.

At the first step of the algorithm (function “SelectPotentialLeaders”), for each node
ua in the graph G, the connectivity (centrality degree) is computed as the number of
links (neighbors) incident upon ua. Then, TopN potential leaders UPL are selected
based on their high connectivity in the behavioral network.

At the second step of the algorithm (function “DetectLeaders”), for each poten-
tial leader upl ∈ UPL, their preferred items are identified Iprf (upl) ⊂ Its. Then,
as presented in formula (3), potential leader appreciations apr(upl, ij) about items ij
(ij ∈ Iprf (upl)) are propagated to their direct neighbors such as a propagated appreci-
ation, denoted papr(upl, ij), from a leader upl to the neighbor node ua about an item
ij is weighted by the coefficient α(ua,upl). The weights α range from 0 to 1 according
to the similarity between upl and ua computed by formula (1).

Once appreciations are propagated to a neighbor ua, they are evaluated in terms of
precision using formula (4). This precision is calculated as the ratio between Nrl rep-
resenting the number of recommended items that are relevant for ua (that are really
appreciated by him) and Nr representing the number of all recommended items (rel-
evant and irrelevant), as described in Table 1 [17]. Then, as presented in formula (5),
for each potential behavioral leader we evaluate the precision P (upl). This precision
is calculated as the average of precisions computed over all his neighbors ua. We note
that m represents in formula (5) the number of upl neighbors.

Precision ratios highlight finally the actual behavioral leaders over the network. The
higher the precision ratio is, the more reliable the behavioral leader is.

So, when the recommender system needs to generate recommendations about new
items, the behavioral leaders detected by our algorithm are considered. Indeed, the rec-
ommender system recommends the new items to these leaders, as they represent the entry
nodes in the behavioral network. Then, in case of positive preferences, these leaders push
their preferences about these new items to their neighbors based on formula (3).

Table 1. Categorization of items based on the intersection between recommendation lists and real
preferences

Selected

Relevant Nrl

Irrelevant Nri

Total Nr
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Algorithm 1. Detection of behavioral leaders
1: function SELECTPOTENTIALLEADERS

2: for each node ua over the graph G do
3: Evaluate “Centrality Degree ” D(ua) 	 denoted |Γ(ua)|

D(ua) = |Γ(ua)| (2)

4: end for
5: Sorting Degrees D of all nodes N in a descending order
6: return TopN potential behavioral leaders UPL with high centrality degrees
7: end function

8: function DETECTLEADERS

9: for each potential behavioral leader upl ∈ UPL do
10: Select preferred items Iprf (upl) ⊂ Its

11: Select neighbor nodes
12: for each selected neighbor ua do
13: for each item ij ∈ Iprf (upl) do
14: Propagate appreciations apr(upl, ij) to ua such as:

papr(ua, ij) = α(ua,upl) ∗ apr(upl, ij) (3)

15: Evaluate precision of each papr(ua, ij) 	 papr(ua, ij) is relevant or not for
ua

16: end for
17: Evaluate precision of all propagated appreciations to ua

p =
Nrl

Nr
(4)

18: end for
19: Evaluate precision of the potential leader upl as the average of precisions p computed

over all his neighbors

P (upl) =

∑m
ua=1 p

m
(5)

20: end for
21: return TopN actual behavioral leaders UL with the best ratios of precision
22: end function

4 Experimentation

4.1 Dataset

So as to evaluate the performance of our approach, we use a real usage dataset extracted
from the Intranet of Credit Agricole Banking Group, in particular the usage data relating
to the Department of Strategies and Technology Watch. All the users are members of the
Group and can access numerous resources such as: news, articles, faq, special reports,
etc.
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Thus, we exploit the usage data that represents the navigational activities of users
on the Intranet. This data has been stored in Web server log files. It contains mainly
information about user-ids, session-ids and time of starting and ending sessions. The
studied dataset is related to 748 users and 3856 resources. It has been collected during
24 months. This dataset has been split into 80% and 20% corresponding respectively to
training and test datasets.

So as to evaluate the quality of propagation of potential leader appreciations through
the network, we extracted leaders preferences about items from the test set Its. As
mentioned in section 3.2, we considered only positive appreciations of these leaders
(the items that they like). Besides, the weights α are used as the attenuation factor at
the propagation step.

4.2 Evaluation

The most commonly used evaluation metrics in the experimentation of recommender
systems are accuracy and precision of predictions. The evaluation of precision can rely
on statistical or decision support measures [17]. When it is statistical, an accuracy met-
ric evaluates the deviation between predicted ratings and the real ratings that are actually
assigned by users to items. When it is a measure of decision support, it evaluates the
relevance of a set of recommendations by computing the proportion of items in a rec-
ommendation list that the user consider actually useful and relevant. Precision is widely
used as a measure of decision support. It evaluates if a selected item is relevant [3]. A
selected item is a recommended item contained in the test set. Let us notice that here
binary preferences are considered to distinguish relevant items from non relevant ones.
These preferences are estimated from usage traces based on frequency and duration of
visiting items.

4.3 Results

This section aims at examining the effectiveness of our approach for detecting leaders
in a behavioral network. Thus, in this experimentation, we evaluate the precision of
propagated appreciations regarding each potential leader based on formulas (4) and (5).

Figures 1 and 2 present the distributions of the number of potential behavioral leaders
according to the precision when we take respectively into account 10% and 20% of
TopN potential behavioral leaders at the propagation step. Let us notice that for about
53% of TopN10 behavioral leaders and 49% of TopN20 behavioral leaders, precision
cannot be evaluated due to one of the following reasons:

– The items recommended by a potential behavioral leader have not been viewed by
their neighbors in the test set. Thus, we cannot examine if this potential leader is
actual or not.

– The potential behavioral leader has no positive appreciations (in the test set Its).
So, he cannot propagate his preferences to the neighbors.

We note that in the results presented here, these behavioral leaders are not considered.
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Fig. 1. Distribution of TopN10 potential behavioral leaders according to precision percentage
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Fig. 2. Distribution of TopN20 potential behavioral leaders according to precision percentage

Now, by observing the results in Figure 1 and 2, we can see that precision distri-
butions have a similar evolution for TopN10 and TopN20. TopN10 and TopN20 corre-
spond respectively to about 53 and 101 potential behavioral leaders among all the users
in the studied dataset. When TopN10 behavioral leaders are harnessed, we observe that
80% of these leaders have more than 60% of precision, 60% have a precision higher
than 80% and 40% reach 100%.
Regarding TopN20 behavioral leaders, we can similarly see that about 80% leaders
propagate accurate recommendations as the corresponding precision is greater than
60%, 53% have a precision greater than 80% and 37% reach 100% of accuracy.

So, when using either TopN10 or TopN20, an important proportion of potential be-
havioral leaders have a high precision of propagated appreciations. We consider that
the leaders that reached a precision higher than 80%, represent the prominent nodes
among all the nodes in the behavioral network. They can in fact predict accurately the
preferences of the other users.

Moreover, in this experimentation we compare the performance of our approach to
the standard CF [16] in terms of precision. Based on the “k Nearest Neighbors” ap-
proach, standard CF exploits the “Pearson Coefficient” to evaluate similarities between
users. Then, neighbor users are involved in prediction generation.
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Table 2. Precision average of Leaders based recommendations compared to the Standard CF

Recommendation
Model

R1 R2

Leaders based
recommendations

77% 76%

Standard CF 51% 43%

Table 2 presents the precision averages corresponding to our approach and to the stan-
dard CF. These precisions have been computed over the same pairs of < user, item >
when using two sets R1 and R2. These sets correspond respectively to the pairs of
< user, item > considered at the propagation step by TopN10 and TopN20 leaders.

By observing the results of Table 2, we can see that, on the set of items recom-
mended by the leaders, our approach outperforms the standard CF as a greater accuracy
is reached. Indeed, when we consider the sets R1 and R2, the precision is about 77%.
At the opposite, the standard CF is less accurate as the precision averages reach only
51% and 43% when R1 and R2 are respectively considered. Thus, these results confirm
the effectiveness of behavioral leaders regarding the recommendation of relevant items
to the other users.

So, overall, the results presented here show the interest of our approach to detect
reliable behavioral leaders in behavioral networks. These leaders have in fact an impor-
tant potentiality of prediction as a high accuracy is reached by most of them. Thus, they
represent the entry nodes in the behavioral network as they can predict efficiently the
preferences of the other users about new items.

Nevertheless, considering the predictions generated by these leaders, our approach is
confronted with the problem of coverage. Thus, the challenge will be to find a trade-off
between improving accuracy of predictions and enhancing the coverage.

5 Conclusion and Future Work

In this paper we presented an original approach that aims at detecting leaders within the
framework of recommender systems so as to alleviate latency problem. These leaders
are harnessed in the context of a behavioral network. In this network, users are con-
nected when they have similar navigational behaviors. The detection of leaders relies
on their high connectivity in this behavioral network and their potentiality of prediction.

This approach is evaluated in terms of precision using a real usage dataset. The experi-
mentation highlights the importance of considering TopN behavioral leaders through the
network so as to predict the preferences of their neighbors about new items. Besides, the
results show that our approach not only solves the latency problem, it also improves the
performance of the recommender system. Indeed, a high accuracy is reached comparing
to the standard CF when we consider the set of items recommended by the leaders.

As a future work, we plan to experiment additional datasets so as to validate the
generalization of our approach. Moreover, we plan to solve the problem of coverage in
the frame of our approach. Besides, it would be interesting to investigate other methods
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for detecting leaders and analyze the performance of the recommender system regarding
the recommendation of new items.
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Abstract. In this paper1 we present an overview of different semantic-
based approaches to matchmaking and negotiation in electronic markets,
showing how semantics can lead to a new generation of EC systems.
We will introduce and briefly review different solutions to solve the two
problems in the context of search/retrieval, multiattribute auctions, ad-
vertising, just to cite a few, showing the added-value provided by these
techniques in so lively environments. The presentation range from strictly
semantic-based approaches, to those combining logic languages with util-
ity theory, to most recent ones relying on Semantic Web technologies and
Linked Data datasets.

1 Electronic Markets

Automating commerce has enhanced the efficiency of online markets (a.k.a elec-
tronic marketplaces or e-marketplaces2) through reduction of transaction costs,
improved matching of buyers and sellers and broadening the scope of trading
relationships. An e-marketplace can be defined as an interaction mechanism
where the participants establish deals (trade) to exchange goods and services us-
ing a standard currency [37]. Establish the scope of online marketplaces is not
easy, as some would defines the entire Web as a giant marketplace where buyers
and sellers find each other and trade using different rules and in different time. In
this work we refer to sites or services providing a well-scoped environment where
buyers and sellers can be matched and, subsequently, trade and, perhaps, ending
the transaction with an exchange. The role of a marketplace is to support any or
all phases in the lifecycle of a transaction. A commercial transaction, electronic
or not, may be defined by three phases [16]:

1. Connection (Discover): the process of search and discovery of a counterpart
to start a transaction.

1 This paper is an extended abstract of the talk given by the authors at Ec-Web 2010.
2 From now on, we refer to terms marketplace, e-marketplace and online market as

synonyms.

F. Buccafurri and G. Semeraro (Eds.): EC-Web 2010, LNBIP 61, pp. 241–252, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2. Deal (Negotiate): the process of negotiating the terms of a deal.
3. Exchange (Execute): the execution of the terms of an agreed transaction.

Clearly, these three phases may be iterated or interleaved. The possibility of au-
tomation at each of these levels offers challenging opportunities for new models
of economic interaction. Obviously, automation requires a clear definition of the
problem and objectives, consequently, referring to the mechanism design litera-
ture, we define a marketplace as a mechanism, implemented by a mediator, and
a set of agents who participate in the mechanism [33]. The mechanism is de-
fined by a set of rules defining the permissible actions (protocol) and outcomes
(space of possible deals), as a functions of agent actions (strategies). Usually,
agents participating in the mechanism are self-interested, autonomous and ra-
tional. In this setting there are at least two design problems: firstly, design the
market mechanism, i.e. define the protocol; secondly, design the agents that will
interact w.r.t. the mechanism.

In this work we focus on the first two stages of a commercial transaction,
namely discovery and negotiation. The automation of these phases is a chal-
lenging problem, with a plethora of different proposed solutions, but without
a definitive one. In particular, we concentrate on knowledge-based approaches,
aimed at taking advantage of the formal semantics of expressive logic-languages
and related inferences to increase the effectiveness of both stages.

2 Discovery in E-Markets

Marketplaces should support discovery to the extent of enabling users to look
among all the opportunities available at a site [37]. Traditional discovery ser-
vices are electronic catalogues, keyword-based or hierarchical search facilities.
More recent proposals refer to techniques borrowed from resource retrieval in
the Semantic Web to perform matchmaking services between richer descriptions
of goods/services offered and demanded. Indeed, Semantic-Based Resource re-
trieval addresses the problem of finding best matches to a request among avail-
able resources, where both the request and the resources are described adopting
a shared interpretation of the knowledge domain the resource belongs to i.e., an
ontology. The problem of semantic-based resource retrieval arises in several sce-
narios. Among them, personnel recruitment and job assignment, dating agencies,
but also generic electronic marketplaces, web-services discovery and composition,
resource matching in the Grid. All these scenarios share a common purpose: given
a request, find among available descriptions those best fulfilling it, or “at worse”,
when nothing better exists, those that fulfil at least some of the requirements. A
challenge for B2C e-marketplaces is to match resources in the e-marketplace to
potential buyer’s interests, but also to present available goods in an appealing
manner, facilitating exploration and selection of product characteristics [9]. As
pointed out by [35], selecting a product to buy in e-marketplaces is usually quite
a frustrating experience: finding products best fitting users needs and/or finan-
cial capabilities often requires too much effort and time, spent browsing web
sites or taxonomies in a web site. Especially when the searched product is not
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a perfectly defined item, users may have a vague idea of what they are actually
looking for, being unaware of all the characteristics of the product. Searching for
a product or service often requires domain knowledge that users do not have,
so that many potential buyers tend to prefer traditional sales channels, such as
physical stores where shop assistants can help the customer to make the right
choice and answer to users requests or doubts.

A central issue in e-commerce is hence to support the user in the searching pro-
cess of the products or services: converting site visitors to buyers in e-commerce
environments is a recognized challenging subject [20].

The promise of the Semantic Web is to make information available on the
web machine-understandable. By means of formal ontologies [14], modeled using
Semantic Web languages such as RDF(S) [34] or OWL [19], the knowledge on
specific domain can be modeled and exploited in order to make explicit the
implicit knowledge, and reason on it thanks to the formal semantics provided by
the representation language.

2.1 The Need for Semantics in the Matchmaking Process

Semantic web technologies open extremely interesting new scenarios, includ-
ing: formalization of annotated descriptions that are machine understandable
and interoperable, without being biased by usual drawbacks of natural lan-
guage expressions; the possibility to reason on descriptions and infer new knowl-
edge; the validity of the Open World Assumption3 (OWA), overcoming limits of
structured-data models. Furthermore, there are several issues that should not be
underestimated: the annotation effort is considerable; computational complexity
is often demanding also for simple reasoning tasks; interaction with semantic-
based systems is often cumbersome and requires skills that most end users do not
have –and are not willing to learn. The effort of annotation should be rewarded
with inferences smarter than purely deductive services such as classification and
satisfiability, which, although extremely useful show their limits in (real) ap-
proximate searches. Exact, or full, matches are usually rare [10] –and maybe
these ones are not what a user really wants– and the true matchmaking process
is aimed at providing one or more best available matches to be explored, thus
leveraging further interaction. In this perspective also missing and conflicting
information in the description of the resource (offer/supply) can be taken into
account [7,11]. This can be aimed at better specifying the request, or modify-
ing it, but also at initiating a negotiation/transaction process. We stress this
point, as we believe that, as in textual information retrieval and in contrast with
classic structured-data retrieval, the notion of relevance is central and must be
taken into proper account. Obviously, the notion of resources relevance w.r.t a
request calls for the definition of a ranking function, defining a partial or total

3 The absence of a characteristic in the description of a resource to be retrieved should
not be interpreted as a constraint of absence. Instead it should be considered as a
characteristic that could be either refined later or left open if it is irrelevant for the
user searching for the resource.
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order of resources sorted w.r.t. the request, but also determine in a semantic-
based way, which are the missing and/or conflicting information, in order to
provide an explanation of results. In recent years Description Logics (DLs) [1]
have been investigated by both the academic and industrial world as a formal-
ism for Knowledge Representation. The interest in Description Logics shown
by the two communities is more evident if we think that OWL, the standard
language for ontology modeling in the Semantic Web, can be seen as an XML-
based syntax for a particular DL. Modeling the information domain trough the
formalism of a DL allows one to employ reasoning services provided by DLs to
perform a knowledge-based search. Knowledge domain is modeled by means of
formal ontologies, which resource descriptions refer to. The need for a common,
shared, ontology is usually the main objection towards logic-based approaches
to matchmaking. Nevertheless, it should be considered that even when requests
and resources are expressed in heterogeneous forms, integration techniques [6]
can be employed to make heterogeneous descriptions comparable.

We now briefly highlight the limitations of non-semantics-based approaches.
First of all, we note that using standard relational database techniques to model
a resource retrieval framework, there is a need to completely align the attributes
of the offered and requested resources descriptions, in order to evaluate a match.
If requests and offers are simple names or strings, the only possible match would
be identity, resulting in an all-or-nothing approach to the retrieval process. Vague
query answering, proposed by [18], was an initial effort to overcome limitations
of relational databases, with the aid of weights attributed to several search vari-
ables. Vector-based techniques taken by classical Information Retrieval can be
used, too, thus reverting the search for a matching request to similarity be-
tween weighted vectors of stemmed terms, as initially proposed in the COINS
matchmaker [15] or in LARKS [36]. Such a formalization for resource descrip-
tions makes matches only probabilistic, because descriptions lack of a document
structure, causing strange situations to ensue.

Taxonomies are very useful to browse classes of items. Each node in a tax-
onomy can represent a set of items sharing a common characteristic. But, once
this initial set of items has been found, it is not possible to use the taxonomy to
refine the query.

Besides the above mentioned limitations, all these approaches lack of the pos-
sibility to deal with the semantics of the descriptions – both the user request and
resources descriptions; a very useful feature in the search process. In taxonomy-
based approaches a very basic semantic search (IS-A relation between category
in the tree) is presented, but it results very weak. We believe that especially in e-
marketplaces, the ”meaning” of the terms rather than the terms themselves is very
important. As a way of example, if a user is looking for a safe car, then a car en-
dowed with ABS system and airbags would be a good choice. In order to catch
these semantic correlation, ontologies would help our user in the search process.
An ontology allows to relate terms with each other and give a formal model to the
knowledge of the marketplace domain, and consequently express that a safe car
is a car endowed with an ABS system and endowed with airbags.



Electronic Markets, a Look Behind the Curtains 245

Exploiting the formal semantics of the language used to build an ontology,
logic based inference processes can be performed, successfully dealing also with
incomplete information (Open World Assumption). Based on such inference ser-
vices an efficient retrieval process can be carried out.

Nevertheless, using standard deductive inference services only exact matches
can be identified. Neither logical ranking nor explanation services on resources
discarded during the search process are available, as the reasoning engine behaves
as a boolean oracle.

We present how to overcome such limitations and how a semantic-enabled
marketplace can provide valued-added services in terms of explanations to users
requests, ranking of offers and request refinement, and that use of such systems
can be made easy and immediate. In [8] we show how, using some non-monotonic
inferences, namely Concept Abduction and Concept Contraction, it is possible to
cope with incomplete and conflicting information, while providing logical expla-
nations of results. In [31] a novel approach to matchmaking is presented, which
mixes in a formal and principled way Datalog, fuzzy sets and utility theory, in
order to determine most promising matches between prospective counterparts,
i.e. what we name bilateral matchmaking. In [32] we take into account also
fuzzy constraints to express preferences like I would like a fast car. In [27] we
concentrate on closed marketplaces, e.g. electronic barter trade systems. Here,
the focus is on how to find most promising matches, in a many-to-many match-
making process, between bids (supplies/demands), taking into account not only
the price and quantities as in classical barter trade systems, but also a semantic
similarity among bid descriptions while keeping exchanges balanced.

3 Multi-attribute Negotiation

As in the discovery phase, also in the negotiation one automation is a challeng-
ing problem. Several recent research efforts have been focused on automated
negotiation in various contexts, not only e-marketplaces, but also resource al-
location settings, supply chain management and, in general terms, e-business
processes. Negotiation mechanisms usually model resource and task allocation
problems where issues to negotiate on are well established and defined in ad-
vance, e.g some online auctions. Many other negotiation mechanisms instead
model e-marketplaces of undifferentiated products (commodities) where the only
issues to negotiate on are price or quantity. Nevertheless there are a number of
frameworks where agents have to reach an agreement on a product (car, house,
etc.) or service (travel booking, wedding service, etc.) that can be described by
many issues amenable to negotiation, and such issues may be not necessarily
all established in advance. Moreover Buyer (Requester) and Seller (Provider)
may be not necessarily interested in the same set of issues and may have dif-
ferent preferences on bundles of interrelated issues [21]. Obviously, if issues are
not fixed there is the problem to express what agents “want” or “prefer”. For
instance, considering a car scenario, how to express a request for a red sport
car with GPS system and endowed with security features or, conversely an offer
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for a Lamborghini with satellite alarm, airbag and four year guarantee? Is there
any negotiation space? Can an agreement —in an automated way— be reached?
Trying to answer to this and other questions, in this work we briefly outline
several frameworks for multi-issue negotiation, with issues expressed and related
to each other through an ontology. Indeed, when a potential buyer browses a
car e-marketplace, she looks for a car fulfilling her needs and/or wishes, so not
only the price is important, but also warranty or delivery time, as well as look,
model, comfort and so on. In such domains it is harder to model not only the
negotiation process, but also the request/offer descriptions, as well as finding the
best suitable agreement [28]. Furthermore, preferences can refer to (1) bundle
of issues, e.g Sports car with navigator pack where both the meaning of sport
car and navigator pack are in the ontology; or preferences can be (2)conditional
ones – when issues are inter-dependent i.e. the selection of one issue depends on
the selection made for other issues – e.g. I would like a car with leather seats if
its color is black. In such cases some kind of logical theory (ontology), able to let
users express their needs/offers, could surely help [22]. Also, when descriptions
refer to complex needs, we should take into account preferences, distinguishing
them from hard mandatory constraints –strict requirements–, e.g., I would like
a black station wagon, preferably with GPS system4. The possibility to handle
some of the above mentioned issues in some electronic facility may help not
only in the discovery/matchmaking stage of a transaction process, thus selecting
most promising counterparts to initiate a negotiation, but also in the actual
negotiation stage. In [28] we show how it is possible to express user’s preferences
through the help of a logic language and how to model a multi-attribute utility
function on logic formulas [26]. We point out that in our frameworks we do not
leave aside the analysis of all economic properties that a negotiation mechanism
has to satisfy, such as efficiency, equilibrium, individual rationality of the agents
participating in the mechanism; as well as the computational properties. A first
attempt to model very simple negotiation scenarios with logic is proposed in [23],
eventually in [28] we exploit propositional logic with concrete domains to model
a one-shot bilateral negotiation. Then we introduce two negotiation mechanisms
with partial [24] and incomplete information [25] using two different DLs-based
negotiation protocols. In [29,30] we explore multilateral negotiation, presenting
an auction-based mechanism exploiting DLs to elicit and represent non-additive
preferences.

4 Semantic Web and E-Commerce

The approaches outlined in the previous sections offer to users smart inference
services, but at cost of having the domain knowledge modeled through an on-
tology, that should be constantly updated as the domain evolves in time. In lively

4 Strict requirements, in contrast with preferences, are constraints the buyer and the
seller want to be necessarily satisfied to accept the final agreement, while preferences
are issues they may accept to negotiate on.
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and open environments to overcome such limitations the Linked Open Data
initiative [2] is gaining momentum. The idea behind Linked Open Data is to
allow users linking data and simplifying the publication of new interconnected
data on the Web. It proposes a new method of exposing, connecting and sharing
data through deferenceable URIs on the Web. The goal is to extend the Web
by publishing various open datasets as RDF triples on the Web and by setting
RDF links between data items from different data sources.

DBpedia [3] is one of the main dataset of the Linked Open Data graph.
It is the machine-understandable equivalent of Wikipedia project. It is possible
to ask queries against DBpedia (through its SPARQL endpoint
http://dbpedia.org/sparql), and link other data sets on the web to DBpedia
data. Currently the DBpedia dataset (version 3.5.15) contains almost three mil-
lion and half resources, including more than three hundred thousand persons,
over four hundred thousand places, thousands of films, companies, music albums,
etc.. All this information is stored in RDF triples. The whole knowledge base
consists of over one billion triples. DBpedia labels and abstracts of resources
are stored in 92 different languages. The graph is highly connected to other
RDF dataset of the Linked Open Data cloud. DBpedia has many strong points
over existing knowledge bases: it is spread over many domains; being based on
Wikipedia, it represents a real community agreement; it follows the changing in
Wikipedia, so it is continuously updated; it is multilingual. Moreover DBpedia
has a central role in the Linked Open Data community effort: it is one of the
central interlinking-hubs of the emerging Web of Data, inducing data providers
to link their RDF datasets to DBpedia.

From an inference point of view, it is worth noticing that information within
the DBpedia knowledge base is classified with respect and OWL ontology con-
taining about 250 classes and 1200 properties. This gives a more formal perspec-
tive to the whole dataset.

4.1 Semantic Tag Retrieval for Online Advertising as a
Matchmaking Problem

One of the main problem in online advertising is to display ads which are rele-
vant and appropriate w.r.t. what the user is looking for. Often search engines fail
to reach this goal as they do not consider semantics attached to keywords. Web
advertising relies on sophisticated statistical analysis on plain and structured
text. Furthermore, these techniques often do not take into account semantic re-
lations among keywords, displaying ads that are sometime not relevant w.r.t.
what the user is looking for or the text of the web page where the ad is placed
(e.g. ads about a zoo for a page talking about Tiger Woods). The simplicity of
this approach has several drawbacks: considering only a lexicographic approach
and discarding the semantics of phrases does not allow to face problems such
as synonymy, polysemy, homonymy, context analysis, nor to discover particu-
lar relations as hyponymy and hyperonymy. If we consider only a string-based

5 http://wiki.dbpedia.org/Downloads351

http://dbpedia.org/sparql
http://wiki.dbpedia.org/Downloads351
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analysis, we can not semantically expand both queries and ads. As a result, if
two objects (e.g., an ad and a query, or an ad and a web page) use different
collections of words to represent similar topics, they will be assigned to different
clusters and will not match, although the meaning conveyed by both objects is
related.

Moreover, advertisers lose a lot of potentially interested users because they do
not exploit all the possible combinations of (semantically related) keywords and
phrases that could be used by the users in a query to a search engine. Currently,
the process of ads generation is quite tedious: one of the most boring task is the
selection of keywords and bid phrases that activate a given ad. This means that
a large slice of clients/customers is usually neglected because of the difficulty
required by the creation of a successful marketing campaign.

The next step in computational advertising is finding a new technology able

(i) to improve the relevance/appropriateness of the ads in order to better cap-
ture the user’s attention;

(ii) to ease the process of ad creation allowing the advertiser to establish pow-
erful campaigns in a simplified way.

In the last years, several works [5,12,4] have been proposed to overcome the above
mentioned problems. Many of them identified a possible solution in the adoption
of external sources of information. By using a well structured information source
as external domain knowledge (a taxonomy or an ontology), the proposed solu-
tions tend to classify an ad, a query or a web page, in a set of resources belonging
to this external knowledge, which are linked to other resources according to pre-
cise relationships. This allows to add semantics to objects traditionally analysed
just on a syntactic/textual base.

Due to its wide knowledge coverage and its regular update, DBpedia seems to
be the most suitable choice in such environments. The main idea of the approach
presented in [17], is the following: keywords can be mapped to corresponding
DBpedia resources. After this mapping, we are able to associate a well defined
semantics to keywords and we can enrich the “meaning” of the keywords by
exploiting the ontological nature of DBpedia. We associate a set of semantically
related resources to each keyword mapped to a DBpedia resource.

The problem we address is twofold: (i) in the ad selection process in a spon-
sored search we need to find ads whose related keywords are semantically related
to the query; (ii) in the keyword selection during the creation of the advertising
campaign, the advertiser needs to add new tags whose meaning (semantics) is
related to the one of the keywords she originally selected. The system described
in [17] (Not Only Tag – NOT )6 aims to overcome the above issues by enriching
a keyword/tag with semantic information coming from DBpedia. The system
makes possible to discover the meaning of a query in order to show to the user
those ads that are in the same context (and meaning) of the query itself. More-
over, NOT is really useful also to help advertisers preparing their campaigns.

6 A working prototype of Not Only Tag (NOT ) is available at
http://sisinflab.poliba.it/not-only-tag

http://sisinflab.poliba.it/not-only-tag


Electronic Markets, a Look Behind the Curtains 249

If the advertiser is willing to promote a web site on Luxury cars, she could be
suggested that also BMW M5 and Jaguar FX are suitable keywords for the
campaign, with (possibly) a different semantic similarity degree.

5 Discussion

We believe that now Semantic Web technologies have reached a degree of matu-
rity such that they can really boost e-commerce, providing added value to both
actors involved in the commercial transaction: customers and sellers.

Since the advent of the Internet, electronic commerce has witnessed a steady
growth, both in terms of exchanges and of protocols/approaches supporting the
various means and stages of electronic transactions. Nevertheless, as e-commerce
becomes more and more pervasive in everyday life new challenges and issues
arise. In particular, within all those scenarios where we deal with unstructured
or semistructured information, new techniques and technologies are needed in or-
der to represent and manipulate such informative contents. On the other hand,
well-known frameworks based on simple attribute/value models are often not
sufficient to the informative richness needed for effectively and efficiently decid-
ing on the outcome of a commercial transaction. Using knowledge representation
techniques and Semantic Web technologies, it is possible to perform an effective
semantic-based matchmaking process (discovery), in order to find most promis-
ing candidates, and to design logic-based negotiation mechanisms exploiting the
semantics of annotations and enhancing bid expressiveness. The leading thread
of this work has been in fact the exploitation of knowledge representation tech-
niques to annotate resources, model preferences and good/service descriptions
and —more important— automatically reason about them, using both classical
and non-monotonic inference services in innovative ways. Using a semantic-based
language has been shown useful to model not only user’s preferences, but, thanks
to ontology modeling, also relations among issues.

The main points against semantic-based technologies and the Semantic Web vi-
sion has always been: Who will annotate resources? Who will create and maintain
ontologies and semantic-datasets on the Web?. The answer to the first question
emerged from Web 2.0. The current social web showed that people/companies are
willing to tag pages and resources as well as to share their tags since they see a
benefit in the annotation mechanism. Retrieval and clustering of web resources
is much easier if they expose a summary of their content as a set of user-defined
keywords. On the other side, the Linked Open Data initiative provided an actual
answer to the problem of community-aware ontologies creation and maintenance.
RDF datasets in the Linked Open Data cloud covers many knowledge domains
and are tightly connected with each other. They are publicly available online and
maintained by the community. One of the most relevant dataset is surely DBpedia
exposing in a structured RDF format all the information available on its “unstruc-
tured sister” Wikipedia. A very interesting initiative linking e-commerce and the
Semantic Web is the GoodRelations [13] ontology. This is a OWL DL ontology
tailored at semantically describing products on the Web. It covers the representa-
tional needs of typical business scenarios for commodity products and services. In
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the next future e-marketplaces, we see product and service descriptions structured
with respect to ontologies such as GoodRelations and whose informative content
exploits data coming from the Linked Open Data cloud.

In the e-commerce scenario an important role is played by computational
advertising, a field where semantic technologies are not yet fully exploited. How-
ever, as we have briefly outlined, the potential of the Semantic Web could also
enhance this field making it more and more powerful, helping advertisers to per-
form very effective campaigns that show ads to potential interested customers
in a more efficient way.
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Abstract. Matrix Factorization-based algorithms are among the state-of-the-art
in Collaborative Filtering methods. In many of these models, a least squares loss
functional is implicitly or explicitly minimized and thus the resulting estimates
correspond to the conditional mean of the potential rating a user might give to
an item. However they do not provide any information on the uncertainty and the
confidence of the Recommendation. We introduce a novel Matrix Factorization
algorithm that estimates the conditional quantiles of the ratings. Experimental
results demonstrate that the introduced model performs well and can potentially
be a very useful tool in Recommender Engines by providing a direct measure of
the quality of the prediction.

1 Introduction

Recent research on Recommender System algorithm is focused on Collaborative Filter-
ing methods that compute the predictions for a user-item pair based on past ratings of
this and other users. Factor models and more precisely Matrix Factorization approaches
have been introduced with great success in this area, see e.g. [1] for an example using
data from the Netflix Prize Competition.

The vast majority of the state-of-the-art Matrix Factorization techniques are based on
least squares regression-like methods in order to build a model capable of predicting the
rating for a given user-item pair. While many systems provide impressive performance
as expressed in empirical evaluation measures such as the root mean squared error, they
cannot address additional questions about the recommendation posed by both website
owners and users; such as the how certain the system is about the quality of a prediction,
e.g. in the form of a confidence interval.

From the perspective of the website owner, such information would be valuable in
order to provide the users with the right “mix” of recommendations containing items
the user will like with a high confidence as well as more adventurous recommendations.
In more technical terms, recommender engines could be set to a conservative mode giv-
ing priority in the list of recommendations to items that exhibit a narrower confidence
interval (i.e. we are fairly sure about our prediction) or could be set to a more adven-
turous mode where recommendations are given purely based on the conditional mean,
median or the 1st quantile etc.
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Users, on the other hand, may well be interested in using this information in order to
narrow down their item search by first eliminating all the items they surely won’t like.
Please note that “surely” and “won’t like” in the last sentence are two distinct pieces of
information to be gathered from the recommender system. In fact, these two dimensions
of a recommendation can be presented to the user in an intuitively understandable two
dimensional field of recommendations similar to the one presented in [2].

Standard regression methods typically aim at estimating y|x by finding the condi-
tional mean. Quantile regression methods [3], [3], [4] aim at estimating the τ quantile
of the conditional distribution of y|x where e.g. the 5th quantile corresponds to the
median. Note that while squared error loss based regression techniques are sensitive to
noise and outliers, the estimation of the conditional median is more robust to both out-
liers and noise. User rating data and collaborative data in general are known to contain
noise and outliers [5].

In least squares regression the desired estimate of y|x is given by a conditional mean.
In certain occasions one wants to obtain a good estimate that satisfies the property that
a proportion, τ , of y|x, will be below the estimate (for τ = 0.5 this is an estimate
of the median). This type of regression is known under the term quantile regression.
Assume that the conditional quantile is given by the function f(τ |x) then for example
for τ = 0.9, f(0.9|x) is the 90th percentile of the distribution of y conditional on the
values of x i.e. 90% of the values of y are less than or equal to the value f(0.9|x).
Quantile regression has been used in many areas such as in monitoring the growth of
infants given their age and gender, in ecology, in quality control and risk management
where a banker might want to estimate with a high certainty a lower bound of the value
of a set of financial products.

Contributions. In this paper, we introduce a novel algorithm based on Matrix Fac-
torization for computing conditional quantile estimates on Collaborative Filtering data.
This algorithm provides for both a robust estimate of the conditional median of a user
item combination and for any other quantile that can consequently be used to present
the confidence of the provided recommendation. We present the following contributions
to the field of factor models for collaborative filtering:

– A novel model for collaborative filtering based on quantile regression.
– An empirical analysis of the behavior of this system on real data.
– A simple way to integrate “external data” on the users such as demographic infor-

mation and the movies such as genre into the matrix factorization model.

To the best of our knowledge, we are presenting the first matrix factorization algorithm
for quantile estimation.

Organization of this Paper. The remainder of this paper is organized as follows: Sec-
tion 2 introduces regularized matrix factorization as well as the related work in Sec-
tion 1.1. Section 3 presents the main contribution of this paper, a quantile regression
model built upon the matrix factorization framework. This model is studied empirically
in Section 4 before the paper ends with conclusions in Section 5.
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1.1 Related Work

Factor models and more specifically matrix factorization methods have been success-
fully introduced to Collaborative Filtering and form the core of many successful recom-
mender system algorithms. The basic idea is to estimate vectors Ui ∈ Rd for each user
i and Mj ∈ Rd for every item j of the data set so that their inner product minimizes an
explicit [6] or implicit loss function [7].

Many of the most popular matrix factorization algorithms including SVD are based
upon minimizing the least squares loss function (see e.g. [8,9]) where the sum of the
squared errors between Fi,j and Yi,j is used as loss function. A notable exception is
the Maximum Margin Matrix Factorization approach presented in [6] which uses a
multi-class hinge loss in conjunction with an L2 regularizer to compute a model that
introduces a large margin of separation, and thus improved generalization, performance.

In matrix factorization the observations are viewed as a sparse matrix Y where Yij

indicates the rating user i gave to item j. Matrix factorization approaches then fit this
matrix Y with a dense approximation F . This approximation is modeled as a matrix
product between a matrix U ∈ Rn×d of user factors and a matrix M ∈ Rm×d of item
factors such that F = UMT .

Directly minimizing the error of F with respect to Y is prone to overfitting and thus
regularization is required. Limiting the rank of the approximation by restricting d leads
to a SVD of F , which is known as Latent Semantic Indexing in Information Retrieval.
Note that this approach ignores the sparsity of the input data and instead models Y as
a dense matrix with missing entries being assumed to be 0, thereby introducing a bias
against unobserved ratings.

An alternative is proposed in [10] by penalizing the estimate only on observed val-
ues. While finding the factors directly now becomes a nonconvex problem, it is pos-
sible to use semidefinite programming to solve the arising optimization problem for
hundreds, at most, thousands of terms, thereby dramatically limiting the applicability
of their method. An alternative is to introduce a matrix norm, which can be decomposed
into the sum of Frobenius norms [11,6,12]. It can be shown that the latter is a proper
matrix norm on F . Together with a multiclass version of the hinge loss function that
induces a margin, [6] introduced Maximum Margin Matrix Factorization (MMMF) for
Collaborative Filtering. We follow their approach in this paper. Similar ideas were also
suggested by [8,13,1] mainly in the context of the Netflix Prize.

2 Regularized Matrix Factorization

2.1 Model

In Matrix Factorization methods for Collaborative Filtering, the known data is inter-
preted as a sparse matrix Y ∈ Rn×m where Yi,j contains the rating of item j by user i,
if such a rating is known. The predicted rating Fi,j of item j by user i is modeled as a
linear combination of item factors Mj∗ ∈ Rd and user factors Ui∗ ∈ Rd:

Fij = 〈Ui∗, M∗j〉 (1)

where Ui∗ is the factor vector for user i and M∗j the factor vector for item j.
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Let U ∈ Rn×d denote the matrix of all user factor vectors and M ∈ Rm×d the
matrix of all item factor vectors. We can then express this prediction rule as a matrix
product:

F = UM ′ (2)

When learning a matrix factorization model, the aim is to estimate U and M in such a
way that the model predictions F minimize a loss L on the training set Y .

U, M := argminU,ML(F = UM ′, Y ) (3)

However, optimizing this will typically yield poor predictive performance due to over-
fitting. Thus, a regularization function Ω(F ) is added for capacity control and thus
overfitting prevention. This leaves us with the following objective function:

U, M := argminU,ML(F = UM ′, Y ) + λΩ(F ) (4)

Here, λ is a constant that is used to control the trade-off between the regularization and
the performance of the system on the known training data. Typically (e.g. in [6]), the
regularizer Ω(F ) is chosen to be the sum of the Frobenius (L2) norms of the matrices
U and M .

3 Quantile Matrix Factorization

In analogy to [6] we define the loss:

L(F, Y ) :=
1

‖S‖1

∑
i,j

Sij l(Fij , Yij) (5)

where l : R × Y → R is a pointwise loss function penalizing the distance between
estimate and observation while by S ∈ {0; 1}n×m we denote a binary matrix with
nonzero entries Sij indicating whenever Yij is observed.

We now seek to find matrices M ∈ Rm×d and U ∈ Rn×d minimizing the following
objective function:

U, M := argminU,M
1

‖S‖1

∑
i,j

Si,j l(Fij , Yij) + λΩ(F ) (6)

Given the factors U, M which constitute our model we have a choice of ways to ensure
that the model complexity does not grow without bound. A simple option is [12] to use
the penalty

Ω[U, M ] :=
1
2

[
‖U‖2

Frob + ‖M‖2
Frob

]
. (7)

Indeed, the latter is a good approximation of the penalty we will be using. The main
difference being that we will scale the degree of regularization with the amount of data
similar to [1]:

Ω[U, M ] :=
1
2

⎡
⎣∑

i

ni ‖Ui‖2 +
∑

j

mj ‖Mj‖2

⎤
⎦ (8)
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Here Ui and Mj denote the respective parameter vectors associated with user i and item
j. Moreover, ni and mj are scaling factors which depend on the number of reviews by
user i and for item j respectively.

Note here that the loss function is only computed on the non-zero elements of the
matrix Y as zeros are treated as missing values and not ratings. In order to now build a
model to estimate quantiles on collaborative data and ultimately provide more transpar-
ent and more flexible recommendations, we introduce and adapt a new loss function to
matrix factorization, namely the so-called quantile loss.

3.1 Quantile Regression

Definition 1 (Quantile). Let y ∈ R be a random variable and τ ∈ (0, 1). The τ quan-
tile of y μτ is given by the infimum over μ for which Pr{y ≤ μ} = τ . The conditional
Quantile μτ (x) for a pair of random variables (x, y) ∈ X × R is defined as the function
μτ : X → R for which μτ is the infimum over μ so that Pr{y ≤ μ|x} = τ .

The loss function for quantile regression was derived in [3] based on the observation
that minimizing l(f) = |f − y| would force half of the estimates of f to lie over y and
half below. This error measure corresponds to the absolute error loss functions which
yields a conditional median as a solution at optimality. Essentially due to the symmetry
of this error measure there will be about as many data points with negative residuals as
with positive.

This leads to the natural observation that by minimizing an asymmetrically weighted
absolute error measure and thus giving different weights to points below and above the
estimate one can retrieve the quantiles. Effectively by tilting the loss function (figure 1)
in a suitable fashion, one can get estimates for any quantile. The loss function used for
quantile regression is also known as the pinball loss and is given by:

L(Fij , Yij , τ) =

{
τ(Fij − Yij) Fij ≥ Yij

(τ − 1)(Fij − Yij) Fij < Yij

(9)

where τ ∈ (0, 1) is the quantile to be obtained. The optimization procedure given below
requires the derivative of the loss with respect to F , which can be computed as:

∂F L(Fij , Yij) =

{
τ Fij ≥ Yij

τ − 1 Fij < Yij

(10)

The loss and the derivative can be calculated for each individual user-item-rating triple
and thus many simple optimization methods can be used. An illustration of the loss
function is given in 1.

Note that when optimizing the pinball loss for Matrix Factorization the prediction
function of the model Fij = 〈Ui∗, Mj∗〉 does not return a prediction of the rating that
user i might give to item j but instead returns an estimate of the conditional quantile of
that prediction for the value of τ used during the optimization process. We can thus use
two Quantile Matrix factorization models one for e.g. τ = 0.25 and one for τ = 0.75
and define a confidence interval for the ratings (in this case the interquartile range) for
each user-item rating combination.
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Fig. 1. Plot of the pinball loss for τ = 0.5 blue line and for τ = 0.25 red dotted line. Notice the
higher loss incurred for negative F − Y when τ = 0.25.

3.2 Optimization

The loss function introduced above decomposes per element of F and Y . Thus, we
can employ an online optimization technique similar to the one mentioned in [8]. This
method is an adaptation of the simple Stochastic Gradient Descent algorithm to the
matrix factorization framework. To this end we compute the element-wise gradient of
the objective function (6) with respect to F .

Notation. As the loss decomposes per element, we can define the following, more
compact notation: Let f and y denote two corresponding element entries in F and Y
and u and m be the corresponding rows of U and M . Then, we can formulate:

∂fE(f, y) = ∂fL(f, y) +
λ

2
∂f

(
‖u‖2

2 + ‖m‖2
2

)
(11)

The partial gradients with respect to u and m can then be written as:

∂uE = ∂fL(f, y)m + λu (12)

∂mE = ∂fL(f, y)u + λm (13)

This, together with a learning rate η, allows us to define the following update rules for
an iterative optimization procedure:

ut+1 = ut − η∂uE (14)

mt+1 = mt − η∂mE (15)

This algorithm scales linearly to the number of nonzero entries in the matrix Y , and the
dimensionality of d of the feature matrices that is O(‖S‖1d) it can thus be used on very
large datasets.

3.3 Feature Extensions

In Recommender Systems often additional information on the user or the items is avail-
able either in the form of demographic information on the users or of genre information
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for movies. In [14], the integration of features is proposed by defining a kernel between
rows and columns that integrates features. Another way of introducing features is to use
them as a prior for the factors, as studied in [15].

Here, we present an integration of features to the matrix factorization framework by
adding several linear learning models. Assuming that the du user features are contained
on the rows of XU ∈ Rn×du where n the number of users the prediction model then
becomes:

Fij = 〈Ui∗, Mj∗〉 +
1

√
ni

〈
XU

i∗, W
U
∗j

〉
(16)

where WU ∈ Rdu×m is a parameter matrix where m the number of movies. The same
idea can be applied for the item features:

Fij = 〈Ui∗, Mj∗〉 +
1√
ni

〈
XU

i∗, W
U
∗j

〉
+

1
√

mj

〈
XM

j∗ , WM
i∗

〉
(17)

with XM ∈ Rm×dm and WM ∈ Rn×dm and WU
∗j denoting the jth column of WU

and ni the number of items rated by user i and mj the number of ratings for item j.
We discount the influence of the external features in proportion to the square root of the
number of items a user has rated. The model thus gives more weight to external features
for users that have few ratings. The same principal is also applied to the items. The
features can be integrated easily in the optimization procedure, i.e. in each iteration an
additional update of the corresponding columns in WU and rows in WM is performed.
The newly introduced parameter matrices are also regularized using the Frobenius L2.

4 Experiments

Quantile Factorization models computes only quantiles and thus cannot be compared
directly to standard Matrix Factorization approaches that minimize the RMSE. More-
over it is not the aim of the model to provide an exact rating prediction but instaed to
provide a measure of quality for a prediction.

Section 4.1 describes the evaluation procedure, including the choice of data sets,
evaluation measure and parameter tuning conducted. Section 4.2 contains the results
obtained for the new model with this procedure.

4.1 Evaluation Setup

All experiments where conducted on the same data sets using the train-test splits, the
evaluations measure and the number of factors d described in the following paragraphs.

Data. For the experiments, we used the well known data sets EachMovie and Movie-
Lens. Table 2 shows the descriptive statistics for these data sets. Please note that we
did not perform any preprocessing of the data such as mean removal and normalization.
Detailed information on proper preprocessing and main effect removal for collaborative
filtering data can be found in [16] and [17].

Both data sets originate from movie recommender systems and thus contain ratings
of movies by users. The ratings in the MovieLens are given on a five star scale, while
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Table 1. Data set statistics

Data set Users Movies Ratings
EachMovie 61265 1623 2811717
MovieLens 6040 3900 1000209

EachMovie uses six rating levels. In both cases, more stars indicate a higher rating. For
the EachMovie data set, we randomly extracted 10 ratings from the known ratings of
each user to form the test set for this user. The remaining known ratings were used as
the training set. For the Movielens data set, we used the 5 train-test splits provided by
the GroupLens1 research lab.

Fixed Number of Factors. We tuned the dimensionality factor and regularization pa-
rameter for good performance. In all experiments the number of factors d was fixed
to 20 for EachMovie and 15 for MovieLens. In our experiments we also use a single
regularization parameter λ.

Model Evaluation. Computing the true conditional quantile is impossible and most
methods only approximate it using density estimation. Moreover, we are not aware
of any other method for quantile estimation on collaborative filtering data. We thus
conduct an empirical evaluation of the performance of the model by computing the
portion of user-item ratings that fall over the estimated conditional quantile value Fij

which should be close to the quantile τ for which we are optimizing. We also explore
some properties of the quantiles and the interquantile ranges.

4.2 Results

Model Validation. Our aim in this set of experiments is to validate the model by com-
puting the portion of the test user ratings that fall over the computed conditional quan-
tiles. To this end, we set the value of τ and train the model for each training set in the
data. During evaluation we count the number of user-movie ratings that fall above the
estimated quantile in the test set and compute the proportion these represent in the test
set as mentioned this should be optimally in the order of τ . We then report the mean of
these proportions over all the different train - test splits. Finally, we repeat the procedure
for different τ values.

We performed model selection on one test train split for τ = 0.5 for each dataset
and used the computed values of λ for the procedure. Note that the standard deviation
of these estimates over the different train-test sets is of the order of 0.005 and thus not
reported.

Figure 4.2 contains the results of this experiment on the EachMovie and the Movie-
Lens data. We observe very good performance of the model: the quantiles the system
was trained for almost exactly carry over to the test set. We can thus deduce that the
estimated conditional quantile estimates are very close to the true values and that the
system exhibits a strong generalization performance.

1 http://www.grouplens.org/

http://www.grouplens.org/
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Fig. 2. Scatterplots of the proportion of user ratings that fall over the quantile estimates in the test
set for different values of the pinball loss quantile parameter τ both for the Eachmovie dataset
2(b) and the Movielens dataset 2(a). The dotted line is the y = x line.

Table 2. Results obtained form a model without and with external Features on the Movielens
dataset. For τ = 0.10 the model with features is statistically significantly better. For the other
τ there is no statistically significant difference though the model with feature tends to perform
slightly better.

Plain Features
τ = 0.10 0.1122 0.1096
τ = 0.25 0.2609 0.2601
τ = 0.50 0.5011 0.5011
τ = 0.75 0.7192 0.7201
τ = 0.90 0.8759 0.8761

Features. We also compare the performance of the system with external features for
the users and the movies provided in the Movielens dataset to the plain factorization
model. The Movielens dataset contains demographic information on the users and genre
information on the movies. Using 17 we include this information into the model. We
repeat the experimental procedure which we used to generate figure 2 with and without
features. Table 2 contains the results for different values of τ .

The result show that including the features does only marginally improve the per-
formance of the model. In fact this observation seems to confirm the notion that in the
presence of enough rating data external features do not provide significant additional
performance benefits to collaborative models [18].

Quantile Properties. In this set of experiments we demonstrate the behavior of the
quantiles given the amount of movies a users has seen. We calculate the 2.5 and the 7.5
conditional quantiles by training models for τ = 0.25 and τ = 0.75 on the MovieLens
training sets. We then compute the conditional inter-quantile range that is the difference
between the 2.5 and the 7.5 quantile on the test set. We split the users in five groups of
users each containing about 190 users so that the first group contains users who have
rated 1 − 21 movies the second 22 − 39 etc.
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Fig. 4. Density plot of the distribution of the Interquartile range for the MovieLens dataset. The
dashed line is the distribution of the interquartile range for a run without user and movie features
We observe almost no significant difference in the two distributions Wilcox test p-value 0.194.

In Figure 3, we plot a notched boxplot of the interquartile ranges for different user
groups grouped by the number of seen movies. We observe that the interquartile range
is generally smaller and thus narrower for users who rated more movies. This behavior
is to be expected since given more data, the model is able to identify “better” estimates,
yielding somewhat narrower interquartile ranges. Moreover one would expect that users
who have rated a large number of movies have developed a more consistent rating
behavior.

Figure 4 shows the distribution of the width of the interquartile ranges. The interquar-
tile range could provide for a good measure for the confidence of the rating prediction
since by definition the “true” rating will be within this range with a 50% probability.
We also observe that a large portion of the calculated ranges are below 1, indicating that
the system is rather certain about these predictions. On the same figure we also plot the
distribution of the interquartile ranges for a model with features, notice that there is no
significant difference between the two.
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5 Conclusions

We introduced a novel Quantile Matrix Factorization model. The model is able to esti-
mate the confidence of the system when computing rating predictions in a Collaborative
Filtering setting. To the best of our knowledge, this is the first system able to perform
quantile and thus confidence prediction in Recommender Systems. Recommender Sys-
tems stand to benefit from this additional information by providing users with more
information on the quality of the recommendation and giving practitioners another op-
tion in configuring their recommender engines. Experimental evaluation of the sys-
tem demonstrated that the model provides an excellent estimate of the true conditional
quantile and exhibits properties that warrants investigating its utility to the end-users in
future research.
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Abstract. A recommendation system (or recommender) is an algorithm
whose goal is to recommend products to potential users. To achieve its
task, it uses information about some user preferences.

We present recommenders that use information about the preferences
of only a very small subset of users (called a committee) on a very small
set of products called the witness products set. The main interest of our
approach compared to previous ones is that it needs substantially less
data for ensuring a very good quality of recommendation.

1 Introduction and Related Work

Recommendation systems aim to select products for a particular user from a
list shared by all (available products for instance) according to known previous
preferences of users. There are essentially two ways to recommend products. One
consists in learning the preferences of a particular user based on the products
(s)he liked before and recommending products similar to these ones (content
based approach, see [1]). The other approach consists in recommending products
to someone by choosing products that have been liked by users that seem to have
the same preferences as the person to recommend (collaborative filtering, see [2]).

We propose a recommender that follows the collaborative filtering paradigm.
Our algorithm recommends to a particular user a product that will be in the set
of its favorite products with high probability. Such recommendations are done
according to a categorization of users into equivalence classes with respect to the
relation “having the same preferred products”. Our algorithm is original since
it produces a good recommendation with high probability without knowing the
exact rating of each product by each user.

Most of the collaborative filtering work relies on an analysis of users’ prefer-
ences that take their values in a continuous space (see [3,2,4]). In these papers,
recommenders are based on the assumption that users can be categorized in
classes that strongly differ one from each other. In [5], Kleinberg et al use mix-
ture models to make a good recommender. In [6], the authors made a first at-
tempt to design recommenders that are not based on specific assumptions about
the internal behavior of a committee (a small set of users that rate a lot of prod-
ucts). Meanwhile, preferences need to be binary values. They are interpreted
as ”good” or ”bad”. This assumptions is clearly a drawback since the behavior
of customers do not generally obey to such separate agreements. Moreover, the
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need for the committee to evaluate all products is required. Several papers agree
to consider such a need to be hardly reliable [3,4,2,7,6].

To the contrary, the essence of our method is to make user evaluate very few
products with small discrete rating scale and consider that a committee would
never be able to evaluate a large number of products. So our method does not
use a bound on the number of products and ask for a committee to rank only a
very small number of these products. It means that we do not need a rating of
products, a strong assumption used in [4,8,9]). While [4] asks for a strong gap
between user classes (to be said, orthogonality), we weaken this assumption by
asking for user classes to be sufficiently different.

The structure of the paper is the following. We present in section 2 our frame-
work. Section 3 sets the condition on products and users for the recommendation
system to work. Section 4 presents our recommenders. Last, section 5 shows the
effectiveness of our approach through a user satisfaction experiment.

2 Framework and Principle of Our Method

2.1 Our Framework : Modeling of Users and Products

The goal of a recommendation system is to provide users with “good” products.
In this paper, we consider that users belong to a set U = {u1 · · · um} of m distinct
users and that products come from P = {p1 · · · pn} a set of n distinct products.
We also suppose that we are given, even implicitly, a function f : U × P −→ R
that gives for every couple of user/product a utility; f is then a so-called utility
function. We can now define a recommendation system as:

Definition 1. A recommendation system is a function R : U −→ Pr, where
Pr = {X ⊆ 2P , |X | = r}. Thus, for each user ui, R(ui) is a set of r products.

r is a fixed parameter (r = 5 in our experiments). Let Fr(ui)denotes the r
favorite products (according to f) of user ui, we have the following definition.

Definition 2. A good recommendation occurs when we have Fr(ui)∩R(ui) �= ∅
Our goal is to obtain an algorithm that gave good recommendations.

For convenience, we summarize the utilities in a m × n matrix Mf such that
Mf(i, j) = f(ui, pj). We denote respectively by Mf(i, �) and Mf (�, i) the ith

row and jth column of the matrix Mf .
In order to design recommenders, we are interested in top values of a given

row Mf(i, �). These values corresponds to the favorite products of user ui. These
top values are given by an injective function rank : U × P −→ [n], where [n]
denotes the set {1, · · · , n} for n ∈ N. rank(ui, pj) is the index of pj in the
sorted (according to the values of f) list of products for user ui. For instance,
rank(u1, p2) = 3 means that p2 is the third preferred product of user u1.

Using the function rank we can define the notion of r−equivalence for users.

Definition 3. Two users ui and uj are said to be r-equivalent if and only if

∀p ∈ P rank(ui, p) ≤ r ⇐⇒ rank(uj , p) ≤ r
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Intuitively, ui and uj are r-equivalent if they have the same r preferred products
(but not necessarily with the same order of preference).

We also define a function index : [n] × U −→ [n]. index(∗, ui) that indicates
the permutation that sort products according to their rank for ui. We then
define an equivalence relation ≡ps between users. It is called the product sorting
relation. Ũ denotes the quotient space of U by ≡ps.

Definition 4. Two users uk and ul are equivalent w.r.t. the relation ≡ps iff

∀i ≤ n index(i, uk) = index(i, ul).

In this case we write uk ≡ps ul.

If necessary, we use a m × n matrix S, called the sort table, such that S(i, j) =
index(j, ui). This will be only for the sake of clarity in the notations.

We are interested in good recommendations, so we need a notion of equivalence
between users that considers only the favorite products of a given user.

Definition 5. Let r < n, two users uk and ul are r-equivalent (that is have the
same r favorite products) if and only if :

∀i ≤ r ∃j ≤ r index(i, ul) = index(j, uk)

When this happens, we write uk ≡r ul. Moreover this is an equivalence relation.

This relation is important for the rest of the paper since our goal is to deal with
only a small numbers of products (here r) in order to give good recommendation.
Û denotes the quotient space of U by ≡r.

2.2 Principle of Our Method

We follow the modeling we just defined above. We want our recommendation
system to output a good recommendation of r products, where r is a very small
integer (typically r = 5 in our experiments). It is often admitted that, to get a
good recommendation, users follow some kind of behavior which can be viewed
as arbitrary distinct classes. In our method we made this natural and formal
using the notion of product sorting equivalence and r-equivalence. Thus, we do
not admit that users behave the same, exactly or modulo some randomized per-
turbations, but only tell that there is a model that, given a ranking of products
for each user, naturally sort users into equivalence classes. In the following, we
will consider cases where both quotient sets Û and Ũ have small cardinality in
regards to both m and n (numbers of users and products).

All of our work was done according to two assumptions. The first is that
we have access to a few users who will rank a set of witness products and give
their r favorite products. These users are known as “the committee”. The second
assumption is that we are authorized to ask every people about these witness
products. This two hypothesis allow us to say that we use partial information in
order to make its recommendation. The main issue is then to understand what
should be the size of the committee, and how many witness products we need in
order to be able to provide a good recommendation to users.
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Our recommender is described in Fig.1. We first choose a committee and
ask to each member of the committee to sort some products according to its
preferences. Then we choose a set of witness products and ask all users to sort
those products. Then we can cluster, with high confidence, users into equiva-
lence classes according to their products sorting. The given clustering will likely
attribute at least one member of the committee to each equivalence class. This
peculiar user will be used to make recommendations to members of its class.

In the following we note by C the committee (thus C ⊆ U) and by W the
witness products (W ⊆ P). As said previously, Û and Ũ are the quotient sets of
U with respect to, respectively, ≡r and ≡ps. Classes of Ũ (resp. Û) are denoted
by ũi (resp. ûi) for i ranging from 1 to |Ũ | (resp. |Û |). For the sake of clarity, we
use θ as a notation for the cardinal of Ũ and θi for the cardinal of class ũi.

The next section is devoted to the calculus of |C| and |W | in order to make
a good recommendation. Our goal is to find W and C such that the following
holds: let ui ∈ C and uj ∈ U . If ui ≡ps uj for products from W then ui ≡r uj

on U with high probability. Note that it implies that with high probability we
can have a good recommendation for uj by giving him the favorite of ui.
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Fig. 1. Principle of our method

3 Recommendation under Partial Information

We now address the problem of the size of both the committee and the set of wit-
ness products in order to provide good recommendations with high probability.
We first consider the problem of the size of the witness products set.

3.1 Cardinality of the Witness Products Set

We consider that the relation between products is preserved, e.g. if a user prefers
product pi to product pj , he will provide a higher utility value for pi than for
pj . This only means that users always sort products the same way. This may
not be true that users evaluate utilities the same way, regardless of the proposed



Partial Ranking of Products for Recommendation Systems 269

products. Sorting information may look weaker than utility in order to perform
recommendations, but it is clearly more robust : context or even mood can
change the actual value of utility. A users does not have the will to be rigorous
but it will certainly keep its preferences. Thus, this is one of the assumption on
which we build our algorithm.

We now look at bounds for |W |, assuming that θ is the number of classes
of users, regarding the relation having same product sorting (≡ps). We start by
giving a combinatorial result (proof in appendix) which will ensure bounds for
our recommendation system to work:

Proposition 1 (sub-permutation). Let τ be a permutation over [n] and W
be a subset of [n] of cardinality |W |. There exists a unique sub-permutation τ |W
which is the one-to-one mapping from W to [|W |] that satisfies :

∀k, l ∈ W τ |W (k) < τ |W (l) ⇔ τ(k) < τ(l) (1)

Lemma 1. Let {τi; i ≤ θ} be a family of θ distinct permutations over [n]. To
distinguish all τi between them with their sub-permutations, using a single W ⊂
[n] of cardinality |W |, we need at most |W | = inf{n; 2(θ − 1)} elements.

Proof. The proof is in the appendix.

Observe that the proof of the lemma defines an algorithm which computes the
set W . Its time complexity is θ · n, which is just the input size. This algorithm
is optimal among deterministic techniques. We will prove that we can get good
recommendations with high probability when taking less than 2(θ−1) products.

We now rephrase the two last results in term of recommendation :

Proposition 2. Let W ⊂ P be of cardinality |W | and Ũ = {ũ1, · · · , ũθ} be the
quotient set of U , w.r.t. having the same product sorting relationship, where
θ ≤ �n/2�. Suppose we are given Mf(li, �) for at least one user uli ∈ Ti for
all i ≤ θ (or, which is enough, an ordering of all products by user uli). Then
we need at least |W | products in the witness products set in order to make good
recommendation to all users where |W | is such that (|W |)! ≥ θ and |W | ≤
2(θ − 1).

Proof. We prove the proposition in two steps.

Lower Bound : It is sufficient to note that when extracting the ordering of |W |
products for a user uj, the total number of possible different ordering is exactly
(|W |)!. Thus, it becomes clear that if θ is the number of different classes of users
among U , we obviously need |W | such that (|W |)! ≥ θ in order to distinguish all
different classes and, thus, making a good recommendation to uj .

Upper Bound : From Mf (li, �)i≤θ, we can compute a family of functions
index(∗, uli). For a given li, the function index(∗, uli) can be seen as a per-
mutation over [n].

We can now use proposition 1. We need a subset of [n] of cardinality no more
than 2(θ − 1) to distinguish each of these θ permutations with their associated
sub-permutations. This means that we need |W | ≤ 2(θ − 1) products to make
every functions index(∗, uli) one different of each others.
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Finding exactly the |W | products that fit with the lower bound may be a
very difficult task. If we choose these products uniformly at random they will
be unlikely to ensure to distinguish between classes. Then, it would certainly be
easier to choose more products for the witness products set in order to be able to
have enough information. The upper bound means that it is always possible to
make good recommendations, under condition that every class of user is known
via one of its representant, with at most 2(θ−1) known products per user. Thus,
we add to our recommender a specific algorithm to select products that every
people should evaluate.

Although we have these lower and upper bounds, we feel concerned with
finding the number of products needed in W in order to achieve a fast but good
recommendation. Proposition 3 below gives the solution.

Proposition 3. Let W ⊆ P a set of products and Ũ be as before. Suppose we
know for all i ≤ θ, Mf (li, �) for at least one user uli such that uli ∈ ũi. Then
if we pick uniformly at random |W | = �

√
θ� elements from P, we can correctly

sort, with high probability, every user in its class (e.g. equivalence class w.r.t.
the ≡ps relation) by looking the ordering of those |W | products for each user.

Proof. Let Dst be the event every Mf(li, �)|W is distinct, when taking |W | ele-
ments from P with uniform distribution. This event can be observed as distin-
guishing each class from Ũ with |W | products. Hence, this means exactly that,
taking one user from each class as a witness of his class, we do not want two
distinct of these users to be represented asame (i.e. with the same ordering over
these |W | products). The probability of the event Dst is given by :

Pr[Dst] =
θ−1∏
i=0

(|W |)! − i

((|W |)!) ⇔ ln (Pr[Dst]) =
θ−1∑
i=0

ln
(

1 − i

(|W |)!

)

Which leads to, using power series :

ln (Pr[Dst]) =
θ−1∑
i=0

∑
j≥1

(−1)j

j

(
i

(|W |)!

)j

=
−1

(|W |!)
∑
i<θ

i + o(1
(|W |)!)

Finally, we get: ln (Pr[Dst]) = θ−θ2

2(|W |)! + o(1
(|W |)!), which leads to the approxima-

tion: Pr[Dst] ≈ e−
(|W |)4
2(|W |)! . This is close to 1, thus the proposition holds.

From now on, we know how much products we have to choose in our witness
products set in order to achieve good recommendation with high probability. We
now address the problem of the number of users that must be in the committee.

3.2 Cardinality of the Committee

In order to cluster users into classes that depend on the product sorting equiv-
alence, we need a committee that will evaluate all products of the set W .
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This committee is a subset C of U whose members must be chosen in a way
or an other. After choosing how we sample users for being in the committee,
we must evaluate how much of these users we need. As in the case of witness
products, it is easier to have people chosen uniformly at random. We should
then study the behavior of a recommendation system that pick users for its
committee with uniform distribution. We thus define the notion of good (e.g.
representative) committee.

Definition 6. A committee C is representative of U if and only if :

∀ũi ∈ Ũ , ∃u ∈ C such that u ∈ ũi

Our goal is then to pick enough users in order to have a representative committee,
that is obtaining at least one member of each class of users (w.r.t. the relation
having same product sorting) with high probability.

We then have to evaluate the probability of getting one member of each of
such class when asking |C| users from U at random with uniform distribution,
where this last event will be written GC for Good Committee. It is given via the
probability of the opposite event (i.e. not having a representative committee) :

Pr[¬GC] =
∑θ

i=1

(
1 − θi

m

)|C|

We recall that θi stands for the cardinal of class ũi and m = |U|.
We make some reasonable assumptions about θi and θ. It seems natural to

assume that θ � m, that is the number of classes, is small w.r.t. the number of
users. We also suppose that every class of users contains a non negligible number
of users. Formally, these facts can be expressed as θ = O(1) and θi = Θ(m) with
associated multiplicative constant qi < 1 for all i ≤ θ. That is θi = qi · m. In the
following we consider, without loss of generality, that q1 < q2 < · · · < qθ so that
the size of the ũi is increasing with i.

These assumptions are reasonable since, in practice, we are not interested
in providing good recommendations to users that belong to not large enough
classes. Providing users in small classes with good recommendations will increase
massively the size of the committee only to satisfy few more users.

We can now compute the probability Pr[¬GC] , written ε from now on :

ε ≈
∑θ

i=1 (1 − qi)
|C| ≤ θ (1 − q1)

|C| = θe|C| ln(1−q1)

This can be equivalently written as :

ln
(

ε
θ

)
≤ |C| ln (1 − qi) ⇐⇒ |C| ≥ 1

q1
ln

(
θ
ε

)
Observe that, under our assumptions, we have q1 = Θ(1). It leads to :

|C| ≥ qθ ln
(

θ
ε

)
= O(θ ln(θ/ε))

We can now summarize this result into the following proposition :

Proposition 4. Suppose that θ = O(1) and θi = Θ(m) with associated multi-
plicative constant 0 < qi < 1 for all i ≤ θ. Then a committee C is representative
of U with probability (1 − ε) if and only if |C| = O(θ ln(θ/ε))

Note that, here, θ is a constant, so |C| = O(ln(1/ε)). It means that the size of
the committee only depends on the targeted precision of the recommender.
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4 Recommenders

In this section, we use the results of the previous sections to design a family of
recommendation systems. Each of these recommendation systems depends on
how we collect the information needed for initializing the algorithm.

We present here two of these algorithms, probably the most naturals that
can be constructed using our framework. First we present two different ways
to collect the informations that are needed by our algorithm. Please note that
θ, the number of equivalence classes of users w.r.t. the relation “having same
product sorting”, is a parameter of the two initialization process. The natural
question is then how to choose the value of this parameter in order to make the
algorithm usable ? In practice θ is a constant known via users’ polls. But if we
consider the more general case where θ = O(ln m), our algorithm is still efficient.

The first initialization process is used if one has only access to values of the
utility function for users from the committee C.

Initialization case 1
• Set C = {uhi; i ≤ |C|} by picking |C| = qθ ln

(
θ
ε

)
= Θ(θ ln( θ

ε ) users
from U .

• Set W by picking |W | = max(8 ; �
√

θ�) products from P .
• For all uk ∈ C, Extract Fr(uk) from P .
• For all uk ∈ C, build the family of functions index|W (�, uk). This family

is represented as a restriction to C and W of the matrix S defined in
subsection 2.1. We denote this matrix as SC,W

The second initialization process is used when the user of the recommender
can ask to committee members their r favorite products in P without rating all
products in P . In our practical experiment, we use this initialization method.

Initialization case 2
• Set C = {uhi; i ≤ |C|} by picking |C| = qθ ln

(
θ
ε

)
= Θ(θ ln( θ

ε ) users
from U .

• Set W by picking |W | = max(8 ; �
√

θ�) products from P .
• Ask each user from C about his r favorite products. Build a |C| × r

table containing this information.
• Ask every member of the committee to sort products of W . Use this to

build the family of functions index|W (�, uk). This family is represented
as a restriction to C and W of the matrix S defined in subsection 2.1.
We denote this matrix as SC,W .

Note that SX,Y will denotes the restriction of S to users from X and products
from Y . Moreover, S(i, j) = index(j, ui). We now give the algorithm that uses
either initialization case 1 or 2.
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Algorithm

Input : ui from U represented by its sorting on products from W . This can
be seen as a vector Vi =

(
index|W (1, ui), . . . , index|W (|W |, ui)

)
.

Output : The r-recommended products for ui.
Behavior :
1. Compute SC,W · Vi := tw(i)
2. Set J = {j ≤ |C| : w(i)j = maxl≤|W |{w(i)l}} where w(i) =

(w(i)1 · · · w(i)|W |)
3. Take j0 ∈ J at random uniformly
4. Outputs the r favorite products of committee user uj0 corresponding to

j0
th row of matrix SC,W (This is Fr(uj0)).

For this algorithm, the following theorem holds :

Theorem 1. The above algorithm gives good recommendation to a given user

with probability at least 1 − (ε + η), where η = 1 − e−
|W |4

2(|W |)! = o(1) and ε is such
that |C| = qθ ln

(
θ
ε

)
. Its time complexity is O(θ

√
θ ln

(
θ
ε

)
).

Proof. We have at least one user from each of the θ classes with probability (1−ε)
according to proposition 4. Let user ui be the input of our algorithm. As there
exists j ≤ θ so that user ui ∈ ũj, we get that user ui has a member of its class in
C with the same probability (1−ε). In this case, let us define ref(i) = C∩ũj . By
proposition 3, since |W | = �

√
θ�, two users from different classes have different

corresponding rows in SC,W with probability e−
|W |4

2(|W |)! = 1 − η.
Hence, there is a probability at least 1 − (ε + η) that the committee contains

at least one user from each class (i.e. the committee is representative) and that
its members have same representative in the matrix SC,W computed so that
SC,W (k, �) = Vi if and only if user uhk

∈ ref(i). Thus, picking any of the user in
ref(i) will provide someone who share same product ordering as user ui so that
recommending his top r favorite products is a good recommendation for user
ui. It remains now to show that the set J is exactly ref(i). For this we use the
following lemma which is a direct application of the Cauchy-Schwarz inequality.

Lemma 2. Let τ and σ be permutations over [N ], N ∈ N�. We have that∑N
i=1 τ(i) · σ(i) is maximum if, and only if, τ = σ.

Hence, since every row l in SU ,W can be seen as the restriction of the index
function to the set W of witness products, this corresponds to enumerating
every image of a sub-permutation. Thus, the vector tw(i) consists of the scalar
product given by the previous lemma, so that w(i)k reaches its maximum if, and
only if, SC,W (k, �) = Vi, permitting us to conclude.

The time complexity is in O(|C| · |W |) = O(θ
√

θ ln
(

θ
ε

)
). Computational com-

plexity for finding maximum coordinates of list w(i) and taking j0 at random
among corresponding indexes can be neglected because of the O.
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Table 1. Percentage of recommendations regarding the number of good and unknown
recommended products

�������good
unknown 0 1 2 3 4 5

Rec Ran Rec Ran Rec Ran Rec Ran Rec Ran Rec Ran
0 0% 7% 1.1% 5.2% 1.3% 1.6% 4.7% 8% 22.2% 23.7% 100% 100%
1 4.3% 20.7% 5.7% 22.4% 16% 31.1% 16.3% 37.1% 77.8% 76.3% 0 0
2 19.1% 17.2% 14.8% 24.1% 20% 39.3% 79% 54.9% 0 0 0 0
3 23.4% 24.1% 33% 31% 62.7% 28% 0 0 0 0 0 0
4 19.1% 13.8% 45.4% 17.3% 0 0 0 0 0 0 0 0
5 34.1% 17.2% 0 0 0 0 0 0 0 0 0 0

With the previous theorem, we have a recommendation system for recom-
mending to one user a set of r products. We now see what happens if we use
this algorithm for making recommendations to all users of U .

Corollary 1. When adding a loop to the beginning of the algorithm in order to
make recommendation for every user in U , the time complexity of the algorithm
is O(m + n) when using initialization case 1 and O(m) when using case 2,
assuming that we both have |C| = O(1) and |W | = O(1). Thus, the fact that
every user gets a good recommendation happens with probability 1 − (ε + η).

5 Experiments

In order to validate the effectiveness of our approach we decided to make an
experiment with actual products and users.We selected from a set of 4400 movies,
160 of them uniformly at random. We then extract uniformly at random from
this data set 9 movies (our witness products set).

Our methodology was then the following. From the people that volunteer to
appear in the committee, we extract (at random) 20 of them. It was then asked,
through a web site, to the committee members to sort the 9 movies and then
to choose their 5 favorite movies in the data set (these 5 movies were called the
selection). We then asked as many people as possible to use our recommendation
engine to see if it is effective. 270 people have used it so far, the experiment
is ongoing so the presented results are only partial but still trustworthy. The
protocol was the following, first a user is asked to sort the 9 witness movies
and then we offer him two recommendations. The first one is provided by the
recommendation system presented in this paper and the second recommendation
is simply composed of 5 movies chosen uniformly at random in the data set. The
users are then asked two questions for each recommendation, how many films
do they like in the recommendation and how many films do they actually know
in the recommendation.

Fig.2. It shows the percentage of recommendations that contains at least
a given number of good recommended products (e.g. products liked by user).
It first gives the percentage of good recommendations (according to the defini-
tion 2). Our method outperforms the random recommendation since we achieve
a percentage greater than 95% while the random recommendation only achieves
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Fig. 2. Percentage of recommendations
containing at least x good products
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Fig. 3. Number of recommendations with
x unknown products
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Fig. 4. Number of recommendations
made by each committee member
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Fig. 5. Number of recommendations with
x unknown products made by each com-
mittee member
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Fig. 6. Number of good recommendations made by each committee member

less than 85%. Moreover, we can see that our recommender also provides higher
order good recommendations. On the other hand, random choices’ effectiveness
drops quickly and it often fails to provide users with more than 2 good products.

Fig.3. It shows the number of recommendations w.r.t. the number of unknown
products recommended. A too large number (i.e. 4 or 5) of unknown products
seems to indicate a poor quality of recommendation since we are here dealing
with well known movies: if one does not know items recommended too him, it is
likely that they are in fact movies he did not want to see. It is also important to
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note that if this number is too high it will decrease the user’s confidence in the
recommendation. We can clearly see on Fig.3 that this number decrease much
faster with our algorithm than with the random choices.

Table 1. We compare the “quality” of the recommendations made by both
techniques. Meaning we want to compare the number of good recommended
products w.r.t. the number of unknown products in the recommendation. The
columns are indexed by the number nu of unknown products in the recommen-
dations and the rows are indexed by the proportion of recommendations with
ng good products. We see that when (ng, nu) ∈ {(2, 3), (3, 2), (4, 1)} our algo-
rithm outperforms the random choices. These cases are interesting because they
concern good recommendations where (ng +nu = 5)∧ (ng > 1)∧ (nu < 5), thus
the user is confident in the recommendation (he liked all the movies he knows
in the recommendation) and will probably consult the unknown products.

Figs.4, 5 and 6. These figures consider each committee member separately.
We see in Fig.4 that most recommendations are given by only a few users, but
that there are no users that make zero recommendation. We also see that the
percentage of good products and unknown products in each committee member
is approximately the same for every member and does not depend on the number
of recommendations.

Experiments show the effectiveness of our approach: it is possible to provide
users with good recommendations with high probability but low complexity.

6 Conclusion

In this paper we have presented a new recommendation system based on weaker
assumptions than previous ones. Our recommender is as efficient in terms of
time complexity and probability of having a good recommendation as other
recommendation systems. A user satisfaction experiment supports these results.
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Appendix

Proof. (of proposition 1).
The existence is straightforward, so it remains to prove the unicity. Let [n] and W
be such fixed sets and suppose that there exists two different sub-permutation
τ1 and τ2 of τ that satisfy the propriety (1). We then consider the smallest
i ∈ [|W |] such that τ1(k) = τ2(l) = i, with k �= l elements from W . It follows
that τ1(l) > τ1(k) and τ2(k) > τ2(l) : otherwise, τ1(l) or τ2(k) would be lower
than i making k and l equal. But then, we have by (1) that τ(l) > τ(k) and
τ(k) > τ(l), a contradiction. In any case, we are lead to τ1 = τ2 showing that
the function is unique when W is fixed.

Proof. (of lemma 1).
By induction on the number θ of distinct permutations. The result stands for
θ = 1. As this is obvious for θ ≥ n, we will assume θ < n.

Let us consider that W ⊂ [n] is a set of cardinality at most 2(θ −1) satisfying
∀i, j ≤ θ τi|W �= τj |W . Recall that is means τi(a) < τi(b) while τj(a) > τj(b) for
some a, b belonging to W , a and b being case-specific for each (i; j) with i �= j.
We then compare τθ+1|W to the τi|W ’s. If they are all different, then we are
done. Else, there exists some i ≤ θ so that τi|W �= τθ+1|W . Moreover, such an i
is unique among [θ], otherwise it would contradict the assumption that W allows
to distinguish between τ1, . . . , τθ. As all the θ+1 permutations are distinct, there
exists a, b such that τi(a) < τi(b) while τθ+1(a) > τθ+1(b). Let W ′ = W ∪ {a; b}.
It must be the case that τi|W ′ �= τθ+1|W ′ . Finally, τθ+1|W �= τj |W ⇒ τθ+1|W ′ �=
τj |W ′ so that W ′ permits to distinguish every of the θ + 1 permutations and we
have that |W ′| ≤ 2(θ − 1) + 2 = 2θ, and the result follows.
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